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Preface

Understanding Earth Observation addresses the electromagnetic foundation of
remote sensing. The basic fundamentals are presented in close association with the
kinds of environmental targets to be monitored and with the observing techniques.
It is intended for scientifically literate students and professionals who plan to gain a
first understanding of remote-sensing data and of their information content.

Motivation. Clearly, value is added to Earth observation (EO) when the infor-
mation contained in the measurements is watchfully selected and effectively used
in the applications. Myriads of data keep streaming from the space missions that
national governments, international organizations, and companies devise, develop,
and launch, as well as from the variety of sensors on manned and unmanned air
platforms and on the Earth’s surface. The steady increase of the amount of EO
products and the enhancement of their quality, as well as many other technological
factors, pave the way for their pervasive assimilation into the emerging Internet
of Things (C.C. Aggarwal, ed., Managing and Mining Sensor Data, Springer
2013, ISBN 9781461463092). However, the complex nature of remote-sensing
information, together with the heterogeneity of continuously evolving systems and
observing modes, makes it increasingly hard for the software developers, operators,
and users to master the plethora of data and application tools. Without understanding
of the data, false expectation and misinterpretation may ensue, as well as inadequate
processing and occasional pitfalls. Criticality is added by the frequent demand for
operational results. These results, if poor or dubious, may lead to Earth observation
distrust and ultimately may jeopardize the expansion of the EO customer base.
Clearly, adequate understanding of how the information on the observed target is
generated and transferred from the target to the observing system is crucial toward
the full exploitation of the EO potential, especially when emphasis is not only on
“what is happening” but on “how much it is happening.”

The above considerations made it mandatory to place the emphasis of this book
on fundamentals and methods that facilitate the unified understanding of the remote-
sensing data, irrespective of the application, type of sensor, acquisition mode,
and spectral range. Such an approach, hopefully, will also retain its value as new
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systems supersede those presently available and operational requirements evolve.
The objective is pursued by providing the comprehensive frame of the interaction
between electromagnetic waves and terrestrial environments and by highlighting
within this unifying context the type of information that the observing systems are
able to gain according to their nature and to the spectral band at which they operate.

The book addresses both academic and professional audiences. Its content aims
at providing students with sufficiently sound bases to comprehend and master the
applications which they are likely to encounter in the course of their professional
life. Currently, EO is finding use in a steadily widening range of contexts, which
encompass a host of industrial and service sectors. The ensuing heterogeneity of
educational curricula demands a basic approach, but, at the same time, requires
coming close to the application, since most of today’s students are expected to
become end users of EO products tomorrow. The subject matter and organization
of the book are also intended to facilitate the present activity of professionals who
carry out specialized tasks in the EO field, which in many instances are beyond their
educational backgrounds. The basics-to-applications unified approach of the book
is believed to make effective the process of adapting the remote-sensing principles
and technology to specific education and professional interest.

In summary, a concrete end goal is to prepare future and present EO operators
to properly select the sensor type, spectral range, and observational geometry able
to provide the dataset containing the information they require on a given target, as
well as to identify the processing tools that efficiently retrieve the values of the target
parameters from the measurements.

Approach and development lines. The basic driving idea is that the information
on a remote target is generated by electromagnetic wave-matter interaction and
brought to the observing system by waves traveling through matter. The real
scientific and technical challenge then resides in converting the observed wave
features into target properties. In many cases, the retrieval approach is successful
when it takes advantage of a comprehensive ensemble of analytical instruments,
including electromagnetic, spectral, and statistical tools. Providing such a manifold
background is laborious and time-consuming, so that the theory is sometimes
abridged to expedite the applications. The ensuing risk is the fragmented and
incomplete comprehension of the information content of the observations.

The book attacks this dilemma by striving to provide the needed mathematical
tools within the corresponding physical context. Given the essential nature of the
remote measurements, the wave-matter interactions on which remote sensing is
founded are developed in a systematic manner from the basic electromagnetic
models, clearly integrated by experimental results. Modeling the phenomena at the
source of the observations is expected to maintain effectiveness in educating the
reader, either student or professional, to understand how the data are generated,
how they relate to the desired properties of the observed target, and how they can be
exploited in different applications. The potential of the available observational tech-
niques and sensors, as well as similarities and differences between measurements
taken in the various portions of the electromagnetic spectrum, is intended to be
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clarified by the unified theoretical background. The adoption of the mathematical
view is hopefully made less daunting by interpreting and discussing the obtained
analytical expressions, with the aim of suggesting the physical nature and behavior
of the interaction. Some formally “dirty” mathematics of simple particular cases
help in fixing several key concepts in the reader’s mind. Colored diagrams and
pictures, including clouds, plants, and monuments, have been inserted as appropriate
to somewhat lighten the electromagnetic analytical burden.

Indeed, a critical issue is the possibly restricted physical and mathematical
backgrounds of a substantial fraction of readers. This required keeping the needed
analytical skills to a minimum by limiting the presentation to particularly simple,
albeit significant, cases. For instance, the inhomogeneities of the materials are
assumed weak enough that only single-scattering events are sufficient to char-
acterize the electromagnetic interaction. Moreover, reference is generally made
to specific significant targets, typically to those with plane average boundaries,
for which simple mathematical models can be established. This choice may be a
suitable compromise between a rigorous analytical approach and the mathematical
manageability and convincing physical evidence that can make suggestive, rather
than repulsive, a first encounter of the reader with the subject. Also, in designing
a presentation that is smoothly readable by the beginner, several details that are
not necessary for understanding the fundamentals have been neglected, although
sometimes at the expenses of what, from a rigorous point of view, may appear
oversimplified.

Basing the entire remote-sensing science and technology on the electromagnetic
interaction leads to a clear conceptual interconnection among its various aspects.
Extensive cross-referencing throughout the chapters emphasizes the interrelation
between active and passive techniques, as well as between optical and microwave
observations. Remote sensing includes a tremendous variety of particular issues,
sometimes treated separately, but the disconnected presentation of these would
be unavoidably bewildering, if not even superficial and rapidly outdated. In fact,
since all the measured quantities stem from electromagnetic interactions, a common
basic behavior is observed, when the variations of the dielectric properties with
wavelength are accounted for and reciprocity is exploited. This global approach
includes both deterministic and stochastic fields. The latter, as required by the
essentially random nature of the terrestrial environments, leads to the concepts
of correlation and coherence. Analogously, in treating the sources that provide
electromagnetic power, consideration is given to the coherent waves originated by
radar systems and to the incoherent radiation coming from the sun or originated by
thermal emission from the terrestrial materials. With each succeeding chapter, the
complexity of the material tends to increase following the design of the book. The
first chapters, as well as their initial sections, present the concepts and analytical
machinery that are being developed in the following chapters or sections. This
tries to develop the tools able to make the subsequent matter, and especially
the last chapter, intelligible to the reader with no or little specific background.
Long mathematical developments are abridged when suitable, to avoid interrupting
the smooth flow of concepts. Within certain limits, the details of some heavier
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introductory mathematics (e.g., the first part of Chap. 9) can be given diminished
attention, by focusing on the physical fundamentals. The presentation of certain
topics, such as atmospheric attenuation, requires more than one chapter, following
the path from the abstract electromagnetic properties to the basic mechanisms of
interaction and then to the behavior of the actually observed quantities. It is not
uncommon that the same subject appears more than once, since it may form the
foundations of traditionally separated fields such as active and passive techniques or
optical and microwave observations.

The concluding chapter discusses concisely the interaction of the electromag-
netic waves with the classes of terrestrial environment of particular relevance for
the applications. The main emphasis is now on converting the remote measurements
into the bio-geo-physical parameters demanded by the users or, in an enlarged
perspective, into pervasive information to assimilate in the Internet of Things. The
wave-medium interaction is clearly the unifying key factor that singles out and
explains the information on the observed targets that each type of observation
contains. The presentation is organized to highlight the invariant fundamental
features of the interaction with land, water, and air, which are expected to keep
their value, even as new missions and sensors are developed and put in use. This
last chapter, which is mainly descriptive, can be possibly regarded as a catalogue of
the techniques and spectral bands (in the wide sense) to observe the environmental
targets of interest and of the corresponding kind of information that is obtainable.

Genesis, sources, and nomenclature. This undertaking started several years ago
as lecture notes for the PhD candidates of the GeoInformation Curriculum offered
by the Tor Vergata University Doctoral School. It was the variety of backgrounds
of the candidates that gave rise to the issue regarding the approach to follow in
an Earth observation course. In fact, graduates in engineering were attending the
course together with physicists, geologists, geographers, and mathematicians, who
came from different countries of Africa, Asia, and Europe. It should be added that
analogous heterogeneity of background and of interests can be expected among the
professionals active in the operational use of remote sensing. The structure of the
book has evolved over the years, first in response to the reactions of the students
attending the lectures and then trying to adapt to the interests of the audience,
assumed to be a significant sample of the general EO community. This process
has resulted in the present organization of the book’s content and, unavoidably,
has led to including more material than a course is able to typically cover in
one year.

As said, the book in its present form is expected to address a variety of readers:
graduate students who include Earth observation into curricular backgrounds in
technology (environmental, electrical, civil, computer engineering, etc.), as well
as those studying natural sciences, meteorology, and geography; professionals
who endeavor to enhance their activity in fields such as safety and security, civil
protection, forestry, geology, and agricultural and marine resources, by assimi-
lating remote-sensing data into conventional working schemes; and practitioners,
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already expert in particular areas of remote sensing, who are keen to enlarge their
competence by taking advantage of alternative or complementary solutions offered
by different EO techniques and other types of data.

Many books exist that present the matter either from a basic perspective or
from the system point of view or that follow the application-oriented approach,
sometimes treating Earth observation as a self-contained field, with little contact
with the underlying physics and even less with the electromagnetic formalism.
Such books are listed among the references at the end of the chapters identifying
the topics which happen to fall within their contents. Their location is somewhat
arbitrary and can be legitimately deemed subject to limited knowledge, personal
taste, and prejudice. Anyway, the reader is encouraged to extensively refer to the
literature for bridging the present approach with the more conventional slant she/he
could be accustomed to. Such a blending is especially advised with the texts that
emphasize the practical and operational points of view, which have been left out of
this book. The appendix provides a very succinct overview of the vector and operator
properties that are quoted and utilized throughout the chapters. This reference
material may ease just the first approach to the various topics, but must be clearly
complemented and superseded by accessing the relevant literature. The books on
electromagnetic fields among those listed in Chap. 1 often include sections on the
algebra of vectors and operators.

It is worth recalling that the chosen approach draws on various disciplinary sec-
tors, from electromagnetics to botany and from statistics to hydrocarbon chemistry,
to mention just a few. The subject matter of the book has been assembled from a
variety of sources, looking from different perspectives at the many facets of Earth
observation. Thus, encountering some discrepancies of terminology and symbols
was not uncommon, which raised serious issues of consistency. Decisions on the
definitions and symbols that in the author’s opinion were more appropriate were
frequently required. Disagreement is clearly expected about both the choice and the
relation with the terms in common use. Furthermore, incoherence and gaps may
have possibly endured the effort to make the text comprehensive and consistent.

The symbols strive to adhere to the recommendations by the relevant organiza-
tions (A. Thompson and B.N. Taylor, Guide for the Use of the International System
of Units (SI). National Institute of Standards and Technology, US Department of
Commerce NIST Special Publication 811, 2008; as well as Quantities and Units
– Part 2: Mathematical Signs and Symbols to be Used in the Natural Sciences
and Technology. ISO 80000-2, 2009). However, as mentioned, a serious problem
is raised by the coexistence of a number of different quantities that are represented
by the same letters in different disciplinary environments, sometimes not even too
distant, such as radar and optics, wave propagation, and radiative transfer. To reduce
the changes of notation, yet to distinguish the represented quantity, use has been
made of some of the different fonts that are available (S. Pakin, The Comprehensive
LATEX Symbol List 2009, http://www:ctan:org/) for a given letter of the Latin
alphabet. Gothic letters have been also introduced in particular cases. Sub- and
superscripts have contributed extensively, perhaps at the expense of overloading the

http://www:ctan:org/
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notation, thus hindering smooth reading. When the same Greek letter had to denote
different quantities, upright characters have been used together with the italic ones,
somewhat contravening the recommendations about the representation of variables.
A further license has been taken in representing dyadic quantities by blackboard
characters, since it was graphically suggestive of the “two-dimensional” nature of
the pertinent quantities. To avoid possible misunderstanding, as well as to ease the
approach of the readers unfamiliar with them, symbols with corresponding units are
listed in the glossary.

The subject index that appears at the end of the book following the lists of
acronyms and of symbols includes most of the entries the reader is expected to
address.

Roma, Italy Domenico Solimini
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Chapter 1
The Electromagnetic Field

Substantial information on the Earth’s environment is gained from the remotely
sensed properties of electromagnetic waves that interact with the observed target.
The basic quantities involved in the information acquisition process are the electro-
magnetic field vectors, the associated power and their statistical parameters. On its
side, the target exerts the imprinting on the waves according to the electric properties
of the constitutive matter, which are therefore key elements to trace the physical
features of interest from the measured data.

1.1 Basic Definitions and Relations

Fundamental observations about the forces acting on moving electrical charges
lead to the definition of the electric, E.r; t/, and magnetic, B.r; t/, basic vectors
(Appendix A.1), associated with time t and the position vector r D xx0 C yy0 C zz0
that identifies a point P in space. The electric field E and the magnetic induction
B are thus vector functions of space, i.e., of three coordinates (here the Cartesian
coordinates x; y; z), and time. Two other corresponding vector fields are associated
with E and B: the electric displacement D and the magnetic field H. The two pairs
of electric (E, D) and magnetic (H, B) vectors describe the electromagnetic field
[10, 11, 37, 38].

© Springer International Publishing Switzerland 2016
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2 1 The Electromagnetic Field

1.1.1 Maxwell’s Equations

The space-time variations of the electromagnetic vectors are interconnected by
Maxwell’s equations1

r � E D �@B
@t
I (1.1)

r �H D @D
@t
C J I (1.2)

r � D D � I (1.3)

r � B D 0 ; (1.4)

which determine the properties of the fields, also relating them to the conduction
current density J and to the electric charge density � existing in any point of space at
any time. Maxwell’s equations form a set of partial differential equations involving
the curl and divergence operators reviewed in Appendix A.3, as well as the time
partial derivative. The Nabla vector operatorr is used to denote curl and divergence
as r� and r�, respectively (Sect. A.4.1).

1.1.2 Electromagnetic Constitutive Relations

The pair of electric vectors are related by

D D � E D Q� �0 E ;

where the permittivity (or dielectric “constant”) � expresses the dielectric behavior
of the material. The subscript 0 in �0 denotes vacuum, while Q� denotes relative
permittivity.

The magnetic vectors are related by the analogous relation

H D B
�
D B
�0 Q� ;

involving the magnetic properties of the material, expressed by its permeability �.
The current density J represents the effect of a volumic net charge �which moves

with velocity u

J D � u :

1Actually, the equations in their field-only formalism are ascribed to O. Heaviside [13].



1.1 Basic Definitions and Relations 3

Since in a passive material the charges are put in motion by an electric field, the
current density is controlled by the conducting properties of the material, expressed
by its conductivity g:

J D � u D g E : (1.5)

When g!1, the (reference) material is an ideal conductor.
As will be clarified in the following, the above proportionality relations assume

linearity and instantaneous response of the material.
A material is characterized electromagnetically by the three parameters, �, �,

and g. A specific terminology is associated with their features with respect to each
parameter: the material is

• stationary if the parameter does not vary with time;
• homogeneous (or uniform), if the parameter is the same everywhere in space;
• linear, if the parameter is independent of the field intensity;
• isotropic, if the parameter is independent of the field direction.

If the material is anisotropic, the scalar (single) parameter � is replaced by a tensor
[27] with nine elements, e.g., in matrix notation, for permittivity,

Œ�� D
2
4
�11 �12 �13
�21 �22 �23

�31 �32 �33

3
5 :

In anisotropic materials, corresponding vectors, i.e., E and D, E and J, or H and B,
may not be parallel, since they are related by linear transformations of the type

D D Œ��E :

Some kinds of anisotropic media are encountered in Earth observation (EO),
including the ionosphere, canopies of oriented vegetation elements, and locally
crystalline materials.

1.1.3 Electromagnetic Sources

Once the current density is related to the electric field by (1.5), Maxwell’s equations,

r � E D �@B
@t
I

r �H D @D
@t
C gE ;



4 1 The Electromagnetic Field

become a system of homogeneous equations, which yield information on the
internal features of the field, but do not account for its origin and hence are not
able to relate magnitude nor orientation to the external forcing.

Actually, the field is generated by some process taking place in the “source”,
which converts energy of “different kind” into electromagnetic energy. In nature,
this happens in the sun, or, in general, in any body generating thermal emission.
In classical electrodynamics, the energy conversion process is suitably modeled by
an impressed electric current density Js, with Js ¤ gE, that is, independent of the
electric field.2 It is important to bear in mind that the a-priori assigned Js does
not attempt to physically model the actual source of electromagnetic energy, which
might not be described by classical electrodynamics. Rather, from a mathematical
point of view, the impressed current is a known equivalent term that acts in the
second Maxwell’s equation to account for the transfer of energy from the source
to the electromagnetic field and, from the practical point of view, allows one to
compute the field. To this end, both electric and magnetic impressed currents are
admissible, since they are equivalent quantities, not constrained by physical reality.

With the introduction of the impressed currents that account for the source, the
first and second Maxwell’s equations become

r � E D �@B
@t
� Jm � Jms I (1.6)

r �H D @D
@t
C JC Js ; (1.7)

with Js, Jms electric and magnetic source currents, respectively. The magnetic current
Jm, nonexistent in nature, is introduced to make (1.6) similar to (1.7). Moreover,
the source equivalence discussed in the later Sect. 3.2.2 calls for both electric and
magnetic currents.

It is anticipated that the concept of impressed current will be used extensively
to determine the radiating, and, by reciprocity, the receiving features of systems of
interest in EO.

1.1.3.1 Electromagnetic Duality

The system (1.6)–(1.7) is now formally symmetric, so that each equation transforms
into the other through the correspondences

E! H; H! �EI J! Jm; Jm ! �J; Js ! Jms; Jms ! �Js :

(1.8)

2The subscript s in Js stands for source.
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The dual transformations (1.8), together with the biunivocal correspondence

�  ! �

leave the equations system, hence the fields it yields, unchanged.
Duality proves quite useful in practice, since expressions of electric type (e.g., E)

can be readily obtained from expressions of magnetic type (e.g., H) and vice-versa.
Given its effectiveness, extensive use of duality is made in the following.

Note that the connection expressed by the above relations signifies that electric
and magnetic quantities are facets of a unique entity, that is the electromagnetic
field.

1.1.4 Boundary Conditions

Many materials are present in the terrestrial environments with which the elec-
tromagnetic radiation interacts. The basic situation is the one in which the field
crosses a pair of different materials. For instance, this happens when the solar
radiation impinges from the air onto the soil surface, or a radar wave hits a
building wall. Then, different values of the electromagnetic parameters taking
account of the different physicochemical properties of the matter appear in (1.1)
and (1.2). However, the particular interrelations among the fields set by Maxwell’s
equations constrain the electric and magnetic vectors in each material. The readily
derived relations named boundary conditions form the grounds on which some
basic properties of EO involving reflection (Chap. 6) and scattering (Chap. 7) are
obtained.

Consider two materials, M1 and M2 with different electromagnetic parameters,
separated by a thin transition region [36, Chap. 1], which is regarded as a surface
of separation, with unit normal n0 oriented from M1 towards M2 (Fig. 1.1) The
following conditions hold for the fields across the boundary separating M1 from M2.

Fig. 1.1 Boundary between
two different materials M1

and M2, characterized by the
parameters �1; �1; g1 and
�2; �2; g2, respectively, and
local normal n0 g

g
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1.1.4.1 Normal Field Components

Applying Gauss’s theorem (A.15) to a boundary element yields the result that the
component of the electric displacement perpendicular to the boundary undergoes
a variation equal to the unbalanced areic electric charge &e locally present in the
transition layer

.D2 � D1/ � n0 D &e : (1.9)

The constraint on the normal component of the magnetic induction is immediately
obtained by duality (1.8)

.B2 � B1/ � n0 D &m � 0 : (1.10)

No variation of B perpendicular to the boundary occurs, given the nonexistence of
the free magnetic charge &m.

1.1.4.2 Tangential Field Components

Stokes’ theorem (A.17) applied to an elementary loop across the boundary leads
to the result that the variation of the component of the magnetic field tangential to
the boundary3 equals the conduction current density JJJ that locally flows within the
boundary layer

n0 � .H2 �H1/ D JJJ : (1.11)

As before, duality immediately yields the constraint on the tangential component of
the electric field

n0 � .E1 � E2/ D JJJm � 0 ; (1.12)

since the absence of free magnetic charges implies the nonexistence of the magnetic
current JJJm. Equation (1.12) expresses the important property that the tangential
components of the electric field do not change across the boundary between different
materials. This finding will be extensively exploited in the following.

A time-varying electromagnetic field inside an ideal conductor vanishes. There-
fore, conditions (1.10) and (1.12) constrain the electric field to be perpendicular and
the magnetic field to be tangential to the surface of the conductor, as sketched in
Fig. 1.2. While ideal conductors are not present in nature, they are a useful reference
to understand the behavior of the electromagnetic field on the boundaries of high-
permittivity materials, the features of which approach those of the conductors, as
discussed in the later Sect. 2.1.3.2.

3The component tangential to the surface is obtained by the cross-product with the normal n0.
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Fig. 1.2 The electric field
tends to be perpendicular and
the magnetic field tangential
to the surface of a highly
conducting material; the
fields have a similar behavior
on materials with high
permittivity

Table 1.1 Conditions on the
fields at the boundary
between diverse materials

Normal components Tangential components

n0 � .E2 � �1

�2
E1/ D &e

�2
n0 � .E2 � E1/ D 0

n0 � .D2 � D1/ D &e n0 � .D2 � �2

�1
D1/ D 0

n0 � .H2 � �1

�2
H1/ D 0 n0 � .H2 � H1/ D JJJ

n0 � .B2 � B1/ D 0 n0 � .B2 � �2

�1
B1/ D �2 JJJ

A list of the boundary conditions satisfied by time-varying electric and magnetic
vectors are given in Table 1.1 with reference to Fig. 1.1.

1.2 Electromagnetic Power Budget

The basic energetic features of the electromagnetic field and of its interaction with
the environment are obtained directly from Maxwell’s equations.

Consider a source characterized by the impressed electric and magnetic currents
Js and Jms and carry out the dot products (Sect. A.1.2.1) of the terms of the first
equation by the co-located magnetic field H and of the terms of the second equation
by �E

r � E D �@B
@t
� Jms �H I

r �H D @D
@t
C JC Js � .�E/ :
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Term-by-term addition, followed by integration over an arbitrary volume V con-
toured by the surface S and use of the vector identity (A.34)

r � E �H � E � r �H D r � .E �H/

and of the divergence theorem (A.15) yield

•

V

.�Js � Es � Jms �Hs/ dV D
•

V

g E � E dV

C
•

V

�
H � @B

@t
C E � @D

@t

�
dV

C
"

S
E �H � n0 dS : (1.13)

The source term in (1.13) contains the products of the electric and magnetic
impressed currents by the corresponding co-located fields Es and Hs.

Equation (1.13), named the integral form of Poynting’s theorem, sets the balance
among four integral terms combining electric and magnetic vectors, and source
currents: three terms are expressed by volume integrals, one is an integral over the
closed surface that encloses the volume. The arbitrariness of volume V , hence of
surface S, which turns out particularly attractive in applications, is stressed.

Interpreting the physical meaning of the various terms in (1.13) illuminates
several features of the electromagnetic power.

1.2.1 The Electromagnetic Source

The source is modeled as a volume Vs � V inside which a charge density �s moves
at an impressed velocity u�, yielding the impressed electric current density Js

Js D �s u� :

The electric field Es inside the source and co-located with Js, exerts a force
Fes D �sEs on the charge �s; since �s moves, the “application point” of the force
exerted by Es moves, hence the field conveys power

Wes D �sEs � d r 0

dt
D Js � Es

to the volumic charge moving at velocity u� D d r 0

dt
. Given the negative sign of the

source term,

�Js � Es D �Wes D Wse
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represents the power Wse conveyed from the impressed current density to the
electric field, that is, the power that the unit volume of the source delivers to the
electromagnetic field. Note that, because of the negative sign, in order that the source
delivers power to the field, the current in the source must flow against the force
exerted by the field. This requires an “external” action, therefore the intervention of
energy of different kind.

The term involving the magnetic quantities is interpreted analogously, keeping in
mind its purely equivalent character.

In conclusion, the term

Ws D
•

Vs

.�Js � Es � Jms �Hs/ dV

represents the power Ws that the energy conversion process acting in the volume
Vs of the source and modeled through impressed electric and magnetic currents,
conveys to the electromagnetic field.

Poynting’s theorem indicates that the power Ws delivered by the source is divided
into three parts, represented by the terms at the second member of (1.13) listed in
the following.

1.2.2 Dissipated Power

The first term at the second member of (1.13) contains the non-negative4 quantity

g E � E dV D J � E ;

which denotes the power density that the field conveys to the conduction current in
the region of space Vg � V where g ¤ 0: the electromagnetic energy is irreversibly
transformed into heat (dissipated through the Joule effect) at the rate

Wg D
•

Vg

g E � E dV : (1.14)

Equation (1.14) yields the power Wg that the dissipating mechanisms, for the time
being modeled through the conductivity g of the materials in Vg, take away from the
electromagnetic field.

4The case of active media modeled by g < 0 is of lesser interest in Earth observation.
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1.2.3 Stored Energy

The quantity

E � @D
@t
CH � @B

@t
D @E e

@t
C @Em

@t

in the second term at the second member of (1.13) is known to represent the power
associated with changes of the electric (E e) and magnetic (E m) energies per unit
volume stored in the time-varying electromagnetic field: the power is positive when
it flows to increase the field energy and negative when depleting the stored energy.
Therefore,

WE D @E em

@t
D
•

V

�
E � @D

@t
CH � @B

@t

�
dV

denotes the power that is associated with changes of the energy Eem stored in the
time-varying electromagnetic field inside the volume V .

1.2.4 Electromagnetic Radiation

Unlike the other terms, which describe three-dimensional processes occurring in V ,
the last term in (1.13) refers to a flux (A.1.3) through the surface S contouring V .
Clearly, it also denotes power, hence the scalar product E �H � n0 is the power that
crosses the unit area of S. The vector

PPP D E �H

is named Poynting vector: its component locally perpendicular to S yields the power
that the electromagnetic field carries across the unit area of S. Consistently with the
definition of flux,

• an outward component of the Poynting’s vector yields a positive contribution to
the power that crosses S leaving volume V ,

• while an inward (negative) component brings power inside V .

The total flux is positive when power globally leaves V , thus indicating the presence
of sources in V; it is negative when power enters S: this occurs when the sources
are outside V , inside which, instead, lossy materials are located that dissipate
electromagnetic energy.

The instantaneous energy budget (1.13) provides the electromagnetic power
associated with the radiation produced by the sources

"
S
PPP � n0 dS D Ws �Wg �WE : (1.15)
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The electromagnetic field carries power out of any portion of space in which sources
are located. Given the arbitrariness of S, flux of power exists however far from
the source. This feature illustrates the potential of the electromagnetic field in
carrying power (hence information) over large distances. The radiation received
from remote stars hints at the huge paths traveled by the information carried by the
field. On its side, the active manmade farthest object from Earth, the Voyager 1 space
probe launched by the National Aeronautics and Space Administration (NASA) on
September 5, 1977, was sending information (signals) to the Earth from a distance
of about 1:84 � 1010 km as of November 2012.

Concept and properties of electromagnetic radiation are clearly basic to Earth
observation.

1.2.5 Power Budget for Time-Harmonic Fields

Fields which vary harmonically with time are of paramount importance in EO.
A source with an impressed electric current Js varying sinusoidally with time at

angular frequency ! D 2 f creates a time-harmonic electromagnetic field at the
same frequency. It means that the current

Js D Js sin.!t/ jjj0 (1.16)

produces the fields

E D E sin.!t C ˚E/ eee0 I (1.17)

H D H sin.!t C ˚H/ hhh0 : (1.18)

The amplitudes Js, E and H, and phases ˚E and ˚H of E and H are in general point
functions.5 Given the indeterminateness of the initial time, ˚E and ˚H are relative
to the phase of Js, which is then assumed as reference. In (1.16), (1.17), and (1.18),
jjj0, eee0, and hhh0 are unit vectors expressing the respective orientations of current and
fields.

A significant insight is obtained by separately discussing the power budget for
time-harmonic fields in absence or in presence of lossy materials.

1.2.5.1 Power Balance for Non-dissipative Materials

Consider a region of space containing a time-harmonic electric source Js and only
lossless (g D 0) materials. Then (1.13) reduces to

•

Vs

�Js � Es dV D
•

V

�
E � @D

@t
CH � @B

@t

�
dV C

"
S

E �H � n0 dS :

5It should be well kept in mind that the phase has nothing to do with the angle between vectors.
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By writing the explicit time dependence of current (1.16) and fields (1.17)
and (1.18), the power associated with the radiation (1.15) is
"

S
E �H � n0 dS D �

•

Vs

JsEs jjj0 � eee0 sin!t sin.!tC ˚Es/ dV

�
•

V

�
�E2 sin.!tC˚E/

d sin.!tC˚E/

dt
C�H2 sin.!tC˚H/

d sin.!tC ˚H/

dt

�
dV ;

where ˚Es denotes the phase of the electric field in the source volume Vs.
Trigonometric identities readily yield
"

S
E �H � n0 dS D� 1

2

•

Vs

JsEs jjj0 � eee0 Œcos˚Es � cos.2!tC ˚Es/� dV

� !
2

•

V

�
�E2 sin 2.!tC ˚E/C �H2 sin 2.!tC ˚H/

	
dV :

(1.19)

Equation (1.19) indicates that the power created by the time-harmonic source is the
sum of a term independent of time and of sinusoidal terms, two of which represent
the time-variations of the energy stored in the fields. The variable terms are periodic,
with frequency which is twice that of the source current.

In practice, only time-average values are significant, rather than instantaneous
values.6 The quantities of interest to users are obtained by averaging over the period
T of the oscillation, so that (1.19) becomes

1

T

ˆ T

0

"
S

E �H � n0 dS dt

D �1
2

•

Vs

JsEs jjj0 � eee0 1
T

ˆ T

0

Œcos˚Es � cos.2!tC ˚Es/� dt dV

� !
2

•

V

�
�E2

1

T

ˆ T

0

sin 2.!tC ˚E/dtC �H2 1

T

ˆ T

0

sin 2.!tC ˚H/dt

�
dV

D �1
2

•

Vs

JsEs jjj0 � eee0 cos˚Es dV :

The power varying the energy in the fields has only periodic terms, hence its
average vanishes, as does the periodic source term, because harmonic functions are
zero-mean functions. Therefore, the average flow of power, that is the radiation,
through S coincides with the average power W s created by the source, provided only
lossless materials are enclosed by S

6Energy and time-average power are equivalent and are used alternatively.
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Ws D
"

S
PPP � n0 dS ; (1.20)

wherePPP denotes the time-average Poynting vector.
Let us apply (1.20) to compute the surface density of solar radiation reaching the

Earth. The field radiated by the Sun is assumed to behave as a harmonic quantity,
uniformly distributed in angle in a lossless interplanetary medium. The geometric
surface S is chosen as a sphere centered on the Sun with radius RSE � 1:5 � 1011 m
representative of the distance between Sun and Earth. Both vectors PPP and n0 are
directed radially, as sketched in Fig. 1.3. The radiation intensity is the magnitude P
of the average Poynting vector, which is readily obtained by (1.20)

4 R2SE P D Ws :

From the estimated radiated power Ws � 3:85 � 1026 W, the average areic power
P � 1360W m�2 carried by the electromagnetic field originating from Sun is
computed to reach Earth.

Fig. 1.3 The surface density of solar radiation reaching the Earth is readily estimated by
Poynting’s theorem
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If the source is external to the considered lossless region of space, no average
power is supplied to the field nor is subtracted from it, so

"
S
PPP � n0 dS D 0 :

Poyting’s theorem indicates that no average power globally enters or leaves S: the
incoming power is balanced by the leaving one. This is assumed to occur in the
interplanetary “empty” space of Fig. 1.3.

1.2.5.2 Power Balance with Lossy Materials

Assume now that lossy materials, characterized, for the time being, by conductivity
g, are present in regions Vg of the considered volume. The radiation is given by the
balance between the time-average power terms

"
S
PPP � n0 dS

D �1
2

•

Vs

JsEs jjj0 � eee0 cos˚Es dV �
•

Vg

1

T

ˆ T

0

gE2 sin2.!t C ˚E/ dt dV

D Ws �
•

Vg

g
E2

2
dV : (1.21)

When a source coexists with lossy materials in V , the flux of power through the
contour S of V is lowered by the dissipation mechanisms of the matter: part of the
energy delivered by the source heats the lossy materials at a volumic average rate

WgV D g
E2

2
> 0 ;

while the remainder leaves S. The radiation (1.21) flowing through S is then
"

S
PPP � n0 dS D Ws �Wg :

If the source is external to the considered lossy region of space, the power balance
reduces to

"
S
PPP � n0 dS D �Wg : (1.22)

The average power globally flowing through S is now negative: the “incoming”
energy exceeds the “leaving” one by the quantity Wg that the dissipation process
transforms into heat.
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Fig. 1.4 The areic solar radiation PeS at the surface of the Earth is estimated by applying
Poynting’s theorem to the volume V of air crossed by the radiation

We use (1.22) to estimate in a simple way the solar radiation at ground level,
i.e., below the atmospheric burden. The geometric surface S is now chosen to be
that of the cylinder sketched in Fig. 1.4 with axis parallel to the direction along
which the solar radiation travels and unitary cross-section. The upper section of the
cylinder is assumed to be at the top of the atmosphere, while the bottom section is
at ground level. Taking account of the direction of the external normal n0, Eq. (1.22)
becomes

�P ta C PeS D �Wa ;

where P ta and PeS are respectively the values of the areic power of the solar
radiation at the top and bottom of the atmosphere and Wa is the power that
the atmosphere in the considered cylindrical volume removes from the radiation.
As a reference, assume that the crossed volume of air subtracts 30 % of the
solar radiation that arrives at the top of the atmosphere: then the direct solar
power density at the Earth’s surface is PeS D 0:7P ta � 950W m�2. This no-
cost considerable power density is the primary source utilized in optical Earth
observation [7].

1.3 Polarization and Coherence

Natural and man-made electromagnetic sources in Earth observation produce fields
that are deterministic or random functions of time. At a given position, the Cartesian
components of the electric field are represented by the general expressions
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Ex.t/ D E0x.t/ cos Œ!tC ˚x.t/� I
Ey.t/ D E0y.t/ cos

�
!tC ˚y.t/

	 I
Ez.t/ D E0z.t/ cos Œ!t C ˚z.t/� ;

where amplitudes E0p and phases ˚p, (p D x; y; z), generally vary with time,
according to the temporal properties of the source.

1.3.1 Monochromatic Fields

The basic reference is the time-harmonic source Js, at angular frequency !, which,
in a stationary and linear medium, produces a radiation the spectrum of which
consists of a single line. This means that Js generates time-harmonic electric and
magnetic fields at its same angular frequency. Then, the amplitude E0p and phase
˚p of the p-component of the field are constant with respect to time: the field
components vary with time in a purely sinusoidal manner at the source’s angular
frequency !:

Ep.t/ D E0p cos


!tC ˚p

�
p D x; y; z : (1.23)

The field components are conveniently represented by the corresponding phasors,
complex numbers bEp independent of time, given by

bEp D E0p e j˚p p D x; y; z :

The harmonic time-dependent component (1.23) is directly obtained by taking the
real part of the complex spectral line bEp multiplied (in advance) by the complex

exponential e j!t

Ep.t/ D <ŒbEp e j!t� p D x; y; z :

The phasors of the components bEp form a representative complex vector indepen-
dent of time

bE D .Exr C jExj/x0 C .Eyr C jEyj/y0 C .Ezr C jEzj/z0

D Exrx0 C Eyry0 C Ezrz0 C j.Exjx0 C Eyjy0 C Ezjz0/

D Er C jEj ; (1.24)

where Er and Ej are ordinary vectors, with components expressed by real numbers.
The vector bE is “representative” in the sense that the time-dependent vector E.t/ is
obtained from it by the operation
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E.t/ D <
hbE e j!t

i
: (1.25)

By expressing bE in terms of the “real” Er and “imaginary” Ej vectors, E.t/ is given
by

E.t/ D <
h
.Er C jEj/ e j!t

i
D < �.Er C jEj/ .cos!tC j sin!t/

	

D Er cos!t � Ej sin!t : (1.26)

Since the time reference waveform is conventionally assumed to be cos!t,

• the real vector Er is the in-phase vector component
• the imaginary vector Ej is the quadrature7 vector component.

In-phase and quadrature vectors of a monochromatic field depend on space, while
are clearly independent of time.

1.3.1.1 Polarization of the Electromagnetic Field

Equation (1.26) indicates that at a given position in space, the terminal point of E.t/
traces out the ellipse in the plane of Er and Ej depicted in Fig. 1.5: E is said to
have elliptical polarization. Two particular cases, of primary importance for Earth
observation, can occur.

• When Er �Ej D 0 and jErj D jEjj, the ellipse degenerates into a circle: the vector
is circularly polarized.

Fig. 1.5 Evolution
with time of a vector with
in-pase Er and quadrature
Ej components; T D 2 =!

is the period of the oscillation

7It should be clear that quadrature has no relationship with perpendicularity.
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• If Er � Ej D 0, the ellipse degenerates into a segment and the vector is linearly
polarized. This condition is met when either the in-phase or the quadrature
component vanishes, as well as when the two components are parallel.

Although the cartesian components of E are always sinusoidal functions of time,
the features of the vector change according to its polarization [5, 14, 26]. In
case of linear polarization, the direction of the vector does not change, while its
instantaneous magnitude varies sinusoidally; instead, a circularly polarized vector
has a constant instantaneous amplitude, whereas its direction changes, uniformly,
with time. Both instantaneous value and direction change with time in case of
elliptical polarization.8

It is useful to note that elliptically and circularly polarized vectors can be
regarded as linear combinations of the two linearly polarized vectors Er and Ej. In
turn, linearly polarized vectors can be obtained as sum of two co-planar elliptically
or circularly polarized vectors rotating in opposite directions and having the same
amplitude. In Earth observation, a generally polarized field is usually expressed on
a linear polarization basis (Sect. 4.2.1), sometimes on a circular polarization basis.

1.3.1.1.1 Modulus, “Versor” and Orthogonality of Complex Vectors

Given the widespread use of complex vectors in representing time-varying fields,
the concepts of modulus, versor and orthogonality must be extended and adapted.

The representative complex vector (1.24) is

bE D Er eeer C jEj eeej ; (1.27)

where eeer and eeej are the versors (real unit vectors, in this case) of the ordinary vectors
Er and Ej respectively. The modulus of bE is obtained from9

bE � bE� D Er
2 C Ej

2

as

jbEj D
q

Er
2 C Ej

2 :

Then the expression alternative to (1.27),

bE D jbEj eee0 ;

8Polarization is effectively depicted in animations that are found on web sites such as [8].
9In column-vector notation, superscript � indicates conjugate transpose.
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introduces the complex unit vector10

eee0 D Er

jbEj e
eer C j

Ej

jbEj e
eej

corresponding to the versor of an ordinary vector.
Two complex vectors bE1 and bE2 are orthogonal when

bE1 � bE�
2 D 0 : (1.28)

In case bE1 D C1 jbE1j eee01 and bE2 D C2 jbE2j eee02 are linearly polarized11 along
the directions identified by the real unit vectors eee01 and eee02, the orthogonality
condition (1.28)

bE1 � bE�
2 D C jbE1jjbE2j eee01 � eee02 D 0

implies eee01 ? eee02: orthogonal linearly polarized vectors are perpendicular. Instead, in
case of circular or elliptical polarization, orthogonality does not mean perpendicu-
larity. In fact, the orthogonality condition for the complex unit vectors eee01 D eeer1Cjeeej1

and eee02 D eeer2 C jeeej2 yields

.eeer1 C jeeej1/ � .eeer2 � jeeej2/ D eeer1 � eeer2 C eeej1 � eeej2 C j.eeej1 � eeer2 � eeer1 � eeej2/ D 0 :

Therefore, eee01 is orthogonal to eee02 when

�
eeer1 � eeer2 C eeej1 � eeej2 D 0 I
eeer1 � eeej2 � eeej1 � eeer2 D 0 :

It should be noted that eee0i (i D 1; 2) is a unit vector, whereas eri and eji (i D 1; 2) are
not unit vectors.

1.3.1.2 Polarization Parameters

The general polarization state of a vector is described by the two polarization
parameters shown in Fig. 1.6:

• the inclination angle §, defined as the angle between the major semi-axis of the
polarization ellipse12 and a reference direction;

10It is easily checked that eee0 � eee�

0
D 1.

11The complex factors Ci .i D 1; 2/ account for the phases.
12The polarization ellipse includes the degenerate cases of circle for circular polarization and of
segment for linear polarization.
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Fig. 1.6 Inclination angle § and ellipticity angle ¦ determine the polarization state of vector E

• the ellipticity angle ¦, defined as the arctangent of ellipticity:

¦ D ˙ arctan
Emin

Emax
�

In Earth observation the inclination angle is commonly referred to the local
horizontal direction, so that § D 0 when the major axis of the polarization ellipse

is horizontal, while § D  

2
when it lies in the vertical plane (Sect. 4.2.1).

The ellipticity angle varies in the range � =4 6 ¦ 6  =4, with linear
polarization corresponding to ¦ D 0 and circular polarization to the extreme values.
The ˙ sign identifies the direction of rotation of the vector, with respect to a
reference versor orthogonal to the polarization plane identified by the plane of the
ellipse. In a commonly adopted convention, the C sign corresponds to a clockwise
rotation (named left polarization) of the vector and the � sign to counterclockwise
rotation (right polarization) when the field is observed facing the source. Clearly
the senses of rotation reverse if the field is observed from the source.13

1.3.2 Quasi-monochromatic Fields

The pure sinusoidal variation with time is an extremely useful reference in Earth
observation and is widely used. However, the actual non-monochromaticity of the
radiation must be taken into account in several instances. In reality, both natural
and man-made radiation result from the superposition of a number of sinusoidal
oscillations generated by the energy conversion process taking place in the source:
the spectrum of the electromagnetic field does not consist of a single line, rather it

13Unfortunately, the two opposite conventions (facing the source, or looking away from the source)
are both used, according to the application.
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extends over a range of frequencies. The frequency spectra S of the electromagnetic
radiation considered in practical applications have narrow bands,14 that is, they
differ appreciably from zero in a narrow frequency range Δ f about a central
frequency f0:

S. f / ¤ 0 for f0 � 	 f

2
< f < f0 C 	 f

2
; with

	 f

f0
� 1 : (1.29)

A field the spectrum of which in narrow, i.e., satisfies the condition (1.29), is called
quasi-monochromatic [2]. Narrow-band fields are of particular interest in Earth
observation, since they are apt to approximately represent both man-made (e.g.,
radar) signals and the natural radiation passing through radiometric channels which
separate the spectral components.

The analytic signal notation is the formalism, derived from that of the monochro-
matic case, used to represent quasi-monochromatic fields. Each field component at
a given point of space is represented by the corresponding complex quantity Ea

p,
where, as before, subscript p denotes p-component:

Ea
x.t/ D E0x.t/ e j˚x.t/ I

Ea
y.t/ D E0y.t/ e j˚y.t/ I

Ea
z .t/ D E0z.t/ e j˚z.t/ :

The time-dependent amplitudes and phases allow one to express quantities that are
not purely sinusoidal. The complex analytic components form the representative
analytic vector Ea.t/ as in (1.24):

Ea.t/ D
E0x.t/ e j˚x.t/ x0 C E0y.t/ e j˚y.t/ y0 C E0z.t/ e j˚z.t/ z0 D bE.r/ea.t/C j Ea

j .t/ ;
(1.30)

so that the field in the time domain is obtained by

E.t/ D <
h�

Ea
r .t/C j Ea

j .t/
�

e j!t
i
D Ea

r .t/ cos!t � Ea
j .t/ sin!t : (1.31)

Given the variation with time of amplitudes and phases of the field components,
the in-phase and quadrature vectors vary with time and, in turn, amplitude and
polarization of the field change, following the deterministic or random variations

14Wide-band special systems are not considered.
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of the components. However, the quasi-monochromaticity of the field implies
that its amplitude and polarization state vary “slowly” with time: in general,
E.t/ describes an ellipse, the major axis, inclination and ellipticity of which
change, but, given the condition (1.29) the changes are not appreciable over
“short” time intervals, that is, of the order of T0 D 1=f0; rather, at a given point
of space, variations of the field parameters become appreciable only for times
t	 T0.

1.3.3 Spectral Maxwell’s Equations

Introducing the fields expressed in the time-domain through the analytic vectors of
the form (1.30) into Maxwell’s equations leads to derivatives with respect to time of
the type

@

@t

n
<
h
E0.t/e j˚.t/e j!t

io
D <

h�
j!E0.t/e j˚.t/ C Q.t/

�
e j!t

i
;

where Q.t/ denotes a combination of the time derivatives
@

@t
E0.t/ and

@

@t
˚.t/. It is

readily realized that Q.t/ � !E0, because E0.t/ and ˚.t/ vary slowly with time,
whence

@

@t

n
<
h
E0.t/e j˚.t/e j!t

io
' <

h
j!E0.t/e j˚.t/e j!t

i
:

Within this approximation for the time derivatives, Maxwell’s equations in the fre-
quency domain for non-monochromatic narrow-band fields represented by analytic
vectors and scalars become

r � Ea D �j!Ba � Ja
ms I (1.32)

r �Ha D j!Da C Ja C Js
a I (1.33)

r � Da D �a I (1.34)

r � Ba D 0 : (1.35)

The relations (1.32), (1.33), (1.34) and (1.35) are called spectral Maxwell’s equa-
tions. They relate through spatial differential operators the set of electromagnetic
quantities, which are treated as functions of space only, within the narrow-band
approximation. Nevertheless, it is understood that they are also deterministic or
stochastic slow15 functions of time.

15Again, the term “slow” means that the analytic quantities do not change appreciably over a time
interval 	t D 2 =!, where ! is the angular frequency of the considered spectral component.
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This approach allows the actual space-time electromagnetic vectors E.r; t/ and
H.r; t/ to be readily obtained from the complex analytic vectors Ea.r/ and Ha.r/
provided by (1.32)–(1.35), as done in Sect. 1.3.1 for the purely harmonic fields:

E.r; t/ D <
h
Ea.r/e j!t

i
I H.r; t/ D <

h
Ha.r/e j!t

i
:

1.3.4 Random Electromagnetic Fields

Amplitude and phase of the fields of main interest in Earth observation are not
deterministic functions of space and time. Particularly relevant examples are the
natural radiation arriving from the Sun, or the optical or microwave radiation scat-
tered by common terrestrial environments. Amplitude E0p.r; t/ and phase ˚p.r; t/
of the p-component of the field in (1.30) are random processes [32], [24, Ch. 2]
and the field Ea at given point and time, which is regarded as a realization of the
process, is a random complex vector function of space and time. Its value changes
stochastically from point to point and from time to time. Therefore, determining
single values of Ea would be inadequate (or at least impractical) to characterize its
global properties, which, rather, are suitably represented by the moments of the field
[1, 33, Ch. 10].

The first moment of Ea is its mean hEa.r; t/i, that is, the average16 over the
random sequence (ensemble) of process realizations. When the phases of the random
field components are uniformly distributed in the 0 to 2  range, the mean field
vanishes

hEa.r; t/i D 0 :

Therefore, non-vanishing higher-order moments are needed to describe the prop-
erties of Ea. The space-time second-order moment is the ensemble average of the
juxtaposition of fields Ea

1 at point r1 and time t1 and Ea
2 at point r2 and time t2:

ΓΓΓ.r1; t1; r2; t2/ :D hEa.r1; t1/Ea.r2; t2/�i ; (1.36)

where � is restated denoting17 transpose conjugate [6]. The dyadic tensor
(cf. A.1.2.3) ΓΓΓ is sufficient to characterize the random field Ea in a number of
cases of practical importance in Earth observation.

16The averaging operation is denoted by the angular brackets <>, that, in the present context, do
not indicate inner product.
17The superscript H is also used (cf. Sect. 12.3.3).
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1.3.4.1 Polarization Matrix

At a given point of space r and time t, i.e., for r1 D r2 � r, t1 D t2 � t, the
second-order moment (1.36) reduces to the polarization dyadic

JJJ.r; t/ D hEa.r; t/Ea.r; t/�i ; (1.37)

which describes the general space-time polarization properties of the random field.
For a better insight into definition (1.37), consider the particularly relevant case

of a two-component field:

Ea D E0x e j˚xx0 C E0y e j˚yy0 ;

the amplitudes and phases of which are random variables. The suitably arranged
coefficients of the dyads in JJJ form the polarization matrix [15], representing the
outer product

˝
Ea ˝ Ea�˛ � ŒJJJ � :D

2
4

˝
E2
0x

˛ D
E0xE0y e j.˚x �˚y/

E
D
E0yE0x e�j.˚x � ˚y/

E ˝
E2
0y

˛
3
5 ;

which is a source of valuable information on the properties of the field.

• The trace of the polarization matrix18

tr ŒJJJ � D ˝E2
0x

˛C ˝E2
0y

˛
:D 2 I0 (1.38)

relates to the power carried by the field (Sect. 3.1.4.2): the quantity I0 defined
by (1.38) is called intensity of Ea.

• The determinant of the polarization matrix

jJJJ j D ˝E2
0x

˛ ˝
E2
0y

˛ �
ˇ̌
ˇ
D
E0xE0ye j.˚x �˚y/

Eˇ̌
ˇ
2

provides information on the stochastic properties of the field:

– The components of a deterministic field have a constant phase difference, so
that jJJJ j D 0; a field for which the determinant of the polarization matrix
vanishes has inclination and ellipticity angles that do not vary: it is said to be
completely polarized.

– Instead, a field the components of which have purely random amplitude and
phases has jJJJ j D I20 becauseJ12 D J21 D 0; inclination and ellipticity angles
change continuously and the field is said unpolarized.19

18The polarization matrix is Hermitian (J21 D J12�).
19The condition J11 D J22 ia also required.
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• The form of the polarization matrix depends on the type of polarization.

– A polarization matrix with real elements denotes a linearly polarized field.
– Imaginary off-diagonal elements identify circular polarization20:

ŒJJJ � D I0

�
1 
j
˙j 1

�
:

– A matrix of the form

ŒJJJ � D I0

�
1 0

0 1

�

indicates no preferential orientation of the field, as it may occur in the solar
radiation.

In general, the field can be regarded as the superposition of polarized and unpo-
larized parts and the polarization matrix as the sum of the corresponding partial
matrices:

ŒJJJ � D ŒJJJ �.p/ C ŒJJJ �.u/ :
The degree of polarization 
p is defined as the ratio between the intensity of the
polarized part to the total one, i.e.,


p :D trŒJJJ �.p/
trŒJJJ �.p/ C trŒJJJ �.u/ D

s
1 � 4jJJJ j

.J11 C J22/2
�

An unpolarized field, for which J11 D J22 � J and J12 D J21 D 0, has jJJJ j D J 2,
so that 
p D 0, while a completely polarized field with jJJJ j D 0, is characterized by

p D 1.

1.3.4.2 Coherency Matrix

In the general space-time case in which r1 ¤ r2 and t1 ¤ t2, the second moment of
the field (1.36) is the coherency dyadic21:

ΓΓΓ.r1; r2I t1; t2/ D hEa.r1; t1/Ea.r2; t2/�i �
˝
Ea
1 Ea

2
�˛

D
D
.Ex1 e j˚x1 x0 C Ey1 e j˚y1 y0/.Ex2 e�j˚x2 x0 C Ey2 e�j˚y2 y0/

E

D
D
Ex1Ex2 e j.˚x1 � ˚x2/

E
x0x0 C

D
Ex1Ey2 e j.˚x1 � ˚y2/

E
x0y0

C
D
Ey1Ex2 e j.˚y1�˚x2/

E
y0x0C

D
Ey1Ey2 e j.˚y1�˚y2/

E
y0y0 : (1.39)

20The ˙ sign identifies the sense of rotation (Sect. 1.3.1.2).
21The assumption of two-component field is retained.
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The coefficients of the dyads are the space-time covariances of the corresponding
field components, which are arranged to form the coherency matrix [34, 42]

Œ� � D
�
�xx �xy

�yx �yy

�
: (1.40)

The coherency matrix for r1 D r2 and t1 D t2 reduces to the polarization matrix.
To simplify the notations, consider a linearly polarized field, for instance

Ea D Eay0, the coherency matrix of which reduces to the only non-zero element

� D ˝Ea
1 Ea

2
�˛ D ˝E0.r1; t1/E0.r2; t2/ e jŒ˚.r1; t1/ �˚.r2; t2/�˛ � (1.41)

The statistical properties of the field can be considered either with respect to time,
by setting r1 D r2 � r, or with respect to space (t1 D t2 � t), thus leading to

• the temporal coherence (or temporal covariance) of the field in r

� .rI t1; t2/ D hEa.r; t1/Ea.r; t2/�i ;

• the spatial coherence at time t

� .r1; r2I t/ D hEa.r1; t/Ea.r2; t/�i :

The coherence at the same space-time point� .r; t/ clearly yields the intensity (1.38)
of the single-polarization field.

The degree of coherence 
 is the coherence normalized to the variance [2, Chap.
X]:


.r1; r2I t1; t2/ D hEa.r1; t1/Ea.r2; t2/�iphjEa.r1; t1/j2i
phjEa.r2; t2/j2i

� (1.42)

The modulus 0 6 j
 j 6 1 of the complex degree of coherence (1.42) represents
the amount of correlation between the fluctuations of amplitudes and phases of the
field at two different times and/or points. When j
 j D 0, the temporal variations
of the field at the considered positions and/or the spatial variations of the field at
the considered times are statistically independent, while j
 j D 1 indicates that the
variations are fully related by deterministic relations. The phase of 
 accounts for
the deterministic relative phase of Ea

2 with respect to Ea
1.

The particular cases of temporal or spatial correlations are separately considered
by

• the degree of temporal coherence


.rI t1; t2/ D hEa.r; t1/Ea.r; t2/�iphjEa.r; t1/j2i
phjEa.r; t2/j2i

I (1.43)
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• the degree of spatial coherence


.r1; r2I t/ D hEa.r1; t/Ea.r2; t/�iphjEa.r1; t/j2i
phjEa.r2; t/j2i

� (1.44)

The meaning is the same as highlighted previously for the space-time case.

What We Learned on the Electromagnetic Field

There are sound hints that the Earth’s environment can be observed effectively by
looking at the electromagnetic fields that interact with it. This means that we need
some smattering of electromagnetics to develop the ambition to understand remote
sensing.

So, after primary terminology, we learn basic properties and concepts, such as
that the quantities we have to deal with are vectors, which need knowledge of
magnitude and direction. We meet both electric and magnetic quantities, interrelated
by exotic mathematical operators. Carrying on some algebra yields attractive
results about the energy budget, like the presence of radiation, hence of detectable
information, at “any” large distance from the electromagnetic source. We readily
realize that this property is just right for observing the Earth from remote locations.

Things become more obscure when time comes into play explicitly. We refer
to the sinusoidal time variation, which is the simplest harmonic case: nonetheless,
we have to introduce a further item, the phase, into the representation of the field,
already containing magnitude and direction information. Complex numbers then
make their appearance, on which complex vectors are built. We are informed that
the electromagnetic vectors evolve in time according to their polarization, i.e., they
change amplitude and/or direction following peculiar configurations, linear, circular,
elliptical.

At this point the basically random nature of the real world presents us with
a dramatic hurdle. Complex vectors are not enough, but products of vectors are
rather demanded to describe the stochastic properties that the randomly varying and
fluctuating Earth’s environment attributes to the interacting electromagnetic field.
Then we have to endure awkward formalisms in handling dyadics and matrices.
Worse yet, concepts of probability and correlation, random processes and random
fields enter into play. The emergence of statistics concepts puts us in an awkward
situation in the unfortunate case our background is limited to a deterministic
approach to the electromagnetic theory. And we are aware that there is no room
to provide us with a statistical background, except for a sort of list of compact
definitions. So we are presented with the space-time second-order moment of the
field, the primary quantity based on ensemble averages, which branches out into the
concepts of intensity, polarization matrix, and temporal and spatial coherency that
are all crucial to EO.
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Chapter 2
Dielectric Behavior of Terrestrial Materials

Section 1.3.3 shows that a system of differential equations in the space variables
alone is obtained by introducing the analytic quantities defined in Sect. 1.3.2 into the
time-domain Maxwell’s equation system (1.1)–(1.4). The solutions provide the rep-
resentative complex quantities from which the actually measurable electromagnetic
vectors and scalars are obtained through (1.31). In simplified albeit unambiguous1

notations,

r � E D �j!�H � Jms I (2.1)

r �H D j!�EC gEC Js I (2.2)

r � �E D �s I (2.3)

r � �H D 0 : (2.4)

Equations (2.1)–(2.4) interconnect electric and magnetic fields with the sources,
taking into account the effects of the materials, represented by their dielectric per-
mittivity �, electrical conductivity g and magnetic permeability �. The coefficients
of the equations depend on these electromagnetic parameters, therefore the fields
clearly carry the imprinting by the material.

A wide range of values of permittivity and conductivity are encountered in
common terrestrial materials, while their magnetic permeability is usually quite
close to that of vacuum. Therefore, given the lesser relevance that the magnetic
properties of matter have in Earth observation, � � �0 will be assumed in the
following. The properties of the materials are then expressed by their conductivity

1The vectors are now understood to be slowly varying quantities from which the measurable (in
the time domain) fields are derived. Therefore, the superscript a used trough (1.44) is dropped
henceforth.
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32 2 Dielectric Behavior of Terrestrial Materials

and, principally, by their permittivity.2 With some exception, linearity and isotropy
of the materials (Sect. 1.1.2) are also implicitly assumed.

2.1 Permittivity in the Spectral Domain

The effect of the electric field entering a material is to change the equilibrium spatial
distribution of the charges which compose the neutral matter. The modified charge
arrangement generally gives rise to an electric dipole PPP . The permittivity � that
characterizes the dielectric properties of the (linear) material depends linearly on
the normalized magnitude P of the volumic dielectric dipole induced by the acting
field:

� D �0
�
1C P

�0E

�
D �0.1C �/ : (2.5)

The higher the dipole induced by a given acting field, the larger is the permittivity.
In (2.5) the susceptibility¦ accounts directly for the dipole induced into the isotropic
material, in which PPP k E. The creation of the dipole by the acting electric field is
named dielectric polarization.

From the relation in the time domain,3

D.t/ D �0E.t/CPPP .t/ ;

the relation between D and E in the spectral domain4 is obtained:

D.!/ D �0E.!/C PPP .!/ D �.!/E.!/ : (2.6)

The spectral permittivity �.!/ in (2.6) is related to the spectral susceptibility ¦.!/
by extending (2.5) into the spectral domain

�.!/ D �0 Œ1C ¦.!/� D �0 Q�.!/ D �0
�
1C P .!/

�0E.!/

�
� (2.7)

Equation (2.7) indicates that the spectral dielectric behavior of a material, repre-
sented by its permittivity at angular frequency !, depends on the electric dipole
P .!/ induced in the material by the acting electric field E at frequency !.

2Section 2.1.3.2 links conductivity to permittivity.
3As said, this simplified approach assumes instantaneous response.
4Equation (2.6) is instrumental but incorrect in general, since a rigorous approach to spectral
permittivity would require introducing convolution in the time domain.
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Fig. 2.1 Three modes of vibration of the water molecule; the arrows denote the forces acting on
the atoms, as well as the corresponding relative displacements

The dipole describes the change of the spatial distribution of charges that is
induced in the constituent matter by the electromagnetic field. Since the materials
have more than one internal degree of freedom, they have different modes of
changing the charge spatial distribution. As an example, Fig. 2.1 depicts three modes
of deformation [3, 37, 38] of the water molecule.5

In general, the following mechanisms of charge pattern change are identified:

• change in the spatial arrangement of electrons (deformation),
• displacements between atoms (vibration),
• full rotation or partial rotation (libration) of charge systems,
• displacement of free ions or electrons (conductivity).

Equivalent charges, masses and forces involved in the electromagnetic field inter-
actions change according to the mode, so that, given the models outlined in the
following sections, the effect of each mechanism may prevail in a peculiar frequency
range. Section 10.1.3 mentions that permittivity is typically affected by

• electronic modes at the highest frequencies (ultraviolet, visible) of interest in
Earth observation,

• vibrational modes in an intermediate range (infrared),
• rotational modes at relatively low frequencies (microwaves),
• while at still lower frequencies, permittivity is essentially related to the free

charge density.

More than one mode of interaction may occur simultaneously and, moreover, they
can combine nonlinearly.

An elementary approach is followed in the following to interpret the dielectric
behavior of terrestrial materials. Indeed, in spite of the microscopic nature of the
field-matter interaction, classical-mechanics models are able to reproduce relevant
dielectric features [10, 92], [67, Chap10] of many types of natural and man-
made materials. In particular, three kinds of macroscopic mechanisms of dielectric
polarization are separately considered here:

5Various web sites, e.g., [91, 97], show suggestive molecule animations.
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• deformation polarization, which, although present in any material, characterizes
non-polar non-conducting media in particular (for instance, rocks or dry soil);

• orientation polarization, that explains the behavior of polar media, especially
water;

• free-charge polarization, that takes into account the effect of charges in conduct-
ing media such as moist soil or green vegetation.

2.1.1 Non-polar Non-conducting Materials

A non-polar non-conducting material is an aggregate of bound electric charges
of opposite sign, the spatial distribution of which makes the “center” of positive
charges to coincide with that of the negative ones when no external electric field
is applied (Fig. 2.2a). An applied electric field exerts opposite forces on bound
charges of opposite sign, thus inducing an overall displacement of positive charges
with respect to the negative ones (Fig. 2.2b). The displacement results in a volumic
electric dipole PPPd = qd `d p0d in the direction p0d D eee0 of the field, assumed linearly
polarized (Fig. 2.2c). The electric dipole PPPd originated by deformation is computed
from the displacement `d of the volumic effective charge qd, according to a simple
macroscopic dynamical model of the unit volume of material.

The charge qd, with associated mass md, oscillates when subject to the alternating
force exerted by a periodic electric field at angular frequency !. The restoring
force, which binds the charge about its equilibrium position, is assumed directly
proportional to the displacement `d trough the restoring coefficient cd, in the
linear approximation. Energy is transferred from the field to the moving charges
through the electrical force, the application point of which moves. In turn, the
moving charges loose energy through random collisions with other particles forming
the material. A frictional force, assumed directly proportional to velocity trough
the kinetic friction coefficient sd, takes account of the transfer of energy from the
charges to the material, that is, of the heating process in this latter. Under the
classical mechanics approach, the motion of qd is determined by the dynamic
equilibrium:

Fig. 2.2 Deformation
polarization mechanism

E
+qd

�d

– qd

(a) (b) (c)
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Fi C Fs C Fr D Fe ; (2.8)

where the volumic forces in (2.8) are, respectively

Fi D md


d2`d

�
=


dt2
�

the inertial forceI (2.9)

Fs D sd .d`d/ = .dt/ the internal frictional forceI (2.10)

Fr D c d `d the restoring forceI (2.11)

Fe D qd E0 cos!t the forcing by the electric field: (2.12)

The displacement `d.t/ is then obtained by the differential equation of motion

md
d2`d

dt2
C sd

d`d

dt
C c d `d D qd E0 cos!t ; (2.13)

which is readily transformed into an algebraic equation by the phasor complex
formalism introduced in Sect. 1.3.1

`d.t/ D <
h Ò

d e j!t
i
I E D <

h OE e j!t
i
;

which yields

�!2 Òd C j!
sd

md

Ò
d C c d

md

Ò
d D qd

md

OE :

By defining

• the damping coefficient ’dD sd

2md

,

• the resonant angular frequency !0 D
r

c d

md

,

the equation of motion becomes


�!2 C 2j!’d C !02
�

qd
Ò
d D q2d

md

OE ;

and yields the phasor bPd D qd
Ò
d of the induced dipole:

bPd D q2d
md

OE
.!02 � !2/C 2j’d !

� (2.14)

Then the spectral susceptibility �d of the material due to the pure deformation
mechanism, according to (2.7) and (2.14), is
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¦d.!/ D
bPd

�0 OE
D q2d
�0 md



!20 � !2

�� 2j’d !

!20 � !2

�2 C 4’2d !2
D �dr C j�dj : (2.15)

It is important to note that susceptibility and, in turn, permittivity, are complex
quantities, provided ’d ¤ 0. Their real and imaginary parts depend on frequency
according to the physical characteristics of the material, as taken into account by the
parameters qd, md, ’d and !0.

In analyzing the dependence of ¦d on !, the following three characteristic
frequency ranges are customarily singled out.

2.1.1.1 Low-Frequency Dielectric Behavior

At frequencies ! � !0, real and imaginary parts of ¦d are approximated by

¦dr ' q2d
�0 md !

2
0

I � ¦dj ' q2d
�0 md

2’d !

!40
� ¦dr ; (2.16)

because commonly encountered materials have ’d < !0. The relatively low value of
the imaginary part of the susceptibility means that at “low” frequencies, the charges
in the matter follow without delay the “slowly” varying sinusoidal electric field,
hence, P and, in turn, D, are in phase with E. Correspondingly, the permittivity of
the material is (nearly) real and independent of frequency.

It should be pointed out that the “low-frequency” range is defined by ! � !0,
therefore, it assumes the existence of a resonance. As shown in the following,
resonances characterize the dielectric behavior of materials in which the deforma-
tion mechanism prevails, whereas resonant frequencies cannot be defined for other
dielectric polarization mechanisms.

2.1.1.2 High-Frequency Dielectric Behavior

At frequencies ! 	 !0, (2.15) approximately yields

¦dr ' � q2d
�0 md !2

I � ¦dj ' q2d
�0 md

2’d

!3
� j¦drj : (2.17)

At “high” frequencies, the charges in the matter are not quite able to follow the
rapidly varying sinusoidal electric field, given their inertia. The delay is such that P
becomes opposite to E: the real part of the susceptibility is then negative and D is
decreased compared with its low-frequency value. Permittivity is correspondingly
lower and, given the relatively high value of !, weakly dependent on frequency.
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2.1.1.3 Dielectric Behavior About Resonance

When the frequency falls in the neighborhood of resonance, i.e., ! ' !0, a suitable
approximation for (2.15) is

¦dr C j¦dj ' q2d
2�0 md !0

"
Δ!

.	!/2 C ’2d
� j

’d

.	!/2 C ’2d

#
,

where 	! D !0 � ! is the deviation from the resonant angular frequency.
The features of ¦ are now quite different from those in the low- and high-
frequency ranges. Real and imaginary parts of susceptibility are of the same order
of magnitude, with peculiar trends with frequency: ¦dr sharply decreases through
the resonance and changes sign, while j¦djj has a bell-shaped functional form called
Lorentzian line shape, with peak at !0 and line width6 •! D 2 ’d.

Note that ¦dj is always non-positive, since ’d > 0, irrespective of the frequency
range. This property stems from the basic nature of friction in passive materials,
where collisions always subtract energy from the moving charges.

Figure 2.3 reports the real ( Q�r) and imaginary ( Q�j) parts of relative permittivity Q� D
1C¦ as functions of frequency given by the Lorentzian model. At low frequencies,

Fig. 2.3 Real (top) and imaginary parts of relative permittivity vs. angular frequency modeled by
a single-resonance Lorentzian line shape (Diagram, courtesy G. Schiavon)

6The line width is commonly named full width at half maximum (FWHM).
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the permittivity is fairly independent of frequency, and practically real, given the
quite low values of Q�j, according to (2.16). Both real and imaginary parts increase
with increasing frequency. When ! approaches the resonance value, Q�r reaches a
maximum, then sharply decreases across !0, reaches a minimum, after which it
keeps slowly increasing, consistently with (2.17). The imaginary part shows its bell-
shape functional form (Lorentzian line shape), with the (negative) peak at !0 and
values that tend to vanish as frequency further increases.

2.1.1.4 Permittivity of Composite Materials

As already observed for the water molecule, many pure materials change their
spatial arrangement of charges according to different configurations, resulting in dif-
ferent permittivity patterns. In particular, resonances occur at different frequencies,
since involved charges, masses, frictional and restoring forces differ according to
the deformation mode. The dependence of susceptibility on frequency results from
the superposition of the single modes. On the other side, apart from pure water,
materials composed by single types of molecule are rarely found in the terrestrial
environment, rather, media are composite, formed by different constituents, each
with its own modes of deformation. The deformation susceptibility of a composite
material results from the possibly nonlinear superposition of the effects of the
ensemble of modes of deformation of the individual species. Therefore, a number
of resonances are exhibited by materials, generally related to their complexity and
microscopic structure.

The essential features of the real and imaginary parts of permittivity actually
observed experimentally for a wide range of materials are satisfactorily described
by the classical-mechanics macroscopic model discussed previously, as suggested
by the example shown in Fig. 2.4. However, the determination of the values of the
parameters do require a microscopic approach. The resonance frequencies and the
corresponding values of permittivity (line intensities and widths) are actually related
to transitions between both vibrational and electronic energy levels. A mixture of
macroscopic approach and quantum (microscopic) results is generally suitable to
quantitatively describe the dielectric behavior of terrestrial materials.

2.1.2 Polar Materials

Charges in some materials are organized in microscopic domains possessing
permanent electric dipoles. Liquid water is a material with polar molecules (Fig. 2.5)
[57, Ch. 9] of crucial importance to Earth, hence of utmost interest to EO.7

7Details on water, complemented by animations, can be found at websites such as [17, 86, 96].
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Fig. 2.4 Trend of
pQ�r and

ˇ̌Q�j

ˇ̌
of gypsum vs. frequency f , showing several resonances (Curves

interpolate data from [4])

Fig. 2.5 Sketch of the polar
H2O molecules assembly in
water: given the hydrogen
bonding, the dipoles
associated with the molecules
tend to organize in
microdomains [46]
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With no electric field applied, the dipoles tend to orient randomly and no net
dipole moment is present. An applied electric field forces the elementary permanent
dipoles towards its direction, thus inducing a dipole moment PPPo in the unit volume
of material. This mechanism gives rise to the dielectric orientation polarization The
orientation of permanent dipoles superimposes to the charge displacement which
gives rise to the deformation polarization and which is almost always present.
Assuming deformation and orientation independent from each other,

PPP .t/ D PPP d.t/CPPP o.t/ ;
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where PPP d, given by (2.14), accounts for the deformation of the charge structure and
PPP o for the orientation of individual permanent dipoles.

By the classical-mechanics equilibrium of torques per unit volume of material,

M s CM c D M .E/ : (2.18)

In Eq. (2.18):

• M .E/ is the forcing torque,
• M s is the damping torque due to “viscosity”, which takes account of the energy

that the interaction with the surrounding charge environment subtracts from the
rotating dipole,

• M c is the torque accounting for the collisions which tend to disorganize the
orientation of individual dipoles and that, depending on thermal agitation, is a
function of temperature.

The terms at the first member of (2.18), which result from microscopic interactions,
crucially depend on the state of aggregation of the material. Air is a sparse
environment, such that the water vapor molecules suffer from little interaction with
their surroundings, hence are put in relatively free rotation by the alternating electric
field. Instead, the molecules in a condensed material such as liquid water, are not
free to rotate because of the strong interaction with the dense charge environment.
They are able to follow the alternating field when frequency is sufficiently low,
but their rotation becomes only partial with increasing frequency. The incomplete
rotation of the H-O-H water molecule chains in the field of force of the surrounding
dipoles with consequent interaction with the bulk material is named libration [68].

To model libration, the torques M c and M s are assumed simply proportional to
the dipole and to its angular velocity, respectively, and the forcing torque to the
acting field:

M c D c r PoI M s D so
dPo

dt
I M .E/ D co E.t/ :

Within these assumptions, (2.18) puts the orientation dipole Po into linear relation
with the electric field

so
dPo

dt
C c rPo D coE.t/ ;

or, in the spectral domain,

j!sobPo C c rbPo D co OE :

whence

bPo D c o OE
c r C j!so

�
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Then, the susceptibility �o contributed by the librational orientation of permanent
dipoles, according to (2.7) is

¦o.!/ D co=c r

�0

�
1C j!

so

c r

� D �0

1C j! r

,

where ¦0 is the static (i.e., for ! ! 0) susceptibility, while r is the dielectric
relaxation time of the material [23, 24, 39]. In fact, if E is turned off, the equation of
motion yields a volumic oriented electric dipole decaying with time t according to

Po.t/ D Po.0/ e�.t=r/ :

The relaxation time r clearly decreases with increasing temperature, since the
thermal agitation speeds up the disorganization process.

As for the deformation, also the susceptibility resulting from the orientation
mechanism of dielectric polarization is complex

¦o D ¦0

1C .! r/2
.1 � j!r/ D �or C j�oj : (2.19)

The real part of the susceptibility contributed by the libration of permanent dipoles
decreases monotonically with frequency. Again, the imaginary part is always
non-positive for passive materials and peaks at the relaxation angular frequency
!r D 1=r, about which the real part decreases sharply (Fig. 2.6). It is important
to note that both the real and the imaginary parts tend to vanish for angular
frequencies much larger than the relaxation frequency. The absence of resonance
is also observed.

By superposing deformation and orientation polarizations, the susceptibility �do

of dielectric (non-conducting) materials is obtained from (2.15) and (2.19) as

Fig. 2.6 Trends of the real
(¦or) and imaginary (¦oj) parts
of susceptibility of a polar
material due to the librational
mechanism vs. normalized
angular frequency !r
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¦do :D ¦d C ¦o D ¦dr C ¦or C j.¦dj C ¦oj/ � �dor C j�doj : (2.20)

As for the deformation polarization, the orientation dielectric behavior of composite
materials derives from the superposition of the possibly interacting behavior of
the various constituents. Polar materials may show more than one relaxation time,
analogously to the various resonances exhibited by the deformation mechanism.
Water, which is the polar material of main practical interest in Earth observation,
has the two leading relaxation frequencies discussed in Sect. 2.2.2.1.

2.1.3 Conducting Materials

Conducting materials have a volumic charge qc free to move under the action of
the electric field. The dielectric dipole created by the separation of the positive
from the negative charges8 induced by the field is obtained by the same equation
of motion (2.13) considered for the bound charges, by setting the restoring force to
zero, since the charges can move freely, and with the parameters appropriate to the
charges in the conduction band

mc
d2`

dt2
C sc

d`

dt
D qc E0 cos!t : (2.21)

Passing to the frequency domain,

�!2 Ò C j!
sc

mc

Ò D qc

mc

OE ;

or


�!2 C 2j!’c
�

qc
Ò D q2c

mc

OE ; (2.22)

having defined the appropriate damping coefficient ’c D sc=.2mc/. Since no
restoring force acts on the free charges, obviously !0 D 0. Equation (2.22) yields
the susceptibility ¦c contributed by the free charges:

�c D � q2c
�0mc

1

!2 C 4’2c
� j

q2c
�0mc

2’c

!.!2 C 4’2c/
D �cr C j�cj : (2.23)

Once again, the imaginary part ¦cj is non-positive. The susceptibility contributed
by the free charge increases monotonically with decreasing frequency and, in
particular, ¦cj ! 1 for ! ! 0, since the model implicitly assumes an ideally
unlimited amount of charge which is free to move in an infinite time.

8The origin of the dipole is clearly the same as in Sect. 2.1.1, excepted that now the charges are not
bound to their zero-field equilibrium position.
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2.1.3.1 Conductivity

Mainly for historical reasons, in a low-frequency/circuital approach, the effect of
the free charges is sometimes taken into account by the conductivity of the material.

If velocity uc D .d`/=.dt/ of the volumic charge is regarded as the unknown
instead of displacement `, the equation of motion (2.21) is written as

mc
duc

dt
C scuc D qcE0 cos!t ; (2.24)

so that, multiplying by qc,

mcqc
duc

dt
C sc qcuc D q2cE0 cos!t ;

which relates the conduction current density J D qcuc to the acting field E. In the
spectral domain the equation is written

j!mc OJ C 2’cmc OJ D q2c OE ;

whence

OJ D q2c
mc.2’c C j!/

OE :

Then the spectral conductivity is derived from the definition of g given in Sect. 1.1.2:

g.!/ D q2c
mc.2’c C j!/

D q2c
mc

2’c

4’2c C !2
� j

q2c
mc

!

4’2c C !2
� (2.25)

At “low” frequency, that now means for ! � ’c,

g.!/ ' q2c
mc

1

2’c
� j

q2c
mc

!

4’2c
�

Given the quite high values of ’c of common condensed terrestrial materials,
j= Œg�j � < Œg�, up to the microwave range, at least.

2.1.3.2 Permittivity vs. Conductivity

Since both susceptibility and conductivity are derived from the same model,
either described by (2.21) or by (2.24), ¦c is expected to be tightly related to g.
Comparing (2.23) with (2.25),

¦cj D �< Œg�
!

, (2.26)
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which shows that imaginary part of susceptibility and real part of conductivity
are directly proportional. Indeed, imaginary part of susceptibility and real part of
conductivity represent the same process of damping the motion of the charges
through collisions, irrespective of their state, bound or free.

At radio frequencies, since the conductivity of condensed matter is almost real,

¦cj ' � g

!
� (2.27)

In some fields of application it is still customary to provide the conductivity g of
lossy materials. Then the imaginary part of permittivity is clearly obtained by (2.27)
and definition (2.5). On the other hand, an effective conductivity ge can be defined to
account for the total electromagnetic dissipation even when the lossy material does
not conduct9:

ge D �! ¦cj :

Conductivity is seldom considered at frequencies above the microwave range.

2.1.4 Complex Permittivity and Power Budget

The procedure followed in Sect. 1.2 to arrive at the power budget of an electro-
magnetic field varying with time in any way, can be applied to the representative
complex field described by the spectral Maxwell’s equations (2.1), (2.2), (2.3) and
(2.4). By straightforward manipulation of Eqs. (2.1) and (2.2) and integration over
an arbitrary volume V contoured by surface S, the spectral Poynting’s theorem is
obtained:

•

V

�
�J�

s � Es

2
� Jms �H�

s

2

�
dV

D
•

V

g
E � E�

2
dV C j!

•

V

�
�

H �H�

2
� �� E � E�

2

�
dV (2.28)

C1
2

"
S
.E �H�/ � n0 dS :

Following the steps of Sects. 1.2.1, 1.2.2, 1.2.3 and 1.2.4 allows understanding the
meaning of the various terms in (2.28) and provides insight into the role of the
complex permittivity.

9A reference material of this kind is de-ionized water.
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2.1.4.1 Complex Source Term

If, without loss of generality, Jms D 0 and Js and Es are assumed linearly polarized
and parallel, that is,

Js D �jJs jjj0I Es D �jEs e j˚Es eee0; jjj0 � eee0 ;

the volumic power associated with the source becomes

� J�
s � Es

2
D �JsEs

2
cos˚Es � j

J0E0
2

sin˚Es : (2.29)

It is readily realized that the real part of (2.29) coincides with the time average of the
power that the unit volume of the source irreversibly delivers to the field, determined
in Sect. 1.2.5.1.

2.1.4.2 Term with Conductivity

The term containing the conductivity

•

V

g
E � E�

2
dV ; (2.30)

at the frequencies at which the conductivity retains its meaning, is a real quantity
which coincides with the time-average electromagnetic power dissipated (i.e.,
converted into heat) by the conduction mechanisms within the materials contained
by the considered volume V . The dissipated power was determined in Sect. 1.2.5.2.

2.1.4.3 Term with Permittivity

Differently from the previous ones, the term

j!
•

V

�
�

H �H�

2
� �� E � E�

2

�
dV ; (2.31)

formally corresponding to the stored energy discussed in Sect. 1.2.3, now acquires
a substantially different meaning. According to (2.20), the permittivity contributed
by the deformation and orientation mechanisms10 is written

� D �0.1C ¦do/ D �0 Q�do D �0.Q�dor C jQ�doj/ :

10The spectral permittivity � in (2.31) derives from the deformation and orientation contributions
only, since the effect of the free charges is already taken into account by g.
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The electric term in (2.31) becomes

��� E � E�

2
D 1

2

���0.Q�do r � jQ�do j/E � E�	

D 1

2
.��0 Q�do r E � E�/C j

2
.�0 Q�do j E � E�/ :

Since Q�do j � 0 and � D �0, the real part of the electric term of (2.31)

<
�

j!
•

V

��� E � E�

2
dV

�
D 1

2
!

•

V

�0j Q�do jjE � E� dV

is non-negative and adds to the power dissipated by the free charges expressed
by (2.30). It represents the time-average power dissipated by the lossy deformation
and orientation polarization mechanisms. Therefore, the total time-average power
Wd dissipated in the lossy volume V is

Wd D
•

V

g
E � E�

2
dV C !

2

•

V

�0j Q�do jjE � E� dV

D ! �0

2

•

V

�
g

!�0
C jQ�do jj

�
E � E� dV D ! �0

2

•

V

Q�j E � E� dV : (2.32)

The imaginary part Q�j of relative permittivity in (2.32) takes account globally of
the losses caused by both dielectric polarization (deformation and orientation) and
conduction. Indeed, distinguishing between dissipation by free and bound charges
may be meaningless, since the basic mechanism is the same.

In the following, when not mentioned, conductivity is included into permittivity.
The crucial role of Q�j in determining the decay of the electromagnetic field with
distance, which is an essential issue in Earth observation, is discussed in Sect. 4.1.2.

2.1.4.4 The Radiation Term

The meaning of the complex surface integral is now clear: the real part of the flux
is the time-average power that leaves the volume V in which the source is located,
flowing through the contouring surface S. The vector

PPP D P ppp0 D E �H�

2
(2.33)

is named complex Poynting vector: it measures the areic power associated with the
electromagnetic field. Its real part yields the power that crosses the unit area of a
surface perpendicular11 to ppp0.

11The unit vector ppp0 is assumed real, for simplicity.
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In summary, the power supplied by the source is in part dissipated by the lossy
conduction and polarization mechanisms in the materials, which are correspond-
ingly characterized by a complex permittivity. The remaining part flows through
any surface surrounding the source, giving rise to the radiated power. Lossless
materials have � real, which clearly implies g D 0, provided this parameter needs
consideration.

2.2 Permittivity of Relevant Terrestrial Materials

The materials in the terrestrial environment generally present all the three polariza-
tion mechanisms discussed in Sect. 2.1. The total electric dipole, on the assumption
of independent isotropic processes of dielectric polarization, is

P D Pd C Po C Pc ;

with corresponding total complex susceptibility

¦ D ¦d C ¦o C ¦c :

In turn, the spectral permittivity (2.7)

�.!/ D �r.!/C j�j.!/ D �0ŒQ�r.!/C jQ�j.!/�

derives from the contributions by the different mechanisms, each of them with the
peculiar frequency trend previously considered [90]. It should be kept in mind that
passive terrestrial materials have �j 6 0.

2.2.1 The Atmosphere

The atmosphere is of utmost importance in Earth observation, since

– it is a quite relevant observable component of the Earth’s environment, directly
interacting with the anthropogenic activity;

– even when it is not direct subject of observation, it has to be taken into account
because it is always crossed by the electromagnetic waves in sensing surface-
based targets from elevated platforms.

The atmosphere essentially consists of nitrogen (78.1 %) and oxygen (20.9 %), a
small amount of water vapor and minor quantities of other gases, among which
carbon dioxide, methane, and ozone. Because of the low polarizability of nitrogen,
the permittivity of the air mainly results from the dielectric polarization of the other
molecular species, of which the water vapor, being polar, is particularly active.
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Real and imaginary parts of the permittivity are expressed as the superposition of
the contributions by the NH2O individual interaction modes of single H2O molecules
and the NO2 modes of O2 molecules, plus additional contributions [55, 60]:

Q�r.!/ D 1C ¦r.!/ ' 1C
NH2OX
iD1

�
SF 0.!/

	
i
C

NO2X
iD1

�
SF 0.!/

	
i
C ¦rg.!/C ¦rc I

(2.34)

Q�j.!/ � ¦j.!/ '
NH2OX
iD1

�
SF 00.!/

	
i C

NO2X
iD1

�
SF 00.!/

	
i C ¦jg.!/C ¦jc :

(2.35)

The ith term ŒSF.!/�i is the product of the line intensity Si peculiar of the
molecule, times the normalized line shapes [89] Fi

0.!/ and Fi
00.!/, relative to ¦r

and ¦j respectively. The line intensities and shapes are relative to the interaction
modes dominant in the non-ionized atmosphere, i.e., deformation (electronic and
vibrational) and full orientation (rotational), as well as their combinations. The
additional terms ¦rg and ¦jg, having the same structure as the other terms in (2.34)
and (2.35) are needed to account for the contributions by other constituents and
trace gases, including O3, CO2, CH4, CO, N2O. Given the relatively low density of
these molecules, the effect on Q�r is small. However, in spite of the low density,
the resonances can lead to non-negligible peak values of Q�j mainly at infrared
frequencies,12 as discussed later in Sect. 10.1.2.1. Finally, the last terms ¦rc and ¦jc

are needed to include possible further contributions weakly dependent on frequency,
which form the continuum in the microwave [75] and infrared [20, 74] bands.13

2.2.1.1 Microwave Permittivity of Air

At microwaves, the main interactive gases are oxygen and, especially, water vapor,
which determine the dominant trend with frequency of the real and imaginary parts
of the air permittivity [11, 50, 64].

Figure 2.7 shows the trends of Q�r and j Q�jj with frequency up to the millimeter-
wave range, of the reference atmosphere, assumed at pressure pt D 1013 hPa (sea-
level), temperature T D 20 ıC, relative humidity RH D 70%.

The frequency patterns of Q�r and j Q�jj are determined by

• oxygen, which has a set of resonant lines resulting in the peak of
ˇ̌
�j

ˇ̌
around

f O2
01 D 61:2GHz, and a line at f O2

02 � 118:8GHz;
• water vapor, with lines at f H2O

01 � 22:2GHz and f H2O
02 � 183:3GHz.

12In the “optical” spectral range, wavelength �0 (Sect. 3.1.1.2) is used rather than frequency f .
13The denomination of the spectral bands is reported in Sect. 10.1.1.
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Fig. 2.7 Real (Q�r) and imaginary (Q�j) parts of relative permittivity of air at standard conditions
modeled [52] as a function of microwave frequency f (Diagram, courtesy G. Schiavon)

The diagrams show that the Lorentzian line shapes of the single molecular species
are superimposed to the pedestal (the continuum) which increases smoothly with
frequency. The continuously raising trend is attributed to the far wings of broadened
resonant lines at higher frequencies [51], as well as to clusters of two (dimers) or
more water vapor molecules in the air [1, 79, 87, 101].

At the frequencies f . 40GHz at which more common passive microwave sen-
sors (Sect. 11.4.2.1) and Synthetic Aperture Radar (SAR) systems (Sect. 11.4.3.4)
operate for observing the Earth, j¦jj � ¦r, so that � is assumed real. Moreover, the
dependence on frequency is generally neglected up to the beginning of the 60-GHz
oxygen resonance band. A customary way of deriving the air relative microwave
permittivity from the measurable meteorological parameters is given by14

14The frequency-independent coefficients in (2.36) yield fairly accurate estimates of Q� for
frequencies f < 40GHz. Note that slightly different values of the coefficients are found in
literature, as, for instance, in [77].
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Q� D 1C •Q�dry C •Q�w ' 1C 1:55 � 10�4 pt

T
C 0:75 pw

T2
� (2.36)

Expression (2.36) contains two contributions to the relative permittivity:

• the dry term •Q�dry, in which the total atmospheric pressure pt accounts for the
total amount of all polarizable molecules;

• the wet term •Q�w, specifically accounting for the density of the highly polarizable
water molecules through the water vapor partial pressure pw.

Equation (2.36) indicates that, for given pressures pt and pw, the permittivity
decreases with T, because increasing temperature enhances thermal agitation that
hinders the action of the field in inducing oriented dipoles. However, it should be
considered that pw, hence the water vapor density in the air, increases considerably
with temperature [7], so that an overall growth of Q� with T actually occurs. As an
example, the dry term at the reference sea level pressure pt D 1000 hPa, varies
between •Q�dry D 5:29 � 10�4 (for T D 20 ıC) and •Q�dry D 5:68 � 10�4 (at T D 0 ıC).
In spite of the low density of water vapor (its partial pressure is of the order of a
few tens of hPa), given the high polarizability of water molecules, the wet term
varies between •Q�w D 6:2 � 10�5 (at T D 0 ıC) and •Q�w D 2:04 � 10�4 (for
T D 20 ıC) in saturation conditions. In summary, the dry term is higher, but more
stable, whereas the wet term has lower values but with high variations, given the
considerable dependence of vapor density on temperature and on the type of air
mass. The detrimental effect of the wet term in SAR interferometric observations is
discussed in Sect. 12.3.2.1.

It is worth to point out that both Q�r and j Q�jj decrease with altitude, following the
variation with height of pt and pw. In fact, the decreasing air density lowers the
number of molecules per unit volume, hence the volumic charge q on which the line
intensities depend. The height-decreasing pressure also changes the overall shape
of the imaginary part of air permittivity in the neighborhood of the 60-GHz oxygen
resonant complex [54]. Indeed, pressure broadening has the effect of merging single
lines into a relatively smooth function of frequency, which characterizes j Q�jj at low
altitudes. As pressure decreases with altitude, the individual lines tend to separate,
as suggested by Fig. 10.9. This effect holds in general.

2.2.1.2 Optical Permittivity of Air

The diagrams in Fig. 2.7 indicate that real and imaginary parts of the air permittivity
keep a generally increasing trend with increasing frequency beyond the microwave
range. The growing trend is caused by the superposition of numerous resonant
lines of atmospheric constituents located at higher frequencies. The high number
of resonances of the atmospheric gases has the general effect of increasing
the imaginary part of air permittivity especially in the infrared, as stressed in
Sect. 10.1.2. In particular, the water molecule keeps contributing strongly to the
air susceptibility, given the large number of resonances corresponding to rotational
and roto-vibrational transitions that fall in the sub-mm wave band and in the
infrared [5].
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As frequency further increases towards the optical range, i.e., near infrared and
visible, the resonances of atmospheric constituents rarefy and decrease in intensity,
so that at the frequencies corresponding to visible wavelengths the air susceptibility
is again approximately real. Modeling of permittivity in the visible and near infrared
spectral range takes account of the main air constituents and water vapor, as well as
of carbon dioxide [19]. Approximate values of Q� are given in terms of measurable
meteorological parameters by the simple expression

Q� ' 1C �s. f /
C1 pt

1C C2 T
, (2.37)

where ¦s is the susceptibility of air at reference composition, pressure and tempera-
ture, and C1 and C2 are constants.15 Numerical values of the optical permittivity of
the air fairly close to those at microwaves are commonly encountered. The reference
susceptibility ¦s. f / in (2.37) introduces a weak dependence of Q� on frequency, so
that, as general features, the air permittivity in the optical range:

– slightly increases with increasing frequency;
– decreases with increasing temperature.

It can be observed that the water vapor contribution, which is strong at microwaves,
is quenched in the optical frequency range. Rather, Q� slightly decreases with
increasing partial pressure of water vapor,16 the molecules of which take the place
of the more polarizable oxygen molecules in the unit volume of air at a given
pressure pt.

Finally, at the high frequency end, that is, in the ultraviolet of interest to Earth
observation, real and imaginary parts of the air susceptibility keep increasing with
increasing frequency, given the approaching electronic resonances.

It is worth mentioning that an additional analysis of the fine effects of the
atmospheric constituents and of the physical parameters of air is needed when
enhanced accuracy of the optical permittivity estimations is required by particular
applications, such as precise measurement of distance, for which the results yielded
by (2.37), as after all by (2.36), are not adequate [78].

2.2.2 Water and Ice

Water exists on Earth in its three states, all of them playing a major environmental
role. The dielectric features of vapor, of crucial relevance for the atmosphere, have
been summarized in the preceding section. The main dielectric aspects of the liquid
and solid phases are discussed in the following.

15The accuracy of (2.37) is subject to the condition that the air conditions are not far from the
standard ones, i.e., dry air at T D 15ı C, pt D 1013 hPa, with 0.045 % volume fraction of CO2.
16Equation (2.37) clearly needs modification to account for the effect of water vapor.
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Fig. 2.8 Real (Q�r) and
imaginary (Q�j) parts of
relative permittivity of liquid
water on an extended range of
frequencies f from
microwaves to infrared. The
continuos curves refer to
temperature T D 0 ıC, the
dashed ones to T D 20 ıC
(Curves interpolate data from
[43])

2.2.2.1 Liquid Water

Liquid water [16] is a polar material that, according to the Debye double relaxation
model [53], displays a main relaxation around 20 GHz, at room temperature, and
a secondary one around 600 GHz, as sketched in Fig. 2.8.17 The polarizability of
liquid water around its main relaxation angular frequency!r D 1=r is considerably
higher than that associated with the secondary one. Therefore, a single-relaxation
model is generally adequate to represent liquid water permittivity at microwaves.18

Given the value of the relaxation time r, the microwave frequency range ! � !r

at which the orientation mainly contributes to the dielectric polarization falls in

17Note the effect of temperature, outlined in Sect. 2.1.2.
18The web hosts several resources, for instance, [21, 69], that provide complex permittivity of
liquid water and ice.
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the “low” frequency regime of the deformation polarization, which fully develops
at considerably higher frequencies. In other words, at the frequencies at which
¦o ¤ 0, the approximations (2.16) considered in Sect. 2.1.1.1 hold. This implies
that the contribution¦d by the deformation mechanism to the susceptibility (2.20) is
nearly constant, so that the frequency trend is essentially set by the single-relaxation
orientation term ¦o. It is also observed that ¦d is relatively small and takes the form
of a pedestal, which, together with the fairly flat contribution of the upper Debye
relaxation, becomes appreciable only above f � 100GHz.

With further increase of frequency, vibrational modes progressively replace the
partial-orientation (librational) mechanism. Given the intermolecular coupling of
vibrations in the dense liquid environment (Sect. 14.2.3), the resulting bands are
quite broad and overlap considerably, so as to resemble a continuum with smooth
variation with frequency. Figure 2.9 shows that above f � 1THz, the real part

Fig. 2.9 Square root of the real (Q�r) part and imaginary (Q�j) part of relative permittivity of liquid
water vs. frequency f in the optical range (Curves interpolate data from [35])
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of susceptibility19 decreases and that the behavior typical of individual vibrational
resonances appears from about f D 10THz, up to frequencies beyond 100 THz.
Afterwards, the real part of susceptibility has a fairly flat trend across the visible
light spectrum. Then, it tends to further increase with frequency, since the ultraviolet
electronic resonance range is being approached. The imaginary part j¦jj follows the
corresponding pattern, with a few peaks appearing in the 100 THz range and a deep
minimum in the visible. It is important to realize that the values are considerably
lower than those at microwaves reported in Fig. 2.8.

2.2.2.2 Ice

Although ice is composed of water molecules, its dielectric properties [59] differ
substantially from those of liquid water. Indeed, the polar molecules, constrained
in the ice crystalline lattice, are not free to orient under the action of the field:
the contribution to susceptibility by the librational modes is quenched and values
of ¦r considerably lower than those of liquid water are observed. Moreover, ¦r is
fairly independent of frequency in the microwave range. Correspondingly, ¦j � 0,
particularly between 2 and 4 GHz.

Beyond the microwave band, where the orientation mechanism originates a major
difference, ice tends to approach the dielectric behavior of liquid water: the real
part of susceptibility increases slightly with frequency in the sub-mm frequency
range, where collective vibrations occur, whereas ¦j increases by several orders of
magnitude, as shown in Fig. 2.10. Individual vibrational resonances appear in the
THz band, as for liquid water, but, being ice a crystalline material, its bands are
sharper (Fig. 2.11). Across the visible light spectrum, i.e., from f � 400THz to

Fig. 2.10 Imaginary part Q�j

of relative permittivity of ice
vs. frequency f in the range
from microwaves to infrared
(Curves interpolate data from
[43])

19The trend of
pQ�r reported in Fig. 2.9 clearly follows the pattern of the real part of susceptibility.



2.2 Permittivity of Relevant Terrestrial Materials 55

Fig. 2.11 Square root of the real part (
pQ�r) and imaginary (Q�j) part of relative permittivity of ice

vs. frequency f in the range from infrared to ultraviolet (Curves interpolate data from [94])

f � 790THz, the real part of susceptibility shows a fairly flat trend, while the
imaginary part falls to quite low values. Both Q�r and Q�j increase with further increase
of frequency, as shown by the liquid in Fig. 2.9. Then the curves clearly exhibit the
effect of the electronic resonances in the subsequent ultraviolet range.

2.2.2.3 Sea Water

Water containing dissolved salts forms a typical conducting polar material. Its
dielectric properties represent or model those of several classes of aqueous materials
quite widespread on Earth, such as sea water, moist terrain, vegetal matter.
Permittivity of blood [70, 100] and human tissues [31] are also well represented
by water with free charges.
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By assembling the models considered in the previous sections, the general
expression of permittivity, is written as

�r D �0 C q2d
md



!20 � !2

�


!20 � !2

�2 C 4’2d !2
C �0 � �0
.1C !2r/

� q2c
mc

1

!2 C 4’2c
I

��j D q2d
md

2’d !

!20 � !2

�2 C 4’2d !2
C .�0 � �0/ !r

1C !2r
C q2c

mc

2’c

!.!2 C 4’2c/
,

where �0 D �0.1C ¦0/ denotes the static, i.e., for ! ! 0, orientation permittivity
of the material.

All three polarization mechanisms contribute to the permittivity of a conducting
polar material, although each mechanism reflects upon its peculiar frequency range.
Figure 2.12 shows that the free charges affect the real and imaginary parts of sea
water permittivity at the lower microwave frequencies. In particular, the effect of

Fig. 2.12 Indicative trends of
real (Q�r) and imaginary (Q�j)
parts of relative permittivity
of sea water vs. frequency f in
the microwave range (Curves
interpolate data from [58])

(a)

(b)
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the dissolved salts is small on the real part, with a trend decreasing with increasing
frequency; it is large on the imaginary part at frequencies of a few GHz and below,
wile it vanishes at the first water relaxation, beyond which the trend is essentially set
by the librational mechanism first and by the vibrational one for further frequency
increase. Once the effect of salinity has vanished, “clean” sea water behaves like
pure water (Sect. 2.2.2.1).

In summary, taking global account for the effect of free charges and of libration,
at microwaves:

– Q�r is weakly dependent on salinity, since the polar properties of the water
molecule prevail over the effect of the free charge;

– Q�j is strongly affected by salinity at the lower frequencies, where the dissipation
associated with the orientation of the water molecules is relatively small.

Sea water generally hosts a number of substances, including suspended bio-
logical matter, sediments and bulk polluting materials. While the presence of
such substances does not appreciably modify the dielectric properties of water at
microwaves, resonances of impurities typically show up in the visible, as detailed in
Sect. 14.2.1.

2.2.3 Vegetal Tissues

Biological living tissues, such as vegetal matter, are an important class of aqueous
dielectrics [32–34, 66]. Main constituents of vegetal matter are free saline water,
which is present in pores and capillary tubes, bound water in the cell walls,
solid bulk substances, and air. Permittivity is determined by the density and the
proportions of these constituents, measured, for instance, by the respective volume
fractions.

2.2.3.1 Green Matter

2.2.3.1.1 Microwave Permittivity

As seen, the microwave permittivity of free water is the highest,20 with relative
real and imaginary parts of the order of a few tens, whereas dry matter has
real part of a few units and imaginary part of some tenths (for instance, Q� D
2:1 � j0:3). Because of the relatively high contribution to susceptibility given by
water, changes in moisture lead to significant changes in the dielectric properties of
vegetation [56], as the diagrams of Q�r and Q�j as functions of plant water content
(PWC) mV in Fig. 2.13 suggest.Water tightly bound to the host solid material

20Among widespread natural materials.
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Fig. 2.13 Trends of real (Q�r) and imaginary (Q�j) parts of relative permittivity of maize leaves vs.
PWC mV at some EO microwave frequencies (Curves interpolate data from [88])

has a dielectric behavior similar to that of ice, because the elementary dipoles
are not free to orient themselves along the field, so that permittivity is low. The
solute changes the conductivity of free water, increasing permittivity, especially
at the lower frequencies, at which the free ions can be fully moved by the field.
Figure 2.14 shows the trends of real and imaginary parts of relative permittivity
of maize leaves with frequency in the microwave band of main interest to Earth
observation. The permittivity decreases as the leaves dry out. The real part shows
the decreasing trend characterizing the contributions by the solute and by relaxation.
The imaginary part, which is enhanced by the dissolved salts at the lower frequency
end, decreases as the increasing frequency reduces the ion mobility. Once the
contribution of the free charges is quenched, the trend is essentially determined
by the water relaxation, as denoted by the increase at the higher frequencies,
which approach the water Debye frequency (Sect. 2.2.2.1). Figure 2.15 reports the
imaginary part of Q� on an extended microwave frequency range to highlight that,
consistently with the dielectric model of water,

ˇ̌Q�j

ˇ̌
increases from C-band21 onward,

reaches a (temperature-dependent) maximum in the Ku-band, beyond which it
decreases.

2.2.3.1.2 Optical Permittivity

The real part of permittivity of vegetal green matter in the optical range essentially
follows that of liquid water [63], given the frequency range well above the upper
relaxation of this latter. Instead, the imaginary part is affected by the resonances

21Please refer to Table 10.2 for the denomination of the microwave bands.
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(a)

(b)

Fig. 2.14 Trends of real, (a), and imaginary, (b), parts of relative permittivity of maize leaves for
various PWC mV vs. microwave frequency f . The arrows indicate frequencies at which EO SAR
observations are more commonly carried out: (1), P-band; (2), L-band; (3), C-band; (4), X-band
(Curves interpolate data from [27])

of the various substances forming the vegetal tissues (Sect. 14.1.1.2), what also
explains the general22 trend of Q�r, coarsely increasing with frequency, displayed
in Fig. 2.16. However, it is worth mentioning that the specific dielectric properties
are substantially affected by the microstructure of the vegetation element under
consideration.

22High variability with the leaf composition is expected [18].
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Fig. 2.15 Imaginary part of relative permittivity of alfalfa leaves in the range of frequency f from
10 to 30 GHz for various PWC mV, hinting at the first Debye water relaxation (Curves interpolate
data from [81])

Fig. 2.16 Indicative trend of
the real part Q�r of leaf relative
permittivity (continuous
curve) and of water (dashed)
vs. frequency f in the optical
range (Curves interpolate data
from [42])

2.2.3.2 Ligneous Matter

The coarse composition of wood is that of vegetal matter outlined in Sect. 2.2.3,
but with pigments and water content generally lower than the ones of green plant
elements and relative abundance of cellulose and, especially, of lignin. Commonly
encountered PWC are in the range mV � 0:1m3 m�3 for naturally dried wood to
mV � 0:6m3 m�3 for fresh trunk wood, depending on the radial position (Fig. 2.17).
The bark, which is a porous material with relatively high air fraction and little
moisture, has low permittivity. The trend of wood permittivity [45] with frequency is
essentially determined by water, as discussed in the previous section. The example
illustrated in Fig. 2.18 refer to an aged balsam fir tree trunk with low moisture
content.
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Fig. 2.17 Section of freshly cut tree (spruce) trunk and example of radial variation of microwave
complex relative permittivity (poplar) (Data from [27])

2.2.3.3 Effect of Temperature

As the Debye relaxation of water is affected by temperature T, also the permittivity
of the mixture forming the vegetal matter depends on T. For fresh agricultural crops,
the plant temperature, which typically falls in the 0 ıC . T . 40 ıC must be
considered. On its side, freezing of vegetal matter produces a particularly sizable
effect, resulting in the dramatic decrease of microwave permittivity depicted in
Fig. 2.19, caused by the reduced orientation capability of the permanent dipoles.
For this reason, taking into account the freezing-thawing cycle of permittivity is
crucial especially for interpreting microwave forest remote sensing data taken over
high-latitude boreal areas [48, 72].
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Fig. 2.18 Example of variations of real (Q�r) and imaginary (Q�j) parts of aged wood permittivity
with microwave frequency f (Curves interpolate data from [27])

Fig. 2.19 Effect of temperature T on real (Q�r) and imaginary (Q�j) parts of maize leaf permittivity
at various microwave frequencies f (Curves interpolate data from [27])

2.2.4 Soil

Soil is a mixture [25, 82] of free and bound water, mineral and organic matter,
and air [36, Chap. 5]. The diagrams of Fig. 2.20 highlight the strong dependence of
microwave permittivity on soil moisture content (SMC) mv because of the relatively
high permittivity of liquid water with respect to the one of the bulk terrain material.
Kind and amount of dissolved mineral salts also affect the soil dielectric properties,
especially at the lower frequencies, analogously to the effect of the free charges
in vegetal matter considered in Sect. 2.2.3.1.1. Permittivity of terrain typically
increases slowly with increasing moisture content, then, beyond a threshold value, it
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Fig. 2.20 Examples of real (Q�r) and imaginary (Q�j) parts of relative permittivity of two different
types of soil at frequencies f D 1:4GHz (left) and f D 5:0GHz (right) vs. SMC mv; note that
the range of mv for the curves at 5 GHz is wider than for those at 1.4 GHz (Curves interpolate data
from [93])

increases steeply with mv. The transition value of moisture varies with soil type and
texture: for instance, it is smaller for sandy soils than for high-clay content soils.
The behavior follows the state of the water molecules [61], which are mainly bound
when moisture is low, and the microstructure [8] of the terrain.

The trend of soil permittivity with microwave frequency is consistent with the
behavior of solutes, as shown by the diagrams in Fig. 2.21. Note that the various
substances forming the soil make small resonances to appear in the microwave
frequency range and that variations of moisture produce shifts of the resonance
frequencies.

As expected, the temperature affects the soil permittivity in a quite similar
fashion to that of vegetal matter. The diagrams in Fig. 2.22 suggest that increasing
temperature increases the frequency at which the maximum of the broad relaxation
peak occurs and that freezing produces drops of both Q�r and j Q�jj.

Data on permittivity of soil are difficult to acquire at optical and infrared wave-
lengths. Indeed, soil is a loose “incoherent” ensemble of heterogeneous materials,
having quite variable nature and proportions. The macroscopic parameter used at
microwaves, that is the global permittivity of such a mixture, is scarcely meaningful
in the optical range, at which other quantities directly related to the electromagnetic
radiation are usually preferred in soil characterization (Sect. 14.1.1.1). If needed, the
permittivity of single constituents can be measured. Then, by mixing the parameters
describing the individual optical dielectric behavior, indications on the global



64 2 Dielectric Behavior of Terrestrial Materials

Fig. 2.21 Examples of real (Q�r) and imaginary (Q�j) parts of relative permittivity of silty soil with
different SMC mv vs. microwave frequency f ; curves refer to: (1), mv D 0:12; (2), mv D 0:21; (3),
mv D 0:31; (4), mv D 0:35; (5), mv D 0:48. Temperature is T D 20 ıC (Curves interpolate data
from [22])

Fig. 2.22 Examples of real (Q�r) and imaginary (Q�j) parts of relative permittivity of silty soil with
different SMC mv vs. temperature T at f D 10GHz. Curves refer to: (1), mv D 0:07; (2), mv D
0:23; (3), mv D 0:36; (4), mv D 0:41; (5), mv D 0:46 (Curves interpolate data from [22])

properties of the surface and bulk composite matter can be estimated. However,
soils are generally characterized by their reflective properties instead that by the
permittivity, which, rather, is a collective parameter fit to model the microwave
behavior.
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Fig. 2.23 Volumic free electron number as function of height h in the Ionosphere in presence (day)
and absence (night) of solar radiation

2.2.5 The Ionosphere

In the middle-high atmosphere, the ionizing action of solar radiation creates free
electron/ion charge couples. The region of the atmosphere in which air is ionized is
named ionosphere. Its dielectric properties are essentially those of the material with
free charges discussed in Sect. 2.1.3. Given the inertia of the ions, the permittivity is
mainly determined by the density Ne of free electrons, which depends on local solar
position, hence on location, time, season, and solar cycle (Fig. 2.23). Introductory
details on the ionosphere are found at several web sites, e.g., [40, 41].

Since the ionospheric plasma is not a condensed but a tenuous material, the
damping coefficient is low (’c � 0:5 kHz). At microwaves frequencies, f 	 ’c,
therefore, if qe is the charge of the electron and me its mass, (2.23) yields

Q�r ' 1 � Ne q2e
�0 me !2

D 1 �
�!p

!

�2
,

where

!p D
s

Ne q2e
�0 me

is the plasma frequency, dependent on Ne, hence on height, on average. Therefore,
the ionosphere behaves as an inhomogeneous dielectric layer with a minimum of Q�r

at the height of maximum ionization.
Since the electrons move in presence of the Earth’s magnetic field HE, they are

subject to the Lorentz force and follow circular patterns in planes perpendicular
to HE. Coupling between charges in circular motion and circularly polarized
electromagnetic fields differs according to the relative sense of rotation. This
coupling difference gives rise to a dyadic permittivity: the ionosphere behaves as
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an electromagnetically anisotropic medium that changes the direction of the fields
propagating [12] through it (Faraday rotation),23 thus introducing errors and noise
when the measurements taken by the Earth observing systems are of polarimetric
nature, that is, are based on measuring the complex field components. This noxious
effect of the ionosphere decreases with increasing frequency: it is almost negligible
from C-band onward, while it can be detrimental to L- and, especially, to P-band
observations.

What We Learned About Dielectric Properties

We realize that permittivity is the basic quantity that links the observed material
to the electromagnetic field which, by interacting with the target, extracts the
information and carries it to the sensor. The value of � is determined by the
dielectric polarization mechanisms, consisting of the displacement and/or rotation
of the ensemble of charges that essentially characterize the material. The dielectric
polarization processes are accompanied by energy dissipation, hence the material
must be characterized both in terms of the magnitude of the response to the external
electric field and from the point of view of the loss of electromagnetic power. This
implies that two numerical values are needed to identify the permittivity, which is
then suitably represented by the complex number � D �r C j�j, with �j � 0.

The mechanism that is at the heart of the polarization of all materials is the
elastic deformation of the spatial arrangement of the charges in the matter. The
process is characterized by resonances: the real part of � falls and the imaginary
part peaks in correspondence of a resonant frequency. Each material is marked
by its peculiar spectrum of vibrational frequencies, which typically occur at the
higher frequencies at which EO systems operate. Water has a polar molecule, which
reacts to the electric field also by orienting itself. This process, which occurs at
lower frequencies, is characterized by dipolar relaxation. It gives a strong additional
contribution both to the real and to the imaginary parts of �. The presence of free
charges, such as ions in liquids, is evidenced by a further increase of permittivity
at the lowest frequencies. Since water is a widespread constituent of the Earth’s
environment, it substantially affects the dielectric behavior of a large majority of
observed solid and liquid materials, the permittivity of which has a coarse but
substantial decreasing trend with increasing frequency. The dielectric features of the
gaseous atmosphere differ considerably, because the little interacting air molecules
tend to display the individual traits of the constituents, including the rotational and
roto-vibrational details of the water molecules. Details on the real and imaginary
parts of the air permittivity are given both for the microwave and for the optical
spectral ranges, because of the crucial role played by the atmosphere in remote
sensing.

23Section 1.3.1.1 mentions that linearly polarized vectors can be regarded as sum of two co-planar
circularly polarized vectors rotating in opposite directions.
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The mixture of theoretical and experimental diagrams that follow the theoretical
introduction, allows us to get an idea of the dielectric features we can expect
throughout the range of frequencies at which Earth observation systems operate.
Water is first examined both in its liquid and solid (ice) state and the effect of the
dissolved salts is surveyed to explain the dielectric behavior of the sea, as well
as to start figuring out the properties of vegetal matter and soil. The trends with
frequency of the permittivity of green and ligneous matters are discussed, together
with the effect of temperature, which, below the freezing point, cuts down the strong
contribution by molecular orientation. We find an analogous behavior of the soil,
which, after all, is a mixture of mineral and vegetal matter, and of free and bound
water.
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Chapter 3
Electromagnetic Sources and Radiation

Once determined some general properties of the electromagnetic field and of the
dielectric characteristics of terrestrial materials, the relations between sources and
field must now be established: in particular, how and to which extent the features of
the source affect the properties of the field.

3.1 The Radiated Field

Starting point are the spectral Maxwell’s equations (2.1) and (2.2) including the
impressed electric current Js modeling the source of electromagnetic energy at
angular frequency !:

r � E D �j!�0H I (3.1)

r �H D j!�EC Js : (3.2)

The complex spectral permittivity � in (3.2) takes account of all the contributions to
dielectric polarization, as discussed in Sect. 2.2. Magnetic permeability is assumed
to be that of vacuum everywhere. Under the assumption of linearity, each kind
of source acts separately, hence, for the time being, the magnetic source is not
considered. Anyway, the duality introduced in Sect. 1.1.3 allows determining the
field produced by magnetic currents through straightforward transformations of the
field produced by electric currents.

Auxiliary quantities are known to be useful tools for describing the electromag-
netic field. A magnetic vector potential A, that can be put into more direct relation
with the source current, is introduced so that

H D r � A : (3.3)
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Then, the first Maxwell’s equation becomes

r � E D �j!�0r � A ;

from which the electric field is obtained

E D �j!�0A � rV ; (3.4)

where V is an arbitrary electric scalar potential. By substitution into the second
Maxwell’s equation,

r � .r � A/ D j!�.�j!�0A � rV /C Js ;

or, given (A.41),

rr � A � r2A D �2A � j!�rV C Js ;

where the parameter �2 D !2�0 � has been defined. The degree of freedom in the
choice of A (any curl-free vector field can be added to A without changing H) is
saturated by the Lorenz (FitGerald) gauge1

r � A D �j!�V ;

so that

r2AC �2A D �j!Vr� � Js D �J� � Js D �Jts ; (3.5)

where the term contributed by the dielectric inhomogeneities,

J� :D j!V r� ;

has been joined to the impressed current Js to form a total source term Jts, which,
for the time being, is assumed to be known.

Indeed, the vector potential A from which the field is obtained, is a function
of both the (electric) source currents and of the dielectric inhomogeneities of the
medium. The spatial variations of permittivity expressed by r� produce effects
analogous to those of the primary source currents: the dielectric inhomogeneities
act as secondary sources. This basic electromagnetic property is instrumental to
the Earth observation techniques that exploit scattering either of solar radiation or
of radar waves from the inhomogeneous terrestrial materials. This crucial issue is
mainly discussed in Chap. 7.

1The gauge is found attributed to both Lorenz and FitGerald.
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When magnetic source currents need to be considered, defining an electric vector
potential and use of duality readily yield the field. If the source model requires both
electric and magnetic currents, the field is the superposition of the fields contributed
by each type of source current.

3.1.1 Impulse Response of Free Space

The electromagnetic impulse response is the space-time dependent field produced
by an impressed point current, which is the elementary form of source. The
field produced by impressed currents of finite dimensions, as well as by the
dielectric secondary sources, is obtained from the superposition of the contributions
originating from the various points of space i.e., by suitable spatial integration of
the impulsive response.

Since the quasi-monochromatic case is of interest, the source current is modeled
as an analytic vector at angular frequency !, which is spatially impulsive. In turn,
the electromagnetic field is represented by the complex analytic vectors functions
of space introduced in Sect. 1.3.2.

To determine the basic features of the electromagnetic field, this first approach
considers homogeneous materials, with particular reference to vacuum. This is
actually the case of solar radiation in the interplanetary space or of radiation from
space-borne antennas outside the atmosphere. A homogeneous medium is anyway
a quite useful reference, able also to represent the average of several man-made and
natural materials. Moreover, in many instances, actual terrestrial materials can be
approximated by piecewise homogeneous media.

The free space2 case is considered in the following, that is, the field created by
a point source is sought in an unbound lossless medium characterized by the real
parameter

�2 :D !2�0� (3.6)

constant everywhere. Extension to a homogeneous lossy material is relatively
straightforward.

In free space, (3.5) reduces to the inhomogeneous Helmholtz equation

r2AC �2A D �Js : (3.7)

To derive the magnetic vector potential impulse response Ai, the source current
density representing the point source must be impulsive, i.e., Js.r/ D J0 •.r � r 0/t0,
where •.r � r 0/ is the unitary Dirac delta function of space located in r 0, J0 an

2In general, free space does not imply vacuum.
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amplitude constant, and t0 the unit vector in direction of Js. Then the free-space
impulse magnetic vector potential A at the point r is obtained from (3.7) in which
J0 D 1A m�2, that is

r2Ai.r � r 0/C �2Ai.r � r 0/ D �•.r � r 0/t0 :

The function G satisfying the corresponding scalar equation

r2G.r� r 0/C �2G.r� r 0/ D �•.r � r 0/ (3.8)

is called the scalar Green’s function G.r � r 0/, such that

Ai D G t0 :

Once obtained the scalar impulse response G , the magnetic vector potential A.r/
produced in r by any spatial distribution of source currents Js.r 0/ is given by the
convolution integral

A.r/ D G.r� r 0/˝ Js.r 0/ D
•

V0

G.r � r 0/ Js.r 0/ dV 0 ; (3.9)

where the infinite integration domain has been reduced to the source volume V 0,
being the impressed currents Js.r 0/ D 0 for r 0 … V 0. In turn, the electric field is
formally derived from (3.4):

E.r/ D .�j!�0 C rr�
j!�

/A.r/ : (3.10)

Equation (3.10) points out that the relation between current and electric field is not
direct: a dyadic Green’s function [14] GGG.r � r 0/ is needed to transform the source
current field Js.r 0/ into the electric field E.r/ it produces:

E.r/ D
•

V0

GGG.r � r 0/ � Js.r 0/ dV 0 : (3.11)

The linear transformation in (3.11) implies that, in general, E ¬ Js.

3.1.1.1 The Scalar Green’s Function

The scalar Green’s function is the elementary quantity in terms of which any field is
expressed. To determine G , assume the spherical coordinate system of Fig. 3.1 with
the origin coincident with the impulse source point, so that r 0 D 0. Since the wave
equation
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Fig. 3.1 Spherical
coordinate system centered
on the impulsive source
current Js

z

y

x

ϕ

ϑ
r

Js

P

d2

dr2
.rG/C �2.rG/ D 0 (3.12)

holds in the space surrounding the source, G is readily obtained as

G.r/ D C1
e�j�r

r
C C2

e j�r

r
, (3.13)

where C1 and C2 are quantities to be determined once magnitude and phase of the
source are known. To this end, the physical meaning of (3.13) needs enlightening.

3.1.1.2 The Wave

The scalar Green’s function G is a space-dependent complex quantity from which
the space-time dependent vector potential, hence the measurable electromagnetic
field, is obtained following the indications of Sect. 1.3.2: the space-time Green’s
function G.r; t/ is

G.r; t/ D <
h
G.r/e j!t

i
D <

�
C1
r

e�j.� r � !t/ C C2
r

e j.� rC !t/
�
:

If, without loss of generality, C1 and C2 are assumed real,

G.r; t/ D C1
r

cos.� r � !t/C C2
r

cos.� rC !t/ D G1 C G2 :

Consider the first term G1 sketched in Fig. 3.2. At any distance r from the source, G1

is a quasi-harmonic function of time, with short-term temporal periodicity defined
by the period T D 2 =! of the source current (Sect. 1.3.2). Correspondingly, at a
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(a) (b)

Fig. 3.2 Indicative variation with time, (a), and with space, (b), of the space-time electromagnetic
potential

given time, G1 is a quasi-harmonic function of r with short-range spatial periodicity
defined by the wavelength

� D 2 

�
D 2 

!
p
�0�

, (3.14)

which depends on �, hence on frequency and on permittivity.
When the field is considered in the vacuum,

� � �0 D 2 

!
p
�0�0

D 1

f
p
�0�0

� (3.15)

The wavelength in vacuo3 is in a biunivocal correspondence with frequency,
therefore, �0 can replace f and vice-versa: the wavelength is used prevalently for
optical observations, while frequency at microwaves.

The quasi-sinusoid G1 translates with time, since increasing r makes �r to
counterbalance!t in the argument of the cosine, so as to leave G1 unchanged. Since
G1 is constant if kr�!t is constant, the coupled dependence on space and time makes
G1 to move. Therefore, G1 represents a wave that propagates4. Figure 3.3 visualizes
how G1 displaces along r to maintain the same values as time progresses from t D 0
to t D T=4, to t D T=2, and so on. The parameter �, defined in Sect. 3.1.1, which
affects the propagation features of the wave, is named propagation constant.

By defining the space-time total phase ˚1.r; t/ D ˚.r/� ! t of the wave G1,

3The wavelength �0 is also called free-space wavelength, although, as observed, free space does
not generally imply vacuum.
4Animations suggestive of wave propagation are available from several web sites such as [3, 4].
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Fig. 3.3 The displacement
with time of the sinusoidal
potential results in the
propagation of the wave

G
t = 0

t = T/4

t = T/2

r

G1.r; t/ D C1
r

e�j˚1.r; t/

represents G1.r; t/ in the three-dimensional space. The space-time wave surface
˚1.r; t/ is identified, over which the phase of G1 is constant. The shape of the phase
surface identifies the type of wave: since, for any t, here ˚1 D const for r D const,
the wave surfaces are spheres centered on the impulsive current, which, therefore,
is considered source of a spherical wave.5

By extending the one-dimensional previous results to the three-dimensional wave
surface, ˚1.r/ translates with time, yielding the wave propagation in space. For
an elementary time variation dt, the displacement dr in the radial direction which
cancels the total differential of the phase ˚1 D �r � !t is given by

d˚1 D � dr � ! dt D 0 :

The phase velocity along the radial direction r0 is derived from this condition

dr

dt

ˇ̌
ˇ̌
r0

D !

�
D u1 : (3.16)

The velocity of propagation u1 D u1r0 of the wave represented by G1 is directed
along r0: the wave propagates in the outward direction.

The wave surface of G2, representative of the second term of G in (3.13), is

˚2 D � rC !t :

The distance r from the source current must now decrease to counterbalance the
increase of phase caused by the elapsing time, so that the condition

5In case the shape of the phase surface were plane, the wave would be a plane wave (Sect. 4.1).
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d˚2 D � drC ! dt D 0

yields a negative phase velocity of G2 along r0

u2 D dr

dt

ˇ̌
ˇ̌
r0

D �!
�
�

The negative velocity of propagation u2 D �.!=�/ r0 D �u1 indicates that the
wave represented by G2 is directed inward, toward the “source”. In conclusion,
the two terms formally composing the scalar Green’s function (3.13) represent two
spherical waves which propagate in opposite directions: one, G1, travels outward,
the other, G2, goes inward. Since the field is caused by a source placed in the origin
of coordinates, the collapsing wave G2 does not meet the physical conditions of
existence and must be disregarded, i.e., C2 D 0, so that (3.13) reduces to

G.r/ D C

r
e�j� r :

The wave amplitude C is readily determined as

C D 1

4 

because the source is unitary, so that the scalar Green’s function is finally found to
be

G.r/ D 1

4�

e�j�r

r
�

In general, the location of the point source is not the origin of coordinates, rather r 0:
then a translation of coordinates yields

G.r � r 0/ D e�j�.jr� r 0j/
4�.jr� r 0j/ D

e�j�R

4�R
, (3.17)

where R D jr � r 0j is the relative distance between source and observation points.
The expression (3.17) represents6 a spherical wave emanating from r 0.

It is interesting to note the symmetry of G with respect to r and r 0: this feature
implies reciprocity, in the sense that the measured field does not change if the
location of the source is interchanged with the point where the field is observed.

6Several resources of the web provide visual representation of basic electromagnetic concepts, in
addition to wave propagation; examples and links to further educational sites are found at [7, 9, 12],
to mention just a few.



3.1 The Radiated Field 81

3.1.1.3 Doppler Effect

The results of Sect. 3.1.1.2 indicate that space-time Green’s function

G.R; t/ D <
�
1

4 R
e�j.�s R � !st/

�

represents the wave observed in the static case at a given distance R from a point
source originating electromagnetic radiation at angular frequency !s D 2  fs with
corresponding propagation constant �s D !s

p
�0�. Assume now that the source

does not remain at a fixed point, but moves with uniform velocity us with respect
to the reference system sketched in Fig. 3.1. The distance R of the source located
in r 0.t/ from a stationary observation point P located in r changes with time
according to

R.t/ D R0 � us � R0 t ;

where R0 is a reference initial distance and R0 is the versor of r � r 0. Then the
space-time Green’s function in the dynamic case is

G.R; t/ D <
�
1

4 R
e�jŒ�s.R0 � us �R0 t/ � !st�

�

D 1

4 R
cos Œ�sR0 � .!s C �s us �R0/ t� : (3.18)

Equation (3.18) shows that the angular frequency of the wave observed in P is

! D !s C �s us �R0

i.e., differs from the one, !s, at the source by a shift

!D D �s us �R0 :

The corresponding frequency shift

fD D !D

2 
D !s

p
�0�

us �R0

2 
D R0 � us

u
fs (3.19)

is named Doppler shift. The shift is proportional to the radial velocity of the source
relative to the observation point normalized to the velocity of propagation u of the
electromagnetic wave, as derived from (3.16).

Inspection of (3.19) points out that

– the frequency of the observed radiation is increased when us �R0 > 0, i.e., when
the source moves towards the observation point,
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– while the observed frequency is lower for sources pulling away;
– no shift is present when the source moves transversely (us � R0 D 0) to the

direction of observation.

Given (3.14), the shift of frequency induced by the Doppler effect translates into
corresponding wavelength shift: the radiation of an approaching source exhibits
shorter wavelengths, whereas the radiation of receding sources is shifted towards
longer �.

It is worth emphasizing that the Doppler effect depends on the relative radial
velocity between source and observation point. This implies that the effect is as
well observed when the measuring location approaches or moves away from a
stationary source, or, in general, for any dynamic state, when the relative motion
has a component in the direction passing through source and observation points. The
Doppler effect is widely exploited in remote sensing, especially by radar systems.

3.1.2 Wave Interference

Coming back to the spectral domain for the static case, the vector potential at a point
r created by an extended source Js.r 0/ acting in the source volume V 0 is obtained by
spatial convolution:

A.r/ D
•

V0

e�j�.jr � r 0j/
4�.jr � r 0j/ Js.r 0/ dV 0 ; (3.20)

in other words, it derives from the addition of the complex vector contributions from
the various (elementary) parts dV 0 of the source V 0. The electromagnetic field is said
to derive from the interference, i.e., from the superposition with their respective
amplitudes and phases, of elementary spherical waves originating from the source
elements Js dV 0.

The role played by the relative phases of the interfering waves is crucial in
determining the field. Assume that two elements Js.r 0

1/ D Js1 jjj0 and Js.r 0
2/ D Js2 jjj0

of the extended source contribute two elementary waves G1 and G2 having the same
amplitude C, but different phases7 ˚1 and ˚2 at a point r. The vector potential
A.r/ is

A.r/ D C
h
e�j˚1 C e�j˚2

i
jjj0 :

The modulus of A is

7The phases may differ either because of the different phases of the source current or because of
the different distance, as outlined later.
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jAj D 2C cos

�
˚2 �˚1

2

�
,

hence jAj, and correspondingly the field in r, changes dramatically according to the
relative phases of the interfering elementary contributions. In particular, it spans the
range from

jAj D 0 for ˚2 D ˚1 C .2nC 1/ ; n D 0; 1; 2; : : :

i.e., when destructive interference occurs, to

jAj D 2C for ˚2 D ˚1 C 2n ; n D 0; 1; 2; : : :

for constructive interference.
The combination of the single contributions is effectively visualized by the

corresponding phasors in the f< =g complex plane depicted in Fig. 3.4. The phasors
QG1 and QG2 produce a resulting phasor QG the modulus of which depends on the angle

in the complex plane,8 i.e., on the phase difference ˚1 � ˚2 between QG1 and QG2, as
sketched in Fig. 3.4a. The resultant QG vanishes when ˚2 D ˚1 C   as in Fig. 3.4b,
while

ˇ̌ QG ˇ̌ D ˇ̌ QG1

ˇ̌C ˇ̌ QG2

ˇ̌
, when ˚2 D ˚1, as shown in Fig. 3.4c.

For the extended source, constructive interference yielding field maxima occurs
where the elementary spherical waves emanating from the various portions of the
source arrive with the same, or close, phase values, whereas the field is low where
destructive interference between elementary spherical waves with close amplitudes
and opposite phases occurs. The interfering elementary waves have amplitude and
phase determined not only by the local amplitude and phase of the source current,
but mainly by the distance R D jr� r 0j traveled. The phase R̊ added by the traveled
distance is

G

�

� � �

� �

1

G2

G
G1

G2

= 

G1= G2

G
˜ ˜

˜
˜˜

˜

˜ ˜

(a) (b) (c)

Fig. 3.4 Phasor representation of wave interference in the complex plane (a), with the destructive
(b) and constructive (c) limiting cases

8The complex plane, which is a mathematical entity having the purpose of representing complex
quantities, should not be mistaken for a plane belonging to the “physical” 3-D space.
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R̊ D �R D 2 

�
R ;

so that the phases of the waves originated from a pair of source elements differ by

	 R̊ D 2 	R

�
, (3.21)

where 	R is the difference of distance between the source elements and the
point in which the field is measured. Equation (3.21) points out the crucial role
played by the ratio between the dimension of the source and the wavelength: for
a given source geometry, interference effects are generally enhanced by increasing
frequency, hence by decreasing wavelength. On the contrary, sources that are small
with respect to wavelength are characterized by reduced or no interference, This
concept is recalled in Sect. 7.2.1 with regard to scattering.

In summary, the spatial pattern of the field of an extended source, being produced
through the interference mechanism, depends on

• shape and dimensions of the volume occupied by the source;
• amplitude, polarization, and phase distribution of the source current;
• frequency.

When interpreting the scattering behavior of natural and man-made objects, or when
analyzing the features of the field radiated by an antenna, the manifold basic effects
of the above parameters must be carefully considered.

The reader will have remarked the deterministic approach that has been followed
in outlining the interference between a pair of monochromatic waves the relative
phase of which has been assumed fixed. This is the reference approach, suitable
to firmly clarify the basic concepts. However, it is worth pointing out that in
Earth observation, the waves are quasi-monochromatic, so that the phase of one
field fluctuates randomly with respect to the other. This may happen because of
random fluctuations of the propagation medium, or when the source itself is partially
coherent, or the observed fields originate from a random scattering process. Non-
negligible effects can ensue, as outlined in Sect. 4.3.2 and detailed in Sect. 12.3.2
for a specific observation technique.

3.1.3 Field of Point Source

An elementary source is modeled by an impressed current density concentrated in
the point r 0 of the source space:

Js DM •.r 0/jjj0 :
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Fig. 3.5 Point source current
Js D Js z0 and unit vectors r0,
ª0, ®0 in a spherical
coordinate system

z

y

x

ϕ

ϕ0

r0

ϑ ϑ0r
Js

The momentum MMM D M jjj0 contains the information on the intensity and polar-
ization of the source current. Assume MMM DM z0 directed along the polar axis of
the spherical coordinate system centered on the source, represented in Fig. 3.5. The
vector potential (3.20) is parallel to the single-direction source current:

A.r/ D G.r/MMM D e�j�r

4�r
M z0 :

By definition (3.3), the magnetic field depends directly on the three-dimensional
spatial variation (Sect. A.3.4.3) of the vector potential A. Given the axial symmetry
of the source, the produced field is expected to be independent on the azimuth
angle ', so that, by suitable manipulation of the curl operator in spherical coor-
dinates (A.29),

H.r/ D j�M
4 r

�
1C 1

j�r

�
e�j�r sin# ®0 : (3.22)

In turn, the electric field is directly related to the spatial variations of the magnetic
field, since, from the second Maxwell’s equation,

E.r/ D 1

j!�
r � ŒH.r; #/ ®0� :

Taking again the axial symmetry into account,

E.r/ D �0M
2 � r2

�
1C 1

j�r

�
e�j�r cos# r0

C j!�0M
4 r

�
1C 1

j�r
� 1

�2r2

�
e�j�r sin# ª0 : (3.23)
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Equations (3.22) and (3.23) show that

– the magnetic field has the only ®0 component, hence is orthogonal to the plane
formed by the source current and by the radial direction9;

– the electric field is parallel to the source current, i.e., it lies in the meridian plane
containing the radial direction.

Both electric and magnetic fields are given by sums of terms containing powers of
different order of �r D 2 .r=�/. This feature implies that the high-order or low-
order terms prevail according to the ratio between distance r and wavelength �. The
ratio affects in a crucial fashion the properties of the electromagnetic field produced
by the source, because

– at distances “short” with respect to wavelength, electric and magnetic fields have
a complicate phase dependence on distance, with steeply decreasing amplitudes;

– at “far” (always with respect to wavelength) distances, the low-order terms
prevail, Er � E# , and the fields regularize as

E.r/ ' j
p
�0M

2
p
��r

e�j�r sin# ª0 I H.r/ ' jM
2�r

e�j�r sin# ®0 :

(3.24)

The far field, i.e., the field for r	 �, exhibits the fundamental properties:

• it is directly proportional to the component of the source current density
orthogonal to the radial direction r0, so that

– in the direction of the current (z-axis, # D 0) the field vanishes,

– whereas E and H are maximum on the equatorial plane # D  

2
;

• the field amplitude is

– directly proportional to frequency,
– inversely proportional to distance r;

• a direct relation exists between magnetic and electric fields, i.e.,

H D r0 � E
�

,

where

� :D
r
�0

�
(3.25)

is the intrinsic impedance of the material in which the field is considered.

9The source current is linearly polarized and located in the origin of coordinates.
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In regions far from the source, the expression of the Poynting vector

PPP D 1

2
E �H� D E � E�

2�
r0 D �jMj2

8�2r2
sin2# r0 (3.26)

indicates that

• power travels in the radial direction;
• the areic power density P carried by the field

– depends directly on the square of frequency,
– depends inversely on the square of distance.

Therefore, the power that crosses a given elementary surface dS perpendicular to the
direction r0 at an angle # with the direction of the source current is

dW D PPP � r0 dS D P dS D �jMj2
8�2

sin2#
dS

r2
,

hence, dW decreases as r�2. With reference to the elementary solid angle d˝ under
which dS is seen from the source represented in Fig. 3.6,

dW D �jMj2
8�2

sin2# d˝ ;

which implies that the angular power density P, i.e., the power traveling within a
cone with vertex on the source,

P D dW

d˝
D �jMj2

8�2
sin2# ;

Fig. 3.6 The far-range power
per unit solid angle does not
vary with distance in lossless
materials
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is independent of distance. Therefore, far from the source, in a lossless medium,
the angular power density P [W sr�1] remains constant, whereas the surface power
density P [W m�2] decreases. The result is obviously consistent with the outcome
of the Poynting’s theorem discussed in Sect. 1.2.5.1.

3.1.4 Field of Finite-Dimension Sources

The radiation utilized in Earth observation originates from extended sources such as
the Sun or a radar antenna. The measured radiation also originates from extended
sources modeling reflecting or scattering materials.

To determine the field originated by the general three-dimensional sources,
consider the spatial distribution of source electrical currents Js.r 0/ acting in the
volume V 0 sketched in Fig. 3.7. The electromagnetic field in the lossless free space is
derived from the vector potential A.r/. According to (3.3) and (3.20), the magnetic
field is

H.r/ D r �
•

V0

Js.r 0/G.R/ dV 0 ; (3.27)

where R D jr � r 0j is the distance from the source point identified by r 0, where the
source current is located, to the observation point P, identified by r, where the field is
measured or computed. Since the curl (with respect to the observation coordinates r)
and integration (with respect to the source coordinates r 0) operators commute, (3.27)
becomes

H.r/ D
•

V0

r � �Js.r 0/G.R/
	

dV 0 ; (3.28)

Fig. 3.7 Extended source Js.r 0/ distributed in the volume V0 described by the source coordinates
x0, y0, z 0, and point P.r/ identified by the observation coordinates x, y, z, where the field is measured
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where, given (A.33) and the independence of Js from r,

r � �Js.r 0/G.R/
	 D rG.R/ � Js.r 0/ :

The gradient of the Green’s function is

rG.R/ D @

@R

e�j�R

4�R
R0 D

 
�j�

e�j�R

4�R
� 1

R

e�j�R

4�R

!
R0

D �
�

j� C 1

R

�
e�j�R

4�R
R0 : (3.29)

The gradient expresses the rate of spatial change of the quantity on which it operates.
The Green’s function depends on the traveled distance through the function �R at
the exponent and 4 R at the denominator. Therefore, the variations with distance
of both phase and amplitude contribute to the gradient, resulting in the two factors
of (3.29):

– the first is independent of distance R and inversely proportional to the wavelength
� D 2 =�,

– while the second is inversely proportional to R.

3.1.4.1 The Far Field

It is important to note that the relative contribution by each term depends on �R D
2 .R=�/, therefore, as in Sect. 3.1.3, the ratio of distance to wavelength has a crucial
impact on the field. In fact, the variation of G is essentially due to the phase change
with distance when R	 �, so that the expression simplifies into

H.r/ ' �j�
•

V0

e�j�R

4�R
R0 � Js.r 0/ dV 0 : (3.30)

On its side, the dimension of the source compared both with the distance and with
the wavelength, has also a quite important impact on the field:

– First, when the distance is large with respect to the maximum transverse
dimension Ds of the source, then

R0 ' r0 and R ' r in V 0 ;

where r0 and r are fixed quantities referred to the “center” of the source,
conveniently assumed as origin of coordinates. This approximation further
simplifies (3.30) in
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Fig. 3.8 Geometry for the far-distance approximation

H.r/ ' � j�

4 r
r0 �

•

V0

Js.r 0/ e�j�R dV 0 :

– Second, at distances large enough to satisfy the condition R 	 2D2
s=�, the

segments that connect the source points P0 to the observation point P can be
regarded as parallel (Fig. 3.8) and R approximated by a linear function of the
source coordinates:

R ' r � r0 cos D r � r0.r0
0
� r0/ :

Note that all the requirements involving distance, source dimension and wavelength
are usually satisfied in Earth observation.

Once the conditions are met, that occurs theoretically for r!1 and any finite-
dimension sources, the far field is

H1.r/ D lim
r!1 H.r/ D �j�

e�j�r

4�r
r0 �

•

V0

Js.r 0/ e j�r 0 � r0 dV 0 I (3.31)

E1.r/ D lim
r!1 E.r/ D j!�0

e�j�r

4�r
r0 �

�
r0 �

•

V0

Js.r 0/ e j�r 0 � r0 dV 0
�
: (3.32)

Given the properties of the cross product (Sect. A.1.2.2), only the components of
the source current perpendicular to r0 contribute to the far field. Both Eqs. (3.31)
and (3.32) contain the integral expressing the interference of the waves originating
from the elements dV 0 of the source volume V 0, as discussed previously in
Sect. 3.1.2. The contributions by the distributed impressed current add construc-
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tively to enhance the field or interfere destructively to quench it, depending on
the direction r0 in which the field is being radiated. The exponential exp.j� r 0 � r0/
in (3.31) and (3.32) can be referred as the diffraction phase factor.

3.1.4.2 Properties of Field and Power at Far Distance

The far field (3.32) of an extended source, which is written in the compact form

E1.r/ D e�j�r

r
F.#; '/ ; (3.33)

has properties analogous to those of the point source, since it consists of the product
of two factors:

• a spherical wave, with wave surface ˚.r/ D �r and with an r�1 dependence of
amplitude on distance;

• a complex vector term F, which is a directional pattern function of the angular
coordinates #; ' that identify the versor r0 pointing in the direction in which
the field is observed, directly proportional to frequency and independent of
distance.

Moreover, E1, H1, and r0 are mutually transverse and interrelated by the intrinsic
impedance � of the material:

H1 D r0 � E1
�

� (3.34)

Figure 3.9 shows the systems of cartesian coordinates x0; y0; z 0 on which the features
of the source depend, and of spherical coordinates r; #; ' centered on the source,
on which the radiated field depends. The electric field which lies in the plane

Fig. 3.9 The radiated field is
represented in the spherical
coordinate system .r; #; '/
different from the one, for
instance .x0; y0; z 0/, of the
source, and the field
components Eh;Ev are
defined with respect to a
further reference (e.g., the
Earth’s surface, as in Fig. 4.3)
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perpendicular to r0 is also sketched, with the pair of components Ev and Eh

introduced later in Sect. 4.2.1 and represented in Fig. 4.3, able to represent any
polarization (Sect. 1.3.1.1). Given the properties of the far field, the radial direction
r0, locally perpendicular to the wave surface˚ D const, coincides with the direction
along which the radiated power flows. This feature is further discussed in Sect. 5.2
in a more general context.

The vector directional pattern in a lossless material characterized by parameters
�0 and � and in which the field at angular frequency ! has wavelength �, is readily
written

F.#; '/ D j
!�0

4 
r0 �

�
r0 �

•

V0

Js.r 0/ e j�r 0 � r0 dV 0
�

D j
�

2�
r0 �

�
r0 �

•

V0

Js.r 0/ e j�r 0 � r0 dV 0
�
: (3.35)

In turn, the power density is expressed in terms of the vector directional pattern F

by

PPP1 D 1

2
E1 �H�1 D

E1 � E�1
2�

r0 D F �F�

2 � r2
r0

D �

8�2r2

ˇ̌
ˇ̌r0 �

�
r0 �

•

V0

Js.r 0/ e j�r 0 � r0 dV 0
�ˇ̌
ˇ̌
2

r0 :

The power P1 carried by the far field across the unit surface has the same expres-
sion as the one (3.26) of the point source along z, with F in place of MMM sin# . As
predicted by the Poynting’s theorem and consistently with the energy conservation,
P1 decreases as r�2, while the power per unit angle P1 D r2P1 in a given
direction remains the same at any (far) distance. From the field and power point of
view, an extended source at far distance behaves like a point source. The only, albeit
crucial, difference resides in the directional pattern, that is, in the way the source
distributes the radiated power in the various directions. The vector angular pattern
F characterizing the radiating directional properties of the extended source depends
on the spatial features of the latter and obviously differs from that of the point
source.

3.1.4.3 Radiation Parameters

The radiant properties of any source10 are contained in the complex vector radiation
function independent of distance (3.35) since, for a given frequency,the spherical

10Equation (3.35) refers explicitly to an electric source, but, based on duality (Sect. 1.1.3.1),
analogous expressions hold for magnetic or mixed-type sources.
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wave factor in the field expression (3.33) does not depend on the features of the
source. The field radiation pattern

F.#; '/ D r e j�r E1.r; #; '/ D F#.#; '/ª0 C F'.#; '/®0 (3.36)

provides information on how the amplitude and polarization of the far field vary with
the direction identified by the pair of angles #; '. The polarimetric characterization
of radiation is not always required in Earth observation. When only the directional
variation of the power density is of interest, the power radiation pattern P is used.
The scalar function P is obtained from the areic power P by removing its r�2
dependence on distance and is readily related to the field radiation pattern by

P.#; '/ :D r2 P.r; #; '/ D r2 � 1
2
jE1 �H�1j D

1

2�
jF.#; '/j2 : (3.37)

The total power WT radiated by the source is directly obtained through the Poynting
theorem by computing the flow of power across a spherical far surface centered on
the source11

WT D
ˆ 2 

0

ˆ  

0

1

2
E1 �H�1 � r0 r2 sin# d# d' : (3.38)

Taking the definition (3.37) into account,

WT D
ˆ 2 

0

ˆ  

0

P.#; '/ sin# d# d' D
“

4 

P.#; '/ d˝ ; (3.39)

which shows that the power radiation pattern coincides with the angular power
density

P.#; '/ D dW.#; '/

d˝
(3.40)

radiated into the elementary cone with vertex on the source “center”, and axis in the
#; ' direction. At far distance, the center of the finite-dimension source takes the
place of the point source considered in Sect. 3.1.3. In the lossless case, the angular
power density P does not depend on distance, as observed in Sect. 3.1.4.2. This
feature leads to the introduction of the radiance (8.17).

11The approach holds for a lossless medium as in Sect. 1.2.5.1.
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3.2 Reciprocity and Equivalence

To conclude the overview of the basic properties of electromagnetic sources and of
the radiation they produce, some relations relative to reciprocity of basic importance
in Earth observation will be summarized. The equivalent currents will also be
introduced, given the fundamental role they play in modeling primary and secondary
sources of radiation.

3.2.1 Reciprocity

The structure of the Green’s function considered in Sect. 3.1.1.2 has already hinted
at reciprocity, since it implies the invariance of the free-space field with respect
to exchanging source and measurement positions. By manipulating the respective
Maxwell’s equations, general analytic relations are obtained which relate in a
reciprocal fashion the fields produced by two sources. Figure 3.10 represents two
monochromatic12 sources A1 and A2, generally including both electric and magnetic
impressed currents at the same frequency, which radiate into linear and isotropic
media. The field of the first source A1 satisfies Maxwell’s equations:

r � E1 D �j!�H1 � Jms1 I (3.41)

r �H1 D j!�E1 C Js1 I (3.42)

Js1

A1 A2

S

V

V1 V2
Jms1

Js2

Jms2

n0

Fig. 3.10 The fields of the sources A1 and A2 are related by reciprocity

12The procedure can be extended to include sources and fields with general time dependence
[6, 15].
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and, analogously, for the field of the second source A2,

r � E2 D �j!�H2 � Jms2 I (3.43)

r �H2 D j!�E2 C Js2 : (3.44)

The formal expression of the reciprocity theorem is obtained in a straightforward
way by steps analogous to those followed to arrive at the Poynting theorem. In
particular, the procedure considers the dot products of the terms of Eqs. (3.41),
(3.42), (3.43) and (3.44) times H2, E2, �H1, and �E1, respectively; then the
resulting terms are summed up and integrated over the arbitrary volume V contoured
by the surface S with outward normal n0, shown in Fig. 3.10. The final result is

"
S
.E1 �H2 � E2 �H1/ � n0 dS D

•

V1

.Js1 � E2 � Jms1 �H2/ dV �
•

V2

.Js2 � E1 � Jms2 �H1/ dV ; (3.45)

being Js1 D Jms1 D 0 and Js2 D Jms2 D 0 for r … V1 and r … V2, respectively.
The validity of the result is subject to the isotropy13 of the materials in V , since, in
general,

.Œ��E1/ � E2 ¤ .Œ��E2/ � E1 :

Therefore, reciprocity may fail in the ionosphere at the lower microwave
frequencies, as mentioned in Sect. 2.2.5.

3.2.1.1 The Reaction Integrals

If the integration volume V expands to infinity, given the properties of the far field,
"

S1

.E11 �H12 � E12 �H11/ � n0 dS D 0 ;

which implies that the two volume integrals in (3.45) coincide:

I12 D
•

V1

.Js1 � E2 � Jms1 �H2/ dV1 D
•

V2

.Js2 � E1 � Jms2 �H1/ dV2 D I21 ;

provided isotropy holds.
The integrals I12 and I21 are named reactions, or reaction integrals [11]. Note

that, given the independence of the integrands from the particular choice of the

13Linearity of the materials is also assumed.
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integration volume, the result I12 D I21 holds in general. This implies that14

"
S
.E1 �H2 � E2 �H1/ � n0 dS D 0 ;

when either (Vi 2 V; i D 1; 2) or (Vi … V; i D 1; 2) hold, while

"
S
.E1 �H2 � E2 �H1/ � n0 dS D I12 ; (3.46)

when V1 2 V and V2 … V , or

"
S
.E1 �H2 � E2 �H1/ � n0 dS D �I21 ; (3.47)

when V2 2 V and V1 … V .

3.2.1.2 Test Source

The concept of test source turns out instrumental to a number of basic developments
relevant to Earth observation.

The two sources considered in the previous paragraph now consist of an extended
electric source A and a point source, modeled by an impressed electric current Jt of
momentum Mt located at a point rt, as indicated in Fig. 3.11:

Jt DMt •.r � rt/t0 :

Fig. 3.11 The test source Jt

provides information on the
field EA produced by the
distributed source A

JA

EA

A

VA

Jt

Et

14The Lorentz reciprocity theorem r � .E1 � H2 � E2 � H1/ D 0 holds in source-free regions of
space.
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The equality of reactions

IAt �
•

VA

JA � Et dV D
•

Vt

Jt � EA dV � ItA (3.48)

yields

IAt DMt EA.rt/ � t0 : (3.49)

In Eq. (3.48), Et is the electric field that the test source creates in the volume VA of
the extended source, while EA is the field that the source A produces in the volume
Vt 3= VA explored by the test current. Equation (3.49) indicates that the electric field
produced by any source A can be obtained from the reaction between the source and
an electric impulse (test source) oriented parallel to the field:

EA.rt/ D EAeee0A D IAt

Mt
t0 t0 k eee0A :

A system of three orthogonal test sources is clearly able to probe the complete vector
field produced by A over the space external to VA.

This concept is basic to the measurement of the vector field scattered or emitted
from the terrestrial environment, either by multi-polarization or by polarimetric
techniques.

3.2.2 Equivalence

Introducing sources that are equivalent to any actual originator of electromagnetic
field turns out particularly useful in many instances. Reciprocity and test sources
provide the frame for defining the equivalent sources.

According to (3.49), the reaction IAt of the source A onto a unit electric test source
(M D 1 [A m]) with versor t0, yields the component along t0 of the electric field EA

produced by A:

EA � t0 D IAt :

Let us implement the reciprocity theorem (3.45) for the region of space Vt indicated
in Fig. 3.12, consisting of the whole space deprived of an arbitrary volume VeA

contoured by surface SeA, containing the source A. Equation (3.47) applies, so that

"
SeA

.EA �Ht � Et �HA/ � .�n0/ dS D �ItA :

Since reciprocity is assumed to hold, ItA D IAt and
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Js Jms

n0

VeA

A

SeA

S∞

Jt

Fig. 3.12 Equivalence allows replacing the volumic currents in the source A by the areic
equivalent currents smeared over any surface SeA enclosing A

"
SeA

.EA �Ht � Et �HA/ � n0 dS D IAt D EA � t0 : (3.50)

According to the property of the mixed double product reported in Sect. A.1.2.4,
Eq. (3.50) becomes

EA � t0 D
"

SeA

Œ.n0 � EA/ �Ht � Et � .HA � n0/� dS ; (3.51)

where the fields in the integral are obviously those that the source A produces on the
surface SeA. In the following, these fields are denoted by EeA and HeA, respectively, to
avoid possible misunderstanding. By defining the equivalent electric and magnetic
surface currents

JJJeA :D n0 �HeA I (3.52)

JJJmeA :D �n0 � EeA ; (3.53)

the field (3.51) produced by A outside the arbitrary surface SeA is expressed in terms
of the equivalent currents by

EA � t0 D
"

SeA

.JJJ eA � Et � JJJ meA �Ht/ dS : (3.54)

Equation (3.54) demonstrates that the component along t0 of the electric field
produced by the source A coincides with that produced by the surface currents JJJ eA

and JJJ meA, laying on SeA. The currents are given by the electric and magnetic fields
that the original source A creates in the points of SeA.
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The result is of great conceptual and practical importance, since it allows the
replacement of any three-dimensional “physical” source, usually difficult to localize
and to model (e.g., a scattering object or a radar transmitter), by a system of two-
dimensional currents, the intensity and phase of which are provided by a-priori
information. The closed surface over which the equivalent currents are distributed
can be chosen suitably around the source. It is just the freedom in choosing the
wrapping surface that provides a quite powerful tool for optimizing the efficiency
of the method.

Note that both electric and magnetic currents are always required to represent
any source. To this end, the previous results worked out for electric sources can be
readily extended by duality to sources modeled by magnetic currents.

3.2.2.1 Field of Equivalent Sources

The previous section shows that the field of any actual source is the same as
the field produced by the equivalent source composed of electric and magnetic
surface currents, which both contribute to the field. The far field contributed by
the equivalent electric current15 JJJe spread on the surface Se is directly obtained
from (3.31) and (3.32):

H1.r/ D �j�
e�j�r

4 r
r0 �

"

Se

JJJe.r
0/ e j�r 0 � r0 dV 0 I

E1.r/ D j!�0

e�j�r

4 r
r0 �

�
r0 �

"
Se

JJJe.r
0/ e j�r 0 � r0 dV 0

�
:

Duality (1.8) transforms the magnetic field (3.31) contributed by the electric
current into the electric field contributed by the magnetic current Jme. Then the
complete far electric field is obtained by superposing the contributions of the electric
current (3.32) and of the magnetic current obtained by duality. The result is

E1.r/ D j�
e�j�r

4 r
r0 �

"

Se

JJJ me.r
0/e j�r 0 � r0 dS

C j!�0

e�j�r

4 r
r0 �

�
r0 �

"
Se

JJJe.r
0/e j�r 0 � r0 dS

�
:

The equivalent surface currents in (3.56) are given by

JJJ me.r
0/ D �n0 � E.r 0/I JJJe.r

0/ D n0 �H.r 0/ (3.55)

15The notations are henceforth simplified by replacing the subscript eA with e.
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as functions of the fields E.r 0/ and H.r 0/ created by the original source in the points
r 0 of the closed surface Se chosen to envelop the source.

In several instances, as for the case considered in Sect. 11.1, the field produced
by the original source differs appreciably from zero only on a portion Sg of Se. Then
the far electric field is obtained in terms of the electric and magnetic fields created
by the original source on Sg, called geometric aperture and denoted by Ag:

E1.r/ ' j�
e�j�r

4 r
r0 �

"“

Ag

�n0 � E.r 0/ e j�r 0 � r0 dS

C� r0 �
“

Ag

n0 �H.r 0/ e j�r 0 � r0 dS

#
; (3.56)

where n0 is the local normal to Ag on the outer side with respect to the source.
Once determined the complete far electric field (3.56), the radiation parameters of

the original source that were introduced in Sect. 3.1.4.3 are readily obtained in terms
of the system of surface currents (3.55) equivalent to the source. This approach is
followed extensively throughout Chap. 11 to describe the radiative and receiving
features of antennas and apertures.

We Meet the Electromagnetic Radiation

Since the beginning of the section introducing the radiation, the electromagnetic
formalism has resumed tormenting us. The impulse response of space continues our
affliction, until at last our perseverance gets rewarded: we meet the wave. Finally
the symbols start having the air of tangible quantities and we can appreciate the
concreteness of more or less customary concepts such as wavelength, direction and
velocity of propagation, and Doppler shift.

Examining wave interference demands turning to the complex number formal-
ism, which carries the phase information in a quite direct way. We see that the
spatial pattern of the field radiated by a source is shaped effectively and plainly
by simple sums of the complex quantities representing the contributions from the
source elements, which pile up or vanish according their relative phases.

The simplest field is the one radiated by the elementary point source. We learn
that frequency, distance and direction all play crucial roles in determining the
amplitude of the field. We realize that at far distance from the source, the electric
field fully characterizes the properties of the radiation, and, in particular, the power
that crosses the unit surface. Still more interesting is the fact that the field radiated
by large sources, such as the antennas and telescope apertures we know are used
in the real world, behaves like the field of the elementary source at large distance.
The concept of directional pattern is then introduced to represent the way the source
spreads the radiated power in the various directions.
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Reciprocity concludes the discussion on the radiation. We face again a number of
abstract concepts and of likely unfamiliar mathematical expressions. We take note
of the formal results and expect that the envisioned applications to ensuing concrete
instances of Earth observation will clarify their meaning and convince us of their
value.
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Chapter 4
Waves and Fields

In a homogeneous lossless material at far distance from the source and in a limited
angular range such that FFF.#; '/ in (3.33) is almost constant, the field is regarded as
a function of distance r only, of the form

E1.r/ D C
e�j�r

r
eee01 ;

where the factor C includes the amplitude information, and the unit vector eee01
accounts for the polarization. In Earth observation, the distance r between the
source (Sun, satellite, scattering object) and the region where the field is considered
is generally quite large with respect to the dimension of the region itself. For
instance, the distance from the Sun is large compared with the dimension of the
elementary portion of the Earth’s surface being imaged by a space-based optical
sensor. Analogously, the dimension of the antenna receiving the power scattered
from the surface is much smaller than the distance between the observed surface and
the platform on which the antenna is based. Therefore, within such limited angular
ranges, the spherical wave surface ˚ D � r does not differ appreciably from a plane
surface, neither the angular pattern changes. Again, this features apply to the solar
radiation illuminating the scene instantaneously observed by a spectrometer, to the
field locally created on the earth surface by a space-based radar, or to the wave
reflected from an area of the surface and collected by the aperture of a satellite
sensor. In such limited regions of space, in practice, the radial unit vector r0 is
regarded as constant.

© Springer International Publishing Switzerland 2016
D. Solimini, Understanding Earth Observation, Remote Sensing
and Digital Image Processing 23, DOI 10.1007/978-3-319-25633-7_4
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4.1 Plane Wave Approximation

The spherical phase surfaces ˚ , which Sect. 3.1.4.2 has shown to be perpendicular
to the radial direction r0, are then locally approximated by

˚.r/ D � r ' kx xC ky yC kz z : (4.1)

Equation (4.1) indicates that the phase ˚ is constant on the planes kxx C kyy C
kzz D const perpendicular to the reference local radial direction r0: according to
Sect. 3.1.1.2, the local field is a plane wave. Given the large distance from the
source, also the amplitude of the field is almost constant in the considered limited
region, thus the far field is represented by

E1.r/ D C
e�j�r

r
eee01 ' E0E0 e�j.kxxC kyyC kzz/ : (4.2)

The constant vector E0 expresses the amplitude and polarization of the field that
the source produces in the far region of interest, while the exponential yields its
approximate space-dependent phase.

The propagation vector k is then introduced so that the plane wave (4.2) is written
in the compact form1

E.r/ D E0 e�jk � r : (4.3)

Vector k is determined not only by the direction r0, but also by the constraints set by
the relations the field must satisfy. Indeed, from the spectral Maxwell’s equations

r � E D �j!�0H I (4.4)

r �H D j!�E ; (4.5)

by substitution of

H D r � E
�j!�0

into (4.5), the relation

r � .r � E/ D �j!�0 j!� E D �2E

1From now on the subscript 1 is dropped in the expression of the plane wave.
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is obtained, which, taking into account (A.41) and the absence of unbalanced charge
density2 which implies �s D � � 0, becomes the homogeneous Helmholtz equation
[15, Chap. 11]

r2EC �2E D 0 : (4.6)

The propagation vector in (4.3) must be such that the plane-wave field (4.3)
satisfies (4.6).

4.1.1 The Propagation Vector

By inserting the plane wave expression into the Helmholtz equation, since E0 is
independent of coordinates,

E0

��
@2

@x2
C @2

@y2
C @2

@z2

�
e�j.kxxC kyyC kzz/ C �2e�jk � r

�
D 0 :

It follows

E0
��.k2x C k2y C k2z /C �2

	 D 0 ;

which implies

k2x C k2y C k2z D k � k D �2 D !2�0� : (4.7)

Therefore, the modulus of the propagation vector of the plane wave coincides with
the propagation constant (3.6) that was introduced in Sect. 3.1.1, and

k D � k0 : (4.8)

4.1.2 Phase and Amplitude

The assumption of lossless materials, that throughout Chap. 3 was instrumental
to a smoother understanding of the electromagnetic radiation and of the radi-
ating properties of sources, is now relaxed, for a more realistic modeling of
the terrestrial environment. Real materials are dissipative, in that they transform
electromagnetic energy into heat. This happens through the mechanisms discussed
in Sects. 2.1.1, 2.1.2 and 2.1.3, leading to complex values of permittivity �.

2The density of free charge vanishes everywhere in a source-free neutral material.
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As a consequence, because of (4.7), k is a complex vector, with generally complex
components. As discussed in Sect. 1.3.1, a complex vector is formed by a pair of
real vectors, which combine through the imaginary unit. Therefore, in general, the
propagation vector is

k D ˇ � j˛

and the expression of the plane wave3 becomes

E.r/ D E0 e�jk � r D E0 e�j.ˇ � j˛/ � r D E0 e�˛ � r e�jˇ � r ; (4.9)

in which the real amplitude factor e�˛ � r and the complex phase factor e�jˇ � r are
identified. Given the dependence (4.9) of the plane wave on the point of space,

• ˛ D ˛ ’0, which affects the amplitude of the field, is named attenuation vector:
the amplitude of the field is constant on the equal-amplitude planes ˛ � r D const,
perpendicular to ˛;

• ˇ D ˇ “0, which affects the phase of the field, is the phase vector: the phase of
the field is constant on the equiphase planes ˚ D ˇ � r D const, perpendicular to
ˇ (Fig. 4.1). This latter is parallel to r0 in the limited region in which the plane
wave approximates the field (4.2).

Fig. 4.1 Traces of plane
equiphase surfaces
˚i; i D 1; 2; 3; : : : ; at
different times ti, and
displacement 	r between
point P1 where the wave has
phase ˚1 and P2 with phase
˚2

3The magnetic field has clearly the same expression as the electric field.
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Note that the vectors ˛ and ˇ are not necessarily parallel, since they depend not only
on the complex permittivity, but, in a different way, also on the position of the source
relative to possible boundaries between piecewise homogeneous media. However,
the losses of the material set basic constraints on the attenuation and phase vectors.

Since

k � k D .ˇ � j˛/ � .ˇ � j˛/ D ˇ2 � ˛2 � 2j˛ � ˇ ; (4.10)

• in a lossless material,

k � k D !2�0 � is real; hence ˛ � ˇ D 0 ;

which requires

– either ˛ D 0, which means that the field is not attenuated,
– or ˛ ? ˇ, i.e., the field has equal-amplitude planes perpendicular to equiphase

planes4;

• in a lossy medium (i.e., with complex permittivity)

k � k D !2�0 � is complex; hence ˛ � ˇ ¤ 0 I

the requirement is now ˛ ¤ 0; ˛ ?= ˇ.

Waves usually encountered in Earth observation have ˛ k ˇ, i.e., ’ 0 D “0 �
k0: in this case the wave is named homogeneous wave. Instances in which ˛ ¬ ˇ

(inhomogeneous waves) are also encountered, due to the effects of the interfaces
between different materials.5

In a lossless material, (4.10) yields

k � k D ˇ2 � ˛2 D !2�0 � D !2�0�0 Q� D �20 Q� ;

where �0 D !
p
�0�0 is the propagation constant in vacuo, i.e., relative to vacuum.

The phase constant ˇ of a homogeneous wave, which has ˛ D 0, is

ˇ D �0
pQ� ;

while

ˇ D
p
!2�� C ˛2

4Section 6.4 discusses this relevant case.
5An examples is given in Sect. 6.3.
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holds for an inhomogeneous wave, which has ˛ ¤ 0. Therefore, for given frequency,
in a lossless material the phase constant of an inhomogeneous plane wave is larger
than that of a homogeneous one and, because of (3.16), the velocity of propagation
is lower. This property is essential for understanding the totally reflected waves
considered in Sect. 6.4.

On its side, in a lossy material, (4.10) results in6

ˇ2 � ˛2 � 2j˛ˇ D !2�0�0.Q�r C jQ�j/ : (4.11)

The complex-coefficients Eq. (4.11) splits into

8<
:
ˇ2 � ˛2 D �0 Q�r I
˛ ˇ D ��0 Q�j

2
,

which readily yield the phase and attenuation7 constants:

ˇ D �0
pQ�rp
2

2
41C

s
1C

� Q�j

Q�r

�2 3
5

1
2

I (4.12)

˛ D �0 jQ�jjp
2 Q�r

2
41C

s
1C

� Q�j

Q�r

�2 3
5

� 1
2

: (4.13)

The relations (4.12) and (4.13) indicate that both the phase and the attenuation
constants of the plane wave depend on the relative permittivity of the material. It
is worth observing that, in particular, ˇ is generally larger than the propagation
constant �0 in vacuo, while ˛ is directly related to Q�j. A material in which the
dielectric polarization process were, ideally, “frictionless”, hence for which Q�j D 0,
would have ˛ D 0.

The imaginary part of permittivity has been shown in Sect. 2.1 to originate from
the damping of the motion of the charges contributing the induced dielectric dipole.
The damped motion finally results in the absorption of electromagnetic energy by
the lossy material. This aspect was considered in Sect. 2.1.4 within the general
frame of the impact of complex permittivity on the electromagnetic power budget.
Given the origin of the wave attenuation in the assumed homogeneous material, ˛
is also named absorption constant. Chapter 9 shows that the field can likewise be
attenuated by dielectric inhomogeneities of the material even if this latter is lossless.
In this case the term extinction is used.

6A homogeneous wave is assumed.
7The attenuation constant ˛ � 0 since Q�j � 0 (Sect. 2.1).
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Of particular interest in Earth observation is the case j Q�jj � Q�r that occurs
in weakly lossy media, such as the air. Then, successive approximations of (4.12)
and (4.13) are

ˇ ' �0
p
Q�r

�
1C 1

8

� Q�j

Q�r

��
' �0

p
Q�r I (4.14)

˛ ' �0 jQ�jjp
2 Q�r

�
1 � 1

8

� Q�j

Q�r

��
' �0 jQ�jjp

2 Q�r
� (4.15)

The approximate relations (4.14) and (4.15) now show that

– the phase constant in a weakly dissipative material is directly proportional to the
parameter

n D pQ�r ; (4.16)

which is named refractive index (or index of refraction);
– the absorption constant depends directly on Q�j.

Note that n � 1, since, apart from peculiar materials in some ranges of frequencies,
Q�r � 1. It is also worth mentioning the formal definition of complex refractive index

n D pQ� DpQ�r C j Q�j D nr C j nj ; (4.17)

which introduces real (nr) and imaginary (nj) parts of the latter for lossy materials.
As mentioned in Sect. 2.1.3.1, in some fields of Earth observation it is still

customary to use conductivity g as distinct from the part of permittivity �0 Q�do

contributed by deformation and orientation. When conductivity is used, the phase
and absorption constants are expressed in terms of g and Q�do by8

ˇ D !

vuuut�0�0 Q�do

2

2
4
s
1C

�
g

!�0 Q�do

�2
C 1

3
5 I (4.18)

˛ D !

vuuut�0�0 Q�do

2

2
4
s
1C

�
g

!�0 Q�do

�2
� 1

3
5 : (4.19)

The expressions (4.18) and (4.19) of the constants are suitably approximated
according to the wave frequency.

8The expressions hold for frequencies far from resonance and relaxation.
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At “low” frequencies, such that g=.!�0 Q�do/	 1, phase and absorption constants
approximately coincide:

ˇ ' ˛ '
r
!�0g

2
:

For many terrestrial materials, this approximation typically holds in the lower
microwave range, that is at frequencies which are small with respect to the lowest
resonance or Debye relaxation frequency.

Instead, at relatively high frequencies, such that g=.!�/ � 1, the constants are
approximated by

ˇ ' !p�0�0 Q�do I ˛ ' g

2

r
�0

�0 Q�do
:

The phase and attenuation constants clearly affect the observed field. The space-
time field of a plane wave is obtained by (1.25):

E.r; t/ D <
h
E.r/e j!t

i
D <

h
E0 e�˛ � r e�j.ˇ � r � !t/

i
: (4.20)

The amplitude of the field of a homogeneous wave varies with distance in the
direction k0 � “0 D ’0 of the propagation vector (i.e., for r D rr0 � rk0)
according to the exponential real factor

QE.r/ D E0 e�˛ r : (4.21)

Equation (4.21) indicates that the field decays exponentially9 with distance: the
wave is attenuated, with rate of decay given by the absorption constant ˛, which,
according to (4.15), is directly proportional to �0

ˇ̌Q�j

ˇ̌
in case of low losses. Note

that the effect of Q�j on attenuation is amplified by �0, so that, coarsely speaking,
higher frequencies are more affected by the material losses. Because of the effect of
frequency, even low values of Q�j may correspond to high attenuation.

The attenuation A undergone by the field when traveling from r D 0 to r is
defined as the ratio between the field amplitudes at distance r and at r D 0

A.r; 0/ :D E.r/

E0
D e�˛ r : (4.22)

Attenuation is usually expressed in dB by

A.r; 0/ D �20 log10
E.r/

E0
D �20 log10.e

�˛ r/ D 20 ˛ r log10.e/ ŒdB� :

(4.23)

9Exponential decay of the field is subject to the homogeneity of the propagation medium.
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Equation (4.23) indicates that the attenuation expressed in dB is a linear10 function
of distance r. Thanks to this feature, the attenuation ˛ per unit path length can be
defined, usually expressed in dB km�1 or, alternatively, in Np m�1.

4.1.2.1 Wavelength

The space-time complex exponential factor in (4.20),

e�j.ˇ � r� !t/ ; (4.24)

determines the periodicity of the field, the phase of which in the direction k0 of the
propagation vector is

˚.r; t/ D �ˇrC !tC ˚0 ; (4.25)

where the constant ˚0 accounts for the phase of E0. The wavelength, introduced
by (3.14) in Sect. 3.1.1.2, provides the spatial periodicity of the plane wave:
according to (4.14), in a weakly lossy material11

� D 2 

ˇ
' 2 

�0
pQ�r
D �0

n
, (4.26)

where

�0 D 2 

�0
D 2 

!
p
�0�0

D c0
f

(4.27)

denotes the wavelength in vacuo, clearly the same as that (3.15) found for the
spherical wave. As said, especially in the optical range, �0 is commonly used in
place of frequency, given its biunivocal correspondence with this latter through
the “speed of light” in vacuo c0 � 3 � 108 m s�1. Equation (4.26) points out
that the wavelength is reduced by a factor equal to the refractive index of the
material. In the atmosphere, which, being a tenuous dielectric material, has Q�r � 1

(Sect. 2.2.1), � � �0. From this point of view, the atmosphere is usually regarded
as the vacuum.12 On their side, some dense media, such as aqueous dielectrics
(Sect. 2.2.2.3), at the low microwave frequencies have � considerably smaller than
�0. In general, the wavelength inside a material, for which Q�r � 1, is smaller than
that in the vacuum.

10Since the material is assumed homogeneous, ˛ is constant.
11Weak losses clearly include the lossless case.
12It is understood that the deviations of � from �0, however small, cannot be neglected in certain
applications, as, for instance, radar interferometry (cf. Sect. 12.3.2.1).
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4.1.2.2 Velocity of Propagation

The form of the exponential (4.24) hints at a first extension of the concepts
introduced in Sect. 3.1.1.2 to describe the propagation of the wave. Figure 4.1
depicts the equiphase planes that translate with time in the direction of ˇ: it is
easily realized that the phase ˚1 of the field at any point P1 on an equiphase plane
differs from the phase ˚2 at any point P2 on another equiphase plane by the same
quantity˚2�˚1, irrespective of the distance	r between the points P1 and P2. This
observation implies that the phase velocity, that is the velocity with which a point
has to move to keep unchanged its phase, depends on the direction in which the
translation is being considered. The sketch in Fig. 4.1 shows that the phase velocity
is minimum in the direction of ˇ: this minimum value, which is the velocity at which
the equiphase planes move, is the velocity of propagation u of the plane wave. As
for (3.16), the value of the velocity is derived by imposing d˚ j“0D 0 to (4.25), thus
obtaining

u D !

ˇ
� (4.28)

Given the dependence of the velocity on the phase constant ˇ, the waves propagate
at different velocities according to their nature. With reference to a lossless medium,
according to the results obtained in Sect. 4.1.2, the velocity of propagation uh of the
homogeneous wave, which has ˇ D �, is

uh D !

!
p
�0�
D 1
p
�0�0
pQ� D

c0
n
:

The relative permittivity of the material lowers the velocity in vacuo by the factor
n�1, hence the velocity of propagation decreases with increasing refractive index.
On its turn, the inhomogeneous wave propagates at velocity

ui D !p
!2�0� C ˛2

� uh : (4.29)

An inhomogeneous wave is slower than a homogeneous one in the same material.
This feature makes inhomogeneous waves to arise when total reflection occurs
(Sect. 6.4).

4.1.2.3 Interrelation Among Fields and Propagation Vector

Amplitudes and directions of the vectors E0, H0 and k of plane waves are not
independent, but are related by the constraints posed by Maxwell’s equations.
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By substitution for E in the first Maxwell’s equation,

r � E D r � E0 e�jk � r D �jk � E0 e�jk � r D �j!�0H0 e�jk � r :

By similarly substituting for H in the second Maxwell’s equation, an additional
relation is obtained, so that

k � E0 D !�0H0I �k �H0 D !�E0 :

Therefore, E0 and H0 are mutually related through the propagation vector k D ˇ�j˛
by

H0 D k � E0
!�0

I E0 D �k �H0

!�
� (4.30)

Since for a homogeneous wave13

k D .ˇ � j˛/ k0 ;

the following relations generally hold:

H0 D � k0 � E0
!�0

D !
p
�0�

!�0

k0 � E0 D k0 � E0
�

I (4.31)

E0 D ��k0 �H0 : (4.32)

The coupled pair of cross products in (4.31) and (4.32) indicate that components
of E0 of a homogeneous plane wave are orthogonal to those of H0 and that each
component of E0 and H0 is orthogonal to the propagation vector k. The result
implies that both E0 and H0 lie on a plane perpendicular to k. In case the fields
E0 D E0 eee0 and H0 D H0 hhh0 are linearly polarized, the versors eee0 and hhh0 are
perpendicular to each other and to k0:

eee0 � hhh0 D k0 :

Moreover, (4.31) indicates that the moduli of the fields of the homogeneous plane
wave are related by the intrinsic impedance (3.25):

jE0j
jH0j D

r
�0

j�j D j�j : (4.33)

13In a lossless medium, ˛ D 0, so that k � ˇ.
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Equation (4.33), clearly consistent with (3.34), confirms that electric and magnetic
fields of the plane wave behave like the fields radiated by a general source at far
distance. After all, Sect. 4.1 has introduced the plane wave as a local approximation
of the general radiation field.

The intrinsic impedance is suitably expressed by

� D
r
�0

�
D
r
�0

�0 Q� D
�0pQ� D

�0

n
� (4.34)

where the quantity

�0 D �0

�0
(4.35)

is recognized to be the intrinsic impedance of the vacuum. Equation (4.34) points out
that the intrinsic impedance of the material is inversely proportional to its refractive
index. Chapter 6 shows how this feature plays a crucial role in determining the
amount of reflection from the terrestrial materials.

4.1.2.4 Power Density

Because of the interrelations among E0, H0 and k0, the Poynting vector of the
homogeneous plane wave becomes14

PPP.r/ D 1

2
E �H� D 1

2
E0 e�˛ r � k0 � E�

0

�
e�˛ r :

By expanding the double cross product according to (A.5) and taking account of the
orthogonality between E0 and k0,

PPP.r/ D E0 � E�
0

2�
e�2 ˛r k0 D P.0/ e�2 ˛r k0 : (4.36)

Equation (4.36) indicates that

– the homogeneous plane wave carries the power in the direction k0 of the
propagation vector;

– the areic power decays as e�2˛r, i.e., at an exponential rate that is twice the one
given by (4.22) for the field.

14The variation with distance r is understood to be in the direction k0 of the propagation vector.
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For this reason, the power attenuation in dB is defined as

A.r; 0/ :D �10 log10
P.r/
P.0/

,

so that its value coincides with the one yielded by (4.23) for the field. Use of
this formalism makes attenuation as well as the attenuation constant invariant with
respect to the quantity, field or power, which it refers to.

4.1.2.5 Refraction and Absorption in the Atmosphere

It is now worthwhile to anchor the previous definitions and theoretical consider-
ations to some specific Earth observation issues that can offer the opportunity of
better grasping meaning and relevance of the analytical results obtained so far, as
well as of the data presented in Chap. 2. In particular, the index of refraction and the
attenuation introduced in Sect. 4.1.2 are suitably linked to the dielectric properties
of the air sketched in Sect. 2.2.1 to determine some features of wave propagation in
the terrestrial atmosphere.

As a matter of fact, the atmosphere is expected to play a considerable role in
observing the Earth’s surface from elevated platforms, since the electromagnetic
field has to cross it along more or less extended paths both in the downward and
in the upward directions in optical and radar observations, or in a single direction
when the thermal emission is measured. Air is a tenuous weakly lossy material,
the permittivity of which is close to that of vacuum, as suggested by Fig. 2.7.
Nevertheless, both Q�r ¤ 1 and Q�j ¤ 0 can impact Earth observation considerably, as
discussed, in particular, in Chaps. 10 and 12.

4.1.2.5.1 Atmospheric Refractivity

The index of refraction is cast in the form

n D 1C •n ;

where •n is the excess refractive index,15 that is the deviation of n from one.
In the low-loss approximation (4.14), the refractive index (4.16) depends on the
real part of permittivity (2.34). Therefore, the line shapes Fi

0.!/ of the more
abundant and active atmospheric constituents determine the main trend of •n, but
the effect of carbon dioxide cannot be neglected, at least in the optical range of the
electromagnetic spectrum. The dependence of the permittivity on the densities of the
molecular species and on the respective line shapes makes the index of refraction a

15In optics, the excess refractive index •n D n � 1 is usually called refractivity.



116 4 Waves and Fields

function of the air pressure, temperature humidity and composition,16 as well as of
frequency or wavelength [2, 13].

Because of the low numerical value of the excess refractive index, it is customary
to introduce the quantity

N D 106 •n ;

which is called refractivity in the microwave, or, in general, in the radio frequency
jargon [8].

4.1.2.5.2 Atmospheric Absorption

The damping of the field caused by the air determines the performance of the observ-
ing systems, by affecting the signal-to-noise ratio, which is a basic specification to
meet in EO. This section summarizes only the effects of absorption by the gaseous
constituents, postponing the analysis of the effects of hydrometeors and aerosols, to
Chaps. 9 and 10 and to Sect. 14.3.

The imaginary part of atmospheric permittivity of the gaseous atmosphere is
strongly dependent on frequency f , given the nature of the field-molecule interaction
processes discussed in Sects. 2.1.1 and 2.1.2. Frequency is then expected to play
a crucial role in the atmospheric attenuation, which the results of the preceding
Sect. 4.1.2 show directly related to

ˇ̌Q�j

ˇ̌
.

As displayed by the diagram of Q�j.f / in Fig. 2.7, the imaginary part of the
overall permittivity of the atmosphere is quite low in the microwave range, up to
f � 10GHz, at which the Earth observing radar systems typically operate, but
has a generally increasing trend, with peaks at the resonance frequencies of water
vapor and oxygen [21, Chap. 5]. Given (4.15), the atmospheric permittivity pattern
of Fig. 2.7 reflects largely in the absorption coefficient of Fig. 4.2, which depicts the
microwave attenuation caused by the atmospheric gaseous absorption at sea level
(h D 0) and at height h D 4 km above sea level. The diagram refers to standard
clear air, that means absence of hydrometeors and reference values for pressure,
temperature and humidity.

It is worth pointing out that, on a large scale, the atmospheric complex per-
mittivity decreases with altitude due to the decreasing air density (cf. Sect. 5.2.1),
so that the atmosphere is not a homogeneous medium in a strict sense. However,
the spatial variations of permittivity are so smooth that the air can be considered
a locally homogeneous material and the plane wave approximation applied, with
corresponding consideration of a height-dependent absorption constant.17 Note the
quite high values of ˛ in correspondence of the major absorption peaks, in spite of

16The effects of CO2, which are generally small, are taken into account when enhanced accuracy
is required.
17The correct concept of specific absorption is introduced in Sect. 5.3.2.2.
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Fig. 4.2 Trend of the absorption coefficient ˛ of the clear atmosphere vs. microwave frequency
f : (a), at “sea level” (total pressure pt D 1013 hPa, T D 20 ıC, water vapor density �wv D
7:5 g m�3); (b), at height h D 4 km above sea level (T D 0 ıC, water vapor density �wv D
1 g m�3). The constituents (H2O and O2) responsible for the respective absorption peaks are
indicated (Curves interpolate data from [1])

the apparently low numerical values of Q�j displayed in the diagram of Fig. 2.7. The
strong absorption is also related to the high values of �0 which depend on frequency
according to (4.15). The generally increasing trend of ˛. f / is apparent: indeed,
Q�j and in turn ˛ exalt in the THz range, the spectral region in which, as outlined in
Sect. 2.2.1, a number of rotational and vibrational resonances of atmospheric species
[19] occur. In this frequency range the atmosphere becomes practically opaque,
except that for relatively short paths and/or in specific narrow frequency windows.
Low absorption is found again in the visible, which, together with the microwaves,
is the main transparent band at which the Earth observing systems operate from
space. Chapter 10 discusses these issues in more detail.

Outside the microwave frequency range, it is customary to use transmission, or
direct transmittance

T D P.r/
P.0/

in place of attenuation A and to express it in linear instead that logarithmic scale.
The linear scale representation has the disadvantage of making indiscernible the
values of T in the absorbed bands for long atmospheric paths, what makes diagrams
of this kind of little use for atmospheric characterization in case of observation from
space in the frequency range, say, between f � 300GHz and f � 300THz (cf.
Fig. 10.8).
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Given the correspondence (3.15) or (4.27) between f and �0 determined in
Sects. 3.1.1.2 and 4.1.2.1, the transmission T in the optical range is customarily
expressed as a function of wavelength. Section 10.1.2 details the effects of the
constituents gases on the atmospheric transmission and the corresponding impact
on the performance of Earth observing systems operating in this range of the
electromagnetic spectrum.

4.2 Vector-Field Representations of Plane Waves

Representing the electric field E0 of the plane wave (4.9) through the complex
vector formalism introduced in Sect. 1.3.1.1 provides complete information on the
polarimetric features of the wave. Two types of formalism are more commonly
adopted in Earth observation to describe the polarization state of E0.

4.2.1 Jones Representation

Section 4.1.2.3 shows that the complex vector E0 forming the plane wave

E.r/ D E0 e�jk � r

lies on the plane perpendicular to the propagation vector k when the wave is
homogeneous, as frequently occurs in Earth observation. The vector

E0 D E0vv0 C E0h e j˚hv h0 (4.37)

represents any field polarization, provided v0 and h0 are mutually orthogonal versors,
which orderly form the right-handed triplet with k0 sketched in Fig. 4.3. Given the

Fig. 4.3 Jones field representation: the vertical plane on which v0 lies and the horizontal direction
h0 are referred to the locally plane surface of the Earth
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E 0h

k

E0v

q

y

z

x

Fig. 4.4 Mutually orthogonal field components E0p; .p D h; v/, and propagation vector k of a
wave traveling at angle � with respect to a reference direction z, typically perpendicular to the
.x y/-plane representing the local earth surface

arbitrariness of the absolute phase, the vertical component E0v and the horizontal
one E0h are taken real, while all the meaningful phase information is included
into the difference ˚hv D ˚h � ˚v between the phases of horizontal and vertical
components.

The propagation vector k provides information on the dependence of the field on
space, for instance, on the Cartesian coordinates x; y; z, as in (4.2). A homogeneous
wave propagating in the vertical .x z/-plane, forming an angle � with the vertical
direction z0 (Fig. 4.4) is

E.r/ D E0 e�j.kxxC kzz/ D E0 e�j�.x sin � C z cos �/ :

The vector E0 must satisfy the orthogonality conditions with k. Therefore,

v0 D x0 cos � C z0 sin � I h0 � y0 ; (4.38)

so that

E.r/ D
h
E0v.x0 cos � C z0 sin �/C E0h y0 e j˚hv

i
e�j�.x sin � C z cos �/

(4.39)
represents the field at any polarization, according to the relative amplitudes E0v and
E0h of the components and to their phase difference ˚hv. In particular, consistently
with the results of Sect. 1.3.1.1:

• the polarization of E is linear if ˚hv D 0, or ˚hv D   for any values of E0v and
E0h, or when

– either E0v D 0: in this case the wave is horizontally polarized,
– or E0h D 0: then the wave is vertically polarized,
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for any ˚hv;

• circular polarization is expressed by E0v D E0h and ˚hv D ˙ 
2

, i.e.,

E.r/ D E0Œ.x0 cos � C z0 sin �/˙ j y0�e
�j�.x sin � C z cos �/ ;

• otherwise, polarization is elliptical.

The Jones formalism (4.37) is frequently adopted in polarimetric radar appli-
cations [9, Chap. 2], [4] that exploit the full polarization features of the field.
A drawback of the formalism is represented by the need of handling complex
quantities, which requires specific processing tools.

4.2.2 Stokes Representation

The amplitude and polarization features of a plane wave are alternatively repre-
sented by the Stokes vector [5]

S :D

2
664

S0
S1
S2
S3

3
775 D

2
664

E2h C E2v
E2h � E2v

2EhEv cos˚hv

2EhEv sin˚hv

3
775 : (4.40)

The Stokes parameters Si; i D 0; ::; 3, are able to represent any state of polarization
and, being real quantities, do not need computational environments in the complex
domain. Moreover, the Stokes vector is in a straightforward relation with the second-
order moments of the field (Sect. 1.3.4), which turn out useful in the frequently
encountered case of quasi-monochromaticity. Indeed, S0 is proportional to the areic
power carried by the wave, S1 measures the power unbalance between horizontal and
vertical components, while S2 and S3 provide information on their phase difference.
Note that the Stokes vector has only three independent components, since

S20 D S21 C S22 C S23 :

The Stokes parameters can be expressed in terms of the polarization parameters
§ and ¦ introduced in Sect. 1.3.1.2, by

S1 D S0 cos 2§ cos 2¦ I
S2 D S0 sin 2§ cos 2¦ I
S3 D S0 sin 2¦ ;
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so that the wave can be alternatively represented by the normalized Stokes vector

Y D S0

2
664

1

cos.2§/ cos.2¦/
sin.2§/ cos.2¦/

sin.2¦/

3
775 :

It should be also taken into consideration a further representation of the quasi-
monochromatic field through the modified Stokes vector Ym, defined by [10]

Ym :D S0

2
664

1
2
Œ1C cos.2§/ cos.2¦/�

1
2
Œ1 � cos.2§/ cos.2¦/�

sin.2§/ cos.2¦/
sin.2¦/

3
775 : (4.41)

4.2.2.1 The Poincaré Sphere

Given the above relations of S0 to S1, S2 and S3, these three latter parameters can be
regarded as a Cartesian coordinate triplet identifying a point on the sphere of radius
S0 named Poincaré sphere [7, Chap. 7] and represented in Fig. 4.5. A point P on
the Poincaré sphere identified by colatitude 2 ¦ and longitude 2§, corresponds to a
polarization state of the field:

• The points on the equator, for which ¦ D 0, i.e., ˚hv D 0, correspond to linear
polarization, with inclination angle changing with longitude:

Fig. 4.5 Sketch of the
Poincaré sphere with
indicated the locations of
relevant field polarizations
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– the intersection point with the positive x semi-axis having coordinates
.S0; 0; 0/ and identified by h on the figure, corresponds to horizontal
polarization (§ D 0);

– the opposite point v.�S0; 0; 0/, intersection with the negative x semi-axis,
corresponds to vertical polarization (§ D  =2).

• The poles, where ¦ D  =4, identify circular polarizations,

– left (clockwise with respect to k0) at the upper (north) pole, where˚hv D  =2;
– right (counterclockwise with respect to k0) at the lower (south) pole, where
˚hv D � =2.

• Points on the upper emisphere correspond to elliptical left polarization, while
points on the lower emisphere correspond to elliptical right polarization.

Starting from a pole and moving along a meridian (§ D const), polarization changes
from circular to elliptical of decreasing ellipticity, until it becomes linear on the
equator, where the ellipticity angle vanishes. The trend with the colatitude and the
sense of rotation revert when keeping moving beyond the equator.

4.3 Interference of Plane Waves

Section 3.1.2 shows that the values of the electromagnetic field undergo substantial
variations when waves interfere. The information on the phase differences between
the waves which is contained in the interference pattern turns out quite useful in
radar Earth observation. Given the large distances from the source and the limited
areas that are observed, the plane-wave approximation is generally acceptable, as
mentioned in Sect. 4.1. Therefore, the interference of plane waves is a simple yet
useful model yielding the basic features of radar interferometry, which is considered
in more detail in Chap. 12.

Consider two monochromatic horizontally polarized homogeneous plane waves,
having the same amplitude, which propagate in the vertical .x z/-plane in different
directions, i.e., with the propagation vectors lying in the .x z/-plane and forming
different angles, �1; �2, with z0:

E1.r/ D E0 y0 e�j�.x sin �1 C z cos �1/ I (4.42)

E2.r/ D E0 y0 e�j�.x sin �2 C z cos �2/ : (4.43)

The electric field Etot at point r is the sum of the fields of the two coherent waves

Etot.r/ D E1.r/C E2.r/

D E0 y0
h
e�j�.x sin �1 C z cos �1/ C e�j�.x sin �2 C z cos �2/

i
: (4.44)
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Fig. 4.6 Phasor
representation in the {< =}
complex plane of: 1, e�jΔ˚ ,
and 1C e�jΔ˚

1 + e -jΔΦ

1
-ΔΦ �

�

Then, on the horizontal plane z D 0, Etot is given by

Etot.x/ D E0 y0
h
e�j�x sin �1 C e�j�x sin �2

i

D E0 y0e
�j�x sin �1

h
1C e�j�x.sin �2 � sin �1/

i

and has modulus

jEtot.x/j D jE0j
ˇ̌
ˇ1C e�j�x.sin �2 � sin �1/

ˇ̌
ˇ :

With the position

Δ˚ :D �x.sin �2 � sin �1/

and with reference to the representation in the {< =} complex plane of Fig. 4.6,

ˇ̌
ˇ1C e�jΔ˚

ˇ̌
ˇ D 2Œ1 � cos.Δ˚/� :

Therefore, jEtotj is readily obtained as

jEtot.x/j D 2jE0jf1� cosŒ� x .sin �2 � sin �1/�g : (4.45)

The modulus of the total field resulting from the two waves propagating in different
directions exhibits periodic minima and maxima over the horizontal plane: the
pattern is named interference fringes.18 The fringes derive from the coherent
addition of the fields, carried out analytically by adding the complex quantities
representing the respective field amplitudes and phases [3, Chap. 7].

18The intensity interference fringes are considered here, while the phase fringes are specifically
considered in Sect. 12.3.1.
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The distance from consecutive amplitude minima or maxima identifies the fringe
spatial period. The minima19 of jEtot.x/j on the horizontal .z D 0/-plane occur for

Δ˚ D 2 

�
x.sin �2 � sin �1/ D 2m ; m D 0; 1; 2; : : : :

In earth surface interferometry,� � �0, since the interfering waves propagate in the
atmosphere. If the origin of the coordinates is assumed as reference, the horizontal
distances xmin at which the minima of field amplitude occur are

xmin D m�

sin �2 � sin �1
, m D 1; 2; 3; : : : ;

with the corresponding fringe period

�F D �

sin �2 � sin �1
�

The inverse of the period is the fringe spatial frequency

�F D sin �2 � sin �1
�

,

which depends on the wavelength of the electromagnetic field and on the relative
directions of propagation.20 It stands out that in the present context the term
“frequency” is akin to “wavelength”.

In radar interferometry the directions of propagation of the two waves are very
close. Therefore, by posing �1 � � and

�2 D � C	� ;

since 	� �  ,

sin �2 D sin.� C	�/ D sin � cos	� C cos � sin	� ' sin � C	� cos � ;

whence

sin.� C	�/� sin � ' 	� cos � :

19Here the minimum value is jEtot.x/j D 0, since the waves are assumed of the same amplitude.
20SAR interferometry requires a somewhat different approach [6], although the concepts are
analogous.
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For close directions of propagation, the fringe frequency tends to be linearly
dependent on the angular difference	� between the two propagation vectors:

�F ' 	� cos �

�
� (4.46)

4.3.1 Effect of Height

The position of the fringes depends on the height z of the horizontal plane over
which they are considered. From the general expression (4.44) of the total field

Etot.x; z/ D E0 y0 e�j�.x sin �1 C z cos �1/

�
n
1C e�j�Œx.sin �2 � sin �1/C z.cos �2 � cos �1/�

o
,

the modulus of the total field is obtained like in (4.45)

jEtot.x/j D 2jE0j Œ1 � cos.Δ˚x C Δ˚z/� ;

where

Δ˚x D 2 

�
x.sin �2 � sin �1/I Δ˚z D 2 

�
z.cos �2 � cos �1/ :

It is important to note that both height z and horizontal distance x affect the
interference pattern. Minima now form when

Δ˚x C Δ˚z D 2m ; m D 0; 1; 2; : : : ;

that is, at distances from the origin

xmin D m� � z.cos �2 � cos �1/

sin �2 � sin �1
, m D 1; 2; 3; : : : ;

that depend on z: over horizontal planes at heights z, the fringes translate as z
changes. When, as before, �2 D � C	� with 	� �  , then

cos.� C	�/ ' cos � �	� sin �

and

xmin ' m�

	�
sec � C z tan �; m D 1; 2; 3; : : : : (4.47)
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Fig. 4.7 Geometry of
interference of two waves on
a slant plane

4.3.1.1 Interference Fringes on a Slant Plane

Because of the dependence of the position of the fringes on height, the interfero-
metric patterns on slant planes differ from the ones on horizontal planes. According
to (4.47) and with reference to Fig. 4.7, the minima of the field modulus on the plane

z D �x tan ˛s

occur at distances that satisfy the relation

xmin ' m�

	�
sec � � xmin tan˛s tan �; m D 0; 1; 2; : : : : (4.48)

Equation (4.48) implies that the fringe frequency

�F ' 	�

�
cos �.1C tan˛s tan �/

varies with the slope angle ˛s: the interferometric pattern contains information
on the slope or on the height of the surface on which the fringes are measured.
Figure 4.8 shows an example of the interferometric phase pattern21 observed on a
surface, the slope of which varies: the local spatial frequency of the fringes increases
following the increasing slope of the surface from the relatively flat area of Rome
on the left side, to the Colli Albani hills on the right. Each color cycle represents
a Δ˚x D 2  interferometric phase variation, corresponding to a height difference
	z � 150m.

21The intensity fringes are determined by the phase pattern of the interfering waves and replicate
this latter, which, however, can be directly measured and displayed, as detailed in Sect. 12.3.1.
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Fig. 4.8 Interferometric phase fringes over the area south east of Rome, Italy. The fringe
frequency increases from left to right following the raising slope of the surface (ERS data credit:
ESA; processing, Mirko Albani.)

4.3.2 Interference and Coherence

Section 1.3.2 hints at the non-monochromaticity of the fields generally encountered
in Earth observation. Therefore, the previous analysis of interference must be
extended to include fields that are not purely deterministic [3, Chap. 10].

Assume that the interfering waves are modeled, instead that by the determinis-
tic (4.42) and (4.43), by the more realistic analytic signals introduced in Sect. 1.3.2

E1.r; t/ D E01.r; t/ y0 e j˚1.r; t/ e�j�.x sin �1 C z cos �1/ I (4.49)

E2.r; t/ D E02.r; t/ y0 e j˚2.r; t/ e�j�.x sin �2 C z cos �2/ � (4.50)

The real random quantities E01 and E02 represent the wave amplitudes, which vary
“slowly” both in time (with appreciable variations over time intervals	t	 T) and
in space, where they change significantly only over distances 	r 	 �. The phases
˚1 and ˚2 are correspondingly space-time random functions, also varying slowly
with respect to T and �. The statistical properties of the fields modeled by (4.49)
and (4.50) are determined by E0i and ˚i; i D 1; 2, while the wave propagation
factor contributes a deterministic phase term.

The total scalar field on the .z D 0/-plane,

Etot.x; t/ D E1.x; t/C E2.x; t/ ;

is a space-time random function. Its instantaneous values have little meaning and
its average value vanishes, given the 0 � 2  uniform distribution of ˚1 and ˚2 that
is encountered in real cases. Then, the properties of Etot must be described by its
higher-order moments, and, in particular, by the second-order moment (Sect. 1.3.4).
A particularly significant moment is the power density, which, for �1 � �2, is
proportional to the coherence (1.41) of Etot for coincident space and time:

� .x/ D ˝Etot.x; t/E�
tot.x; t/

˛ D ˝ŒE1.x; t/C E2.x; t/� ŒE1.x; t/C E2.x; t/�
�˛ :
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Expanding the product within the angular brackets yields

˝
Etot.x; t/E�

tot.x; t/
˛ D ˝jE1.x; t/j2

˛C ˝jE2.x; t/j2
˛C 2< �hE1.x; t/E�

2 .x; t/i
	
:

By recalling (1.38), the coherence of the total field is expressed by the total intensity

Itot D
˝
Etot E�

tot

˛

2

and put into relation with the intensities

I1 D
˝
E201
˛

2
, I2 D

˝
E202
˛

2

of the interfering waves:

Itot.x/ D I1 C I2 C<
�hE1.x; t/E�

2 .x; t/i
	
:

Assuming space-time field stationariness, as is often suitable in practice, the
intensities I1 and I2 are independent of position x. Then the intensity of the field
created by the interference of the two waves is composed of a pedestal given by the
sum of the intensities of the interfering waves plus a term that is proportional to the
coherence function

˝
E1 E�

2

˛
. Taking account of (4.49) and (4.50), this latter is given

by

hE1 E�
2 i D

˝
E01 E02 e�j.˚1 � ˚2/˛ e�j�x.sin �1 � sin �2/ :

The quantity

�12 :D ˝E01 E02e�j.˚1 � ˚2/˛

represents the mutual coherence of the interfering waves, which is determined by the
properties of the respective sources (Chaps. 7 and 8) or by the transformations the
waves may have undergone during their propagation (Chaps. 5 and 9). The intensity
Itot of the field produced by the interference is then expressed by

Itot.x/ D I1 C I2 C<
h
�12 e�j�x.sin �1 � sin �2/

i
:

A suitable normalization like in (1.43) and (1.44) leads to the definition of the degree
of mutual coherence 
12 of the interfering waves


12 :D �12phjE1j2i
phjE2/j2i

D
˝
E01 E02 e�j.˚1 � ˚2/˛

q˝
E201
˛q˝

E202
˛ D j
12j e j˚
 : (4.51)
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The total intensity distribution, which forms the interference pattern on the
.z D 0/-plane is then given by

Itot.x/ D I1 C I2 C 2
p
I1
p
I2<

h

12e
�j�x.sin �1 � sin �2/

i

D I1 C I2 C 2
p
I1
p
I2 j
12j cos

�
.�x.sin �1 � sin �2/C˚


	
(4.52)

in terms of the correlation between the interfering waves. The intensity pattern
consists of a uniform background I1 C I2 on which a sinusoidal variation, the
amplitude of which depends on j
12j, superimposes. Intensity maxima IM alternate
with minima Im, forming the interference fringes. The fringe visibility

V :D IM � Im

IM C Im

depends on the correlation between the interfering waves expressed by their degree
of mutual coherence. Visibility is maximum when the waves are fully correlated
(j
12j D 1), hence they interfere coherently, whereas it vanishes when the waves
interfere incoherently (j
12j D 0). Figure 4.9 shows the interference pattern for the
two mentioned limiting cases and for an intermediate value of j
12j, in case the
waves carry the same average power density. No interference pattern is discerned
when j
12j D 0.

Although the degree of coherence depends on both amplitude and phase fluctu-
ations, these latter are crucial in determining the wave correlation. Assume that the
phases of the interfering waves fluctuate randomly, while the wave amplitudes do
not vary and are equal, so that (4.51) simplifies in


12 D
˝
e j.˚1 � ˚2 ˛ D hcos.˚1 � ˚2/i � j hsin.˚1 � ˚2/i : (4.53)

Fig. 4.9 Intensity interference pattern generated by waves of the same intensity I0 and different
mutual coherence 
12
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If, as is often the case, the phase fluctuations are normally distributed and have zero
mean, i.e.

h˚1i D h˚2i D 0 ;

then [16, Chap. 2]

hcos.˚1 � ˚2/i D e
�1
2

˝
.˚1 �˚2/2

˛
I hsin.˚1 � ˚2/i D 0 : (4.54)

The exponent

˝
.˚1 � ˚2/2

˛ D ˝˚2
1

˛C ˝˚2
2

˛ � 2 h˚1˚2i

contains the variance

˝
˚2
1

˛ D ˝˚2
2

˛ D ¢2¥
and the cross-correlation of the phase fluctuations. A common assumption for this
latter is

h˚1˚2i D ¢2¥B¥ ; (4.55)

where B¥ � 1 is the correlation coefficient of the fluctuations.22 Then the degree
of coherence (4.53), taking (4.54) and (4.55) into account, becomes an exponential
function of the phase variance


12 D e�¢
2
¥



1 �B¥

�
: (4.56)

Expression (4.56) provides a suggestive insight into the effect of the phase random
fluctuations of the waves that create the interference pattern:

– When the phases of the interfering waves are completely correlated, so that B¥ D
1, the degree of coherence is unitary and IM D 4 I0, while Im D 0. Then, the
visibility of the fringes is V D 1 for any value of ¢2¥. The fields of the interfering
waves, which have a fixed phase relation, add as in (4.44): the maximum value
of the total field is twice that of the single wave and, correspondingly, the total
power density is four times that carried by the single wave. This case is shown in
the left diagram of Fig. 4.9.

22B¥ is a function of time when the individual interfering waves exist at different times, as it occurs
for repeat-pass interferometry (Sect. 12.3.3.1).
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– Uncorrelated phase fluctuations, such that B¥ D 0, are characterized by a degree
of coherence that depends on the magnitude of the phase fluctuations23: the larger
the variance ¢2¥, the smaller is j
12j and, correspondingly, the lower is the fringe
visibility. When j
12j ! 0, there is no addition of the fields, given their random
phase relation, rather the waves add in power: the power density is everywhere
just twice that carried by the single wave (right diagram of Fig. 4.9).

– Interference patterns of partially correlated waves fall in between the limiting
cases and are characterized by intermediate values 0 < V < 1 of the fringe
visibility.

Chapter 12 includes a more detailed analysis of the coherence effects on the phase
fringes generated by interferometric pairs of radar images.

Surfing Fields and Waves

The plane wave is a quite intuitive model of traveling electromagnetic field. Its
mathematical expression has the form of an exponential function, the exponent of
which is characterized by the propagation vector, which controls how phase and
amplitude change with the traveled distance. The underlying analitical relations put
the motion and the decay of the wave into relation with the dielectric properties
of the material in which the wave propagates. The real part of the permittivity
mainly affects wavelength and velocity of propagation, while the attenuation
is determined essentially by the imaginary part. We learn that increasing the
permittivity slows down the wave and that a high value of Q�j produces a rapid decay
of the field. Then we come across refractive index and attenuation, which are both
expected to play a key role in many aspects of Earth observation. As a first step
approaching the characterization of the terrestrial environment, the refractive and
the transmission properties of the atmosphere are surveyed. Two different ways of
representing the electric field of a plane wave in its various polarization state are
also reported.

The important issue of what happens when a pair of plane waves superpose is
investigated. Constructive and destructive interferences are modeled quite effec-
tively by the complex formalism, which is able to handle the information on the
phase of the waves in compact and significant way. We learn about the formation
of the interference fringes and how their properties are affected by height and slope
of the surfaces on which they form. If we are not yet used to stochastic models, our
mind boggles at the thought that the nature of the real world is essentially random
and that in fact the phase of the field is particularly subject to fluctuations. To model
correctly the interference of fields the relative phase of which is not deterministic,

23The normal distribution assumption is significant and useful, but, given the mod.˚; 2 / phase
feature, may possibly lead to inconsistent results.
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we have to introduce randomness into the expressions of the waves. The mutual
coherence of the interfering waves is then defined to take account of the phase
fluctuations. We realize that the fringes fade out as the coherence decreases, until
their visibility vanishes when waves with uncorrelated phase fluctuations interfere.
Clearly the analysis is preliminary to the understanding of the features of the radar
interferometry, a major tool in earth surface observation.
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Chapter 5
Propagation

The electromagnetic energy, which provides the basic substance to satellite Earth
observation, always transfer through parts of the terrestrial environment. The
traversed medium consists of the atmosphere and of the layers of other materials
that the wave has to cross along the path between source of radiation, target under
observation, and observing platform. Wave propagation affects the performance of
the EO systems not only because it changes the amplitude of the field, but also
because it modifies the phase, which carries its own peculiar information. The effect
of absorption on the wave amplitude has already been considered from different
points of view in Sects. 2.1.4 and 4.1.2. However, the inhomogeneities of the mate-
rials change the field magnitude also through mechanisms which are independent
of absorption. The large-scale1 spatial variations of permittivity heighten or weaken
the field, essentially through the modifications they induce in the shape of the phase.
Moreover, the changes of phase that the permittivity structure produces at a given
point of space may have an equally substantial impact on the performance of the
observation techniques that exploit the phase information (Chap. 12). Analyzing the
effect that the wave propagation has on the phase obviously requires a coherent
approach. In this frame, a model that considers the propagation environment as a
continuous medium able to preserve the phase relations, is clearly needed. It should
be clear that the continuous medium is intended to be a reference space-time average
environment. Actually, the space-time fluctuations of the physical parameters of a
real terrestrial material involve also abrupt variations. The analysis of the effects of
discontinuities and inhomogeneities is postponed to the next chapters 6, 7 and 9.

1The effect of scattering by small-scale inhomogeneities on the wave amplitude is specifically
discussed in Chap. 9.
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5.1 Field in Weakly Inhomogeneous Materials

Spherical and plane waves which can exist in homogeneous materials display
numerous fundamental features of the actual electromagnetic field and form a basic
reference, crucial to understand the information content of remote measurements.
However, the materials that form the terrestrial environment are essentially inho-
mogeneous and can induce modifications or add new features to the properties the
field. Relaxing the assumption of homogeneity under which the results discussed
in the previous Chap. 4 have been obtained, is then needed. Such a generalization
improves the understanding of the characteristics of the field that can exist in the
actual environment and that interacts with the real terrestrial materials.

5.1.1 The Geometrical Optics Model

The starting point for determining the features of the field is the same as the one
in Sect. 4.1: by substituting for H in the second spectral Maxwell’s equations, the
electric field vector is found to satisfy the usual relation

rr � E � r2E D �2E :

The innovation consists in considering the permittivity a function of space, having
now relaxed the assumption of homogeneity.2 The third Maxwell’s equation (1.34)
in a neutral3 inhomogeneous material, yields

r � D D r � Œ�.r/E� D E � r� C �r � E D � D 0 ;

whence

r � E D �1
�

E � r� :

By substituting for the divergence,

rr � E D �r
�1
�

E � r�
�

and the equation satisfied by the electric field becomes

r2EC �2 ECr
�

E � r�
�

�
D 0 : (5.1)

2For the time being, the materials are assumed lossless, so that permittivity is a real quantity.
3The assumption that no unbalanced charge density exists implies � D 0.
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The relation (5.1) is recognized to be the Helmholtz equation (4.6) encountered in
Sect. 4.1, but with an additional term containing the gradient of permittivity. Clearly,
when the rate of variation of � with space is small, this new term is negligible.
However, it is important to realize that the gradient term is negligible not only
when the permittivity of the material varies little with the coordinates, but also when
the propagation constant � is relatively large: indeed, when �2 ! 1, Eq. (5.1) is
approximated by

r2EC �2 E ' 0 : (5.2)

Since in a continuous medium this approximation holds for the extremely high
frequencies of light waves, it is named optics approximation [26, 29]. But, in spite
of its denomination, the approach is quite serviceable in Earth observation not only
at optical wavelengths, but very often also at microwaves. Its accuracy depends on
the relative values of the terms in (5.1), irrespective of frequency, permittivity, and
its variations. In general, neglecting the gradient term is a suitable approximation

– on one side, for propagation in weakly inhomogeneous [16, Chap. 2] materials,
such as the gaseous atmosphere, the permittivity of which changes so little with
distance that jr�j has negligible values;

– on the other, in the propagation of waves the frequencies of which make �2 to
attain extremely high values, hence to dominate over the term contributed by the
dielectric inhomogeneities, even if this latter has not negligible absolute values.

In practice, for given inhomogeneity, the accuracy of the optical approximation
increases with frequency.

It is important to bear in mind that the assumption of weak inhomogeneities is
instrumental to determine the relevant features of coherent propagation in the large-
scale continuous model of the terrestrial materials. The assumption is obviously
removed in Chaps. 6 and 7, where the focus is just on the role of inhomogeneities in
affecting the field through reflection and scattering mechanisms.

Equation (5.2), which provides the “optical” field in a weakly inhomogeneous
medium,

r2EC �02 n2.r/E D 0 (5.3)

is the Helmholtz equation with a non-constant coefficient which depends on the
spatial dielectric structure of the material. The propagation parameter � has been
cast in the form introduced in Sect. 4.1.2,

�.r/ D !p�0�0 n.r/ D �0 n.r/ ;

where �0 is the propagation constant for vacuum and n.r/ D pQ�.r/ is the refractive
index, which now depends on the point of space. Based on a generalization of the
field (3.23) produced by the point source described in Sect. 3.1.3, the Luneburg-
Kline expansion [7, Chap. 6], [25, 30], is assumed to represent the electric field in
the inhomogeneous material:
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E.r/ D e�j�0�.r/
1X

mD0

Em.r/
.j�0/m

� (5.4)

Now the function � represents the phase ˚ of the field normalized to the vacuum
propagation constant �0, i.e., ˚ D �0�. The general form (5.4) of the field, by
specializing the phase term, is able to represent both the spherical and the plane
waves previously considered. Obviously, a field with the form (5.4) can really exist
only if both the normalized phase and the field vectors satisfy the Helmoltz equation.
Therefore, the quantities in (5.4) are subject to specific conditions.

First of all, by substituting (5.4) for the field in (5.3), some algebraic manipula-
tions lead to the relation

n2 � jr�j2 D 0 : (5.5)

Condition (5.5), named eikonal equation, constrains the space-dependent eikonal
function �.r/ to be consistent with the spatial structure of n.r/. In several instances
the three-dimensional pattern of the eikonal function is close to the spatial structure
of the phase of the field. Therefore the eikonal surfaces � D const are called
phase surfaces or wave surfaces. The phase surfaces adapt to the local value of
the refractive index through (5.5), which relates the rate of variation of � to n. The
higher n the larger is jr�j, that is, for given frequency, the spatial variation of phase.

Condition (5.5) is not the only constraint that the Helmoltz equation poses on the
field (5.4). In fact, an additional condition is expressed by


r2��E0.r/C 2 .r�/ � ŒrE0.r/� D 0 ; (5.6)

known as the transport equation, which yields the space variations of the dominant
term E0.r/which are compatible with the dielectric structure of the material.4 While
the eikonal equation relates the phase of the wave to the dielectric structure, the
transport equation puts this latter into relation with the amplitude of the field.

5.1.1.1 Dielectric Structure and Propagation Features

Around a given point, the direction s0 of r�, perpendicular to the eikonal surface �
is the direction of maximum phase variation. The elementary change of the eikonal
function in the verse of s0 is obtained from (5.5):

d� D n dr ; (5.7)

4In practice, the dominant term closely models the field, since in many instances a satisfactory
approximation does not require including the higher-order terms Em; m ¤ 0.
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where dr is the elementary displacement. By integrating d� along the path from
abscissa r1 to r2, the phase ˚ of the field is obtained as

˚.r2/ D �0
ˆ r2

r1

n.r/ dr C ˚.r1/ ; (5.8)

where˚.r1/ is the initial phase. In case of homogeneous medium, the relative phase
of the field that travels a path of length r2 � r1 reduces to

˚.r2/� ˚.r1/ D �0n .r2 � r1/ D ˇ .r2 � r1/ ;

the same as in Sect. 4.1.2. Indeed, the spectral field in the weakly inhomogeneous
material has substantially the form found in Chaps. 3 and 4 respectively for spherical
and plane waves in homogeneous media, with suitable modifications. In fact, the
general expression (5.4)

E.r/ D ELK.r/ e�j�0�.r/ (5.9)

is the product of

• the vector factor ELK , which contains the information on amplitude and polariza-
tion of the field and in general varies slowly5 with space;

• the phase factor e�j�0�.r/, that changes with space according to �.r/, which
adapts itself to the dielectric structure.

The space-time field (1.25)

E.r; t/ D <
h
E.r/ e j!t

i
D <

h
ELK.r/e

�jŒ�0�.r/� !t�
i

is derived from a complex quantity that contains the space-dependent vector ELK.r/
multiplied by the complex exponential

e�jŒ�0�.r/ � !t� ;

which adds a space-time dependence. The dependence of the field on time is, obvi-
ously, the same everywhere as for the homogeneous medium, whereas the dielectric
inhomogeneity of the material changes, albeit slightly, its space dependence, in the
sense that near a point r, the p-component of the field (1.23) varies with abscissa r
according to

Ep.r; t/ D ELKp cosŒ!t � �0�.r/� I p D x; y; z ;

5Remember that the field is considered in a weakly inhomogeneous medium.
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which is not precisely a harmonic function of r. However, in a neighbourhood of r
within which n � const, (5.7) yields a nearly linear function of displacement

� ' nrC �C ;

where �C is the initial value of the eikonal, that is the normalized space-time phase
value ˚C, in r. Therefore, in the surroundings of a given point, Ep varies nearly
harmonically with r:

Ep.r; t/ ' ELKp cos.!t � �0nrC ˚C/ I p D x; y; z :

The local wavelength

�.r/ D 2 

�0 n.r/
(5.10)

measures the spatial periodicity of the field in the direction perpendicular to the
eikonal surface. Given its space-time dependence, the local sinusoid representing
a component of the field moves according to the results of Sect. 3.1.1.2. The wave
surface ˚.r/ D const translates in the 3-D space, as sketched in Fig. 5.1, which
shows the traces of the surfaces at various times. Consider that the lines in the
figure can be regarded to represent the traces of the space-time phase ˚.r; ti/ at
different times ti; .i D 1; 2; 3; : : :/, as well as of the space-dependent phase ˚.r/
at a given time, or likewise of the eikonal lines �. By generalizing the approach of
Sect. 4.1.2.2, from the condition of invariance of the p-component of the field:

Ep.r; t/ D const if !t � �0�.r/ D const ;

Fig. 5.1 Traces of the phase
surfaces ˚i D const at
different times ti in an
inhomogeneous material; the
figure represents a
generalization of the plane
wave case shown in Fig. 4.1.
The phase vector ˇ now
depends on the point of space
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the elementary displacement dr in a given direction r0 which cancels the total
differential of the phase in that direction is given by

! dt � �0.r� � r0/ dr D 0 ;

from which the phase velocity along r0 is derived:

dr

dt

ˇ̌
ˇ̌
r0

D !

�0r� � r0 D ujr0 :

When the change of the phase is considered in the direction perpendicular to the
wave surface, i.e., when r0 k r�, the local velocity of propagation u is obtained

u.r/ D !

�0jr�.r/j D
!

�0n.r/
D c0

n.r/
� (5.11)

The velocity of propagation is the one in the vacuum, reduced by the local refractive
index. It changes smoothly from point to point, following the change of refraction
index of the weakly inhomogeneous material.

Wavelength and propagation velocity are the same everywhere when the inho-
mogeneity vanishes. In case the eikonal surfaces are plane,

˚.r/ D �0�.r/ D ˇ � r

is a linear function of the coordinates, with

�0r� D ˇ :

Then (5.10) and (5.11) reduce to the wavelength and velocity of propagation of a
homogeneous plane wave determined in Sects. 4.1.2.1 and 4.1.2.2.

5.1.1.2 The Direction of Propagation

As mentioned, in many practical cases the electric field is suitably approximated
by the dominant term E0 of the Luneburg-Kline expansion,6 so that electric and
magnetic fields are expressed by

E.r/ D E0.r/ e�j�0�.r/ I
H.r/ D H0.r/ e�j�0�.r/ :

6This implies far distance from the source, as, indeed, it generally occurs in EO.
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Then the first spectral Maxwell’s equation (1.32)

r �
h
E0.r/ e�j�0�.r/

i
D �j!�0H0.r/ e�j�0�.r/

yields

r�.r/ � E0.r/�
r
�0

�0
H0.r/ D r � E0.r/

j�0
� (5.12)

On its turn, the second Maxwell’s equation (1.33) gives

r�.r/ �H0.r/C � E0.r/p
�0�0

D r �H0.r/
j�0

� (5.13)

Taking into account that jr�j D n > 1 and that E0 varies slowly with space in the
weakly inhomogeneous medium, at sufficiently high frequency, (5.12) and (5.13)
are approximated by

r�.r/ � E0.r/ � �0H0.r/ ' 0 I (5.14)

r�.r/ �H0.r/C �.r/E0.r/p
�0�0

' 0 : (5.15)

By defining the local intrinsic impedance

�.r/ D
r
�0

�.r/
D �0

n.r/
,

and by denoting with s0 the versor of r�, (5.14) and (5.15) yield

H0.r/ D r�.r/ � E0.r/
�0

D
pQ�.r/ s0 � E0.r/

�0
D 1

�.r/
s0 � E0.r/ I (5.16)

E0.r/ D ��.r/ s0 �H0.r/ : (5.17)

The relations (5.16) and (5.17) relating E0, H0 and s0 are analogous to (4.31)
and (4.32) for the homogeneous plane wave, with the space-dependent s0 in place of
the invariant k0, the versor of the propagation vector. Some important conclusions
can be drawn:

– both the in-phase and quadrature components of E0 and H0 are mutually
perpendicular;

– the ratio between electric and magnetic amplitudes is equal to the (local) intrinsic
impedance of the medium;
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– the components form right-handed terns of reciprocally orthogonal vectors with
the unit vector s0, which points in the direction of r�, that is in the direction
along which the rate of variation of the phase is maximum.

The direction s0, like k0 for the plane wave, is the direction of propagation, but,
unlike k0 in the homogeneous medium, s0 generally changes from point to point,
according to the spatial structure of the refractive index: s0 is then the local
direction of propagation. However, given the assumed weak inhomogeneity of the
material, the spatial variations of s0 are slow, so that the direction of propagation is
approximately constant over limited regions of space, within which the plane-wave
reference model holds.

5.2 Electromagnetic Rays

Given the mutual orientation of E0, H0 and s0, the Poynting vector

PPP D 1

2
E �H� D 1

2
E0 �H�

0 D
1

2
E0 � s0 � E�

0

�
D E0 � E�

0

2�
s0

has the same direction as s0, which is perpendicular to the eikonal surfaces7 �.r/ D
const. It means that the transport of electromagnetic power occurs in the directions
locally perpendicular to �.r/ D const. The curves orthogonal to the wave surfaces
are trajectories of the electromagnetic energy: the curves are named electromagnetic
rays. They describe how the electromagnetic energy is transported by the field in the
geometrical optics model. The rays depend on the spatial structure of the refractive
index n.r/, on the position of the source, and on the initial direction of propagation,
related to the directional properties of the source (for instance, to the instantaneous
pointing direction of a radar antenna). Figure 5.2 depicts rays along which the
electromagnetic wave carries the energy. The Poynting vector has the direction of
s0, tangent to the ray and perpendicular to the equiphase ˚ D const surfaces. On
their side, the electric and magnetic fields are tangent to the wave surfaces. This
result is clearly consistent with the homogeneous plane wave model discussed in
Sect. 4.1. Coarsely speaking, the field associated with a ray can be regarded as a
portion of homogeneous plane wave in a limited region of space. The plane wave
in a homogeneous material corresponds to a bundle of parallel rays, the direction
s0 of which coincides with the direction of propagation k0 of the wave, which is
clearly the same everywhere. Consistently with (4.36), the energy is carried along
the single direction s0 � k0 in the extended region of space in which the plane wave
approximation holds.

7Remember that the wave surface ˚ is a scaled replica of the eikonal �.
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Fig. 5.2 Rays, wave surfaces
˚i D const, and fields in an
inhomogeneous medium

The eikonal equation (5.5) provides the means to relate the trajectories of the
electromagnetic energy to the dielectric structure of the material. From the general
relation

r�.r/ D n.r/ s0 ;

the lineic variation of the eikonal function along a ray is immediately obtained as
the local value of the refractive index

d�.r/
ds
D n.r/ :

Taking now the gradient of both members,

d

ds
.ns0/ D rn ; (5.18)

which yields

dn

ds
s0 C n

ds0
ds
D rn ;

whence the variation of direction of the ray is related to the dielectric structure by

ds0
ds
D rn

n
� s0

n

dn

ds
� (5.19)

Equation (5.19) represents an important result: the spatial variation of permittivity
modifies the direction s0 along which the electromagnetic energy travels.8 The

8Clearly excepted that s0 k rn.
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variation of direction occurs in the plane of rn and s0. The curvature of the ray,
that is the inverse of the radius of curvature %, depends both on the magnitude
of the refractive index variation and on the direction of propagation, since, by
definition,

�0

%
:D ds0

ds
,

where �0 ? s0 denotes the principal normal to the ray. The curvature is then
obtained from (5.19):

1

%
D �0 � ds0

ds
D �0 �

�rn

n
� s0

n

dn

ds

�
D �0 � rn

n
� (5.20)

The relation (5.20) indicates that, for given n and direction, the curvature increases
with increasing jrnj. The concavity, corresponding to % > 0, is towards the region
with increasing refractive index: the electromagnetic energy pattern bends towards
regions of higher permittivity. As said, in a homogeneous medium the ray is straight
everywhere.

5.2.1 Rays in Layered Media

Layered structures, representing materials the refractive index of which varies con-
tinuously only along one direction, are of particular relevance to Earth observation.

5.2.1.1 Spherical Layering

The large-scale decrease of air density, hence of the number of molecules per
unit volume is the prevailing phenomenon that causes the corresponding decrease
with height of the average refractive index of the terrestrial atmosphere,9 given
the relation between permittivity and the electric charge density contributing
the dielectric polarization seen in Sect. 2.1. Therefore, the Earth’s atmosphere is
coarsely regarded as a radially symmetric medium, with a large-scale average index
of refraction [35–38] varying along the radial direction r0 only:

n.r/ � n.r/ D 1C •n.r/ ;

9Small-scale deviations from the average trend caused by particular spatial distributions of air
constituents and/or of temperature are considered in Sect. 5.2.3.
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Fig. 5.3 At large scale the Earth’s atmosphere is regarded as a spherically layered material with
refraction index decreasing with height (Upper image credit: NASA)

where •n.r/ is the excess refractive index introduced in Sect. 4.1.2.5.1. The refrac-
tivity gradient is correspondingly a radial vector field (Fig. 5.3) oriented in the local
nadir direction:

rn D �jrnjr0 :

Since the ray bending given by (5.19) is

ds0
ds
D �jrnj

n
r0 � s0

n

dn

ds
,

the ray is confined in the radial (i.e., vertical) plane containing s0 and bends towards
the surface, with curvature (5.20)
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1

%
D �0 � rn

n
D jrnj

n
cos �n D jrnj

n
sin# �

essentially depending on the local gradient of refractivity and on the off-nadir angle
# .

As suggested by Fig. 5.3, an air or space platform appears at higher elevation
than its geometric one from a point on the surface that is not at nadir. The bending
of the direction of propagation in the atmosphere [18] introduces corresponding
errors into the localization of a target [13, 20, 21, 34, 41] observed by both optical
and microwave systems, according to the respective refractivity gradients. The effect
increases with decreasing elevation of the observing platform.10

5.2.1.1.1 Reference Refractivity

The microwave, or, in general, the radio frequency excess refractive index is
modeled at a first approximation by an exponential function [3] decreasing with
height h D r � rE above Earth’s surface:

•n.h/ D •nS e�h=h0 : (5.21)

In the model (5.21), •nS is the value of •n on the surface of the Earth, assumed at
the distance r D rE from the center, and h0 is a characteristic height.11 Both •nS and
h0 depend on climatology. Reference values for mid-latitudes are •nS � 3:15 � 10�4
and h0 � 8 km.

The altitude dependence of the average optical refractivity [43] is essentially
controlled by the mean atmospheric temperature profile, which shows a typical mid-
latitude lapse rate jrTj � �6K km�1.

It is worth to point out that the reference or “standard” average structure of the
atmospheric refractivity is eventually modified by local and transitory fluctuations of
the spatial distribution of temperature and of water vapor density, which affect rn.
In some geographic areas and/or in peculiar meteorological conditions, rn close
to the surface, where moisture and temperature deviations occur more frequently,
can vanish or even change sign, giving rise to anomalous changes of the direction
of propagation of the wave. Following the dielectric polarization mechanisms
discussed in Sect. 2.2.1, water vapor mainly impacts refractivity at microwaves,
while temperature affects n mainly at optical wavelengths.

10Nadir observation corresponds to off-nadir angle # D 0 or # D  , according to the downward
or upward direction of propagation s0 considered in the geometry of Fig. 5.3.
11At “low” height, such that h=h0 	 1, the decreasing exponential is often approximated by the
linear relation •n.h/ ' •nS .1� h=h0/.
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Fig. 5.4 Plane layering is assumed for limited horizontal portions of the atmosphere; t0 is the
horizontal component of versor s0, while dt denotes the projection of ds onto the horizontal plane
(Upper image credit: NASA)

5.2.1.2 Plane Layering

On a limited horizontal scale, at which the sphericity of the Earth can be neglected,
the atmospheric refractive index is approximated by an average planar structure
[14]. The values of n decrease with the altitude h � z above the plane z D 0 that
locally approximates the earth surface (Fig. 5.4). In this case the gradient of n is
vertical:

rn D �jrnj z0 :

The ray bending (5.19) is now

ds0
ds
D �jrnj

n
z0 � s0

n

dn

ds
�
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Analogously to the spherical layering, also in this case the ray lies in the vertical
plane containing s0 and bends towards the surface. The local reference refractivity
closely follows the one seen in Sect. 5.2.1.1.1.

5.2.2 Rays and Path Length

Representing the field through rays allows the transfer of electromagnetic energy
from the source to a point of interest to be determined along a single curve,
irrespective of the distribution of the radiation in the various directions. Use
can be made of relatively simple geometric relations and basic properties to
implement effective computational tools. Rays also provide intuitive envisioning
of complicated wave phenomena, by resorting to common optical experience.

5.2.2.1 Ray Tracing

The electromagnetic ray [27, Chap. 5] is traced by the position vector r.s/ as a
function of the distance the electromagnetic energy travels from the source, as
measured by the curvilinear abscissa s. Equation (5.18) and the definition of the
unit vector s0 tangent to the curve,

s0 :D dr
ds

,

yield the relation

d

ds

�
n.r/

dr
ds

�
D rn ; (5.22)

which provides the ray, taking account of the refractive index and of its gradient. The
position vector r sweeps the ray as the arc length s traveled by the electromagnetic
energy increases. Any point on the curve at distance s from the initial position12

is localized in space according to (5.22). Figure 5.5 represents the ray described
by the end of the position vector r, which changes following the dielectric spatial
structure to which the eikonal function � likewise adapt. Given the positions of the
initial (source) and end (observation or target) points, Ps and P, respectively, (5.22)
determines the curve along which the electromagnetic energy travels.

12Provided the condition of far field is met.
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Fig. 5.5 A ray is described by the evolving end of the position vector r.s/ from the point Ps where
the source Js is located to point P where the field is considered; traces of eikonal surfaces �m; m D
1; 2; : : :, and curvilinear abscissa s along the ray are indicated

5.2.2.2 Fermat Principle

Besides the analytical relation (5.22), which provides the foundation of numerical
ray-tracing tools, a basic property of the electromagnetic trajectory turns out useful
in wave propagation. The Fermat principle [19] states that the electromagnetic ray
passing through two points P1 and P2 satisfies the condition that its electromagnetic
path length

L :D
ˆ P2

P1

n.r/ ds ; (5.23)

functional of the trajectory between P1 and P2, is stationary. The consequence
is that among the curves connecting the two points, the ones (possibly a single
one) that make stationary (usually minimum) the value of the line integral of the
refraction index are trajectories of the electromagnetic energy, hence identify the
ray. With reference to Fig. 5.6, the path lengths Lc0 along generic curve segments
c 0 between P1 and P2 exceed Lc along the ray c. The Fermat principle provides an
alternative and effective numerical technique to trace the rays [45], that is to identify
the electromagnetic trajectories, especially when reflections (Chap. 6) are involved.
For instance, in the case of the plane mirror sketched in Fig. 5.7 and homogeneous
media, the straight segment cdr has the shortest among the paths between P1 and
P2 that do not hit the mirror, while crr D P1 Q P2 is the shortest among the broken
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Fig. 5.6 The ray is the
trajectory c that minimizes
the electromagnetic path
length between P1 and P2

P1

P2

c ′

c

P1

P2cdr crr

Q

Fig. 5.7 The direct (cdr � P1 P2) and reflected (crr � P1 Q P2) rays minimize the path lengths
between P1 and P2 respectively among the direct trajectories and among those passing through a
point of the reflecting surface

lines touching it.13 The trajectories cdr and crr that correspond to the local minima of
length, respectively identify the direct and the reflected rays linking P1 and P2.

5.2.2.3 Electromagnetic Path Length and Distance

The path length L defined by (5.23) has major importance in Earth observation,
since it is directly related to two measurable quantities, i.e.,

• the time £ the electromagnetic energy takes to travel between two points P1 and
P2, for instance where source and receiver are located;

• the relative phase ˚ of the field between the two locations.

Given the velocity of propagation (5.11), an elementary arc of length ds along a ray
in an inhomogeneous medium is traveled in an elementary time14

13Here the electromagnetic path length is simply proportional to the geometric length, since the
material is assumed homogeneous.
14Actually, the group velocity rather than the phase velocity determines the travel time of wave
pulses [1, 48, 49]. The two velocities have close values when the refractive index is a weak function
of the wavenumber �.
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dt D ds

u.s/
D n.s/ ds

c0
,

hence the wave travels from the abscissa s1 at point P1 to s2 at P2 in the time

Δt � £ D 1

c0

ˆ s2

s1

n.s/ ds D L
c0
� (5.24)

Equation (5.24) relating time to distance implies that measuring Δt yields the
electromagnetic path length and, in turn, the distance between the points, provided
the ray and n.s/ along it are known. Likewise, the relation (5.8) between phase and
path length is the basis of highly sensitive distance measurements, albeit also subject
to knowledge of the refractive index along the measurement path.

The exploitation of the link of both travel time and phase difference to distance
has allowed tremendous advances in systems and methods crucial to geoscience and
its applications. The following are worth mentioning.

5.2.2.3.1 The GPS

The three coordinates which identify the position of a receiver are provided by
measuring the traveling times from (at least) three space-based suitably positioned
transmitters. The Global Positioning System (GPS), or, in general, the Global
Navigation Satellite System (GNSS) [23, 33], yields a horizontal localization open
accuracy which typically varies from some tens of meters down to a few meters.
The differential Global Positioning System (DGPS) technique is able to enhance
the relative positioning accuracy to decimeters, or, locally, to centimeters [42]. It is
important pointing out that the L-band GNSS signals not only provide position and
navigation tools, but also find a number of relevant applications in Earth observation
[5, 22].

5.2.2.3.2 The Radar

A radio detection and ranging (radar) system [40] determines the distance of the
observed target (be it aircraft, ship, or portion of the earth surface) from the lag
between the time at which the electromagnetic energy is transmitted and the time at
which the echo, that is the energy that is sent back from the object, is received. The
basics of radar observations are summarized in Sects. 10.2.4 and 11.4.3, while, in
particular, the foundations of radar imaging and of the SAR systems are outlined in
Sect. 10.2.4.1, as well as in 11.4.3.4.

Analogous sensors operating at optical wavelengths are the light detection and
ranging (lidar) systems [15], on which Sect. 10.2.5 gives some details.
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5.2.2.3.3 Radar Interferometry

The synthetic aperture radar interferometry (InSAR) [12] exploits the interference
between two waves propagating in different directions discussed in Sect. 4.3, to
map the height-dependent (Sect. 4.3.1) phase difference. This kind of measurement,
as outlined in Sect. 12.2, leads to the generation of the digital elevation model
(DEM) for global topographic mapping. Multiple relative measurements enhance
the distance sensitivity to a fraction of wavelength, down to a few millimeters. Such
tiny vertical displacements of points on the earth surface are measured as functions
of time through the differential SAR interferometry (DinSAR) technique [39].

5.2.3 Atmospheric Path Delay

The end of Sect. 5.2.2.3 calls attention to the effect of the refractive index on
the quantitative relation existing between time or phase and distance. Indeed, the
accuracy in measuring distance is affected by the incomplete knowledge of the
profile n.s/ of the refractive index15 along the propagation path. Models and a-priori
information on n.s/ provide suitable links of the path length L to the geometric
distance. However, the variations of n caused by random space-time fluctuations of
the parameters affecting refractivity [31, 44, 46] generate unavoidable measurement
noise.

The path length is related to the permittivity profile Q�.s/ by

L D
ˆ P2

P1

n.s/ ds D
ˆ P2

P1

p
1C •Q�.s/ ds ;

where •Q� depends on the local physical characteristics of the material crossed by the
ray. In the air, •Q� � 1, so

n ' 1C •Q�
2
�

In this approximation, the path length becomes

L ' P1 P2 C 1

2

ˆ P2

P1

•Q�.s/ds : (5.25)

The relation (5.25) indicates that the electromagnetic path length exceeds the
geometric length of the ray between P1 and P2 by a quantity which depends on the

15As mentioned, enhanced accuracy requires considering the group refractive index [9, Chap. 4],
[32].
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values along the ray16 of the aerological parameters that affect the air refractivity
[11]. Therefore, the electromagnetic energy travels from P1 to P2 in the time

£ ' P1 P2
c0
C 1

2 c0

ˆ P2

P1

•Q�.s/ ds D £0 C •£ ;

which exceeds the time in vacuo £0 by a delay •£.
The formula (2.36) yields the tropospheric path length at microwave frequen-

cies17 in terms of the routinely measurable meteorological parameters pt, pw and T
(Sect. 2.2.1.1)18:

L ' P1 P2 C 7:76 � 10�5
ˆ P2

P1

pt.s/

T.s/
dsC 0:37

ˆ P2

P1

pw.s/

T.s/2
ds : (5.26)

Therefore, the path length L is larger than the geometric length L0 D P1 P2 of the
ray arc by a quantity

La D Ld C Lw

that depends, as the air refractivity, on pressure, temperature and humidity. Based
on the model introduced in Sect. 2.2.1, relevant features of the excess length terms
are:

• the dry excess path length Ld is higher, but more stable and predictable from
weather observations and climatic modeling;

• the wet excess path length Lw has lower values, but, as pw, is more variable and
less predictable: it is the main responsible of the measurement errors, as shown
glaringly by Fig. 12.25.

The discussion on the effects of the atmospheric excess path length, as well as
examples of its statistical distributions are postponed to Sect. 12.3.2.1.

Note that, in discussing the atmospheric delay, no reference has been made to the
ionosphere, which, indeed, can also affect the path length, when observations are
carried out at the lower microwave frequencies [47], as mentioned in Sect. 2.2.5.

16The random variations of •Q� actually affect also the trajectory of the electromagnetic energy.
However, the effect of the air fluctuations on the ray geometry is neglected here.
17The dependence of the refractivity on the appropriate aerological parameters, such as pt and T
in (2.37), has to be considered if the phase information was needed at optical wavelengths.
18Regarding the numerical coefficients in (5.26), see Footnote 14 of Sect. 2.2.1.1.
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5.3 Properties of the Field

The results obtained in the previous sections are now assembled together with the
outcome of the transport equation. Indications on the general features of amplitude,
phase and polarization of the field propagating in weakly inhomogeneous materials
are drawn according to the geometrical optics model. The case of lossless media is
treated separately from that of dissipative materials.

5.3.1 Field in Lossless Media

Although the energy of the field remains unchanged during propagation, its ampli-
tude generally changes following the refractivity structure of the lossless material.
The transport equation (5.6) provides the relation between dielectric structure and
amplitude of the field.

5.3.1.1 Flux Tubes and Field Amplitude

The geometric trajectories of the electromagnetic energy (rays) have been identified
on the basis of (5.5) and of the derived relations, as well as by exploiting the Fermat
principle. The field19 along the ray varies according to (5.6):

E0.r/r2�.r/C 2 Œr�.r/ � r�E0.r/ D 0 : (5.27)

To obtain the field amplitude from (5.27), the flux tube depicted in Fig. 5.8 is
considered around a ray. Expanding the Laplacian of the eikonal function, using the
definition of divergence and realizing that the flux is only trough the tube sections

Fig. 5.8 An
elementary-length segment of
divergent flux tube around a
ray

19As said, the field is approximated by the dominant term E0 of the Luneburg-Kline expansion,
which is assumed real.
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S and S C dS, while the one through the lateral wall vanishes, some algebraic
manipulation of (5.27) leads to

E20

�
@n

@s
C n

S

@S

@s

�
C n

@E20
@s
D 0 : (5.28)

Equation (5.28) expresses the balance between a term proportional to the power
density and one relative to the variation that the power density undergoes along the
ray. Both terms take account of the dielectric structure of the material and, through
the section S and its variation, of the divergence or convergence of the rays20 in
the neighborhood of the considered position. Further manipulation of (5.28) readily
yields the invariance of the product of wave intensity, refractive index and flux tube
section:

E20.s/ n.s/ S.s/ D const ; (5.29)

for any value of abscissa s along the ray. Therefore, if E20i, ni and Sin are the
respective initial values at a reference initial abscissa si, the relation (5.29) provides
the amplitude of the field at a subsequent abscissa s along the ray:

E0.s/ D E0i

r
ni

n.s/

s
Sin

S.s/
� (5.30)

As expected, (5.30) is consistent with the energy conservation in a lossless medium,
requiring that the field amplitude respectively decreases or increases according to
the expansion or shrinking of the sections of the flux tubes. It should also be noted
the likewise consistent inverse dependence of the electric field amplitude on

p
n.

For given initial conditions of the wave, the variations undergone by the sections of
the flux tubes depend on the trajectories of the electromagnetic energy, which are
ultimately related to the dielectric spatial structure of the material according to the
results of Sect. 5.2.

5.3.1.2 Phase

The phase of the field, consistent with the coherent approach, is provided by (5.8).
Therefore, the complete expression of the complex field, joining both phase and
amplitude information is

E.s/ D E0i

s
ni Sin

n.s/ S.s/
e
�j�0

ˆ s

si

n.s/ ds
; (5.31)

20The shape of the flux tube is affected both by the dielectric structure and by the nature of the
source.
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where the initial phase ˚.si/ is taken as reference. Equation (5.31) is also known as
the Wentzel-Kramers-Brillouin (WKB) field approximation.

The expression of the field clearly contains the electromagnetic path length
between the initial abscissa taken as reference and the abscissa s along the wave
trajectory:

E.s/ D E0i

s
ni Sin

n.s/ S.s/
e�j�0L.s/ � (5.32)

Equation (5.32) provides a tool for measuring distance that accompanies the one
based on the travel time considered in Sect. 5.2.2.3. Indeed, measuring the relative
phase of the field in s allows the electromagnetic distance L between si and s to
be determined. The retrieval of the geometric distance s � si from L obviously
suffers from the same drawbacks discussed in Sect. 5.2.3 and further detailed in
Sect. 12.3.2.1.

5.3.1.3 Polarization

Each component of the vector field obeys the same scalar relation derived from (5.3)
in an isotropic weakly inhomogeneous medium, given the independence of the
refractive index from the field direction. The electromagnetic path length L
is correspondingly independent of the component and, since the relative phase
between components remains unchanged along the ray, the type of polarization
does not change during propagation. Rather, the constraint (5.17), that is, e0 ? s0,
may change the field orientation, following the variations (5.19) of s0 caused by
the dielectric structure. As already mentioned, the assumption of isotropy, which is
straightforward for the troposphere, may fail at the lower microwave frequencies in
the ionosphere (cf. Sect. 2.2.5).

5.3.2 Field in Lossy Media

The presence of dissipations in the actual terrestrial materials demands that the
basic field definition (5.4) be modified. In fact, the approach of Sect. 5.1.1 leads
to a complex eikonal equation

r� � r� D Q�r C jQ�j

that the real eikonal function �.r/ can no longer satisfy. Therefore, a complex
function �.r/ is now required to appear in the field (5.9):

E.r/ D ELK.r/ e�j�0�.r/ :
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The complex function �.r/, formed by the combination of two real functions,

�.r/ D �.r/� j’.r/ ;

leads to a complex relation which replaces (5.5):

.r� � jr’/ � .r� � jr’/ � Q�r � jQ�j D 0 ;

or

r� � r� � r’ � r’� 2jr� � r’� Q�r � jQ�j D 0 : (5.33)

The equation with complex coefficients (5.33) splits into

8<
:
jr�j2 � jr’j2 D Q�r I
r� � r’ D � Q�j

2
, (5.34)

from which, at least in principle, the eikonal function �.r/ and the absorption
function ’.r/ are determined in terms of Q�r.r/ and Q�j.r/. The resulting field is then

E.r/ D ELK.r/ e��0’.r/ e�j�0�.r/ : (5.35)

The losses result in the introduction of a real exponential which causes an additional
variation of the field amplitude, which combines with that produced by the inhomo-
geneities, considered in Sect. 5.3.1.1. The surfaces ’.r/ D const are the amplitude
surfaces and r’ identifies the direction of maximum rate of amplitude variation.
The close similarity with the structure of plane waves in homogeneous media
introduced in Sect. 4.1.2 is readily realized. After all, homogeneous medium and
plane wave are just particular cases of the more general situation of inhomogeneity
and waves of general configuration. In particular, correspondingly to the relation
between r� and ˇ noted in Sect. 5.1.1, a plane wave in a homogeneous medium
has

�0r’ � ˛ ;

that is, the gradient of the absorption function ’ reduces to the attenuation vector ˛

introduced in Sect. 4.1.2, scaled by the vacuum angular wavenumber �0.

5.3.2.1 Weakly Lossy Materials

The various examples discussed in Sect. 2.2 suggest that several terrestrial materials
have

ˇ̌Q�j

ˇ̌� Q�r. The pair of relations (5.34) then indicates that

jr’j � jr�j :
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Therefore, the imaginary part of permittivity does not affect appreciably the electro-
magnetic trajectories, which are essentially determined by the spatial distribution of
Q�r. The results found for the lossless medium remain almost unchanged, and, since
the field decay depends on the distance traveled along a ray,

r� k r’ k s0 :

As a consequence, the dot product in (5.34) is approximated by the product of the
moduli of the gradients and

r� '
p
Q�r

"
1C 1

8

� Q�j

Q�r

�2#
s0 '

p
Q�r s0 D n s0 I (5.36)

r’ ' �Q�jp
2 Q�r

"
1 � 1

8

� Q�j

Q�r

�2#
s0 ' jQ�jjp

2 Q�r

s0 : (5.37)

Equations (5.36) and (5.37), which clearly correspond to (4.14) and (4.15), provide
quite useful approximate expressions of the phase progression and of the decay rate
of the field traveling along a ray in a weakly inhomogeneous and weakly lossy
material such as the gaseous atmosphere. The gradient of the eikonal function,
from which the wavelength and the propagation velocity are obtained, is essentially
determined by the local value of the refractive index, with, if required, a possible
correction which takes the ratio Q�j= Q�r into account. On its turn, the decay caused by
absorption is proportional to the imaginary part of the relative permittivity. It should
be reminded that the values ofr� andr’ are local values, given the inhomogeneity
of the material. The values are also normalized to the propagation constant for the
vacuum, which can have quite high values when the observing systems operate in
the upper range of frequencies.

5.3.2.2 The Attenuated Field

The superposition of the effects of inhomogeneities and of absorption in modifying
the amplitude of the field is taken into account by the transport equation. This latter
is only slightly modified under the assumption of weak losses, so that the field is
regarded as the field (5.31) relative to the material with Q� D Q�r, suitably attenuated
by a factor which depends on Q�j.

The complete expression of the attenuated field including the amplitude and
phase factors in terms of real and imaginary parts of relative permittivity is suitably
written as

E.s/ ' E0i

s
ni Sin

n.s/ S.s/
e
��0

ˆ s

si

ˇ̌Q�j.s
0/
ˇ̌

p
2 Q�r.s0/

ds0
e
�j�0

�
s� si C

ˆ s

si

•Q�r.s
0/ ds0

�

:

(5.38)
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Given its relevance, the path length in (5.38) has been split into the vacuum
component �0.s � si/ and the excess component �0

´ s
si
•Q�r.s0/ ds0. This latter can be

further expanded in terms of the meteorological parameters following Sect. 5.2.3, if
propagation in the troposphere is being considered.

The real exponential in (5.38) depends on the quantity

a.s0/ D �0 j Q�j.s0/jp
2 Q�r.s0/

(5.39)

integrated along the path. The parameter a � 0 is the specific absorption of the
medium at abscissa s0. The value of the exponential

e
��0

ˆ s

si

a.s0/ ds0

decreases with increasing traveled distance s, thus attenuating the field, as already
considered in Sect. 4.1.2 for the plane waves in homogeneous media. The attenua-
tion A.si; s/ the field undergoes because of absorption from si to s is obviously the
same as (4.22) for plane waves:

A.si; s/ D
ˇ̌
ˇ̌ E.s/

E.si/

ˇ̌
ˇ̌ �

As usual, it is expressed in dB by

A.s; si/ D �20 log10

ˇ̌
ˇ̌ E.s/

E.si/

ˇ̌
ˇ̌ � �10 log10

P.s/
P.si/

dB ; (5.40)

so that the values of field attenuation and power attenuation coincide.
Note that, given the spatial variations of Q�r and Q�j, the exponentials in (5.38)

are not exponential functions of s: the amplitude of the field does not decrease
exponentially with distance. This behavior clearly differs from that of the plane
waves in a homogeneous medium, for which the specific attenuation coincides with
the absorption constant and the attenuation factor is the decreasing exponential
function of distance (4.23). In that case, the attenuation constant yields the
decrease of the field per unit distance, typically expressed in dB km�1, which is
the same everywhere. In the present case, the specific absorption can likewise
be expressed in dB km�1, but with the precaution of bearing in mind its spatial
variability. In particular, care must be exerted when evaluating the atmospheric
attenuation on a satellite to ground path or vice-versa, since Q�j, and consequently
a, decrease with height and in practice vanish beyond a certain altitude, outside the
atmosphere.
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Waves in a Smooth Environment

After learning the rudiment of wave propagation, necessarily circumscribed to
the simplest case of homogeneous media, we have now to consider materials the
dielectric properties of which vary from point to point, as it occurs in the real
Earth’s environment. Describing waves in inhomogeneous media hardly augurs an
easy task, so the assumption of smoothly varying refractive index is invoked. Going
through the by now usual analytical burden leads us to find more general waves,
the propagation of which is directly governed by the spatial distribution of the
permittivity. Wave surfaces, wavelength and velocity adapt to the local value of
the index of refraction. A further quite interesting feature is that the conformation
of the wave in the smoothly varying material is analogous to the one of the field we
observe far from the source in a homogeneous medium.

The approach introduces the concept of ray as the trajectory along which the
electromagnetic energy travels. We see that the energy does not move along straight
lines, but follows the spatial variations of the refractive index. Only when the latter
is constant, the rays are rectilinear. The direction of propagation bends toward the
regions where n is higher, so that focusing and dispersion of the electromagnetic
power density are observed locally in inhomogeneous materials. We are especially
informed of the features of the rays in the atmosphere, given its relevance to Earth
observation. The Fermat principle introduces us to the electromagnetic path length
and path delay, concepts of vital importance for distance measurements in crucial
applications like the Global Navigation Satellite System, as well as radar, and SAR
interferometry.

How the magnitude of the field evolves in a weakly inhomogeneous environment
is investigated through the notion of flux tube, while the way the phase of the field
progresses is linked to the propagation constant and the profile of the refractive
index. The features of the waves are then examined when the material is lossy.
An absorption function that accounts for the conversion of electromagnetic energy
into heat is introduced. A result the conscientious reader may expect is that the
wave attenuation is directly related to the imaginary part of the permittivity of the
material.
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Chapter 6
Reflection

A space- or air-borne sensor acquires information on the terrestrial environment by
measuring the relevant features of the electromagnetic wave that, after interacting in
a large sense with the materials present on the Earth, travels upward to the sensor.
With the exception of observations of thermal emission,1 the wave may have been
originated either by the sensor itself, as in case of radar sensing, or by the Sun, in
passive optical measurements. In both cases, when it reaches a target on the surface
of the Earth, the wave which travels downward in the air, encounters a solid or liquid
boundary of a natural or man-made material. The propagation constant � and the
intrinsic impedance �, which in the air are quite close to those of vacuum, undergo
a sudden transition to the values determined by the permittivity of the encountered
material. Therefore, the field cannot have the simple form considered in the previous
Chaps. 3 and 4 because now the space is filled with different matters. However,
since the field propagates in piecewise approximately homogeneous albeit different
materials, spherical and plane waves can still be used in each portion of nearly
homogeneous medium, provided the field is constrained to satisfy the conditions
seen in Sect. 1.1.4 at the boundaries of the materials. Given the generally small
dimensions of the region of interest with respect to the distances from the sources,
the arguments put forward in Sects. 4.1 and 5.2 justify the plane wave as suitable
approximation to the form of the field. Moreover, the interface between air and
the earth material, for the time being is assumed locally smooth, so that a plane of
discontinuity is considered. In general, the results apply to plane boundaries between
any pair of different materials, such as, for instance, between water and rocky sea
bottom.

1In this case, the wave-matter interaction consists of the emission process itself.

© Springer International Publishing Switzerland 2016
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6.1 Reflection for Normal Incidence

Consider the two lossless isotropic media, M1 and M2 shown in Fig. 6.1, with
� D �1, and � D �2, respectively, representing, for instance, air and a solid or
liquid terrestrial material; both have � D �0, as said. A homogeneous plane wave,
representing, for instance, solar radiation or the field sent by a radar, impinges
normally from M1 (air) onto the plane boundary of material M2. The incident wave
characterized by the phase vector ˇ gives origin to a refracted wave, characterized
by the phase vector ˇ0, carrying power into material M2, hence propagating in the
same direction as the incident wave. Since �2 ¤ �1, the intrinsic impedance (4.34)
�2 of M2 differs from that, �1, of M1. Therefore, the incident and refracted waves
alone are not able to satisfy the boundary conditions: the required continuity of the
tangential components of both electric and magnetic2 fields (Sect. 1.1.4.2) demands
that a third wave, the reflected wave, propagating in M1, in the direction opposite
to that of the incident wave, originates from the plane interface between M1 and
M2. Three plane waves are thus present in the inhomogeneous structure, with phase
vectors

ˇ D !p�1�1 z0 .incident wave/I
ˇ0 D !p�2�2 z0 .refracted wave/I
ˇ00 D �!p�1�1 z0 D �ˇ .reflected wave/:

The basic quantity of interest in Earth observation is the amount of incident wave
that is reflected from the terrestrial material. To find the amount of reflection, the
fields E00

0 ;H
00
0 of the reflected wave must be determined. To this end, the continuity

conditions (1.12) and (1.11) that the overall field must satisfy at the separation
surface z D 0 are exploited:

Fig. 6.1 A plane wave
impinging normally onto the
plane of separation between
materials M1 and M2 gets
refracted into M2 and
reflected back into M1

2The tangential magnetic field is also continuous because no areic current can flow on the boundary
of material M2.
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Fig. 6.2 A-priori orientation
of electric and magnetic fields
of incident, refracted and
reflected waves E

H

β

β ′′

H ′′E ′′

β ′

H
′ E ′

E0 C E00
0 D E0

0 I (6.1)

H0 CH00
0 D H0

0 : (6.2)

Given their vector character, the boundary conditions indicate that, if the incident
field is

E0 D E0 e0I H0 D H0 h0 ;

the unitary vectors of both reflected and refracted fields have the same respective
directions as those of the incident ones, but, their orientation is constrained by the
relations between fields and propagation vector found in Sect. 4.1.2.3. Therefore,
with reference to Fig. 6.2, the reflected field is

E00
0 D E00

0 eee0I H00
0 D �H00

0 h0 : (6.3)

The refracted field is simultaneously obtained by Eqs. (6.1) and (6.2):

E0
0 D E0

0 eee0I H0
0 D H0

0 h0 : (6.4)

6.1.1 Field Reflection and Transmission

The reflected and refracted electric fields are readily obtained from (6.3) and (6.4),
taking the constraints (4.31) and (4.32) into account. The continuity conditions

E0 C E00
0 D E0

0 I
E0
�1
� E00

0

�1
D E0

0

�2
,
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yield

E00
0 .�2 C �1/ D E0.�2 � �1/ ;

which relates the reflected field to the incident one by

E00
0 D

�2 � �1
�2 C �1 E0 :

The proportionality factor qE between reflected and incident field is named reflection
coefficient of the electric field. In the present case of normal incidence,

qE D E00
0

E0
D �2 � �1
�2 C �1 D

1 � �1=�2
1C �1=�2 �

Of course, qE D 0 when �1 D �2. When the medium M1 is air, which is a tenuous
medium with �1 � �0, qE is obtained in terms of the refractive index (4.16) of the
material

qE D 1 � n

1C n
� (6.5)

Since for the terrestrial materials at the frequencies of interest in Earth observation
n > 1, the reflection coefficient is negative: qE < 0 means that the reflected
electric field is opposite to the incident one, whereas the magnetic field keeps the
same orientation, as shown in Fig. 6.3. Moreover, the larger the refractive index,
the stronger is the reflection. Given the dielectric features discussed in Sect. 2.2, the
materials with high moisture content are expected to be highly reflecting at the lower
microwave frequencies.

The field that penetrates the material is proportional to the transmission coeffi-
cient tE of the electric field, given by

tE D E0
0i

E0i
D 1C �2 � �1

�2 C �1 D
2�2

�2 C �1 D
2

1C n
, (6.6)

Fig. 6.3 Actual orientation
of electric and magnetic fields
of incident, reflected and
refracted waves E

H

β

β ′′

E ′′H′′

β ′

E ′
H ′
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in case of air-material interface. As expected, the larger is the refractive index, less
field penetrates into the terrestrial material.

6.1.2 Power Reflection and Transmission

The power that is reflected back into the atmosphere from the unit area of earth
surface is represented by the Poynting vectorPPP 00 of the reflected wave

PPP 00 D E00 � E00�

2�0
ˇ00 D q2E

E � E�

2�0
ˇ00 D �q2E PPP D �RPPP ;

where the power reflection coefficient

R :D q2E (6.7)

has been introduced. The power transmitted into the subsurface unit area is
analogously related to the power incident from the air by the power transmission
coefficient T :D n t2E

PPP 0 D E0 � E0�

2�2
ˇ0 D

pQ�
2�0

t2E E � E� ˇ D pQ� t2E PPP D T PPP :

The affinity between the power transmission coefficient T and the transmittance T

introduced in Sect. 4.1.2.5.2 is worth noting.

6.1.2.1 Lossy Materials

The results obtained in the limiting case of lossless materials provide a quite
useful reference to the reflecting behavior of actual materials. In case the lossless
condition is not adequate to model the actual material M2, the procedure to obtain
the reflection coefficient of the air-material interface remains the same and yields

qE D 1 �pQ�
1CpQ� � (6.8)

The field reflection coefficient is now a complex quantity: this implies that the
reflected electric field has a phase difference 	˚ ¤   with respect to the incident
one.



170 6 Reflection

6.1.2.2 Power Absorption

The power P .a/ absorbed by a lossy material through the unit area of its interface
differs from T P , since T is now complex, hence both real and what is called
reactive power are present. Rather, the power irreversibly transferred into the
material is

P .a/ D < �P 0	 D <
hpQ�

i
jtEj2 P D

4<
hpQ�

i

ˇ̌
ˇ1CpQ�

ˇ̌
ˇ
2
P D A P ;

where the absorption coefficient A has been introduced. Note that the absorption
coefficient is related to the reflection coefficient qE by

A D 1 � qE q�
E D 1 �R : (6.9)

The relation (6.9) expresses the conservation of energy, as can be readily obtained
by applying the Poynting’s theorem to a layer across the M1–M2 interface, thin
enough to have negligible power dissipated in it. Figure 6.4 shows a thin slice
of the boundary between the air M1 and the lossy material M2 and the incident
Poynting vector PPP together with those of the reflected (PPP 00) and transmitted (PPP 0)
waves. Specializing (1.20) to the volume of boundary slice within the dashed lines
having unit area on the .x y/-plane and sufficiently thin to have negligible the power
dissipated in it, readily leads to (6.9).

6.1.3 The Stationary Field

Section 2.2 mentions that several terrestrial materials have high permittivity at
frequencies relevant to EO, such that j Q�j 	 1. The modulus of the reflection
coefficient (6.8) is then jqEj � 1 and correspondingly tE � 0. The incident wave is
(almost) completely reflected and the power entering the high-permittivity material

Fig. 6.4 Balance of incident,
refracted and reflected areic
power in a thin slice of
air-material boundary for
normal incidence
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is low. The power penetrated in M2 decays exponentially with the distance below
the surface, according to the attenuation constant (4.13), or (4.15) in the weakly
dissipative case. On its side, the field in the air results from the superposition of the
one of the incident wave and that of the reflected wave. Assume that the reflection
coefficient (6.8) qE � �1 in case Q�j � Q�r, as it often occurs. Then the total electric
field in the air, given by the superposition of that of the incident wave and of the
reflected one, is

Etot D E0 e�jˇz C E00
0 e jˇz ' E0

�
e�jˇz � e jˇz

�
D �2j E0 sin.ˇz/ :

The total magnetic field is found in a straightforward manner from the electric fields
of incident and reflected waves, making use of the relation (4.31):

Htot D H0e�jˇz CH00
0e jˇz ' H0

�
e�jˇz C e jˇz

�
D 2H0 cos.ˇz/ :

Figure 6.5 shows the electric and magnetic field magnitude patterns near the
boundary of a high-permittivity material. Because of the normal incidence, the fields
are tangential to the boundary. Therefore, the electric field has a quite low value in
correspondence of the surface, since it must be continuous, across the boundary,
with the low field inside, consistently with the results of Sect. 1.1.4.2. The variation
of the total field with space and time provides an interesting insight into the structure
of the field near the boundaries of high-dielectric materials. The space-time total
electric field is

Etot.z; t/ ' <
h
�2jE0 sin.ˇz/ e j!t

i
D E0 sin.ˇz/ sin.!t/ : (6.10)

Equation (6.10) indicates that the phase of the total field does not have the coupled
dependence on both space and time, that, according to Sect. 3.1.1.2, is required to
have the propagation of the wave. This means that Etot does not propagate: the field
is said to be stationary.

Fig. 6.5 Patterns of electric
and magnetic field amplitudes
near the boundary of a
high-permittivity material (cf.
Fig. 1.2) for normal incidence
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The Poynting vector of the total field

PPP tot D �2j
jE0j2
�

sin.ˇz/ cos.ˇz/ z0 D �j
jE0j2
�

sin.2ˇz/ z0 (6.11)

varies with a spatial periodicity which is twice that of the stationary field. SincePPP tot

in (6.11) is imaginary, the stationary field does not carry power. It means that all the
power carried downward by the incident wave is bounced in the backward direction
by the high-permittivity material.

6.2 Oblique Incidence, Lossless Materials

Consider now the more common case of oblique incidence, that is of a wave arriving
at the surface of the material with an incidence angle � ¤ 0 off the normal
direction,3 as shown in Fig. 6.6. As before, the boundary conditions cannot be
satisfied by the incident and refracted waves alone, but require a reflected wave
originating from the plane of separation between the two media. The electric and
magnetic fields of each wave have the following expressions:

• incident wave

E D E0 e�j.ˇxxC ˇzz/ I
H D H0 e�j.ˇxxC ˇzz/ ;

Fig. 6.6 Phase vectors of
incident, refracted and
reflected waves in oblique
incidence

3The angle of incidence � is generally different from the off-nadir angle # introduced in
Sect. 5.2.1.1 because of the local slope of the surface with respect to the geodetic reference, as
well as of the atmospheric refractivity effects considered in Sect. 5.2.1.
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• refracted wave

E0 D E0
0 e�j.ˇ0

xxC ˇ00
z z/ I

H0 D H0
0 e�j.ˇ0

xxC ˇ00
z z/ ;

• reflected wave

E00 D E00
0 e�j.ˇ00

x xC ˇ00
z z/ I

H00 D H00
0 e�j.ˇ00

x xC ˇ00
z z/ :

The above fields must satisfy the continuity conditions determined in Sect. 1.1.4 on
the air-material interface.

6.2.1 Angles of Reflection and Refraction

The tangential components of the fields, Et and Ht, in the adjacent materials must
be the same for z D 0 and for any x and y. The field in the air is the superposition of
the fields of the incident and reflected waves, while in the material the field is that
of the refracted wave. Therefore, the continuity conditions are

E0t e�jˇxx C E00
0t e�jˇ00

x x D E0
0t e�jˇ0

xx : (6.12)

To satisfy (6.12) it is necessary that

e�jˇxx D e�jˇ00
x x D e�jˇ0

xx ;

whence the tangential components of the propagation vectors are the same

ˇx D ˇ00
x D ˇ0

xI ˇy D 0 D ˇ00
y D ˇ0

y : (6.13)

Equation (6.13) implies that the propagation vectors of the reflected and refracted
waves lie in the plane of incidence, formed by the propagation vector and the normal
to the surface, the .x z/-plane in this case. Moreover, the angles of reflection and
refraction must satisfy the relations

� 00 D � ; (6.14)

which is known as the Hero of Alexandria law, and

sin �

sin � 0 D
ˇ0

ˇ
, (6.15)
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Fig. 6.7 The equal tangential
component ˇx of the
propagation vectors
determines the angles of
reflection and refraction

named Snell’s law (Fig. 6.7). The relations express the physical requirement that
the velocity of propagation of the three waves be the same everywhere over the
boundary in order to satisfy the continuity of the tangential field. It is worth
mentioning that the velocity of propagation ux along the x-direction, is not the x-
component of the velocity of propagation, but is the phase velocity along x, which
depends inversely on the x-component of the phase vector

ux D !

ˇx
D !

ˇ sin �
� (6.16)

Basic consequences of the continuity are then:

– the reflection angle equals the incidence angle;
– the phase vector bends toward the normal4 according to

sin � 0 D sin �

n
�

6.2.2 Reflection Coefficients and Wave Polarization

The velocity of the three waves must necessarily be the same along the air-material
boundary to ensure the required continuity of the tangential field. This condition
is satisfied by (6.14) and (6.15) which make equal the exponential functions ruling
the propagation of the waves for z D 0. As in the previous Sect. 6.1.1, the further
constraints

4The wave is assumed to arrive from the air.
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E0t C E00
0t D E0

0t I
H0t CH00

0t D H0
0t ;

on the tangential components of the vector fields are now needed. According to the
Jones formalism and taking (4.38) into account,

E0 D E0h C E0v D E0y y0 C E0vv0 I

H0 D “0 � E0
�1

D �E0y

�1
v0 C E0v

�1
y0 :

Analogous expressions hold for the reflected wave

E00
0 D E00

0h C E00
0v D E00

0y y0 C E00
0v v00

0
I

H00
0 D

“00
0 � E00

0

�1
D �E00

0y

�1
v00
0
C E00

0v
�1

y0 ;

where v00
0
D �x0 cos � � z0 sin � , and for the refracted wave

E0
0 D E0

0h C E0
0v D E0

0y y0 C E0
0vv0

0
I

H0
0 D

“0
0 � E0

0

�2
D �E0

0y

�2
v0
0
C E0

0v
�2

y0 ;

where v0
0
D x0 cos � 0 � z0 sin � 0. Angles and field components of the three waves are

detailed in Fig. 6.8. The boundary conditions, which are relative to the components
parallel to the .x y/-plane, require projecting the electric and magnetic field vectors
onto the x and y axes and imposing the continuity of the respective components:

Fig. 6.8 A-priori directions
of horizontal and vertical
components of electric and
magnetic fields of incident,
reflected and refracted waves
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E0y C E00
0y D E0

0y I (6.17)

E0v cos � � E00
0v cos � D E0

0v cos � 0 I (6.18)

�E0y

�1
cos � C E00

0y

�1
cos � D �E0

0y

�2
cos � 0 I (6.19)

E0v
�1
C E00

0v
�1
D E0

0v
�2
� (6.20)

The Jones representation based on E0h and E0v allows the four-unknowns four-
equations system (6.17)–(6.20) to be split into the pair of two-unknowns two-
equations independent systems, (6.17) (6.19) for the horizontal component of the
electric field and (6.18) (6.20) for the vertical component. This result is quite
significant from the physical point of view: E0h and E0v are reflected and refracted
in independent modes, hence they represent the principal polarizations of the field.

The continuity conditions (6.17) and (6.19) involving the horizontal component
of the electric field yield

cos �

�1
.E00

0y � E0y/ D �
E0y C E00

0y

�2
cos � 0 ;

which provides the reflection coefficient5 qh for horizontal polarization

qh D
E00
0y

E0y
D �2 cos � � �1 cos � 0

�2 cos � C �1 cos � 0 �

By use of the Snell’s law (6.15)

qh ' cos � �
p

n2 � sin2 �

cos � C
p

n2 � sin2 �
� 0 ;

for the wave incident from the air onto a material with refractive index n. Since in
practice n � 1, the modulus of the reflection coefficient for horizontal polarization
jqhj increases monotonically with increasing incidence angle � from the normal
incidence value (6.5) up to 1, which is approached in the limiting case � !  =2.

In turn, (6.18) and (6.20) lead to the relation involving the vertical component of
the electric field:

�1.E0v cos � � E00
0v cos �/ D �2.E0v cos � 0 � E00

0v cos � 0/ ;

5Also called Fresnel reflection coefficient.
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Fig. 6.9 Moduli of horizontal (jqhj) and vertical (jqvj) reflection coefficients for a smooth interface
between air and a high-permittivity (Q� D 60) lossless material vs. incidence angle � ; qv changes
sign beyond the Brewster angle

which provides the reflection coefficient qv for vertical polarization

qv D E00
0v

E0v
D �1 cos � � �2 cos � 0

�1 cos � C �2 cos � 0 �

When the wave comes from the air,

qv ' n2 cos � �
p

n2 � sin2 �

n2 cos � C
p

n2 � sin2 �
�

The behavior of the vertical-polarization reflection coefficient with the incidence
angle is substantially different from that for the horizontal polarization. In fact, the
modulus jqvj is not monotonic with the incidence angle � , but it first decreases
from the value is has at normal incidence, vanishes at the angle � D �B, then it
subsequently increases to approach 1 for � !  =2. Figure 6.9 shows the moduli
of the reflection coefficients jqvj and jqhj as functions of the incidence angle for a
plane wave incident from the air onto the plane surface of a material having Q�2 D 60.
Note the dramatic changes of jqvj contrasting with the smooth monotonic behavior
of jqhj.

The incidence angle � D �B at which qv D 0 is named Brewster angle, given,
for incidence from air, by
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Fig. 6.10 Actual orientation of horizontal and vertical electric and magnetic field components of
incident and reflected waves at oblique incidence

sin �B D
r

�2

�1 C �2 D
s

n2

1C n2
� (6.21)

Equation (6.21) indicates that the Brewster angle �B >  =4 and increases with
increasing refractive index. Materials with high permittivity, such as aqueous
dielectrics at microwave frequency,6 are expected to have �B beyond the commonly
used observation angles, although the local incidence angle may exceed �B for
particular geometries of the Earth’s environment (Sect. 6.6.1). Note that qv < 0

for � < �B and qv > 0 for � > �B. This change of sign translates into a   change
of phase of the reflection coefficient for vertical polarization. Given the different
behavior of the respective reflection coefficients, the reflected fraction of vertical
field is lower than that of the horizontal component, clearly excepted that for � D 0.
This behavior has an important impact on the choice of the polarization at which
both active and passive microwave Earth observation is carried out, as well as on the
interpretation of acquired data. Moreover, the diverse manner with which reflection
occurs suggests that the reflected horizontal and vertical components may carry
independent pieces of information on the observed terrestrial targets.

Finally, it worth mentioning that, given the sign of the reflection coefficients for
� < �B and the orientation of the vectors, the horizontal component of the reflected
electric field is opposite to the incident one, while E00

v maintains its z-component
and inverts the one along x (Fig. 6.10). This feature has an important bearing on the
phase behavior of the reflection from the dihedral or trihedral composite structures
considered in the following Sects. 6.6.1 and 6.6.2.

6The Brewster angle actually refers to lossless substances, however, lossy terrestrial materials
behave in a fairly close manner, as discussed in Sect. 6.3.2.
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6.3 Oblique Incidence, Lossy Materials

The preceding results, which have been obtained under the lossless assumption,
provide a quite useful reference for the reflecting behavior of the actual materials in
the terrestrial environment, which, however, are lossy, characterized by the complex
permittivity �2 D �0.Q�r2 C jQ�j2/, consistently with the findings of Chap. 2.

The fields in the approximately lossless air, that is, the incident and reflected ones
characterized by their respective phase vectors, are, as before,

E D E0 e�j.ˇxxC ˇzz/ I
H D H0 e�j.ˇxxC ˇzz/ I
E00 D E00

0 e�j.ˇxx � ˇzz/ I
H00 D H00

0 e�j.ˇxx � ˇzz/ ;

whereas, the results of Sect. 4.1.2 indicate that the propagation vector k0 D ˇ0� j˛ 0
of the wave refracted into the terrestrial material (terrain, water, . . . ) must now be
complex and include an attenuation vector ˛ 0 ¬ ˇ0, given the complex permittivity
of the material. Therefore,

E0 D E0
0 e�˛0�r� jˇ0�r I (6.22)

H0 D H0
0 e�˛0�r� jˇ0�r :

The continuity (6.12) of the tangential components of the fields requires that on the
boundary

e�jk�r D e�jk0�r ;

or, since the condition holds for z D 0,

e�jˇxx D e�.˛0
xxC jˇ0

xx/ 8x : (6.23)

Equation (6.23) implies the following condition on the coefficients of the exponent

�jˇx D �˛0
x � jˇ0

x ;

whence

˛0
x D 0I ˇ0

x D ˇx :
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It follows that

˛0 D ˛0z0I ˇ0
x D ˇ0 sin � 0 D ˇ sin � :

As expected, the phase vector satisfies the same relation as for the lossless case,
while the attenuation vector is perpendicular to the boundary. The first condition
corresponds to the requirement that incident, refracted and reflected waves travel
along the boundary with the same phase velocity. The second derives from the
independence of the amplitude of the incident field from the points on the boundary,
which implies that the amplitude of the reflected and refracted waves cannot even
vary with x.

The general expression of the refracted electric field is then

E0 D E0
0 e�˛ z � j.ˇ0

xxC ˇ00
z z/ : (6.24)

6.3.1 The Refracted Wave

The wave excited in the lossy material by the plane wave incident at an angle � ¤ 0
is non-homogeneous since ˛0 ¬ ˇ0. Then the approach followed in Sect. 6.2.2 fails:
the refraction angle � 0 cannot be obtained from Snell’s law in terms of refractive
index, nor ˇ0 neither, in turn, ˛0, are obtainable from the boundary conditions alone,
since � 0 is unknown.

Then, starting from the complex (4.10), that is

k0 � k0 D .ˇ0 � j˛0/ � .ˇ0 � j˛0/ D ˇ02 � ˛02 � 2j ˛0 � ˇ0

D !2�0�2 D !2�0�0

Q�r2 C jQ�j2

�
;

two relations are obtained:

ˇ02 � ˛02 D !2�0�0 Q�r2 D �20 Q�r2 I
2˛0 � ˇ0 D 2 ˛0ˇ0p1 � sin2 � 0 D !2�0�0j Q�j2j D �20 j Q�j2j ;

from which the attenuation and phase vectors of the refracted wave are determined
by some tedious algebra, taking into account that ˇ0

x D ˇx. The refracted field shows
some particularly significant features for materials that, at a given frequency, have
either low or high losses.

When dissipation is low such that Q�j2 � Q�r2,

ˇ0 ' �0
p
Q�r2 D �0n I sin � 0 ' sin �pQ�r2

D sin �

n
�
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Both modulus and direction of ˇ0 are the same as for a lossless medium with
refracive index n D pQ�r2, while

˛0 ' �0
ˇ̌Q�j2

ˇ̌

2
p

n � sin2 �
D !

ˇ̌Q�j2

ˇ̌

2c0
p

n � sin2 �
� (6.25)

As expected, the modulus ˛0 of the attenuation vector is directly proportional to
the frequency and to the imaginary part of the permittivity. Also, ˛0 increases with
increasing incidence angle. On the other side, for high-losses (i.e.,

ˇ̌Q�j2

ˇ̌	 Q�r2),

˛0 ' ˇ0 ' !
s
�0�0

ˇ̌Q�j2

ˇ̌

2
D !

c0

sˇ̌Q�j2

ˇ̌

2
,

as found in Sect. 4.1.2 for a homogeneous wave. Then, since generally Q�r2 � 1,
Snell’s law yields

sin � 0 '
s

2ˇ̌Q�j2

ˇ̌ sin � � sin � :

Therefore, the refracted wave propagates in a direction nearly orthogonal to the air-
material interface shown in Fig. 6.11, so that

ˇ0 ' ˇ0z0 k ˛0 :

The refracted wave is nearly homogeneous in case of high dissipation. This is the
so-called Leontovich condition. Note that the field has features analogous to those
for “dense” lossless materials, that is, those for which n 	 1. In conclusion, the
field at frequencies or wavelengths at which the material is highly dissipative is

E0 ' E0
0e
�˛0z � jˇ0z I

H0 ' H0
0e
�˛0z � jˇ0z ;

and behaves like a homogeneous wave, with

E0
0 ? H0

0 ? z0 I E0
0 D ��2 z0 �H0

0 ;

where

�2 ' !�0

ˇ0 � j˛0 D
1C jp
2

s
�0

�0
ˇ̌Q�j2

ˇ̌ D 1C jp
2

�0qˇ̌Q�j2

ˇ̌ �



182 6 Reflection

Fig. 6.11 Attenuation and
phase vectors of refracted
quasi-homogeneous wave in
high-loss material

6.3.1.1 Penetration Depth

The depth z D l at which the refracted field amplitude reduces to 1=e of its initial
value is named penetration depth:

l :D 1

˛0 � (6.26)

The expression of l depends on the spectral features of the permittivity of the
material. When the low-loss approximation (6.25) holds,

l ' 2c0
p

n � sin2 �

!
ˇ̌Q�j2

ˇ̌ D �0
p

n � sin2 �

 
ˇ̌Q�j2

ˇ̌ �

Instead, in case of high dissipation,

l D
p
2

!
q
�0�0

ˇ̌Q�j2

ˇ̌ D
c0
!

p
2qˇ̌Q�j2

ˇ̌ D
�0p

2 
qˇ̌Q�j2

ˇ̌ � (6.27)
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The penetration depth increases with wavelength and decreases with increasing
imaginary part of permittivity7: in particular, l is a rather small fraction of the
wavelength in vacuo in case

ˇ̌Q�j2

ˇ̌	 1.
The penetration depth is an important parameter to consider in Earth observation,

since it is related to the depth below the surface down to which an observing system
is able to gain information. At microwave frequencies, that is, at centimeter to
decimeter wavelengths, the high values of

ˇ̌Q�j2

ˇ̌
limit the penetration depth in aqueous

dielectrics to millimeters or few centimeters at most [4, 11, 20], whereas the lowˇ̌Q�j2

ˇ̌
of dry loose materials allows sub-surface penetration down to meters [7, 10].

In the optical range, the wavelength of the order of micrometers allows to extract
information only from the skin layer of the materials [6, 18], apart from clear water,
where the penetration can reach several meters [8].

6.3.2 Reflection Coefficient of Lossy Media

Assume for simplicity of notations that the incident field is horizontally polarized,
that is E D E0y0. The tangential field continuity requires

E0 � E00
0 D E0

0 I
H0x C H00

0x D H0
0x :

Since incident and reflected waves are homogeneous, the magnetic field is immedi-
ately related to the electric field by

H0x D �E0
�1

cos � I H00
0x D �

E00
0

�1
cos � :

Instead, the refracted wave, which is inhomogeneous, has E0
0 and H0

0 related
by (4.30), hence

H0
0 D

jk0 � E0
0

j!�0

D ˛0z0 C jˇ0

j!�0

� E0
0y0

D 1

j!�0

.�˛0E0
0x0 � jˇ0 cos � 0E0

0x0 C jˇ0 sin � 0E0
0z0/ :

Some manipulation leads to the reflection coefficient

qh D �0 � �S2 cos �

�0 C �S2 cos �
� (6.28)

7It is worth recalling that the values of Q�j and Q�r are related.
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Equation (6.28) contains the so-called surface impedance �S2 for material M2,
defined as

�S2 D j!�0

˛0 C jˇ0 cos � 0 �

When dissipation is low, ˛0 � ˇ0 and the field behaves like in the lossless case,
while

qh ' �0 � �2 cos �

�0 C �2 cos �

for high losses. Coarsely speaking, in this latter case
ˇ̌Q�j2

ˇ̌
is high, the intrinsic

impedance is low and, in the limit .�2=�0/ ! 0, the reflection coefficient qh ! 1.
As already observed, the reflecting behavior in case of high losses is similar to that
of the high-permittivity lossless case.8

Analogous and more tedious computations lead to determining the behavior of
the reflection coefficient qv for vertical polarization, which retains the features it
has in the lossless case, but with a major difference: since the intrinsic impedance
of lossy materials is complex, no incidence angle can satisfy the two independent
equations into which the complex condition qv D 0 splits, hence no Brewster angle
exists for lossy materials. As the incidence angle varies, the reflection coefficient for
vertical polarization decreases from its value (6.8) for normal incidence to a non-
zero minimum, which is reached at the pseudo-Brewster angle �pB, then it goes up
towards 1, as in the lossless case. Correspondingly, the phase ˚qv of qv shows a
continuous decrease from the value (which is frequently ˚qv �  ) it has at normal
incidence to ˚qv D 0 for grazing incidence.

Figures 6.12, 6.13, and 6.14 show some relevant examples of the trend with
the incidence angle of the reflection coefficients of lossy media for both hori-
zontal and vertical polarizations. Figure 6.12 refers to jqhj and jqvj computed at
f D 1 GHz for a material having a high real part of permittivity and two different
imaginary parts. The diagrams are indicative of the reflecting behavior of the
smooth interface between air and an aqueous material at L-band. The reflection
for vertical polarization reproduces the trend of the lossless case, especially for
the lower value of

ˇ̌Q�j

ˇ̌
. The pseudo-Brewster angle exceeds 80ı, given the quite

high permittivity, which leads to an elevated overall power reflection coefficient for
� . 50ı. A comparison among the reflecting behavior that an aqueous material
could exhibit at three microwave frequencies of particular interest for radar Earth
observation is reported in Fig. 6.13. The effect of frequency, the increase of which
causes a decrease of permittivity, is shown by the slight modification of the trends,
which, after all, remain relatively stable. Finally, Fig. 6.14 shows the reflecting

8Note that the suitable choice of the direction of the reflected electric field indicated in Fig. 6.11
is opposite to the one in Sect. 6.2.2, with a corresponding reversal of the sign of qh in the limiting
lossless case.
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Fig. 6.12 Moduli of reflection coefficients qh and qv at frequency f D 1GHz vs. incidence angle
� of the smooth interface between air and a simulated aqueous material with Q� D 70� j70 (upper
pair of curves) and Q� D 70� j7 (lower curves) (Diagrams, courtesy G. Schiavon)
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Fig. 6.13 Moduli of reflection coefficients qh and qv at L- (top pair of curves), C- (middle) and X-
band (bottom) vs. incidence angle � of the smooth interface between air and a simulated aqueous
material with permittivity Q� D 70 � j70 at L-band, Q� D 65 � j35 at C-band, Q� D 60 � j30 at
X-band (Diagrams, courtesy G. Schiavon)
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Fig. 6.14 Moduli of reflection coefficients qh and qv at X-band vs. incidence angle � of the smooth
interface between air and simulated terrain, for: wet (Q� D 54:4� j36:8, top pair of curves); humid
(Q� D 17:9 � j7:2, middle); dry (Q� D 3:5 � j0:4�0, bottom) soil conditions (Diagrams, courtesy
G. Schiavon)

behavior that could be expected at X-band for soil with different moisture contents.
The simulations indicate the considerable effect of humidity, given the change of
permittivity it entails. The dry terrain shows a fairly low reflection coefficient on
both polarizations, with the pseudo-Brewster angle �B � 60ı, whereas the behavior
of the wet soil approaches that of water.

As already observed, comparing the reflection from the dissipative materials
considered in the previous examples with the results displayed in Fig. 6.9 suggests
that the reflecting behavior in the lossy case does not differ substantially from to the
one in absence of dissipations.

6.3.2.1 Power Absorption

As for the normal incidence case considered in Sect. 6.1.2.2, indications on the
fraction of electromagnetic power crossing the interface between air and a lossy
material are obtained by the Poynting’s theorem applied to the unit-area slice of the
M1–M2 boundary shown in Fig. 6.15, thin enough that the power dissipated in it is
negligible. The power P 0 entering the material through the unit area of its boundary
derives from the incident power P deprived of the power P 00 carried back by the
reflected wave

� P cos � C P 00 cos � C P 0 D 0 : (6.29)
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Fig. 6.15 Balance of
incident, refracted and
reflected areic power in a thin
slice of air-material boundary
(in the dashed contour) for
oblique incidence

By relating P 00 to P and taking (6.9) into account, (6.29) yields

P .a/ D .P � P 00/ cos � D .1 � jqEj2/ cos � P D .1 �R/ cos � P

D A cos � P D A P ;

where qE represents either qh or qv according to the polarization of the incident field.
The absorptivity

A :D A cos �

is introduced to account for the combined effect of both cos � and qE.�/.
Absorptivity represents the fraction of the incident areic power that is delivered
to the material through the unit area of its boundary. Therefore, independently
from the reflection coefficient, A depends on the angle the surface forms with the
direction of incidence: as � increases, A decreases. When also the behavior of the
reflection coefficients is taken into account, a maximum of absorption of a vertically
polarized wave is expected about the pseudo-Brewster angle, while absorption of
horizontally polarized waves is lower and decreases monotonically with increasing
incidence angle.

6.4 Total Reflection

Part of the wave coming from the external source, that is, the Sun, a radar transmitter
or a laser, is refracted into the encountered material and propagates in it. Given
the possible sub-surface inhomogeneities and the finite dimensions of natural or
man-made objects, part of the refracted power is sent back by inner reflection or
scattering (Chap. 7), hence it re-emerges from the material and is transmitted into
the air following the reversed propagation path. With reference to Fig. 6.16, this
process can be modeled as the incidence of the wave from M1, which is now a
denser material, onto the air, which is now a tenuous medium M2. Denser material
means that M1 is such that
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Fig. 6.16 The wave
emerging from a denser
material propagates in a
direction away from the
normal

p
�0�1 >

p
�0�2 � p�0�0 : (6.30)

For the sake of simplicity, materials M1 and M2 are both assumed lossless.
The continuity (6.12) of the tangential components of the fields that leads to

Snell’s law (6.15) yields

sin � 0 D
r
�0�1

�0�2
sin � : (6.31)

Since (6.30) holds, now � 0 > � , i.e., the direction of propagation of the emerging
wave divaricates from the normal to the boundary plane, as sketched in Fig. 6.16, to
be compared with Fig. 6.6. As the incidence angle � increases, the direction of ˇ0
approaches x0. At the angle � D �L, named limit angle, and such that

sin �L D
r
�0�2

�0�1
,

sin � 0 D 1: for incidence angle � D �L, the emerging wave propagates along
the boundary. This implies that for further increase of the incidence angle, that
is for � > �L, no (real) refraction angle can satisfy the continuity of the
tangential components of the field, thus the system of waves considered in Sect. 6.3
breaks down. From the physical point of view, beyond the limit angle, the phase
velocity (6.16) along x of the wave coming from the denser material M1 (e.g., water,
terrain, etc.) is lower than the minimum velocity (4.28) that a homogeneous plane
wave can have in the thinner material M2 (air, in the case at hand), i.e.

!

ˇ sin �
<
!

ˇ0 8� > �L :

This consideration suggests that a slower plane wave must exist in the thinner
medium to satisfy continuity. Section 4.1.2.2 demonstrates that an inhomogeneous
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wave propagates at a velocity (4.29) lower than that of the corresponding homoge-
neous wave, and therefore it is able to guarantee the tangential field continuity. In
particular, the velocity of propagation u0 of the inhomogeneous refracted wave must
be

u0 D !

ˇ0 D
!p

˛02 C k02
<

1p
�0�2

8� > �L : (6.32)

The condition (6.32) is satisfied, because, as the phase velocity along x of the
incident wave decreases with increasing � , the attenuation constant ˛ 0 increases
to correspondingly lower the velocity of the refracted wave. The generation of the
inhomogeneous wave thus guarantees the field continuity.

Since air is suitably modeled as a lossless medium, ˛0 ? ˇ0, hence the refracted
wave is expressed by

E0 D E0
0 e˛

0z � jˇ0x .z < 0/ : (6.33)

Equation (6.33) shows that the field of the refracted wave travels along the boundary
while its amplitude decreases with the distance from the boundary. The phase and
attenuation vectors of incident, reflected and refracted waves are shown in Fig. 6.17.

The values of the phase and attenuation constants of the refracted wave are
obtained from the continuity condition

ˇ0 D
q
˛02 C !2�0�2 D !p�0�1 sin � ;

and, correspondingly,

˛0 D !p�0�1

r
sin2 � � �2

�1
:

Fig. 6.17 Perpendicular
phase and attenuation vectors
of totally reflected wave
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For some further insight into the physics of total reflection, assume a horizontally
polarized wave emerging from the material M1. The field continuity requires
horizontal polarization also for the wave in the air, so that

E0
0 D E0

0 y0 I

H0
0 D

ˇ0E0
0

!�0

z0 C j
˛0E0

0

!�0

x0 :

Then the Poynting vector of the refracted wave9 is

PPP 0 D 1

2
E0
0 y0 e˛

0z � jˇ0x �
�
ˇ0E0

0

!�0

z0 � j
˛0E0

0

!�0

x0

�
e˛

0z� jˇ0x

D j

ˇ̌
E0
0

ˇ̌2
2

˛0

!�0

e2˛
0zz0 C

ˇ̌
E0
0

ˇ̌2
2

ˇ0

!�0

e2˛
0zx0 :

The Poynting vector emerging from a denser material for incidence beyond the limit
angle is complex:

PPP 0 D P 0
r x0 C jP 0

j z0 :

The x-direction of the real component indicates that the emerging power is trans-
ported along the interface, hence no power is transferred from the denser material
to the thinner one. In fact, the component of PPP 0 perpendicular to the boundary
is imaginary and, according to the results of Sect. 1.2.5, does not correspond to
any transfer of power. Therefore, the power reflected or scattered inside the denser
material is invisible to the external sensor when total reflection occurs.

6.5 Reflection from Layered Materials

The models that have been worked out in the preceding sections to evaluate the basic
reflecting features of a target surface assume infinite thickness of the materials. This
assumption is sufficiently realistic in several instances, such as off-shore waters or
deep rock-beds. However, also structures formed by more or less thick layers of
different kinds of matter are found in the terrestrial environment.

To obtain information on the reflecting behavior of layered structures [3, 19],
consider now the three media, M0, M1, and M2 shown in Fig. 6.18, separated by
plane parallel interfaces. Media M0 and M2 are assumed of infinite vertical extent,
eventually of the same material, M1 is a layer of finite thickness d1. The upper
medium M0 may be air and M1 and M2 materials found on the Earth’s surface, such
as snow over terrain, soil over bedrock, or wax cuticle over leaf epidermis. The slab

9Remember that the refracted wave exists for z < 0.
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Fig. 6.18 Three-layer plane model of a stratified structure with downward (denoted by the +

superscript) and upward (denoted by the * superscript) obliquely propagating waves

M1 can also represent a planar leaf or a building wall, in which case M0 and M2 are
both air. It is understood that the respective permittivities and the incidence angles
are such that no total reflection occurs at any of the boundaries.10

6.5.1 Lossless Materials

When the homogeneous plane wave originated by a radar or by the Sun, impinges
onto the M0–M1 interface at z D 0, part of the incident power enters M1 and travels
downward with propagation vector ˇ+. The M1–M2 dielectric discontinuity at the
bottom z D d of the M1 layer reflects the downward wave, thus originating an
upward wave traveling with propagation vector ˇ*. The upward wave is in turn
reflected by the upper M1–M0 interface, and adds to the downward wave, and so
on. Such a multiple reflection process is taken into account by one single downward
global wave and one upward global wave.

Following the approach of Sect. 6.2.2, two sets of continuity conditions are now
needed to match the tangential field vectors of the waves in the three homogeneous
media:

• At the z D 0 upper boundary

E0t C E00
0t D E+

0t C E*
0t I

10Following the discussion in Sect. 6.3.2 for the Brewster angle, the lossless case is indicative also
of the total-reflection behavior of actual dissipative materials.
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H0t CH00
0t D H+

0t CH*
0t :

• At the z D d bottom boundary11

E+
0te
�jˇ+

z d C E*
0te

jˇ*
z d D E0

0t I

H+
0te
�jˇ+

z d CH*
0te

jˇ*
z d D H0

0t :

A total of 16 unknown tangential (scalar) components of the electric and magnetic
fields are now present in the system of equations originated by the required
continuity. Given the homogeneity of the waves, the relations (4.31) and (4.32) hold
between E and H, thus halving the number of unknowns. Moreover, the 8 – equation
system splits into two independent systems of four equations in the four unknown
corresponding to the principal polarization components, vertical and horizontal, like
in Sect. 6.2.2. The reflection (backward into M0) and transmission (forward into
M2) coefficients depend not only on the electromagnetic parameters of the materials
and on the incidence angle as for the half-space, but also on the thickness d of
the slab of material M1, which affects the phases of the upward and downward
waves, according to the wavelength in it. Indeed, given the mod.˚; 2 / property,
periodicity with ˇ+

z d D ˇ*
z d is expected.

6.5.1.1 The Reflection Coefficient

To avoid cumbersome algebra, an incident wave traveling along z is now considered,
with moderate loss of generality.

When ˇ D ˇ z0, all waves propagate along z, hence ˇz � ˇ. Assume linear
polarization and the y-axis along the electric field: the boundary conditions at the
bottom z D d of the M1 slab are

E+
0 e�j˚d C E*

0 e j˚d D E0
0 I (6.34)

�H+
0 e�j˚d C H*

0 e j˚d D �H0
0 ; (6.35)

where ˚d denotes the phase shift due to the slab of thickness d and permittivity �1:

˚d D ˇ+d D ˇ*d D !p�0�1 d :

Expressing the magnetic fields in terms of the electric fields through the intrinsic
impedances �1 of material M1 and �2 of material M2 yields

11The phase of the wave transmitted into M2 has been suitably referred to the .z D d/-plane, so
that the z-dependent phase factor of the transmitted field is e�jˇ00

z .z�d/ instead of e�jˇ00

z z.
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�E+
0

�1
e�j˚d C E*

0

�1
e j˚d D E0

0

�2
�

By substituting for E0
0,

E+
0 e�j˚d C E*

0 e j˚d D �2

�1
E+
0 e�j˚d � �2

�1
E*
0 e j˚d ;

so that

E*
0 D

�2 � �1
�2 C �1 E+

0 e�j2˚d D q.12/E E+
0 e�j2ˇ1d : (6.36)

Equation (6.36) shows that the field E*
0 of the upward traveling wave arriving at

the M1–M0 interface is the downward traveling field E+
0 reflected by the M1–M2

interface and shifted in phase by 2˚d D 2ˇ1d because of the up and down double
path in M1. Then, the field E0

0 exiting the slab M1 and entering the infinitely thick
M2 material is

E0
0 D E+

0 e�j˚d C q.12/E E+
0 e�j2˚d e j˚d D .1C q.12/E /E+

0 e�jˇ1d : (6.37)

The relation (6.37) indicates that the field that emerges from the bottom of M1 into
M2 is the field that entered M1 with amplitude modified by the reflection from the
M1–M2 interface and with the phase shift produced by the path in M1. The field
E00
0 globally reflected by the layered structure, which is the field that is ultimately

measurable by a remote sensor, is obtained from the boundary conditions at the
M0–M1 interface

E0 C E00
0 D E+

0 C E*
0 I (6.38)

�H0 C H00
0 D �H+

0 C H*
0 : (6.39)

Using (6.37), Eqs. (6.38) and (6.39) become

E0 C E00
0 D .1C q.12/E e�j2˚d/E+

0 I

�E0
�0
C E00

0

�0
D 1

�1
.�1C q.12/E e�j2˚d/E+

0 ;

from which the reflection coefficient q.01/Es of the layered structure is finally obtained
as

q.01/Es D
E00
0

E0
D �1.q

.12/

E e�j2ˇ1d C 1/C �0.q.12/E e�j2ˇ1d � 1/
�1.q

.12/

E e�j2ˇ1d C 1/C �0.q.12/E e�j2ˇ1d C 1/
, (6.40)
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where the reflection coefficient q.12/E at the M1–M2 interface is found in (6.36). The
reflection coefficient q.01/Es of the layered structure obviously reduces to the value

q.01/Es D q.01/E D
�1 � �0
�1 C �0

,

if no reflection occurs at the M1–M2 interface.
It is worth to point out that, as expected, the phase shift 2ˇ1d D 4 .d=�1/

introduces a periodicity into the reflection coefficient: this implies that the amplitude
of the reflected field varies periodically with both wave frequency and thickness of
the slab M1, for given �1. Note that, in case of oblique incidence, the periodicity of
the reflecting behavior depends also on the angle of incidence.

In essence, the periodic behavior of the reflection coefficient of the layered
structure is due to the interference between the downward and the upward waves.
When the two waves at the M0–M1 interface are in phase, the reflection coefficient
has a maximum, whereas it is minimum for waves out of phase. The phase difference
depends on a number of parameters, that is, on the thickness of slab M1, on
permittivities of the materials, on angle of incidence and on wave frequency. In case
the incident radiation is not monochromatic, but composed of many wavelengths,
the occurrence of constructive or destructive interference depends on wavelength,
for given values of the other parameters. The reflected radiation has maxima at
the wavelengths at which constructive interference happens, i.e., at wavelengths
at which (6.40) has maxima. Figure 6.19 depicts the combined effect of the
thickness d of the slab M1 and of the wavelength �1 in originating constructive
or destructive interference. The variable thickness d of the oil film (material M1 in
the considered model) over water (material M2) results in the appearance of color
fringes. The “color” is given by the wavelength �1 at which the local thickness d
yields constructive interference between the waves traveling downward and upward
in the oil film. In essence, the color fringes represents a map of the thickness of the
oil film.

For the periodic variation of reflection to be actually observable, the assumed
plane parallel boundary must be a sufficiently approximate representation of the
real surface structure. Since the deviation from planarity must be small with respect
to wavelength, in the optical wavelength range such a model is seldom realistic for
many layered terrestrial materials, although, as seen above, it can be representative
of fluid structures, such as a thin oil slick over water, that are indeed quite relevant
to environmental monitoring. Rather, the model can be serviceable at microwaves,
especially in the lower frequency range, where, for instance, the effect is observed
on ice sheets over liquid water [17].
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Fig. 6.19 The color fringes on an oil film are modeled by wavelength-selective interference
between upward and downward waves in a three-layer structure as in Fig. 6.18

6.5.2 Lossy Materials

The essential information on the reflecting behavior of layered structures has been
readily obtained under the assumption of lossless ideal materials. Further insight
into the reflection mechanisms is gained by extending the analysis to the more
realistic lossy media. In such a case, the waves in M1 and M2 are obviously
attenuated. The model is complicated when incidence is oblique, since, according
to the results of Sect. 6.3, the phase vector ˇ D ˇxx0 C ˇzz0 is not parallel
to the attenuation vector ˛ D ˛ z0. Therefore, to avoid cumbersome algebra,
normal incidence (i.e., ˇx D 0) is considered again here. After all, the results of
Sect. 6.3.1 indicate that this assumption well approximates the behavior of the field
penetrating into various “humid” terrestrial materials. In this introductory approach,
the continuous vertical inhomogeneities (cf. Sect. 7.3.3) that are encountered in
several actual instances, such as in soil [2], snow [16], or sea foam [1] layers, are
also disregarded.

The fields to include into the continuity relations (6.34) and (6.35) on the z D d
boundary now have to account for the attenuation12 A1 (Sect. 4.22) undergone in
M1, i.e.,

A1 D e�˛+d D e�˛*d � e�˛1d :

12The attenuation caused by M1 is clearly the same for both downward and upward waves.



196 6 Reflection

Correspondingly, the continuity conditions are now

E+
0 A1e�j˚d C E*

0

A1

e j˚d D E0
0 I (6.41)

�H+
0 A1e�j˚d C H*

0

A1

e j˚d D �H0
0 : (6.42)

By relating H0 to E0 through the complex intrinsic impedances �1 and �2 and
taking (6.41) into account, (6.42) becomes

�A1

E+
0

�1
e�j˚d C E*

0

A1 �1
e j˚d D �A1

E+
0

�2
e�j˚d � E*

0

A1 �2
e j˚d ;

whence the upward traveling field E*
0 is finally

E*
0 D

�2 � �1
�2 C �1 e�2˛1d e�j2ˇ1d E+

0 D q.12/E e�2˛1d e�j2ˇ1d E+
0 ;

which indicates that the field of the upward wave arriving at the M1–M0 interface
is the field E+

0 that entered M1, reflected by the M1–M2 interface and attenuated by
the round trip within M1.

The field E0
0 transmitted into M2 is

E0
0 D



1C q.12/E

�
e�˛1d e�jˇ1d E+

0 ;

that is, the field entering M2 is the one that entered M1, shifted in phase and
attenuated by the path in the M1 slab, and refracted through the M1–M2 interface.
For given E+

0 , the transmitted field decreases with increasing attenuation, i.e., in
particular, with increasing imaginary part j Q�j1j of the permittivity of material M1,
which affects the penetration depth (6.26) in the layer.

6.5.2.1 The Reflection Coefficient

The field E00
0 globally reflected at the interface z D 0 between air and layered

structure is

E00
0 D

�1 C �0 Cs

�1 � �0 Cs
E0 D q.12/Es E0 ;

having defined the slab factor

Cs D q.12/E e�2˛1d e�j2ˇ1d � 1
q.12/E e�2˛1d e�j2ˇ1d C 1

�
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The slab factor is a complicated function of the complex permittivities of materials
M1 and M2, of frequency, and of the thickness of the M1 slab. The presence of
the phase factors suggests an essentially periodic behavior, like in the lossless case
of Sect. 6.5.1.1, but now damped by attenuation. The analysis of particular cases
provides some further insight into the reflecting behavior of the layered structure.

If the material M1 is tenuous,13 such that �1 ' �0

E00
0 ' q.12/E e�j2ˇ1d E0 ;

i.e., the field reflected from the layered structure reduces to the one reflected from
the M1–M2 transition, modified by the appropriate phase factor. Analogously, if
�2 ' �1, q.12/E ' 0 and

E00
0 '

�1 � �0
�1 C �0 E0

approximates the field reflected by the single M0–M1 discontinuity. When the M1

slab contains a high-loss material and/or its thickness d is large with respect to the
penetration depth (6.26) so that e�2˛1d � 0,

E00
0 '

�1 � �0
�1 C �0 E0

is again the field reflected when the M1–M2 discontinuity vanishes: little effect of the
underlying material M2 is observed when the covering layer M1 has sufficiently high
losses or is sufficiently thick compared with the penetration depth l . In practice,
this condition tends to be more frequently met at the higher microwave frequencies
and/or for a layer of moist material with thickness at least of the order of the free-
space (vacuum) wavelength. At optical wavelengths, the effects both of the peaks of
j Q�j1j in correspondence of the resonances and of the extremely high frequency, make
many natural and man-made materials14 of non-negligible thickness opaque, so that
the underlying materials are typically not observable.

As another significant reference, consider now the case of a slab of material M1

for which 2ˇ1d D 2m  (m D 1; 2; 3; : : :), so that

Cs D q.12/E e�2˛1d � 1
q.12/E e�2˛1d C 1 �

When attenuation is high, e�2˛1d � 0 and the reflection coefficient of the layered
structure is again

13This happens, for instance, in thin vegetation, dry snow, or sea foam at the lower microwave
frequencies.
14“Clean” water, is a notable exception.
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q.01/Es '
�1 � �0
�1 C �0 D q.01/E :

Instead, when attenuation is low, e�2˛1d � 1 and the slab factor becomes

Cs ' q.12/E � 1
q.12/E C 1

�

Then, in case the bottom M1–M2 interface is highly reflecting,
ˇ̌
q.01/Es

ˇ̌ � 1. The
above results indicate that the reflection coefficient of a slab of material M1

overlying a material M2 having high permittivity, such as an aqueous dielectric at
microwaves, ranges between

ˇ̌
q.01/Es

ˇ̌ � 1 when M1 is transparent, and considerably
lower values at frequencies at which M1 absorbs. The effect of absorption adds to the
wave interference considered in Sect. 6.5.1 to make color patterns to appear when
polychromatic radiation impinges onto the surface of layered structures. Coarsely
speaking, a maximum of reflection takes place at less absorbed wavelengths, thus
enhancing the corresponding color, while low reflection occurs at the absorbed ones.
It important to bear in mind that this mechanism has little relation with the effect
of permittivity on the reflection coefficient considered in Sect. 6.3.2. The effect of
absorption in coloring the reflected radiation is also clearly different from that of
interference outlined in Sect. 6.5.1.1.

6.5.2.2 The Transmission Coefficient

The field E0
0 entering M2 depends on the parameters of the layered structure

according to

E0
0D

2�1


1C q.12/E

�
e�˛1d e�jˇ1d

�1

�
q.12/E e�2˛1d e�j2ˇ1d C 1

�
� �0

�
q.12/E e�2˛1d e�j2ˇ1d � 1

� E0 D t.01/Es E0 :

The transmission coefficient t.01/Es is a complicated function of the involved param-
eters, essentially because of the interference between the upward and downward
waves at the M0–M1 interface. If the round trip attenuation in M1 is sufficiently high,
E*
0 � E+

0 , the upward traveling wave interfering with the downward wave tends to
vanish and the periodicities in reflection and transmission tend correspondingly to
disappear. When

ˇ̌
q.12/E

ˇ̌
e�2˛1d � 1 ;

the transmission coefficient simplifies in
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Fig. 6.20 The white solar light appears green when transmitted through a leaf since it is depleted
of the radiation at the wavelengths more absorbed by the vegetal matter

t.01/Es '
2�1

�0 C �1
2�2

�1 C �2 e�˛1d e�jˇ1d : (6.43)

Equation (6.43) shows that the transmission of the field through the total structure
depends on the transmissions at the M0–M1 and M1–M2 interfaces, taking account
of the attenuation and phase shift caused by the lossy propagation path in the slab
M1.

A particularly relevant case is when M2 is the same as M0: this happens, for
instance, for a planar leaf surrounded by air. The transmission coefficient of the
leaf, modeled by the slab M1, is then

t.01/Es D 4
�0 �1

.�0 C �1/2 e�˛1d e�jˇ1d :

It is important to recall that the absorption coefficient ˛1 depends on the imaginary
part of permittivity Q�j1 of the leaf material M1 according to (4.13). Therefore, given
the results of Sect. 2.2.3, the transmission through the slab M1 is a function of
wavelength. When the polychromatic solar radiation impinges onto the leaf surface,
the radiation transmitted beyond the leaf is depleted of the bands absorbed by

the vegetal matter, for which e�˛1.�/d � 1. This crucial effect is detailed in
Sect. 14.1.1.2. An example of leaf transmission is shown in Fig. 6.20.
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Fig. 6.21 Double reflection
in a dihedral corner structure;
the waves concurrently follow
the path in the reverse
directions

6.6 Reflection from Composite Planar Structures

The plane structures considered in the previous sections, in spite of their extreme
simplicity, provide quite useful indications on the reflecting behavior of many
terrestrial environments. But the plane model misses a basic feature observed in
the reflection from some actual structures. Indeed, (6.14) indicates that the reflected
wave travels in the specular direction, thus ruling out the possibility that the field is
conveyed back in the same direction of incidence when � ¤ 0. In fact, this actually
happens when combined planar structures, typically found in urban environments,
produce multiple reflections.

6.6.1 Reflection from Dihedrons

Some structures, mainly man-made, are dihedral, that is, they ideally consist of two
orthogonal half-planes delimiting materials as asphalt (the horizontal plane) and
wall plaster (the vertical plane). Apart from a limited area in the neighborhood of
the edge, each half-plane reflects the incident field essentially according to the rules
seen in Sect. 6.2.2 for plane waves. With reference to Fig. 6.21, the electric field E00

1

reflected from the horizontal plane,15 in the Jones notation has the form

E00
1 D .qh1 E0h h01 C qv1 E0v v01/ e�jˇ1 � r ; (6.44)

15Given the symmetry, reflection from the vertical plane is concurrent to that from the horizontal
one, so the order of reflection is irrelevant.
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where qp1; .p D h; v/, denotes the reflection coefficient for polarization p at
the interface between M0 (air) and material M1 (e.g., pavement). The field (6.44)
reflected by the horizontal plane and traveling in the direction specular to the
incident one, impinges onto the vertical plane boundary of material M2. When the
phase vector of the incident wave is perpendicular to the edge of the dihedron, i.e.,
ˇ ? y0, the horizontal and vertical components of E00

1 are horizontal and vertical
components, respectively, also for the vertical plane. The field reflected by this latter
has then the form (cf. Sect. 12.1.2.5)

E00 D �qh2 qh1 E0h h00
0 C qv2 qv1 E0v v00

0

	
e�jˇ00� r : (6.45)

Simple geometric considerations show that the wave reflected by this double-bounce
mechanism has ˇ00 D �ˇ, thus it propagates in the verse opposite to that of the
incident wave, like for normal incidence.

6.6.1.1 Phase Shift Between Polarizations

However, the polarization of the field reflected by a dihedral structure behaves
differently from that discussed in Sect. 6.1.1. Figure 6.3 shows that the components
of the field reflected in case of normal incidence are both opposite to the incident
ones, i.e., h00

0 D �h0 and v00
0
D �v0. Instead, Fig. 6.22 indicates that the double-

bounce inverts the vertical component, while it leaves the verse of the horizontal
one unchanged, i.e.,

h00
0 D h0 I v00

0
D �v0 : (6.46)

Fig. 6.22 Versors of
horizontal and vertical
electric field components in
double-bounce mechanism
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The relations (6.46) translate into a  -change16 of the phase difference˚hv between
the horizontal and vertical components of the field (4.39) in the Jones representation.
For an incident wave

E D
h
E0v v0 C E0h e j˚hv h0

i
e�jˇ � r ;

the field (6.45) reflected by the lossless dihedral corner reflector17 is

E00 D
h
qv2 qv1 E0v v0 C qh2 qh1 E0h e j.˚hv C  / h0

i
e jˇ � r : (6.47)

The expression (6.47) shows that the relative phase of the horizontal component
reflected through the double-bounce mechanism is ˚ 00

hv D ˚hv C  , while the field
reflected for normal incidence clearly has ˚ 00

hv D ˚hv.
In conclusion, provided the angles of incidence on both horizontal and vertical

half-planes are lower than the respective Brewster angles given by (6.21),

– the relative phase of the horizontal component of the electric field undergoes two
changes of   rad, hence is left unchanged by the double bounce;

– the relative phase of the vertical component, which changes direction at each
reflection, at the end is shifted by   rad.

This phase behavior, which is peculiar of the double-bounce reflection mechanism
[13, Chap. 3] [9, Chap. 5], allows to discriminate the reflection from dihedral
corner reflectors against the one for normal incidence. Figure 6.23 reports the map
of the phase difference between horizontal and vertical field components for an
urban scenario where the density of dihedral corner reflectors is relatively high.
Figure 6.24, which refers to an agricultural area with a low density of dihedrons, is
shown for suitable comparison.18 The difference between the relative phase ˚ 00

hv D
˚hv C   of the reflected components and that, ˚hv, of the incident ones is color-
coded, with red denoting values ˚ 00

hv �˚hv �   and blue relative to ˚ 00
hv �˚hv � 0.

The urban zone shows an elevated number of double-bounce occurrences per unit
area, in contrast with the quite low density exhibited by the agricultural landscape.
Indeed, double reflections between horizontal street pavement and vertical building
walls are expected to occur frequently in the town but only occasionally in the area
that mainly includes cultivated or natural surfaces and a few sparse building. The
results suggest that the phase behavior is only slightly modified when the involved
materials are lossy, given the substantial similarity of the reflection features with
those in the lossless case discussed in Sect. 6.3.2.

16For lossless materials.
17Apart from an absolute phase term.
18The white and light blue patches refer to areas of the hilly surface where nearly normal local
incidence with correspondingly high backscattering occurs.
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Fig. 6.23 Observed phase difference 	˚hv between horizontal and vertical co-polarized compo-
nents of the field backscattered at P-band by an urban area; spots with j	˚hvj & 2

3
  are in red;

light color denotes high backscattering, dark represents low backscattering. Data acquired during
MAC 91 [5]

6.6.2 Reflection from Trihedrons

Several man-made structures are composed of three mutually orthogonal planes, as
further discussed in Sect. 14.1.2.2. These geometric arrangements are quite common
not only inside buildings, but also at their exterior, where, for instance, the horizontal
surface of the roof or of a terrace forms trihedrons with pairs of orthogonal walls at
its corners (Fig. 6.25). An electromagnetic wave approximately undergoes specular
reflections from the surfaces of which the corner reflector is composed [14]. After
bouncing on each of the three sides, the wave is sent back in the same direction
of arrival, ideally irrespective of the angle this latter forms with the edges. Since
the number of bounces in the trihedral reflection is odd, the relative phase of
the components remains unchanged,19 like for normal incidence. Note that the
horizontal and vertical unit vectors are referred to the horizontal surface, that is,
to the x y -plane in Fig. 6.26. A field that is horizontally or vertically polarized
with respect to this latter may not have the same polarizations with respect to

19The requirement that the angle of incidence be below the Brewster angle for each face of the
trihedron holds as for the dihedral reflection.
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Fig. 6.24 Observed phase difference between horizontal and vertical field components backscat-
tered at P-band by an agricultural area; spots with 	˚hv & 2

3
  are in red. Data acquired during

MAC 91 [5]

Fig. 6.25 Actual trihedral corner reflector formed by floor and walls
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Fig. 6.26 The triple bounce in a trihedron reflects the wave back in the same direction of incidence

the vertical surfaces.20 This implies mixing the reflection coefficients into three
generally different combinations.

Bounced Waves

The familiar concept that an object is bounced back from the surface of a material on
which it impinges is interpreted to understand which parameter is effective when we
deal with electromagnetic waves. If we recall the field continuity we learnt just at the
beginning, we are easily convinced that the key quantity is the intrinsic impedance.
Any change of � encountered by the wave makes a fraction of the latter to revert the
direction of propagation, giving rise to the reflected wave. This clearly occurs when
the radiation coming from the Sun or from a space- or air-based platform hits a solid
or liquid target. The larger the change of impedance, the stronger is the reflection
and less power is able to penetrate into the material.

To determine the reflecting properties, we resort extensively to field continuity,
field representation and plane wave features. A result is straightforward, the
law of reflection from mirrors, known for centuries, before the nature of the
electromagnetic field was understood. A little mathematical effort provides us with
other well established properties of reflection and refraction, the most interesting of

20The axonometric representation of the 3-D geometry alters the appearance of the angles in
Fig. 6.26.
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which is perhaps the substantial dependence of reflection on the wave polarization.
We begin to get used to the idea that the vertical component of the field is reflected
less, even considerably, than the horizontal one, according to the incidence angle.
How far the arriving wave is able to travel below the surface of lossy materials is
of considerable interest to assess the amount of information that Earth observing
systems can draw from sub-surface targets. We find that the penetration depth is
proportional to wavelength and decreases as the imaginary part of the permittivity
increases, i.e., with raising absorption of the material.

Boring algebra is demanded by modeling reflection from layered materials, as
indeed are encountered on Earth. A striking feature is the periodicity with thickness
or, equivalently, with wavelength, displayed by the reflection coefficient, which we
learn to be caused by the constructive or destructive interference of waves bouncing
back and forth between top and bottom boundaries of a horizontal slab. Moreover,
the dependence of the reflection and transmission coefficients on wavelength-
selective absorption hints at the origin of the color of the objects under natural
illumination.

A class of structures we especially see in the urban landscape consists of pairs or
triplets of orthogonal plane surfaces. Simple ray tracing shows that such geometries
may be able to send the incident wave back in the same direction of arrival, like a
single plane orthogonal to the direction of incidence. It is the difference of phase
between horizontal and vertical field components that reveals the diverse origin of
the reflection.

References

1. Anguelova MD, Gaiser PW (2013) Microwave emissivity of sea foam layers with
vertically inhomogeneous dielectric properties. Remote Sens Environ 139:81–96.
doi:10.1016/j.rse.2013.07.017

2. Behari J (2006) Microwave dielectric behaviour of wet soils. Springer. ISBN:9781402032882
3. Brekhovskikh LM (1980) Waves in layered media. Academic. ISBN:9780121305604
4. Bruckler L, Witono H, Stengel P (1988) Near surface soil moisture estimation from

microwave measurements. Remote Sens Environ 26(2):101–121. doi:http://dx.doi.org/10.
1016/00344257(88)90091-0

5. Canuti P, d’Auria G, Pampaloni P, Solimini D (1992) MAC 91 on Montespertoli: an
experiment for agro-hydrology. In: International Geoscience and Remote Sensing Symposium
(IGARSS’92), May 1992, vol 2, pp 1744–1746. doi:10.1109/IGARSS.1992.578869

6. Ciani A, Goss K-U, Schwarzenbach RP (2005) Light penetration in soil and particulate
minerals. Eur J Soil Sci 56(5):561–574. doi:10.1111/j.1365-2389.2005.00688.x

7. Farr TG, Elachi C, Hartl P, Chowdhury K (1986) Microwave penetration and attenuation in
desert soil: a field experiment with the shuttle imaging radar. IEEE Trans Geosci Remote Sens
GE-24(4):590–594. doi:10.1109/TGRS.1986.289675

8. Gordon HR, McCluney WR (1975) Estimation of the depth of sunlight penetration in the sea
for remote sensing. Appl Opt 14(2):413–416. doi:10.1364/AO.14.000413

9. Massonnet D, Souyris JC (2008) Imaging with synthetic aperture radar. EPFL.
ISBN:9781439808139

http://dx.doi.org/10.1016/00344257(88)90091-0
http://dx.doi.org/10.1016/00344257(88)90091-0


References 207

10. McCauley JF, Schaber GG, Breed CS, Grolier MJ, Haynes CV, Issawi B, Elachi C, Blom R
(1982) Subsurface valleys and geoarcheology of the Eastern Sahara revealed by shuttle radar.
Science 218(4576):1004–1020. doi:10.1126/science.218.4576.1004

11. Nolan M, Fatland DR (2003) Penetration depth as a DInSAR observable and proxy for soil
moisture. IEEE Trans Geosci Remote Sens 41(3):532–537. doi:10.1109/TGRS.2003.809931

12. Parcak SH (2009) Satellite remote sensing for archaeology. Taylor & Francis.
ISBN:9780203881460

13. Richards JA (2009) Remote sensing with imaging radar. Springer. ISBN:9783642020209
14. Robertson SD (1947) Targets for microwave radar navigation. Bell Syst Tech J 26(4):852–869.

doi:10.1002/j.1538-7305.1947.tb01325.x
15. Santeford HS, Smith JLR (eds) (1974) Advanced concepts and techniques in the study of

snow and ice resources: an interdisciplinary symposium. National Academy of Sciences,
Washington, DC. ISBN:9780309022354

16. Song K, Zhou X, Fan Y (2012) Electromagnetic scattering from a multi-layered surface with
lossy inhomogeneous dielectric profiles for remote sensing of snow. Progress Electromagn Res
M 25:197–209. doi:10.2528/PIERM12063004

17. Swift CT, St. Germain K, Jezek KC, Gogineni SP, Gow AJ, Perovich DK, Grenfell TC, Onstott
RG (1992) Laboratory investigations of the electromagnetic properties of artificial sea ice. In:
Carsey FD (ed) Microwave remote sensing of sea ice. American Geophysical Union, pp 177–
200. ISBN:9781118663950

18. Vogelmann CT (1989) Penetration of light into plants. Photochem Photobiol 50(6):895–902.
doi:10.1111/j.1751-1097.1989.tb02919.x

19. Wait JR (1995) Electromagnetic waves in stratified media. IEEE. ISBN:9780780311244
20. Zribi M, Gorrab A, Baghdadi N, Lili-Chabaane Z, Mougenot B (2014) Influence of radar

frequency on the relationship between bare surface soil moisture vertical profile and radar
backscatter. IEEE Geosci Remote Sens Lett 11(4):848–852. doi:10.1109/LGRS.2013.2279893



Chapter 7
Scattering

Earth observation relies heavily on the scattering of electromagnetic waves from
the terrestrial environment. The passive measurements in the optical band exploit
the fraction of solar radiation scattered by the matter it encounters on the surface
or in the atmosphere. The active techniques, lidar and radar, are by themselves
intrinsically based on scattering. On their side, the observations that take advantage
of thermal emission are tightly related to the reflection and scattering mechanisms
through reciprocity, as shown in the subsequent Chap. 8. This preamble suggests that
understanding the salient properties of scattering plays a crucial role in interpreting
remote sensing images and data, as well as in devising efficient tools for their
exploitation.

Electromagnetic scattering is a complicated process that requires considerable
modeling effort, especially when natural media are involved. Given the multi-sided
nature of the terrestrial environment, drastic simplifying assumptions are needed
if the salient features of images of scattering have to be readily understood and
effectively utilized. However, after all, the results that are obtained even from
elementary models prove quite useful, since often they are fairly representative of
the behavior that can be expected in actual instances.

The presentation that follows is limited to macroscopic scattering, on which
the interpretation of largely used optical and radar images of the Earth’s surface
are based. Radiation-matter interaction involving molecular or atomic microscopic
mechanisms, such as Raman scattering [7, 39, 65] and fluorescence [5, 42, 61],
which also find applications in remote sensing [23, 51, 64], here is not explicitly
considered.

© Springer International Publishing Switzerland 2016
D. Solimini, Understanding Earth Observation, Remote Sensing
and Digital Image Processing 23, DOI 10.1007/978-3-319-25633-7_7

209



210 7 Scattering

7.1 Scatter Modeling

The characteristics of the electromagnetic field in an inhomogeneous material have
been determined in Sect. 5.1 under the assumption of weak inhomogeneities, which
leads to smoothly varying waves progressing along the rays. The properties of
the progressive wave are readily obtained by the sourceless formula (5.2). Such an
approach neglects that the spatial variations of permittivity represented by the third
term in (5.1) act as secondary sources of the electromagnetic field. On the other
side, the effect of steep changes of permittivity in re-directing part of a progressive
wave in directions different from that of arrival has been considered in Chap. 6 for
the reference case of plane boundaries between different piecewise homogeneous
materials. The properties of the wave reflection have been obtained directly from
the boundary conditions without involving the mentioned dielectric secondary
sources.

In fact, most Earth observation techniques are essentially based just on the
behavior of the environmental inhomogeneities that act as secondary sources. This
implies that the weak inhomogeneity assumption has to be removed to progress
further in understanding the information content of the remote sensing images.

7.1.1 Scattering Source

The field created by the primary source (Sun or radar antenna) represented in
Fig. 7.1 by the impressed current Js satisfies the spectral Maxwell’s equations

r � E D �j!�0H I (7.1)

r �H D j!�.r/EC Js : (7.2)

Fig. 7.1 The wave incident from the direction r.i/0 onto the object �.r 0/ in V0 is scattered into the

various directions r.s/0 ; dV0 denotes the elementary scattering volume
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Assume that the wave created by Js propagates in the Earth’s atmosphere and that
it encounters an “object”, be it a rain drop, a tree, or a building, intended to be the
target of the observation. Figure 7.1 represents the wave arriving from the direction
r.i/0 by the electric, E.i/, and magnetic, H.i/, fields and by the corresponding incident
areic power PPP.i/. From the electromagnetic point of view, the object is nothing else
but the region of space schematized by V 0 the complex permittivity �.r 0/ of which
differs from that of the background. Since the latter is air,1 to a first approximation
assimilated to vacuum,

�.r 0/ D �0ŒQ�r.r 0/C jQ�j.r 0/� ¤ �0; r 0 2 V 0 :

If permittivity is written

� D �0 C � � �0 ;

the second Maxwell’s equation (7.2) becomes

r �H D j!�0 EC j!Œ�.r 0/� �0�EC Js : (7.3)

The term containing the deviation of the permittivity from that of vacuum is now
regarded as a spatially distributed current density Job representing the effect of the
object [26, Chap. 10]:

Job.r 0/ :D j!Œ�.r 0/ � �0�E r 0 2 V 0 ; (7.4)

so that (7.3) is written

r �H D j!�0EC Job C Js :

The current Job, which differs from zero only inside the volume V 0 of the object,
behaves as a re-radiating source current, which produces the scattered field E.s/

and H.s/ outside V 0, according to

r �H.s/.r/ D j!�0E.s/.r/C Job.r 0/ r 3 V 0 :

The scattered field superposes to the incident field E.i/ and H.i/, which is the field in
absence of the object and that satisfies

r �H.i/ D j!�0E.i/ C Js ;

1The approach holds as well for particular cases in which the background is not air.
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to compose the total field

E.r/ D E.i/.r/C E.s/.r/ I
r 3 V 0 :

H.r/ D H.i/.r/CH.s/.r/ ;
(7.5)

The total field is the field that is actually created by the primary source Js in
presence of the object, hence satisfying the original Eqs. (7.1) and (7.2) for the
inhomogeneous medium.

It is important to bear in mind that, according to this model,

– the scattered field produced by Job is meaningful only outside the object, and so
does the total field (7.5);

– the secondary source current Job defined by (7.4) is proportional to the local
deviation of permittivity from the background multiplied by the internal electric
field at the same location r 0;

– the field inside the scatterer yielding Job is not the incident field, but derives from
this latter taking account of the inwards effect of the object.

In the following, even if � ¤ �0 in V 0, the propagation constant inside the object is
eventually assumed to differ little from the one in the vacuum, under the assumption
of tenuous material. Finally, note that, based on the equivalence introduced in
Sect. 3.2.2, the volume V 0 filled with the re-radiating current Job can be replaced by
a surface wrapping V 0 with the equivalent scattering source surface currents (3.52)
and (3.53) smeared on it.

7.1.2 Scattered Field

Section 3.1 shows that the radiated electromagnetic field is conveniently related to
the source current by means of the vector potential. The current is now Job, which
acts as source of the vector potential A.s/ from which the fields scattered by the
target2 are obtained:

H.s/.r/ D r � A.s/.r/ I
r 3 V 0 :

E.s/.r/ D 1

j!�0
r � r � A.s/.r/ ;

(7.6)

2As stated, the scattered field is meaningful out of the target body, i.e., for r ¤ r 0.



7.1 Scatter Modeling 213

The vector potential A.s/ in (7.6) is given by (3.9) in terms of the secondary source
current (7.4):

A.s/.r/ D
•

V0

e�j�0.jr � r 0j/
4�.jr � r 0j/ Job.r 0/ dV 0

D j!�0

•

V0

e�j�0.jr � r 0j/
4�.jr� r 0j/ ŒQ�r.r 0/C jQ�j.r 0/� 1�E.r 0/ dV 0

D j!�0

•

V0

e�j�0.jr � r 0j/
4�.jr� r 0j/ ŒΔ~�.r

0/�E.r 0/ dV 0 :

In turn, the fields re-radiated in the vacuum by the target at far distance R in direction
r.s/0 are given by (3.31) and (3.32), with the re-radiating current Job in place of the
primary source current Js:

H.s/1.r/ ' �j�0
e�j�0R

4 R

•

V0

r.s/0 � Job.r 0/ e j�0r 0 � r.s/0 dV 0 I (7.7)

E.s/1.r/ ' j!�0

e�j�0R

4 R

•

V0

r.s/0 �
h
r.s/0 � Job.r 0/

i
e j�0r 0 � r.s/0 dV 0 : (7.8)

It is worth pointing out that while Js is determined by the process of energy con-
version (Sect. 1.1.3) taking place in the primary source (e.g., in a radar transmitter),
now the secondary-source current density Job depends on the field incident on the
target and on the dielectric properties of this latter.

In Earth observation, the target is usually located at a distance far from the
primary source such that the incident wave is approximately plane, with propagation
vector

k.i/ ' ˇ.i/ ' �0r.i/0 :

The secondary-source current density Job, which is a function of the field induced
into the object by the incident wave, depends on r.i/0 , i.e., on the direction in which
the primary source is located with respect to the target. Consequently, the scattered
field is a function of both r.i/0 and r.s/0 . The far electric field is written in the compact
form (3.33) as

E.s/1.r/ D
e�j�0R

R
F0.r

.i/
0 ; r.s/0 / ;
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where the free-space scattering function

F0.r
.i/
0 ; r.s/0 / � F.�.i/; '.i/I �.s/; '.s//

clearly corresponds to the radiation function (3.35). The angular coordinates �.i/; '.i/

and �.s/; '.s/ identify the incidence and scattering directions respectively.
By expanding the double cross product in (7.8), the scattering function is directly

related to the secondary-source current:

F0.r
.i/
0 ; r.s/0 / D j!�0

•

V0

˚
Job.r 0/ � r.s/0

�
r.s/0 � Job.r 0/

	
e j�0r 0 � r.s/0 dV 0 ; (7.9)

in which the implicit dependence of Job on r.i/0 must be always born in mind.
Formula (7.9) highlights that the scattering function is contributed only by

the component of the secondary-source current Job perpendicular to the scattering
direction, consistently with the result found in Sect. 3.1.4.1 for the far field. Since
Job is proportional to the internal field3 E.r 0/, only the component of the latter
perpendicular to r.s/0

E?.r.i/0; r
.s/
0 ; r 0/ D E.r 0/� r.s/0

�
r.s/0 � E.r 0/

	

contributes to scattering in direction r.s/0 . Therefore,

F0.r.i/0; r.s/0 / D �  
�20

•

V0

E?.r.i/0; r
.s/
0 ; r

0/ΔQ�.r 0/ ej�0r 0 � r.s/0 dV 0 : (7.10)

The scattering function F0 yields amplitude, phase and polarization of the far field
scattered in direction r.s/0 by a body occupying the volume V 0 hit by a plane wave
propagating in direction r.i/0 .

Equation (7.10) provides some first useful hints on the behavior of scattering. The
scattered field tends to depend inversely on the square of free-space wavelength and
directly on the dimension of V 0. Therefore, “small” (with respect to �0) bodies are
expected to scatter less than large ones, and vice-versa. This is a coarse trend which
may possibly deviate from the one actually observed. In fact, Job, which depends
both on permittivity and on inner field, has a generally complicated dependence on
frequency, because, first, permittivity changes with frequency as seen throughout
Chap. 2, and, second, the internal field may also change with frequency. Indeed, this
latter affects the spatial variations of the internal field according to the object shape,
orientation, dimensions, homogeneity, and permittivity. The determination or even
the estimation of the internal field proves difficult in many real cases. In practice,
without drastic assumptions, only small scatterers [2, 75] allow simplifications that
make the task less arduous.

3The materials are assumed dielectrically isotropic.
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The field inside a scattering body is proportional4 to the incident field, albeit with
generally different local direction and polarization [24]. Therefore, the internal field
at a given point r 0 is linked to the incident one by the formal relation

E.r.i/
0
; r 0/ D Q � E.i/0 :

Tensor Q, with components Qpq.r
.i/
0; r 0/; p; q D x; y; z, transforms the incident field

E.i/ D E.i/0 eee
.i/
0 into the local internal field. In matrix notation, the scattering function

is then related to the incident field by5

F0.r.i/0; r.s/0 / D  

�20

•

V0

ŒQQQ?�E.i/0 ΔQ�.r 0/ e j�0 r 0 � r.s/0 dV 0 : (7.11)

Matrix ŒQQQ?�, with elements Q?pq.r
.i/
0; r

.s/
0 ; r 0/, now operates the transformation of

the incident field into the internal field component perpendicular to r.s/0 , which is the
only component that contributes scattering in that direction. The field scattered at
far distance, like the scattering function, is thus formally put into relation with the
incident field:

E.s/1.r/ D
 

�20

e�j�0R

R

•

V0

ŒQQQ?�E.i/0 ΔQ�.r 0/ e j�0 r 0 � r.s/0 dV 0 : (7.12)

Ultimately, the target transforms the vector field E.i/ impinging on it into the
scattered one6 E.s/. This linear transformation is expressed by the scattering
matrix ŒSSS�:

E.s/ D e�j�0R

R

�
SSS
	

E.i/ : (7.13)

Matrix ŒSSS� is obtained by equating (7.13) to (7.12).

7.1.2.1 Scattering Matrix

For given frequency and orientation with respect to the incidence and scattering
directions, the elements of ŒSSS� depend on the volume integral in (7.13), hence on
geometric and physical characteristics of the scatterer, including shape, dimensions,
and complex permittivity. It means that information on the features of the observed
terrestrial environment is contained in the elements of the scattering matrix,

4Possible but uncommon nonlinearities are disregarded.
5The inessential negative sign is hereinafter disregarded.
6The subscript 1 is dropped from now on.
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which are obtainable by measuring the scattered vector field [29, 76]. Different
pieces of information useful to the characterization of the scatterer are expected
from measurements at different frequencies, field polarizations, and incidence and
scattering directions.

By representing scattered and incident fields according to the Jones formal-
ism (4.37) of Sect. 4.2.1, the relation (7.13) becomes

"
E.s/0v
E.s/0h

#
D e�j�0R

R

�
SSS
	 "E.i/0v

E.i/0h

#
D e�jk0R

R

�
Svv Svh

Shv Shh

�"
E.i/0v
E.i/0h

#
� (7.14)

The scattering matrix7 ŒSSS� relates vertical (as usual denoted by subscript v) and
horizontal (denoted by h) components of the scattered field to the ones of the incident
field. The elements

Spq D Spq.f I �.i/; '.i/I �.s/; '.s/I P/; p; q � v; h

of ŒSSS� are tightly related to the components of the vector scattering function F0

given by (7.11), hence they are complex functions of frequency f , of the angles
�.i/; '.i/ of incidence and �.s/; '.s/ of scattering, and of the morphological and
physical parameters of the scattering object, formally dumped into the vector of
parameters P. The elements Svv and Shh link the co-polar components of the
scattered field to those of the incident one, while Svh and Shv are the cross-polar
elements. The elements of the scattering matrix are complex: it means that they
contain information not only on the amplitudes but also on the phases of the field
components. The scattering matrix is thus able to represent the full polarimetric
scattering behavior of the observed terrestrial environment.

7.1.2.2 Müller Matrix

Section 4.2.2 introduces the Stokes vector (4.40) as a useful tool in representing
quasi-monochromatic fields, as are frequently encountered in Earth observation.
The scattering process transforming the Stokes vector of the incident field into the
scattered one is described by the Müller matrix8 ŒMMM�. With reference to (4.41), the
modified Stokes vector of the scattered field, Y.s/m , is related to the incident Y.i/m by

Y.s/m D
1

R2
ŒMMM�Y.i/m : (7.15)

7The scattering matrix is also frequently named Sinclair matrix [1, 46].
8The denomination Kennaugh matrix [47] is also used, especially for backscattering.
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Like the scattering matrix, the Müller matrix ŒMMM� too is able to represent the
polarimetric scattering behavior of the object, being its 4�4 real elements Mij; i; j D
1; : : ; 4, related to the amplitudes and phases of the components of the vector
scattering function (7.11). As in the scattering matrix, the elements Mij depend on
the bio-geo-physical and morphological parameters P characterizing the observed
target, as well as on the remote sensing system parameters and observing geometry.

7.1.3 Scattered Power

Both the scattering and the Müller matrices describe how a given target transforms
each component of the incident field into each component of the scattered one.
Measuring the elements of the matrices requires sophisticated specifications of the
observing system, which has to measure the field coherently (i.e., preserving the
phase) on the different polarizations. After all, an amount of information adequate
to a first observational approach is contained in the scattered power, which, for
instance, leads to mapping the scattering intensity originating from different parts
of the observed scenario. If only power is measured, the complexity of the sensor is
reduced and the image processing requirements are correspondingly relaxed.

Section 3.1.4.2 shows that at far distance from the scattering source the field
consists of two components transverse to the direction r.s/0 in which scattering is
observed. The properties of the wave with such a configuration are fully described
by the elements of the coherency matrix introduced in Sect. 1.3.4.2. A particular case
of such quadratic quantities is power, which, although deprived of phase knowledge,
carries a substantial amount of information on the target.

The wave is scattered into the direction r.s/0 of the observing platform by the
various portions of the terrestrial environment according to the local scattering
directional properties. The scattered field reaches the sensor, which captures some of
the arriving energy in the way outlined in Sect. 11.2 and transforms it into the signal.
The signal is then attributed9 to each discernible element of the observed scenario,
the scattering properties of which are typically represented in two dimensions10 by
an image. The spatial patterns of several bio-geo-physical properties of the observed
terrestrial environments are contained in the scattered power images, acquired either
at optical wavelengths or at microwaves.

9It is worth calling attention onto the correspondence discussed in Chap. 12 between direction of
observation, related to r.s/0 , and location of the scattering source on the Earth’s surface.
10The third dimension is added by sounding systems having distance discrimination capability
(Sect. 11.4.3), possibly also through profile retrieval processing.
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7.1.3.1 Transverse Sections

An effective way of characterizing the interaction of the targets with the waves in
terms of power is through the transverse sections. Three of them deal directly with
the scattering process.

• The bistatic scattering cross-section �.r.i/0; r.s/0 / is defined as the angular power
P.s/ scattered by the target normalized to the areic power P .i/ of the incident
wave:

�.r.i/
0
; r.s/0 / :D 4  P.s/.r.i/0; r.s/0 /

P .i/.r.i/0 /
� (7.16)

The bistatic cross-section � provides information on how an object spreads into
the various directions r.s/0 the power incident onto it from a given direction r.i/0 .

• The monostatic scattering cross-section, or radar cross-section �b, is the value of
� for r.s/0 D �r.i/0 :

�b.r.i/0 / :D �.r.i/
0
; �r.i/

0
/ : (7.17)

Earth observing radars in monostatic or quasi-monostatic configurations exploit
backscatter, i.e., scattering only in the backward (or nearly backward) direction.

• The scattering cross-section �s is the power Wsc globally scattered by the target,
normalized to the incident surface power density P .i/:

�s.r.i/0 / :D 1

4 

“

4 

�.r.i/
0
; r.s/0 / d˝ D Wsc

P .i/
� (7.18)

The scattering cross-section, which depends only on the direction of arrival of
the incident wave, is a measure of the global scattering property of the target.

Two further cross-sections are defined, that do not refer uniquely to the scattering
process, but take account also of the losses within the object onto which the wave
impinges.

• To account for the fraction of incident power that is dissipated inside a lossy
target, the absorption cross-section �a is defined as the dissipated power Wd given
by (2.32) normalized to P .i/:

�a.r.i/0 / :D Wd

P .i/
D
!�0

•

V0

ˇ̌Q�j

ˇ̌
E � E� dV 0

2P .i/
, (7.19)

where E is the field inside the volume V 0 of the body. The absorption cross-
section expresses the property of the lossy target in transforming part of the
arriving electromagnetic energy into heat.
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• Both the dissipation process inside the body and its scattering subtract power to
the incident wave, the amplitude of which globally lessens past the target.11 The
extinction cross-section �e is the sum of scattering and absorption cross-sections:

�e.r.i/0 / :D �s.r.i/0 /C �a.r.i/0 / : (7.20)

The extinction cross-section characterizes the effectiveness of a body in subtract-
ing power from a wave incoming from direction r.i/0 . It is a crucial parameter
in determining the radiative transfer properties of the terrestrial environments.
Details on this important issue are given in Chap. 9.

Finally, a parameter derived from both scattering and extinction is defined.

• The albedo A is the ratio between scattered and extinguished (i.e., scattered plus
absorbed) power:

A.r.i/
0
/ D �s.r

.i/
0 /

�e.r
.i/
0 /
� (7.21)

The albedo provides information on the effectiveness of a body in globally
rejecting the power arriving from direction r.i/0 . Among other, A is a crucial
parameter in modeling the Earth’s climate dynamics [52, 63, 80].

7.1.3.2 The Backscattering Coefficient

Observation of the Earth by optical or radar sensors is essentially based on the power
or on the field that originate from the observed volume of terrestrial material and
reach the observing platform. Since the field reaching the sensor depends on the
dimensions of the re-radiating target according to (7.12), while the main interest is in
the properties of the latter, a quantity independent of the extent of the probed volume
is clearly desirable. To this end, with particular reference to radar observations of
the earth surface, the backscattering coefficient �0, defined as the backscattering
cross-section Δ�b of a given portion of terrestrial environment normalized to the
area12 ΔA of the surface delimiting13 the observed target, is commonly used:

�0 :D Δ�b

ΔA
� (7.22)

The backscattering coefficient is measured in m2�m�2 and usually expressed in dB.

11Assumed isolated in space.
12With the caveat of Sect. 7.4.7.1.
13On a suitable reference.
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It is worth adding that, when suitable, the previously defined transverse sections
can be reduced to corresponding coefficients by normalizing them in a similar
way. Other normalized parameters are also defined to get rid of the dependence
of the observed quantities on the dimensions of the targets. Reflectivity (8.19) and
reflectance in (8.26), linked to the reflection parameters introduced in Chap. 6, are
meaningful examples.

7.2 Coherent and Incoherent Scattering

Section 7.1.3 anticipates that the basic signal provided by a remote sensor is function
of the areic power P .s/ reaching the observing platform. The details are postponed to
Sect. 11.2. Definition (3.37) relates P .s/, hence the acquired signal, to the scattering
function F0 of the target volume V 0:

P .s/.r.s/0 / D 1

2�0
E.s/.r.s/0 / �

h
E.s/.r.s/0 /

i� D
F0.r

.s/
0 / �

h
F0.r

.s/
0 /
i�

2�0 R2
� (7.23)

The environments observed on Earth are exceedingly varied. They range from
man-made or natural surfaces, such as a parking lot or grassland, to individual
bodies as isolated trees or buildings, to ensembles of bodies forming dense urban
areas, forests, crop canopies, rain cells, aerosol layers. A large variety of scattering
properties ensues, which correspondingly demands considerable multiplicity and
complexity of models and leads to intricate interpretation processes.

From a basic and general point of view, Earth observation is not concerned
as much with individual more or less simple targets14 that are known and can
be described exactly, but rather with often compound environments the parame-
ters of which are generally space-time random functions. Just a few suggestive
examples:

– a wind-rippled water surface, exhibiting superimposed periodic and random
mobile height variations;

– a plot of dry terrain, with surface and subsurface mixtures of compact and
granular inhomogeneous mineral materials;

– a parcel of humid soil, the moisture content of which varies in space and changes
with time;

– a vegetation canopy, formed by plant elements which are different, randomly
distributed, and moved by wind.

14This kind of objects is associated with the concept of permanent or persistent scatterer [15]
(cf. Sect. 12.3.3).
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A direct consequence of such an intrinsic randomness of the environmental materi-
als is that the permittivity and the internal field are stochastic functions of space and
time. The scattered field, which is a deterministic function of random variables, is
in turn a random quantity.

Keeping the above considerations in mind, consider the volume V 0 of a terrestrial
material. At a given point r 0 and at a given time t, the deviation of permittivity ΔQ�
acting in the source current (7.4) that originates scattering according to (7.10), is the
superposition of two terms:

ΔQ� D ΔQ� C ΔQ� 0 D hΔQ�i C ΔQ� 0 : (7.24)

The quantity ΔQ� is the deviation of relative permittivity averaged over the ensemble
of realizations of the given material, while ΔQ� 0 denotes the zero-mean random
deviation from the average value. The scattering-effective (perpendicular to r.s/0 )
component of the inner field is composed of two analogous terms15:

E? D E? C E 0? ; (7.25)

with the same meaning of notations.
The scattering function (7.10), which, apart from the spherical wave factor,

coincides with the scattered far field, depends directly on the statistical properties
of the scattering source. For an individual realization of the material in the observed
volume V 0 and for a given direction of incidence r.i/0, the scattering function16

F0.r
.s/
0 / D  

�20

•

V0



E? C E 0?

� �
ΔQ� CΔQ� 0

�
e j�0 r 0 � r.s/0 dV 0 (7.26)

is approximated by

F0.r
.s/
0 / '  

�20

2
64
•

V0

E? ΔQ� e j�0 r 0 � r.s/0 dV 0 C
•

V0

E? ΔQ� 0 e j�0 r 0 � r.s/0 dV 0

3
75

D F0c CF 0
0 ; (7.27)

provided the fluctuations of the inner field are small with respect to its average, as
indeed is frequently the case. Within this approximation, the scattering function of
the individual volume V 0 of material is composed of two parts, F0c and F 0

0:

• The term F0c relates to the average values of internal field and permittivity which
characterize the given volume of material or the selected ensemble of volumes

15Note that E? ¤ 0 when the incident field is deterministic, as it can occur for observing systems
employing coherent radars.
16The dependence of F0 and of E? on r.i/0 is now omitted to lighten the notations.
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and, in principle, are known quantities. Amplitude, phase and polarization of
the scattered field are as those of a deterministic source (Sect. 3.1.4.1): they
derive from the coherent superposition, that is with their respective phases,
of the contributions from the elements dV 0 of V 0. This deterministic part is
the coherently diffracted scattering function, affected by the diffraction phase
factor exp.j�0 r 0 � r.s/0 /. At least in principle, F0c can be interpreted by referring
to suitable models of the average properties of the material originating the
scattering.

• The second contribution, F 0
0, which is a function of the zero-mean random

fluctuations ΔQ� 0, adds a random component to the scattering function of V 0. The
value of F 0

0 changes from one realization of the scatterer to the other, a single
value is meaningless and scattering must be characterized on a statistical basis.

If the dielectric structure of the material of a particular target is exactly known for
any image acquisition, as in case of a stable, simple man-made or natural structure
such as a basic building element or an exposed plain rock, the ensemble reduces
to that single member. Then ΔQ� 0 D 0 and F0c fully describes the scattering,
which becomes a deterministic process. However, the preceding conditions are
clearly not satisfied by a majority of terrestrial environments, therefore a statistical
approach is in general needed to interpret the features of the scattering images. Since
the scattered field has zero average value because of the uniform 0 � 2  phase
distribution (Sect. 1.3.4), the first-order moment is meaningless, hence the observed
scattering must be characterized by the second-order moments (1.36) of the field.

Given (7.23), the amount of scattered power captured by the sensor depends
on F.�.s/; '.s//, the behavior of which is thus crucial for understanding the
information content of the images and for retrieving the environmental parameters.
Equation (7.27) yields the scattered angular power density, to which the signal is
related,

P.s/ D 1

2�0

�

F0c CF 0

0

� � 
F�
0c CF 0

0

��	 D P.s/c C P 0.s/ ; (7.28)

in terms of

• the coherent component P.s/c diffracted by the average permittivity structure of
the target,

• the random componentP 0.s/ contributed by the permittivity fluctuations, possibly
causing speckle [50].

Interpreting optical and radar power images requires understanding how P
.s/
c and

P 0.s/ relate to the bio-geo-physical and geometric properties of the imaged terrestrial
environment. It has to be cautioned that relating the observed scattering features
to the properties of the imaged objects is a usually arduous task, because of
the difficulties that are encountered in modeling the field inside man-made, and,
especially, natural bodies, as well as in evaluating the effect of the generally
complicated geometry of the scattering objects.
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7.2.1 General Features of Scattering

The severe difficulties that so often hamper understanding the full scattering
behavior of the terrestrial environment call for simplifications and assumptions.
These are essentially based on the geometric and dielectric properties of the
observed objects in relation to the observational parameters. In particular, the crucial
quantities are the size of the scatterers, the permittivity of the materials and the
wavelength at which the observation is carried out. Note that the effects of geometric
and dielectric features of the scatterers and of the sensor parameters are substantially
interrelated, what sometimes makes difficult to draw conclusions that are widely
applicable.

In the following, some general features of scattering intensity and angular distri-
bution, as well as of polarization characteristics are summarized, in anticipation of
some more detailed and specific analysis presented mainly in Chaps. 10 and 14. The
discussion is drastically simplified and abridged, with the main purpose of giving a
first suggestive albeit coarse idea of the scattering behavior of terrestrial materials
and targets more relevant to Earth observation. It should be born in mind that the
conclusions that are drawn under the various assumptions have intrinsically limited
ranges of validity, even in case of deterministic scattering by simple bodies.

7.2.1.1 Intensity

Intensity of scattering is a complicate function of dimensions, wavelength and
permittivity of the target. In fact, the power that is re-radiated in a given direction
depends on the internal field according to (7.27). The internal field is subject to inner
interference, i.e., it derives from the interference among waves multiply reflected
and redirected by the inner boundaries and inhomogeneities of the scatterer, as
discussed in Chap. 6 (Sect. 6.5, in particular) and in Chap. 5. On its side, the field
scattered in a given direction is subject to outer interference, i.e., it results from
the contributions by the different portions of the target interfering in that direction
according to the mechanism described in Sect. 3.1.2.

Inside small bodies, for which all dimensions are small with respect to wave-
length, the relative phases of the inner multiply reflected interfering waves are
small everywhere. The internal field has little phase and amplitude spatial variations
and tends to be independent of the direction of the incident wave. Therefore, as a
reference behavior,

– the power scattered by small objects has a weak dependence on both shape and
orientation of the scatterer;

– given (7.28) and (7.27), the scattered power tends to simply depend on ��4
0 : this

scattering regime is named Rayleigh scattering.

The effect of Rayleigh scattering is well evidenced by the blue color of the clear
sky: since the intensity of scattering of the polychromatic sunlight from the “small”
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Fig. 7.2 Bistatic (r.s/0 ¤ �r.i/0 ) scattering of low-elevation solar light from air molecules (bluish-
grey) and water particles (rose); the dark region denotes high attenuation by the cloud

air molecules increases with decreasing wavelength, the power diffused by the sky
in Fig. 7.2 is higher at the lower wavelengths and the color is bluish. Instead, the
intensity of the Mie [2, 66] scattering from the ensemble of larger water droplets of
the cloud is relatively independent of wavelength,17 hence the power they diffuse
tends to reproduce the spectral characteristics of the light from the Sun. Since this
latter is low over the horizon, the radiation incident on the cloud has been depleted
of the low-wavelength components by the Rayleigh extinction along the lengthy
atmospheric path, so that the scattered light appears reddish. Note that the high
extinction (Chap. 7.1.3.1) by the cloud droplets that attenuates the scattered power
(Chapter 9) makes the cloud bulk dark.

7.2.1.2 Angular Dependence

Many of the concepts at the basis of the behavior of the scattering intensity can
be extended to understand the dependence of the scattered power on the scattering
direction. Like the intensity, also the angular dependence of the scattered power
is a complicate function of shape, dimensions and permittivity of the target, of its
orientation with respect to r.i/0 , and of the polarization and frequency of the incident
field. Again, the angular dependence of scattering from bodies the dimensions of
which are small with respect to wavelength is relatively simple. In fact, analogously
to the inner waves, the relative phases of the field contributions originated by

17The statistical distribution of particle dimensions Di tends to smooth out the resonant behavior
of the scattering for �0 ' Di.
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Fig. 7.3 Bistatic (r.s/0 ¤ �r.i/0 ) scattering of solar light from dust particles

different portions of the small scattering object are close to zero and almost
independent of the scattering direction r.s/0 . Therefore, given the quenching of both
inner and outer interferences, and apart from polarization effects, the scattering from
small objects tends to vary smoothly with the scattering direction. Figure 7.3 shows
the bistatic scattering of solar light from dust particles: the average intensity appears
fairly independent of the angular position of the scattering particles with respect to
the observing point.

7.2.1.3 Polarization

The polarization of the scattered field is related to that of the internal field by (7.27).
For a given direction of incidence, the polarization of the inner field generally
follows that of the incident field, although with some change from point to point.
However, since scattering is contributed only by the component E? orthogonal to
the scattering direction, the polarization of the scattered field is expected to depend
on the direction in which scattering is observed. This effect is enhanced in case of
low-symmetry bodies, for which the components of tensor Q? depend considerably
on r.s/0 . Section 7.3.4 gives some details on this issue.

It should be considered that the additional combined effects of the geometric
and dielectric parameters make usually difficult the detailed interpretation of the
polarization features of the field scattered by bodies of general geometry and
structure. A way of comprehensively representing the polarization behavior of
scattering from complex objects through their polarimetric signatures is outlined
in Sect. 14.1.2.1.
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7.3 Coherent Scattering

Coherent scattering indicates the scattering from a target of given permittivity
structure, with a correspondingly known inner field.

The scattering features represented by the coherent (deterministic) components
in (7.28) are in some instances fairly representative of the real individual environ-
ments and terrestrial materials being observed. In other cases, a deterministic body
is able to represent the average properties of an ensemble of individual scatterers.
Therefore, its behavior provides significant information on the typical scattering
behavior that can be expected from a member of the ensemble, and is often regarded
as a quite useful reference for interpreting scattering images.

In the following outline of coherent scattering, the deterministic targets are
assumed to be characterized by their average permittivity �, with the corresponding
scattering-effective internal field E?. As said, the complexity of actual structures
and the basic intricacy of the mathematical formalism call for drastically simplified
representations of the reality.

7.3.1 Scattering from Plane Homogeneous Targets

A frequently encountered class of scatterers is modeled by large objects having
locally smooth boundaries and composed of lossy materials with weak dielectric
inhomogeneities. The transverse dimensions large with respect to the wavelength
of the incident field and the air-matter interface which differs from a plane by a
quantity small with respect to the wavelength18 suggest a plane parallel structure.
The object is thus modeled as the lossy homogeneous parallelepiped plate sketched
in Fig. 7.4. Its a � b upper rectangular boundary lies in the .x0 y0/ transverse plane
and its thickness d is measured along the longitudinal coordinate z 0. Within the
range of validity of the model, the field entering the object is a plane wave having
the approximate general form (6.24). When the thickness is large with respect
to the penetration depth defined in Sect. 6.3.1, i.e., d 	 l , multiple reflections
involving the lower boundary are negligible, as noted in Sect. 6.1.2.1. Therefore,
the inner field behaves locally like the single wave refracted through the planar air-
material interface and traveling downward in the weakly inhomogeneous material.
The expression (5.35) of the field, assumed to be scarcely affected by ray bending,
is further simplified into

E ' E0 e�a.z 0/e�j�0Œ�t.x
0; y0/C �z.z

0/� ; (7.29)

18A quantitative approach to this issue is summarized in Sect. 13.1.1.1.
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Fig. 7.4 Dielectric parallelepiped into which the normally incident plane wave induces the
secondary current density Job that originates scattering

by assuming the specific attenuation (5.39) independent of the transverse position
.x0; y0/, so that the electromagnetic thickness19 a, which conveys the attenuation
undergone by the wave, is a function only of depth z 0. Note the factorization of
the eikonal function in (7.29) into its lateral factor �t.x0; y0/ and longitudinal factor
�z.z 0/. It is understood that a and � are relative to the average scatterer at hand.

7.3.1.1 Coherently Scattered Field

The first feature of interest is the scattering intensity and how it relates to the
dielectric properties of the material and to the dimension of the scatterer.

To arrive at a particularly simple expression of the coherently scattered field,
a further simplification considers the incident wave impinging normally on the
boundary of the parallelepiped of quasi-homogeneous material, so that the inner
field (7.29) is a plane wave propagating along z 0. The incident field is assumed
linearly polarized, as sketched in Fig. 7.4. The field is re-radiated by the average
secondary-source current (7.4)

19The radiative transfer incoherent approach of Sect. 9.2.2 leads to the introduction of a closely
related parameter.
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Job ' j!�0
�
Q� � 1

�
tE E0 e�jˇ0z 0

;

which is linked to the incident field E0 by the air-to-material transmission coefficient
tE, defined in Sect. 6.1.1, for the average permittivity of the scatterer. Analogously,
the phase constant ˇ0 of the wave penetrating the body refers to the average Q�. The
field backscattered coherently by the parallelepiped of transverse section a � b is
then obtained by the first term of (7.27) as

E.s/c ' �2!2�0�0

�p
Q� � 1

�
E0

e�j�0R

4�R

a b

j.ˇ0 C �0/ ;

which is readily expressed through the air-matter reflection coefficient (6.8):

E.s/ ' �j
a b

�0

e�j�0R

4�R
qE E0 � (7.30)

Equation (7.30) indicates that the field backscattered by a large and thick plate
of lossy quasi-homogeneous material is proportional to the reflection coefficient
qE of the air-plate interface. Indeed, the assumption of quasi-homogeneity of the
material, with an inner field coincident with the downward wave (7.29), restricts the
origin of scattering to the air-material interface: this mechanism is named surface
scattering (cf. Sect. 7.4.7). The factor .a b/=�0 points out that objects with nearly
plane surfaces the dimensions of which are large with respect to the wavelength
scatter with quite high intensity. This is typically the case of the building walls that
often behave as smooth surfaces at microwaves, as outlined in Sect. 6.6.1.

The polarization of the scattered field is clearly the same as that of the incident
wave for the considered case of normal incidence.

The previous result can be extended to oblique incidence, for which the depen-
dence of the reflection coefficients on polarization seen in Sect. 6.2.2 has clearly to
be taken into account. It is worth again emphasizing the crucial role that reflection
plays in scattering from large targets.

7.3.1.2 Angular Dependence of Coherent Scattering

A main feature of the dependence of the scattered field on the direction r.s/0 in which
it is observed, derives from the properties of the exponential functions in the first
term of (7.27).

To this end, the propagation vector of the incident plane wave is split into its
components, tangential, ˇ

.i/
t , and normal, ˇ.i/z , to the locally plane air-material

boundary,20 consistently with the general eikonal in (7.29):

20Tangential and normal may respectively correspond to lateral and longitudinal in the general
case.
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ˇ.i/ D �0 r.i/
0
D ˇ

.i/
t C ˇ.i/z D �0.r.i/0t C r.i/

0z/ :

The continuity of incident and refracted field on the boundary, resulting in the
equality (6.13) of the tangential components of the respective propagation vectors,
yields a scattering-effective average internal field of the form

E?.r 0/ ' E?.z 0/ e�j�0r
.i/
0t � r 0

; (7.31)

where E?.z 0/ takes into account the variation with depth of both amplitude and
phase of the inner field. By analogously splitting the propagation vector of the
scattered field,

ˇ.s/ D �0


r.s/0t C r.s/0z

�
;

the coherent component F0c of the scattering function is given by

F0c '  

�20

ˆ d

0

E? ΔQ� e j�0r
.s/
0z z 0

dz 0
“

S0

e�j�0.r
.i/
0t � r.s/0t / � r 0

dx0 dy0 ; (7.32)

where S0 is the approximately plane surface of the body and d its thickness.
The surface integral in (7.32) peaks for r.s/0t D r.i/0t , independently of the possible
variation of permittivity with depth. This property indicates that the coherent
scattering has two maxima in the directions shown in Fig. 7.5 by the propagation
vectors ˇ.s/s and ˇ

.s/
f :

• one in the specular direction

r.s/0s D r.i/0t � r.i/0z z0

• and the other in the forward direction

r.s/0f D r.i/0t C r.i/0z z0 :

Only the specular (or, in general, the backward) scattering from a target on the
Earth’s surface is directly measured by a sensor on airborne or space platforms,
while the forward scattering produces shadowing [72] past the object. As observed
for the case of normal incidence, the scattering intensity in the specular direction
attains quite high values when the dimensions of the surface S0 are large with respect
to the wavelength �0.

The dependence of F0c on the scattering direction is essentially determined by
shape and dimensions of S0, which strongly affect the surface integral in (7.32).
The possible change of the scattering-effective component E? of the inner field,
which, being perpendicular to the scattering direction depends geometrically on this
latter, also contributes an angular dependence. However, as discussed in Sect. 11.3.1,
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Fig. 7.5 Intensity of scattering from a slab has maxima in the specular and forward directions, for
which �.s/ D �.i/

this geometric effect turns out relatively smooth for the large nearly plane objects
considered here. A further moderate variation with the scattering angle is expected
when permittivity changes with depth, because of the ray bending considered in
Sect. 5.2.

Note that the change of the complex vector E?, hence of the source current
Job with r.s/0s clearly affects the polarization of the scattered field. For instance, in
the case of scattering in the vertical plane to which Fig. 7.6 refers, the scattering-
effective component Job? of the vertical source current Jobv varies with the scattering
angle �.s/, whereas the horizontal component, which remains perpendicular to any
r.s/0 , is left unchanged.

7.3.2 Scattering from Curved Homogeneous Targets

It is intuitive that a curved surface with “large” radius of curvature can be approx-
imated by an envelope of locally tangent planes.21 The validity of this approach to
scattering, leading to the Physical Optics (PO) approximation, is subordinated to the
admissible phase difference that is introduced by replacing the actual curved surface

21Section 13.1.1.2 elaborates on this concept.
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Fig. 7.6 The scattering-effective component of the vertically polarized secondary current Jobv

varies with �.s/, whereas the horizontal one remains unchanged

with the tangent plane. Since the phase depends inversely on wavelength, the plane
approximation holds provided the local radius of curvature % of the air-material
interface is large with respect to the wavelength �0 of the wave. A degradation
of the PO approximation is clearly expected as the actual surface departs from a
flat one.22 Based on the result of Sect. 7.3.3, such a model allows interpretation of
scattering from quasi-homogeneous bodies with non-planar contours according to
the behavior of the local reflection coefficient. In particular, the approach yields
useful information on the scattered field especially in the neighborhood of the
specular direction, around which the re-radiation is concentrated. Given (7.32),
“bright” high-scattering areas are identified on the curved boundary of the body
where the elementary contributions to the surface integral interfere constructively,
with almost the same phase, so that the scattering function peaks. These highly
reflecting areas are centered on the flash points [32], around which specific local
portions of the object surface contribute most of scattering in a given direction.
Figure 7.7 shows a suggestive early representation of bistatic flash points at optical
wavelengths. As the integration elements in (7.32) depart from a flash point, the
exponent in the surface scattering integral changes, thus introducing contributions
with varying phases, as discussed in Sect. 3.1.2. The value of the integral lowers with
increasing distance of the area element from the flash point because of intervening
destructive interference. The phase variations enhance with decreasing wavelength

22Some approximate approaches to surface scattering are mentioned in Sect. 13.1.1.2.1, where the
range of validity of the approximations is also outlined.
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Fig. 7.7 Flash points seen by Caravaggio at the end of the sixteenth century. Note that the daylight
radiation of the flash points is not colored (cf. Sect. 10.3.2). Pinacoteca Ambrosiana, Milano, Italy

and, correspondingly for a given frequency, the more curved the surface, the smaller
is the area contributing elementary fields with almost the same phase. Since for
scattering in the backward direction the local normal to the surface in a flash point
is parallel to the direction of incidence, no appreciable depolarization23 occurs in
backscattering from this kind of targets.

Interpreting coherent scattering from real targets requires identification and
modeling of their large-scale shape. Reference is usually made to canonical
geometries, for which the relevant features of scattering are known [3, 56]: cylinders,
cones, spheroids, dihedrons, trihedrons are commonly considered. Figure 7.8 strives
to suggest the variety of man-made large geometric structures with which Earth
observation deals. On their side, the larger elements of natural vegetation are
essentially the cylindrical tree boles shown in Fig. 7.9. However, although a tree
trunk is coarsely regarded as a cylinder at the lower microwave frequencies, often
its surface is not smooth, being the bark shaped quite irregularly, as Fig. 7.10
suggests.

23Care must be exerted in identifying the horizontal and vertical field components and the angle
of incidence, since they refer to the local tangent plane, which varies from point to point on the
target’s surface.
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Fig. 7.8 Plane, cylindrical, conical and spheroidal large-scale shapes are often identified in man-
made objects. Top: Delos (Greece), left, and Carcassonne (France), right; bottom: Trani (Italy), left,
and Roma (Italy), right

Fig. 7.9 The cylindrical shape characterizes the large vegetation elements
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Fig. 7.10 Many tree trunks, both of broad leaf (left) and conifer (right) trees, look like large
cylinders with rough surface

7.3.3 Coherent Scattering from Rough Targets

Natural objects and man-made structures have almost always24 rough surfaces.
Figure 7.11 shows examples of the boundaries of natural materials such as water,
snow, or terrain, and of a man-made object like a daubed wall. The boundary
of a material is the ensemble of points where the permittivity jumps from the
value �0 it has in the air to that �b D �0 Q�b of the material.25 The jump occurs in
correspondence of the height z 0 with respect to a reference plane. “Rough” means
that the height is a random function z 0 D z.x0; y0/ of the horizontal coordinates
x0; y0 (Fig. 7.12a). Given its stochastic character, an individual function Q�.x0; y0/ has
little value in characterizing the boundary, since Q�.x0; y0/ changes randomly with
the horizontal coordinates from one sample to another of the ensemble of surfaces.
Rather, moments [57, Chap. 4], such as the average hQ�.x0; y0/i, are suitable. By

24Roughness is understood relative to wavelength, as clarified hereinafter.
25The material is now assumed lossless to avoid unessential formal complexity.
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Fig. 7.11 Water body (top left), snow cover (top right), terrain (bottom left) and daubed wall
(bottom right) are examples of natural and man-made rough surfaces

averaging over the ensemble of rough surface realizations,26 the permittivity is
expected to increase continuously from �0 in the air to �0 Q�b in the bulk material.
The basic way of describing the variation is through a linear dependence of h�.z 0/i
on the height z 0 with respect to the reference .x0y0/-plane.

The individual object is regarded as a homogeneous half-space of material having
bulk permittivity �b with rough boundary, while the average ensemble of air-objects
assemblies is modeled as sketched in Fig. 7.12b: two homogeneous half-spaces are
interfaced through a locally plane transition region of thickness d across which
the average permittivity h�.z 0/i varies linearly with z 0 from �0 to �0 Q�b, that is,
according to

˝Q�r.z
0/
˛ D 1C Q�b

2
C4� z 0 for � d

2
� z 0 � d

2
� (7.33)

In Eq. (7.33),

4� :D Q�b � 1
d

26In practice, the average can be frequently carried out over a portion of the surface large enough
to satisfy spatial ergodicity [57, Chap. 4].
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(a) (b)

Fig. 7.12 Profile of a rough surface, (a), and linear model of the variation of average permittivity
h�i with height z 0, (b); the thickness of the transition layer from air (� D �0) to bulk matter
(� D �0 Q�b) is d

measures the gradient of the average relative permittivity. For a given material, the
gradient increases with decreasing roughness, h�.z 0/i tending to a step function
when the surface is smooth.

For horizontal polarization, the reflection coefficient of such a structure is known
[74, Chap. 2] to depend on Q�b and incidence angle � according to

qh.�/ ' �4�
j8�0 cos3�

D j
Q�b � 1

16  cos3�

�0

d
; (7.34)

provided the thickness d of the transition region is large27 with respect to �0.
Equation (7.34) indicates that qh ! 0 when �0=d ! 0: this result implies that
the coherent component of scattering from a rough surface decreases as roughness,
represented in this case by the thickness d, increases with respect to �0. Therefore,
for given roughness, the coherent component decreases with increasing frequency:
coherent scattering is not present in the optical observations of a large majority
of natural (with the exception of calm water) and man-made (with the excep-
tions of polished glass, plastic and metal) surfaces. At microwaves, the coherent
component increases with decreasing frequency, hence, for instance, it is expected
to be higher at L-band than at X-band, apart from the effect of the permittivity
changes.

The reflection coefficient at vertical polarization, which is hard to obtain in
closed form [4], is expected to be lower [77] than the one at horizontal polarization,
consistently with the results of Sect. 6.2.2.

27The constraint clearly rules out the applicability of (7.34) to perfectly smooth surfaces.
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7.3.4 Scattering from Small Bodies

Section 7.2.1 remarks that the dimensions of a target with respect to wavelength
play a crucial role in determining the scattering behavior. The intensity of scattering
from large bodies is strongly affected by the local reflection coefficient, i.e., by
the reflecting properties of the almost plane area about the point that originates re-
radiation in the specular direction. This concept becomes clearly meaningless when
the scatterers are small, because the scattered field is originated globally by the
whole body and is contributed by the various parts of the latter with almost the
same relative phase, as outlined in Sects. 7.2.1.1 and 7.2.1.2.

Consider a reference scatterer characterized by the ensemble averages Q? and
Q of the respective field transformation tensors introduced in Sect. 7.1.2. When the
dimensions are small with respect to the wavelength in vacuo, the exponential in
the first scattering integral of (7.27) tends to one because �0 r0

max � 1, thus denoting
absence of outer interference. In this case the scattering function28 has the simplified
expression

F0c.r.i/0; r.s/0 / '  

�20

•

V0

Q?�E.i/0 ΔQ�.r 0/ dV 0D  

�20
r.s/0 �

h
r.s/0 �

•

V0

Q�E.i/0 ΔQ�.r 0/ dV 0i �
(7.35)

When the material of the body has low losses and, as it occurs especially at
microwaves, is weakly inhomogeneous with dimensions small also with respect
to the inner wavelength, Q? is almost independent of the location r 0 inside the
scatterer. Then the scattering function can be directly related to amplitude and
polarization of the incident field by

F0c.r.i/0; r.s/0 / '  

�20
E.i/0 r.s/0 �

h
r.s/0 � P � eee.i/

0

i
V 0 ;

where the average effective polarizability tensor P that globally characterizes the
scatterer is defined by

P :D ΔQ� Q : (7.36)

The introduction of the polarizability tensor allows amplitude and polarization of the
field scattered by small bodies to be directly related to amplitude and polarization
of the incident field:

E.s/eee.s/0 D  

�20

e�j�0R

R
r.s/0 �

h
r.s/0 � ŒPPP�eee.i/0

i
E.i/0 V 0 : (7.37)

28The scattering function is regarded as F0c because it is relative to the average scatterer.
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Fig. 7.13 Prolate and oblate spheroids model common fruit geometry

The elements of matrix
�
PPP
	

depend on the permittivity of the scattering object, on
the frequency and on shape and orientation of the body with respect to the direction
of incidence. Matrix

�
PPP
	

transforms the polarization of the incident field expressed

by eee.i/0 into the polarization of the inner field. Then the double cross product with r.s/0
in (7.37) yields the polarization of the scattered field. The intensity of scattering in
a given direction depends on frequency through the combined effect of both P and
��2
0 .

The structure of the polarizability tensor29 is essentially determined by the shape
of the scatterer: symmetrical lossless bodies have real diagonal ŒPPP�. Among this
class of scatterers, the spheroidal geometry is known to allow analytical models [13]
that can be used to obtain the components of the tensor. Spheroids are particularly
interesting because they approximate the shape of fairly common botanical fruits
(including culinary vegetables), as Fig. 7.13 suggests, as well as of hydrometeors
[49]. But, more important, spheroids with extreme aspect ratios [43, Chap. 10] are
suitable to represent several types of scatterers often encountered in the terrestrial

29The scattering bodies are considered deterministic for now; therefore, in the following, the
notation omits the overline.
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Fig. 7.14 Generic spheroid (left) of length ` and width w, rods or needles (middle), and disks
(right) are reference shapes quite useful to interpret scattering from vegetation and hydrometeors

environment. In fact, consider the spheroids having length (i.e., the dimension along
the axis) ` and width (orthogonal to the axis) w, sketched in Fig. 7.14:

• length-to-width ratio `=w!1, limiting case of the long thin ellipsoid shown in
the middle of Fig. 7.14, approximates a rod or a needle, a shape suitable to model
scattering bodies such as single ice crystals and elongated elements of plants as
thin branches, twigs, or needle-shaped leaves;

• the condition `=w � 1 yields an approximately spherical shape, such as water
drops, hailstones, round fruits;

• on the other side, `=w ! 0, limiting case of the short wide ellipsoid shown on
the right of Fig. 7.14 yields a disk, a shape quite useful to represent planar leaves.

Given the symmetry, only two independent elements characterize the polarizability
matrix ŒPPP� of a spheroid, i.e., P

k
, relative to the electric field component along the

symmetry axis and P?, for the orthogonal component.
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(a) (b)

Fig. 7.15 Components P
k
, (a), and P

?
, (b), of the polarizability tensor of a lossless spheroid vs.

length-to-width ratio `=w for different values of Q� between 2 and 20 (Curves interpolate data from
[73])

The geometry of the incident wave, with its electric field components parallel
E.i/

k
and perpendicular E.i/

?
to the axis of the spheroid is also shown in Fig. 7.14.

The electric field induced inside the spheroidal body has a component along its axis
which is proportional to the element P

k
, while the component perpendicular to the

axis is correspondingly proportional to P
?

. When the body is not spherical, clearly
P

k
¤ P

?
, hence the polarization or the orientation of the inner field generally differ

from those of the incident wave, according to the relative values of the components
of the polarizability tensor. Figure 7.15a, b show P

k
and P

?
as functions of the

length-to-width ratio `=w. The curves in Fig. 7.15a indicate that the inner field
component along the symmetry axis is low in a flat spheroid for which the ratio
`=w� 1 and increases with increasing ratio. The inner field component orthogonal
to the axis is correspondingly high for such a plate and shows the opposite trend
with `=w shown by Fig. 7.15b. By decomposing a linearly polarized incident field
E.i/0 in its components E.i/

k
D E.i/0 eee0k and E.i/

?
D E.i/0 eee0?, the internal field E is given

by

E D P � E.i/0 D E.i/0 P � .eee0?C eee0k / D E.i/0 .P?
eee0? C P

k
eee0k / : (7.38)

Equation (7.38) indicates that the inner field is polarized like the incident one
when P? � Pk, which occurs in small scatterers of approximately spherical shape,
whereas

– in disk-like scatterers, being P? > Pk, the internal electric field tends to lay in
the plane of the plate;

– in a rod or needle, P? < Pk and the internal field tends to be oriented longwise.

In both cases, the vector features of the scattering source, hence of the scattered field,
generally differ from those of the incident wave. Expressions of the polarizability
tensor components in terms of the relative permittivity are available for spheres
and for the limiting cases of disks and rods. Table 7.1 reports the corresponding
expressions.
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Table 7.1 Parallel, Pk, and
perpendicular, P?, elements
of polarizability matrix vs. Q�
for disk, sphere and rod [73]

Shape/element Pk P?

Disk
Q� � 1

Q� Q� � 1

Sphere 3
Q� � 1

Q� C 2
3

Q� � 1

Q� C 2

Rod Q� � 1 2
Q� � 1

Q� C 1

The effect of the above inner field features on the intensity and polarization
of scattering from small bodies can be summarized as follows. The scattering
intensity increases with increasing permittivity, since the source current increases
with Q�, irrespective of the direction of the incident field. The expected behavior of
polarization can be deduced from (7.38), which provides general indications, clearly
apart from the effect of the scattering direction mentioned in Sect. 7.1.2. In essence,
the polarization of the field scattered by a body the shape of which is similar to a
sphere is the same as that of the incident field for any direction of incidence: co-
polar scattering characterizes bodies with central symmetry. Also the polarization
of the field scattered by a disk-like object is the same, but only for normal incidence,
although it remains related to that of the incident field as the incidence direction
varies. Instead, in case of an elongated body such as a rod or a needle, since the
scattering source current is oriented along the axis for almost any polarization of the
incident field, the polarization of the scattered field tends to be linear and to lie in a
plane containing the axis of the scatterer, consistently with the results of Sect. 3.1.3.
This effect, generally implying change of polarization type and/or direction, is at
the origin of cross-polar scattering. As examples, the crown of a deciduous broad-
leaf tree is expected to be mainly characterized by co-polar backscattering at high
microwave frequency, whereas a conifer tree with its needle-shaped leaves yields a
more de-polarized scattering. Analogous effects are clearly observed in microwave
and optical scattering from atmospheric particles, as discussed in Sect. 14.3.

Examples of microwave scattering from single bodies representing both planar
and needle-shaped leaves are reported in the next sections. The Jones formalism is
adopted and reference is made to frequencies at which the Earth observing SAR
systems commonly operate. These numerical results contribute an introductory
tangible understanding of the salient features of the radar images of vegetation,
or, with suitable modification of parameters, of the optical scattering from atmo-
spheric particles. The deterministic scattering by individual bodies is subsequently
combined in a statistical fashion to gain further information on the behavior of
examples of canopies of random vegetation elements which are encountered in real
terrestrial environments. This step marks the transition from the coherent approach
to the incoherent formulation of scattering outlined in Sect. 7.4.
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Fig. 7.16 A circular plate – or flat ellipsoid – of vegetal matter is an effective geometric model to
interpret scattering from planar leaves. Axis z 0 is perpendicular to the plane of the leaf

7.3.4.1 Scattering from Disks

The planar leaves30 are effectively modeled as the circular plates with symmetry axis
z 0 depicted in Fig. 7.16, which behave substantially like the short and wide ellipsoid
considered as one limiting case in Sect. 7.3.4. The permittivity of the vegetal matter
forming the disks, related to the plant water content as discussed in Sect. 2.2.3,
changes with the frequency at which scattering is considered.

30Analogous modeling is suitable for flat atmospheric particles, such as ice plates, for which
polygonal shapes are also used [78].
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Fig. 7.17 Geometry of bistatic scattering from a circular disk of radius a D 2 cm and character-
istic thickness d D 0:02 cm simulating a planar leaf. The elevation angles � are measured with
respect to the axis z 0, the azimuth angles in Fig. 7.18 refer to the plane orthogonal to z 0. The
relative permittivity of the material composing the disk has the values Q� D 34:6� j8 at frequency
f D 1:2GHz (L-band, �0 D 25:0 cm), Q� D 32:3 � j8 at f D 5:3GHz (C-band, �0 D 5:7 cm),
Q� D 27:3� j11 at f D 10GHz (X-band, �0 D 3:0 cm)

In the geometry sketched in Fig. 7.17, the incident wave impinges at a fixed
angle onto a disk of radius a and thickness d representative of the dimensions of
some common broad-leaf trees. The normalized power density scattered by the disk
is reported as a function of the scattering angle �.s/ in the plane of incidence,31

that is the plane formed by the versor of incidence r.i/0 and the normal z0 along z 0.
The numerical values of the normalized scattered power density correspond to the
co-polar scattering cross-section (7.16) of the disk at the horizontal polarization
identified by the shown geometry. The polar diagrams of the bistatic scattering
cross-section reported in Fig. 7.18 provide a visual representation of some of the
relevant properties outlined in the preceding sections. The intensity of scattering is
low at L-band, at which the scatterer appears small with respect to wavelength, and
it increases with increasing frequency, in spite of the decreasing permittivity. The
angular pattern, which is almost uniform at the lowest frequency and fairly similar
in the azimuth plane to that of the point source current considered in Sect. 3.1.3,

31The scattering direction is also identified by the condition '.s/ D ˙ '.i/ on the azimuth angle.
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Fig. 7.18 Bistatic scattering cross-sections �hh



�.i/; '.i/I �.s/; '.s/� of disk simulating a planar

leaf as functions of scattering angle �.s/ for '.s/ D ˙ '.i/ and: �.i/ D 0ı (normal incidence,
top) and �.i/ D 45ı (oblique incidence, bottom). The values are in cm2 for the disk dimensions
indicated in Fig. 7.17. Both incident and scattered fields are orthogonal to the incidence .r.i/0 z0

0
/-

plane (co-polar horizontal scattering). Frequencies are: L-band (left), C-band (middle), and X-band
(right) (Data, courtesy Leila Guerriero)

sharpens as the wavelength decreases and a=�0 correspondingly increases.32 The
diagrams for the oblique incidence show also the progressive formation of the
scattering maxima in the specular and forward directions discussed in Sect. 7.3.1.2.
Note that the considered co-polar scattering at horizontal polarization is not affected
by the double cross product in (7.8) involving the scattering direction, since, as
Fig. 7.6 suggests, the re-radiating current Jobh is orthogonal to any r.s/0 .

7.3.4.2 Scattering from Needles

The elongated leaves33 shown in Fig. 7.19, are needles, the long and thin approx-
imate ellipsoids considered as the other limiting case in Sect. 7.3.4, which behave

32Actually, a leaf with the assumed dimension is no more a small scatterer at X-band.
33As the planar leaves, also the elongated ones have their corresponding counterpart among the
needle-shaped atmospheric particles [81].
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Fig. 7.19 Needle-shaped leaves of conifers

Fig. 7.20 Geometry of
bistatic scattering from a
needle of length ` D 7 cm
and characteristic width
w D 0:03 cm simulating a
conifer leaf. The elevation
angles � are measured with
respect to the axis z 0, the
azimuth angles in Fig. 7.21
refer to the plane orthogonal
to z 0. The relative permittivity
of the material composing the
needle is the same as for the
disks, i.e., Q� D 34:6� j8 at
frequency f D 1:2GHz
(L-band, �0 D 25:0 cm),
Q� D 32:3� j8 at
f D 5:3GHz (C-band,
�0 D 5:7 cm), Q� D 27:3� j11
at f D 10GHz (X-band,
�0 D 3:0 cm)

as slim cylinders. The geometry is now detailed in Fig. 7.20. The incident wave
impinges at a fixed angle �.i/ D 45ı onto a needle of length ` and with section of
characteristic width w, representative of the dimensions of some common conifer
leaves. As in the preceding section, the normalized power density scattered by the
needle is reported as a function of the scattering angle �.s/ in the plane of incidence,
that is the plane formed by the propagation versor r.i/0 of the incident wave and
the axis z 0 of the needle. The numerical values of the normalized scattered power
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Fig. 7.21 Bistatic scattering cross-sections �hh



�.i/; '.i/I �.s/; '.s/� (top) and

�vv



�.i/; '.i/I �.s/; '.s/� (bottom) of a needle simulating a conifer leaf as functions of scattering

angle �.s/ for '.s/ D '.i/ and �.i/ D 45ı (oblique incidence with respect to the axis of the needle).
The values are in cm2 for the needle dimensions indicated in Fig. 7.20. The upper diagrams refer
to incident and scattered fields orthogonal to the incidence .r.i/0 z0

0
/-plane (co-polar horizontal

scattering), while the lower diagrams refer to incident and scattered fields in the incidence
.r.i/0 z00/-plane (co-polar vertical scattering). Frequencies are at: L-band (left), C-band (middle),
and X-band (right) (Data, courtesy Leila Guerriero)

density correspond to the scattering cross-section (7.16) of the needle at the two
co-polarization, horizontal and vertical, identified by the geometry shown in the
figure.

As for the disks, the polar diagrams of the bistatic scattering cross-section
reported in Fig. 7.21 provide a visual representation of some of the relevant
properties of scattering. The intensity of scattering is low at L-band, at which the
scatterer appears small with respect to wavelength, and, again, it increases with
increasing frequency, from left to right. It is worth pointing out the extremely low
values of the scattering cross-section at horizontal polarization (i.e., for electric
field perpendicular to the needle), due to the unbalance P

?
� P

k
between the

polarizability matrix elements that was mentioned in Sect. 7.3.4 and shown by the
curves in Fig. 7.15. The ensuing differences by orders of magnitude between the
cross-sections at horizontal (upper diagrams) and vertical (lower diagrams) suggest
the de-polarizing effect of elongated bodies.

The result of the incidence obliquity appears in the scattering patterns, which
exhibit the progressive sharpening of the angular distribution of the scattered power
around the specular and the forward direction at both horizontal and vertical
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polarizations. Note however that the L-band scattering cross-section at vertical
polarization behaves differently, since it exhibits maxima around �.s/ �  =2 for
'.s/ D ˙'.i/. This is due to the fact that the direction of the re-radiating current
Job � Job z0 and the small length of the source, make this latter similar to the point
source of Sect. 3.1.3, the far field (3.24) of which has its maximum34 in the plane
perpendicular to z0. As the wavelength decreases, the phase change over the length `
becomes appreciable, the scatterer looses its point-source character and the pattern
tilts toward the specular and forward directions. A final observation is that, given
the direction of Job for vertical polarization, the scattering-effective current Job?
now depends on r.s/0 and the angular pattern is affected by the double cross product
in (7.8).

7.4 Incoherent Scattering

The planar or needle-shaped objects previously assumed to represent the scat-
tering behavior of leaves or hydrometeors are not isolated in the real terrestrial
environment. Rather, they are arranged in composite clusters to form vegetation
canopies, or clouds and precipitation. The complexity of the canopies that may be
encountered [55] is suggested by the example of vegetation shown in Fig. 7.22. A
remote sensing system clearly does not image a single small scatterer, rather the
ensemble of bodies that fall within the field of view (or, better, within the resolution

Fig. 7.22 Complex vegetation canopy in a tropical environment

34This issue is further discussed in Sect. 7.4.7.2.
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cell) of the instrument (cf. Sect. 11.4.3.2). It means that the field reaching the sensor
results from the scattering contributed collectively by the set of elements being
observed [38]. The natural arrangement of bodies, be it in a tree crown or crop
canopy, as well as in the hazy air or in rain cells, is essentially random, hence the
fields contributed by the individual elements [31] arrive at the sensor with a random
distribution of relative phases. The power captured by the sensor, which implies
spatial and/or temporal averaging, then derives from the incoherent superposition
of the elementary contributions, as mentioned in Sect. 4.3.2 for the basic case of
two plane waves. It was shown that, when the phase fluctuations are uncorrelated,
the waves add in power.

7.4.1 Scattering from Ensembles of Discrete Elements

On this basis, the discrete approach to incoherent scattering considers the addition
of the power originating from many single scatterers to obtain the power scattered
by the observed ensemble, without reference to the individual fields. The cross-
sections of the individual elements reported in the preceding sections can then be
combined to model the collective scattering from ensembles of bodies, such as
disks and needles simulating the leaves composing canopies, as well as bundles of
hydrometeors. Some significant features of the scattering behavior that is generally
expected from this kind of targets are illustrated by the following simple examples.

7.4.1.1 Scattering from a Canopy of Random Disks

The broad-leaf canopy of Fig. 7.23a is schematized as an ensemble of randomly
oriented disks with the same dimensions and frequency-dependent permittivity as
those of the single disk reported in Fig. 7.17. The geometry is detailed in Fig. 7.23b.
The model can be similarly extended, say, to a volume of precipitating snow flakes.
The incident wave impinges onto a half-space filled with the random disks, at a
fixed angle �.i/ D 45ı with respect to the direction z0 of the axis z 0 perpendicular
to the plane delimiting the canopy. The scattered power density is normalized with
respect to the area and to the surface density of the disks, so that it can be regarded
as a scattering coefficient (Sect. 7.1.3.2). The co-polar horizontal bistatic scattering
cross-section h�hhi and the cross-polar h�hvi are now considered, as identified by the
geometry of the figure. Only single scattering is included into the results. Details on
this issue are reported in Sect. 9.1.

The cross-sections h�hhi and h�hvi per unit element and unit area of the canopy
are reported in Fig.7.24 as functions of the scattering angle �.s/ in the plane of
incidence, that is the plane formed by the propagation versor r.i/0 of the incident
wave with the axis z 0. As expected from the behavior of the single element
analyzed in Sect. 7.3.4.1, the intensity of scattering increases with increasing
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(a)

(b)

Fig. 7.23 Canopy of a broad-leaf tree crown, (a), and corresponding model of randomly oriented
disks representing the leaves as in Fig. 7.16, (b); the elevation angle � is measured with respect to
the normal to the plane layer of disks, in which the azimuth angle of Fig. 7.24 is defined

frequency. The cross-polar intensity is lower by about one order of magnitude
than the co-polar one. The angular pattern peaks around the forward direction
for both pairs of polarizations, with directionality increasing with frequency. It is
important to note the quite low value of scattering at cross-polarization for the
higher frequencies, especially in the backward direction. Indeed, backscattering is
dominated by the specular scattering from the fraction of disks that are oriented
almost perpendicularly to the incident wave and, as seen in Sect. 6.2.2, this geometry
of reflection does not de-polarize the field.
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Fig. 7.24 Normalized bistatic scattering cross-sections h�hhi 
�.i/; '.i/I �.s/; '.s/� (top) and
h�hvi 
�.i/; '.i/I �.s/; '.s/� (bottom) of a canopy of disks simulating planar leaves as functions of
scattering angle �.s/ for '.s/ D '.i/ and �.i/ D 45ı (oblique incidence with respect to the normal
to the canopy boundary). The values in cm2 refer to a randomly oriented disk per unit area, with
the dimensions indicated in Fig. 7.17. The upper diagrams are relative to incident and scattered
fields orthogonal to the incidence .r.i/0 z00/-plane (co-polar horizontal scattering), while the lower
diagrams refer to incident field E.i/ D E.i/v0 in the incidence .r.i/0 z00/-plane and scattered field
E.s/ D E.s/h0 perpendicular to it (cross-polar scattering). Frequencies are at: L-band (left), C-band
(middle), and X-band (right) (Data, courtesy Leila Guerriero)

7.4.1.2 Scattering from a Canopy of Random Needles

As before for the broad-leaf, the conifer canopy of Fig. 7.25a (or, again, with
suitable scaling, a cirrus cloud) is schematized as an ensemble of randomly oriented
needles with the same dimensions and frequency-dependent permittivity as those
of the single needle reported in Fig. 7.20. The geometry is detailed in Fig. 7.25b.
The incident wave impinges onto a half-space filled with the random needles, at a
fixed angle �.i/ D 45ı with respect to the direction z 0 perpendicular to the plane
delimiting the canopy. The scattered power density is normalized with respect to
the area and to the surface density of the needles, so that, as before, it can be
regarded as a scattering coefficient. No multiple scattering is considered. The co-
polar horizontal bistatic scattering cross-section h�hhi and the cross-polar h�hvi are
again considered, as identified by the geometry of the figure.

The cross-sections h�hhi and h�hvi per unit element and unit area of the canopy
are reported in Fig. 7.26 as functions of the scattering angle �.s/ in the plane of
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(a)

(b)

Fig. 7.25 Canopy of conifer tree crown, (a), and corresponding model of randomly oriented
needles, as in Fig. 7.21, (b); the elevation angle � is measured with respect to the normal to the
plane layer of needles, in which the azimuth angle of Fig. 7.26 is defined
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Fig. 7.26 Normalized bistatic scattering cross-sections h�hhi 
�.i/; '.i/I �.s/; '.s/� (top) and
h�hvi 
�.i/; '.i/I �.s/; '.s/� (bottom) of a canopy of needles simulating conifer leaves as functions
of scattering angle �.s/ for '.s/ D '.i/ and �.i/ D 45ı (oblique incidence with respect to the normal
to the canopy boundary). The values in cm2 refer to a randomly oriented needle per unit area, with
the dimensions indicated in Fig. 7.20. The upper diagrams are relative to incident and scattered
fields orthogonal to the incidence .r.i/0 z00/-plane (co-polar horizontal scattering), while the lower
diagrams refer to incident field E.i/ D E.i/h0 in the incidence .r.i/0 z00/-plane and scattered field
E.s/ D E.s/v0 perpendicular to it (cross-polar scattering). Frequencies are at: L-band (left), C-band
(middle), and X-band (right) (Data, courtesy Leila Guerriero)

incidence, which, as before, is the plane formed by the propagation versor r.i/0 of
the incident wave and z 0. The main characteristics of the intensity and angular
pattern of scattering from the disk canopy are found again in Fig. 7.26. However,
a significant difference appears in the polarization behavior of scattering in the
backward direction: the cross-polarized backscattering from the needle canopy not
only is of the same order of magnitude as the co-polarized one, but it exceeds
that from the disk canopy. This observation confirms the de-polarizing effects of
asymmetric bodies, and, in particular, of those with one prevailing dimension.

The analysis carried out for the needles can be suitably adapted to derive analo-
gous properties of the scattering from ensembles of cylindrical woody elements of
vegetation, such as the trunks and branches35 of Fig. 7.9, and, especially, like the
intricate shrub and twig canopies in Fig. 7.27.

35Provided the diameter is not large with respect to wavelength.
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Fig. 7.27 Intricate canopies of cylindrical elements in low and high vegetation

It has been emphasized that the evaluation of scattering from the random
canopies has followed the incoherent approach. The coherent approach would have
been based on the interference of the fields originating from the single elements
of a possibly known canopy. But then, beside the assumption being unrealistic, the
coherent scattering from the single individual canopy would have been of unknown
representativeness of the general behavior expected by this class of scatterers in
the real world. In this context, the only valuable information obtainable from the
coherent scattering would be the (specular) reflection from the boundary of the
half-space having the average permittivity of the canopy, i.e., the average of the
permittivity of the air and of the scattering elements weighted by the volume fraction
of these latter. Then an approach analogous to the one followed in Sect. 7.3.3 for the
rough surface could provide some useful hint. Apart from this kind of information,
interpreting scattering images of canopies, and, in particular, their backscattering,
in practice uses the incoherent36 approach.

7.4.2 Continuous Approach to Incoherent Scattering

The preceding analysis has been carried out by assembling the power contributions
from single deterministic elements of known behavior, subject to the prior introduc-
tion of some collective statistical features able to model the random character of the
observed target. The probabilistic combination of deterministic individual elements
is one of the approaches that can be followed to characterize the scattering from
the terrestrial environment. An alternative approach, able to yield further significant
insight into the bio-geo-physical information contained in the scattering images,
is based on continuous stochastic models rather than on random assemblies of

36Coherent models are clearly needed when the phase is of interest, as in radar interferometric
measurements (cf. Sect. 12.3).
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discrete elements. The two approaches use different points of view of the same
scenario, hence they are expected to yield consistent results, provided the respective
characterizing parameters are suitably selected.

The continuous approach to incoherent scattering starts from the consideration
that the electromagnetic power received by an Earth observing sensor generally
originates from a region of space characterized by a complicated and a-priori
unknown spatial distribution of permittivity. Equation (7.28) points out that the
power density P.s/ scattered into the unit solid angle by the portion of terrestrial
environment observed by the sensor presents a random component P 0.s/ originated
by the fluctuations of permittivity about the average dielectric structure. To obtain
meaningful information, and consistently with the previous discussion, the approach
needs to be statistical, based on ensemble averages, as done for the canopies of disks
and needles. The average of P 0.s/over the ensemble of realizations of the considered
class of scatterers, within the approximation (7.27), is

˝
P 0.s/˛ D

˝
F 0 �F 0�˛

2 �0

' �4
0

32  2 �0

��•

V0



E?ΔQ� 0� e j�0r 0 � r.s/0 dV 0

��•
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�
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��
�

(7.39)

The product of the integrals in (7.39) is put under the form of a unique integral by
distinguishing the integration point r1 in V 0

1 from r2 in V 0
2:
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˛
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1 � r0
2/dV 0

2 dV 0
1 :

(7.40)

The average is intended over the relevant ensemble of realizations of the scattering
source of volume V 0, which is typically identified by the resolution cell of the
remote sensing system. The ensemble can be spanned by observations of the same
volume carried out at different times, or by the ensemble of image elements with
homogeneous statistical characteristics contained in single acquisitions, such as, for
instance, ensembles of portions of cloud volumes, of bare soil plots, or of forest
stands.

Note that if the resolution cell V 0 contains permittivity fluctuations which span
the ensemble of realizations, the power scattered by the cell tends to the ensemble
average value, as indicated by the mentioned space ergodicity. An example is
a closed thick stable plant canopy of given plant species: the structure of the
permittivity in the resolution cell is close to the structure that would be found in
an infinite number of cells of the same type of canopy. The probability that the
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cell includes all realizations of the ensemble clearly increases with increasing cell’s
dimensions. The theoretical requirement V 0 ! 1 translates in large resolution
cells. As an example, it is known that the fluctuations of the backscattering
coefficient in a SAR image decrease with the increasing dimensions of the resolution
cell obtained by multi-look [21, 53].37 Instead, as the spatial resolution increases
(i.e., as the dimensions of the cell decrease), less samples of the random elements
are present in V 0 and the more the individual power deviates from the ensemble
average. In practice, few large scattering elements in a cell make the fluctuations of
the scattered power to become a substantial fraction of its statistical mean and the
measurement ceases to be representative of the expected value.

7.4.3 Incoherent Scattering from Inhomogeneous Targets

The large object the scattering from which was discussed in Sect. 7.3.1 is again
considered, but now the material is randomly inhomogeneous. The deviation of
permittivityΔQ� 0.r 0/ in (7.40) is assumed to be a zero-mean random function of both
lateral coordinates x0; y0 and of the longitudinal coordinate z 0 delineated in Fig. 7.28.
The parallelepiped represents the volume from which the power received by the

Fig. 7.28 Volume of randomly inhomogeneous material onto the surface of which a plane wave
impinges normally; the shades of green denote the values of permittivity: light indicates lower;
dark, higher; the uniform pale green represents the spatial average

37Examples of multi-looked image generation are found at https://earth.esa.int/web/guest/
software-tools/best-basic-envisat-sar-toolbox/best-examples/generating-a-multi-look-image.

https://earth.esa.int/web/guest/software-tools/best-basic-envisat-sar-toolbox/best-examples/generating-a-multi-look-image
https://earth.esa.int/web/guest/software-tools/best-basic-envisat-sar-toolbox/best-examples/generating-a-multi-look-image
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sensor originates, therefore it models a resolution cell of the observed terrestrial
environment, such as terrain, forest, water, atmosphere.

The source-effective electric field E? in (7.40) depends on the field that
penetrates into the assumed homogeneous38 volume with average permittivity.
Following the approach of Sect. 7.3.1, the inner field (7.31) is assumed to be that
of the refracted39 plane wave (6.22)

E � E0 D E0
0 e�jk0 � r 0 �

With the notations of Sect. 6.3, the propagation vector k0 D ˇ0� j˛0z0 in the volume
V 0 filled with the average material is written as

k0 D ˇ
.i/
t C ˇ0

z z0 � j˛0 z0 ;

since the transverse component ˇ0
t D ˇ0

xx0Cˇ0
yy0 of the phase vector of the refracted

wave is the same as that of the incident wave because of the field continuity (6.13)
on the air-material interface. Then the field inside the average-permittivity scattering
volume is approximated by

E0 D E0
0 e�˛0z 0

e�jˇ.i/t � r0
t e�jˇ0

z z 0
; (7.41)

where r0
t D x0x0 C y0y0 is the position vector in the transverse plane. Both the

attenuation and the longitudinal phase constants in (7.41) depend on the average
complex permittivity of the material. With reference to earth surface observation, the
transverse plane may be the locally horizontal one, while the longitudinal coordinate
z 0 represents depth.

The dielectric inhomogeneities originate a scattered field which propagates in
V 0. Under the assumption of horizontal statistical homogeneity [59, Chap. 1], the
amplitude of this scattered internal plane wave depends only on depth, so that the
propagation vector k00 of the scattered field in the volume V 0 filled with the average
material is

k00 D ˇ00
t C ˇ00

z z0 C j˛00z0 D ˇ
.s/
t C ˇ00

z z0 C j˛00z0 : (7.42)

Note that the field continuity on the air-material interface holds not only for incident
and refracted waves, but, clearly, also for the inner and outer scattered waves.
Therefore, in (7.42) the transverse component of the phase vector ˇ00 of the internal
scattered wave is equal to that of the external scattered field, i.e., ˇ00

t D ˇ
.s/
t .

38Here “homogeneous” clearly refers to the average material.
39The superscript 0 may denote either fluctuating or refracted quantities: the reader should carefully
identify the meaning of the notation according to the peculiar context in which it appears.
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To proceed further, the requirement that no total reflection (cf. Sect. 6.4) occurs,
must be satisfied.

By now removing the assumption of average tenuous material40 and introducing
the plane-wave expressions (7.41) into Eq. (7.40), the average value of the random
scattered angular power density is obtained as
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The substantial feature in (7.43) is the presence of the autocovariance function [58,
Chap. 1] of permittivity fluctuations
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To simplify the notations, two assumptions, after all frequently admissible, are
put forward. The first, horizontal statistical homogeneity, yields a permittivity
covariance independent of the horizontal position
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/ : (7.44)

The assumption (7.44) means that a horizontal layer of the material has the same
magnitude of dielectric inhomogeneities everywhere.

The second, horizontal isotropy, makes the normalized autocorrelation function
to depend only on the horizontal distance

ˇ̌
r0

t1 � r0
t2

ˇ̌

B�

ˇ̌

r0
t1 � r0

t2

ˇ̌ I z0
1
; z0

2

� D B�t

ˇ̌

r0
t1 � r0

t2

ˇ̌�
B�z



z0
1
; z0

2

�
:

The assumption of local quasi-homogeneity of the permittivity fluctuations, with
smooth variations in the vertical direction, is a further serviceable approximation in
many cases regarding plant canopies, atmospheric or water layers and soil. More-
over, in several instances, the characteristics of the observed target make acceptable
the factorization of the normalized autocorrelation function into horizontal (lateral)
B�t and vertical (longitudinal) B�z functions:
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�
: (7.45)

40This means that the initial hypothesis that the propagation constant of the scattered field within
V0 is the same as that in the vacuum is now removed from (7.40).
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The average of the fluctuating angular power scattered by a target for which the
previous assumptions are admissible is
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(7.46)

The areic power P 0
o entering the average observed volume,41

P 0
o D

E0
0? � E0

0?
�

2�
,

has been suitably introduced into (7.46). If S0 D a b is the transverse section and
d the thickness of the resolution cell V 0 shown in Fig. 7.28, manipulation of (7.46)
yields42
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The lateral (horizontal in the present case) coordinates are transformed according
to

rrr D r0
t1 � r0

t2; rrr D r0
t1 C r0

t2

2
, (7.48)

which lead to the more compact notation
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0
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S0
r
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S0
r

B�t.r / e�j.ˇ.i/t � ˇ
.s/
t / � rrr drrr : (7.49)

The factor ZP in (7.49) representing the double integral over the longitudinal
dimension, takes into account the effect of the vertical structure of permittivity,

41Here the symbol E0 denotes the primary field inside the scattering volume.
42The reader should have noticed that the superscript 0 in P 0.s/ denotes fluctuation, whereas 0 in
P 0

o indicates refracted.
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also reckoning the attenuation, which, as shown in Sect. 6.3, acts in the vertical
direction. The integration domains S0

r and S0
r are the ones respectively corresponding

to the transformations (7.48). The domain S0
r spans the values of the horizontal

(lateral) mean position rrr of a pair of points inside the scattering volume, while S0
r

is generated by the horizontal distance r between any pairs of points in V 0. Note
that, for a general scattering direction, ˛0 ¤ ˛00, since the attenuation depends
on the angle the direction of propagation forms with z 0, as detailed in Sect. 6.3.1.
However, ˛0 D ˛00 for backscattering, because ˇ0 D �ˇ00, hence the angles are the
same.

Equation (7.49) points out that the scattered angular power density is affected
by both horizontal and vertical inhomogeneities of permittivity. It is important to
note that the dielectric structure is not described by the discrete model of Sect. 7.4.1
considering a random ensemble of bodies, rather it is now represented according to
a continuous approach, based on the correlation function of permittivity. It means
that the scattering intensity depends on the amount of correlation between the
fluctuation of permittivity in one point of the scattering volume and the fluctuation
in another point. The dielectric structure of a random ensemble of discrete bodies
can be expressed by the corresponding three-dimensional autocorrelation function
of the permittivity and the two approaches are clearly expected to lead to consistent
results.

7.4.4 Dependence of Scattering on Target Structure

Given the statistical homogeneity (7.44), the lateral autocorrelation function B�t of
the permittivity fluctuations depends only on the horizontal distance r between a pair
of points and is independent of the position r of the middle point in the horizontal
plane, so that (7.49) yields
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“
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B�t.r /e�j.ˇ.i/t � ˇ
.s/
t / � rrr drrr : (7.50)

Here AS is the area of the transverse (horizontal) surface binding the scattering
volume. Coarsely speaking, AS is the area of the elementary area (pixel) of the map
(image) representing the local scattering from the terrestrial surface (cf. Sect. 10.2).
The correlation B�t generally decreases with distance. When the scattering volume
contains a high number of random objects as sketched in Fig. 7.29, the horizontal
correlation distance (or correlation radius) r� of permittivity fluctuations, that is
the distance beyond which the autocorrelation function decays to negligible values,
is much smaller than the transverse dimension D of the scattering volume. The
dimension D corresponds to the linear spatial resolution at which the image of the
earth surface is acquired. Indeed, this is frequently the case both at macroscopic
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Fig. 7.29 The volume V0 of a resolution cell of dimension D generally contains a high number of
dielectric inhomogeneities, represented by the shades of green

and microscopic scales. As a few examples of macroscopic inhomogeneities, it is
readily realized that within the resolution cell of many Earth observing systems:

• the volume of a forest stand contains numerous leaves, twigs and thin branches;
• the rippled surface of a water body is formed by many random undulations;
• bare terrain consists of a quite large number of inhomogeneities corresponding to

granular material, embedded small stones and fragments of remaining vegetation;
• a volume of turbid air contains many water droplets or aerosol particles.

On the other side, at microscopic scales, i.e., at scales comparable to optical
wavelengths, most surfaces are rough and almost any natural material is inhomo-
geneous. Therefore, given the decay of the autocorrelation function over distances
corresponding to the dimensions of the inhomogeneities, the condition r� � D is
frequently met both in optical and microwave observations.

In practice, the decreasing shape of the autocorrelation function implies that
negligible contribution to the scattered power comes from pairs of scattering
elements which are located beyond a threshold mutual distance, so that S0

r in (7.50)
can be extended to infinity without appreciably changing the value of the angular
power density:
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Considering the resolution cell of infinite dimension leads to a quite important
result, as far as scattering is concerned: the incoherently scattered power is
proportional to the two-dimensional Fourier transform of the horizontal spatial
correlation function of the permittivity fluctuations.

It is known that the Fourier transform of the correlation function B of a random
variable yields the spectral density � of this latter, in general defined in the bi-
dimensional domain by

�.~~~/ :D
1̂

�1

1̂

�1
B.q/e�j~~~ � q dq2 dq1 ; (7.52)

where ~~~ and q denote the pair of conjugate vector variables. By specializing defini-
tion (7.52) to Eq. (7.51), the incoherent scattered power is found to be proportional
to the horizontal spatial spectral density S�t of the permittivity fluctuations [60,
Chap.4]

S�t.�t/ D
1̂

�1

1̂

�1
B�t.r /e�j �t � rrr dry drx (7.53)

corresponding to the lateral component �t D ˇ
.i/
t � ˇ

.s/
t of the scattering vector

delineated in Fig. 7.30. In the considered model of scattering volume, the lateral
component results from the difference between the horizontal component ˇ

.i/
t of the

phase vector of the wave “refracted” into the average random medium43 and the
horizontal component ˇ

.s/
t of the phase vector in the scattering direction

�t D ˇ
.i/
t � ˇ

.s/
t D �0



r0t.i/ � r0t.s/

� D �0


sin �.i/ � sin �.s/

�
r0t.i/ :

Therefore,

• �t D 0 for scattering in the specular direction, since �.s/ D �.i/;
• �t D 2�0 sin �.i/ r0t.i/ for backscattering, because �.s/ D �.i/I '.s/ D '.i/ ˙  .

Note that the factorization (7.45) of the autocorrelation function implies that the
horizontal spectrum of the dielectric fluctuations is independent of depth.

The average angular power density scattered incoherently by a volume with
random inhomogeneities of the dielectric constant is obtained by (7.51) in terms
of the dielectric spectral density S�t:

43As said, the results of Sect. 1.1.4.2 constrain the horizontal component of the refracted phase
vector to be equal to that of the incident one.
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Fig. 7.30 The horizontal component of the scattering vector �t derives from the difference ˇ.i/ �
ˇ.s/ of the phase vectors of incident and scattered waves
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The basic relation (7.54) indicates that the scattering intensity is proportional
to the horizontal spectral component of the dielectric fluctuations corresponding
to �t. It means that the average scattered power originates from the spatial
inhomogeneities having the periodicity corresponding to the difference between the
horizontal components of the incident and scattered wave vectors. The frequency
and the incidence and scattering directions select the appropriate spatial period
of the random permittivity variations which originates the scattered power. This
latter is proportional to the magnitude of the variations that occur, on average,
at that particular horizontal periodicity. In case the inhomogeneities result from
discrete objects, the magnitude of the selected spectral component depends on the
characteristic dimension of the scatterers, as well as on their spatial arrangement, in
particular on their horizontal distance.

The effect of the spatial periodicity is consistent with the mechanisms affecting
the radiation from extended sources. In fact, the contributions from the re-radiating
source currents (7.4) associated with the spatial variations of permittivity add in
phase statistically when the path lengths satisfy the conditions for constructive
interference discussed in Sect. 3.1.2. These conditions take also into account the
phase of Job, which is determined by the phase of the inner field in correspondence
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of the spatial structure of the random permittivity. However, it is important to note
a substantial difference between the coherent and the incoherent scattered power.
The intensity of coherent scattering is proportional to the square of the modulus
of the scattering function given by (7.32) in terms of the known ΔQ� and of the
scattering volume, taking due account of the phase of the inner field. Instead, the
incoherent intensity (7.50) is proportional to the autocorrelation of the random ΔQ� 0
and to the scattering volume, in place, coarsely speaking, of the square of this latter.
Because of this feature, coherent scattering from large objects is expected to exceed
their incoherent scattering. It is also realized that the phase of the inner field is
destroyed by the incoherent scattering mechanism expressed by (7.43) and does not
affect the scattered power, clearly apart from the underlying randomly constructive
interference mentioned above.

In the considered case of isotropic random inhomogeneities, the lateral spectrum
S�t of the horizontal permittivity fluctuations

S�t.~/ D
1̂

�1

1̂

�1
B�t.r / e�j.~xrx C ~yry/ dry drx

depends only on the magnitude of the angular wavenumber ~ D .2 /=� cor-
responding to the spatial period � of the harmonic of the horizontal dielectric
fluctuations. The autocorrelation functions characterizing the random permittivity
of natural media are frequently represented by exponential or Gaussian44 functions:
in case the normalized horizontal (lateral) covariance is Gaussian,

B�t.r / D e� .r=r�/2 : (7.55)

The parameter r� is the previously introduced horizontal correlation radius, that
measures the horizontal (or lateral) distance beyond which the dielectric fluctuations
become uncorrelated. The spectral density of the inhomogeneities yielded by the
one-dimensional Fourier transform of the Gaussian [8, Chap.8] autocorrelation
function (7.55) is

S�t.~/ D
p
  r� e�.~r�=2/2 : (7.56)

The spectral density is in turn Gaussian, with the magnitude of the spectral compo-
nents which decreases with increasing spatial angular wavenumber ~. Figure 7.31
shows examples of two pairs of autocorrelation functions and corresponding spectra.
The width of the spectrum, conventionally set by the cut-off angular wavenumber
~� D 2=r� , is a measure of the range of harmonic components contained in the
permittivity fluctuations: in this case, the harmonics having ~ < ~� , i.e., having

44Further details on the relation between dimension of scatterers and permittivity spectrum are
outlined in Sect. 9.1.
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Fig. 7.31 Gaussian autocorrelation functions B�.r / (left) and corresponding spectra S�.~/ (right).
The parameters of the Gaussian curves demonstrate the inverse relation between width of
autocorrelation and width of spectrum: the wider autocorrelation function (top left) corresponds
to a narrower and higher spectrum, and vice-versa (bottom), as found for the discrete scatterers in
Fig. 7.32

spatial period � >  r� , mainly determine the dielectric structure. Note also that
the amplitude of the spectrum is proportional to r� , which corresponds to the
characteristic dimension of the dielectric inhomogeneities.

To clarify the relation between the discrete approach such as the one followed
in Sect. 7.4.1 to characterize the scattering from canopies of random scatterers and
the present continuous model expressed by (7.43), consider the line of dielectric
elements in Fig. 7.32a.

The corresponding diagram of the random deviation ΔQ�0 of the relative per-
mittivity from its average ΔQ� is shown in Fig. 7.32b. It is known [35, Chap. 2]
that the autocorrelation function of such a rectangular random pulse train [70],
satisfying suitable constraints,45 is the triangular function of Fig. 7.32c, and that
the power spectrum is the (sinc2)-function represented in Fig. 7.32d. The shape
of the autocorrelation B�.r / indicates that the variations of permittivity are de-
correlated at distances r larger than the dimension D of the scatterers, or, rather, that
appreciable correlation exists only within a correlation distance46 r� that is a fraction

45In particular, the dielectric elements should be sparse, rather than closely packed as, because of
the layout requirements, they are represented in Fig. 7.32.
46The choice of r� is clearly subject to some degree of arbitrariness.
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(a)

(d)

(c)

(b)

Fig. 7.32 Row of randomly located discrete scatterers (a), spatial distribution of permittivity (b),
autocorrelation function (c), and spectrum (d); the same quantities are displayed for equal discrete
scatterers with two different dimensions. The diagrams suggest the inverse relation between
scatterer dimension D and width of spectrum: the wider autocorrelation function of the larger
elements corresponds to the narrower and higher spectrum, and vice-versa. Note the similarity of
the shape of the spectrum, expressed in this case by the (sinc2)-function (cf. Sect. 11.3.1.2), to a
Gaussian (Fig. 7.31) in the neighborhood of the origin of ~

of D. In turn, the shape of the spectrum S� , decreasing with the wavenumber ~, can
be characterized by a width ~� which is inversely proportional to the dimension D of
the scatterers. Figure 7.32 depicts the same quantities for two different D: comparing
the left with the right part of the figure makes apparent how the increased correlation
distance is accompanied by the corresponding narrowing of the spectrum, i.e., by the
decrease of the minimum spatial period of the harmonics present in the dielectric
structure.

The assembly of scatterers to which the results schematized in Fig. 7.32 refer
is obviously unrealistic, since a variety of dimensions and of permittivity values,
possibly mixed with continuous variations, are expected in an actual terrestrial
scenario [79]. However, the basic concepts and trends of the involved relations
hold in general [16]. Moreover, the Gaussian model introduced previously for the
autocorrelation function and spectral density is a suitable approximation frequently
adopted to represent the three-dimensional dielectric structure of real environments.
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The conclusions that are drawn from (7.55) and (7.56) and that, after all, are suitable
for a first understanding of the scattering process,47 are the following.

• For a given variance of permittivity fluctuations, the wider are the inhomo-
geneities, the larger is the magnitude of the spectrum.

• The inverse relation between the correlation radius and the cut-off wavenumber
indicates that:

– fine-scale irregularities, hence with small correlation lengths, have wide
spectra, with large cut-off wavenumbers;

– instead, irregularities with large dimensions, hence with large correlation
lengths, have narrow spectra, with small cut-off wavenumbers.

In the scattering process described by (7.53), the condition

~ D �t :

means that the combinations of electromagnetic wavelength and of incidence and
scattering angles, which determine �t, select the corresponding spatial wavenumber
~ of the permittivity spectrum. This implies that the incoherently scattered power
originates essentially from the inhomogeneities having the dimensions selected by
the observational parameters (frequency and geometry). In particular, the angular
power density (7.54) is expressed in terms of incidence and scattering angles48 by
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sin �.i/ � sin �.s/

�� � (7.57)

The general trends of the incoherent scattering intensity are then summarized taking
account of (7.57) and of the preceding considerations:

– scattering decreases with decreasing size of dielectric inhomogeneities, since the
amplitude of the spectrum depends directly on r� ;

– small irregularities, with wide spectrum, spread the scattered power broadly in
angle;

– large irregularities, with narrow spectrum, tend to concentrate scattering in the
neighborhood of the specular direction;

– scattering at relatively large electromagnetic wavelengths is contributed by
correspondingly large irregularities,

– whereas small irregularities contribute to scattering at small wavelengths.

47From the physical point of view, the re-radiating current (7.4) exists only in limited regions of
space in case of discrete scatterers (e.g., leaves, rain drops), while it is distributed in the scattering
volume in case of continuous material (e.g., terrain with moisture inhomogeneities). The unified
approach based on the correlation function has the advantage of modeling in a simple fashion some
qualitative features of scattering that both cases have in common.
48Here scattering is considered in the incidence .x z/-plane.
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The relations between magnitude of scattering and dimensions of dielectric inho-
mogeneities allow some broad final conclusions on the role of the particular range
of electromagnetic spectrum at which the scattering images are acquired:

– microscopic irregularities do not scatter at microwaves;
– rather, they are responsible for scattering in the optical spectral range;
– irregularities of centimeter or decimeter size are responsible for incoherent

scattering at microwaves;
– at these frequencies, larger inhomogeneities tend to behave like single scatterers

when the dimension of the resolution cell decreases, so that their scattering
features can be interpreted on a deterministic basis (cf. Sect. 7.3).

Some qualitative consideration can be finally added relative to the consistency of the
spectral approach with the one followed in Sect. 7.3.3 to relate the roughness of a
surface to its reflection. Decreasing the thickness d of the rough boundary layer
increases the low-spatial frequency components of the spectrum, thus enhances
the specular reflection, for which �t D 0. The decrease of the power scattered in
the backward (for oblique incidence) direction correspondingly accompanies the
depletion of the higher-wavenumber portion of the spectrum. More interpretive
details on this issue are provided in Sect. 13.1.1.

7.4.5 Scattering from Periodic Structures

Although randomness prevails in several terrestrial environment, it is ordinary
experience that spatial periodicity is not uncommon in some of them. Figure 7.33
suggests that this is generally the case of water surfaces, but that it is also frequently
encountered in agricultural scenarios. An ensemble of dielectric structures which
are periodic in the horizontal plane, such as sea waves or rows of agricultural
crops, has harmonic components the magnitude of which peaks at the horizontal
wavenumbers corresponding to the spatial periods of the dielectric variations.
Indeed, the one-dimensional autocorrelation function of dielectric random fluc-
tuations with embedded periodicity is suitably modeled by the periodic function
enveloped by the Gaussian (7.55) shown in Fig. 7.34 and given by

B�t.r / D e� .r=r�/2cos.K0r / : (7.58)

The parameter K0 D .2 /=�0 in (7.58) is the angular wavenumber corresponding
to the spatial period �0 of the dielectric variations, e.g., of the water waves or of
the crop rows. The spectral density corresponding to the autocorrelation (7.58) is
known to be

S�t.~/ D
p
  r�

˚
e� Œ.~ � K0/ r�=2�2 C e� Œ.~ C K0/ r�=2�2 � (7.59)
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Fig. 7.33 Water surfaces (top) and cultivated fields frequently show periodic patterns (Image of
vineyard in the Tor Vergata – Frascati test area, courtesy A. Burini)

As sketched in Fig. 7.35, the spectrum (7.59) peaks at the angular wavenumbers

~ D ˙K0 D ˙2 
�0

�

Correspondingly, the scattered power is expected to peak when the frequency of
the electromagnetic wave and the observation geometry are such that the lateral
component of the scattering vector matches the spatial periodicity of the dielectric
structure, that is, with reference to the elevation angles and in the local incidence
plane,
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Fig. 7.34 The auto-
correlation function of
random fluctuations with
embedded periodicity is
suitably modeled by a
circular function enveloped
by a Gaussian

Fig. 7.35 The spectrum of a partially coherent periodic function with Gaussian-envelop auto-
correlation such as in Fig. 7.34, is composed of two portions, peaked on the wavenumbers
~ D ˙K0 D ˙2 =�0 and having width determined by the distance r� over which the periodic
component keeps its coherence

�t D 2 

�0



sin �.i/ � sin �.s/

� D ˙K0 D ˙2 
�0

� (7.60)

Equation (7.60) translates into the condition49

sin �.s/ D sin �.i/ ˙ �0

�0

�

49Wavelength and spatial periodicity are such that
ˇ̌
sin �.s/

ˇ̌ � 1.
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Therefore, peaks of intensity occur in the backward and forward directions, provided
the observation is carried out at wavelength �0 and incidence angle �.i/ compatible
with the spatial periodicity of the surface. In particular, the peak of backscattered
power occurs when the Bragg condition50

sin �.i/ D �0

2�0

is satisfied.51 Note that the electromagnetic wavelength yielding the peak of
backscattering is of the order of the spatial periodicity of the observed surface, for
instance, in case of water, of the gravity-capillary waves. This implies that, for an
incidence angle �.i/ � 30ı, �0 � �0, which means that the radar must operate in the
centimeter to decimeter wavelength range to effectively observe the backscattering
from these waves, as detailed in Sect. 14.2.2.

7.4.6 Effect of Sub-surface Structure

The effect of the vertical structure of the dielectric inhomogeneities on scattering
is expressed by the factor ZP in (7.49), representing the sub-surface52 contributions
in (7.47):
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The vertical dielectric structure affects the incoherent scattering intensity according
to

– the magnitude of the permittivity fluctuations, expressed by the covariance ¢2� ,
function of depth

– and the vertical spatial distribution of inhomogeneities, described by the autocor-
relation function B�z.

Given the assumed factorized form (7.45) of the autocovariance function of Q�0 and
consistently with the assumptions for the horizontal factor B�t, the intensity ¢2� of
the permittivity fluctuations is reasonably assumed to depend on the average depth,
i.e.

¢2� .z
0
1
; z0

2
/ D ¢2�

�
z0
1
C z0

2

2

�
;

50Further discussion on this issue is postponed to Sect. 13.1.1.2.2.
51The direction of backscattering is identified by �.s/ D ��.i/, since in the plane of incidence
reference is made to the elevation angle only.
52Here “sub-surface” indicates the region z 0 > 0 of Fig. 7.28: according to the location of the
reference .z 0 D 0/-plane, it may correspond to the terrain below the average soil surface, or to the
vegetation below its top canopy level (cf. Fig. 14.4), etc.
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while the vertical correlation B�z depends on the vertical distance between pairs of
points
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1
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2
j/ :

Both ¢2� and B�z clearly affect the scattered angular power, since (7.57) contains
the factor
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A suitable transformation of vertical coordinates [59, Chap. 4],
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2
domain of integration into the rhombus of Fig. 7.36 in the

.&12 z12/-plane. Then, some algebra yields:
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(7.61)

Fig. 7.36 The gray area represents the domain of double integration in the vertical direction; d is
the thickness of the scattering volume sketched in Fig. 7.28
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Fig. 7.37 The wave incident with phase vector ˇ.i/ is refracted into the average-permittivity
volume and travels downward with phase vector ˇ0; the wave originating from the inhomogeneities
travels upward with phase vector ˇ00 and gives origin to the scattered wave with phase vector ˇ.s/

towards the sensor. No total reflection is assumed to occur

In Eq. (7.61) ˇ0
z and ˇ00

z are the vertical components of the phase vectors of
the downward (refracted) and upward scattered wave, as sketched in Fig. 7.37. The
corresponding attenuation constants are ˛0 and ˛00 respectively. When the material
has a dielectric structure that is statistically homogeneous in the vertical direction,
¢2� is independent of depth and (7.61) simplifies into

ZP D ¢2�
˛0 C ˛00

�ˆ d

0

B�z.&12/ e�2.˛0 C ˛00/&12 cos
�

ˇ0

z � ˇ00
z

�
&12
	

d&12

�
ˆ d

0

B�z.&12/ e�2.˛0 C ˛00/.d � &12/ cos
�

ˇ0

z � ˇ00
z

�
&12
	

d&12

�
(7.62)

D ¢2�
1 � e�2.˛0 C ˛00/d

˛0 C ˛00

ˆ d

0

B�z.&12/e�2.˛
0 C ˛00/&12 cos

�

ˇ0

z � ˇ00
z

�
&12
	

d&12 :

The vertical factor ZP that affects (7.57), which represents the intensity maps
produced by monostatic imaging radars,53 is readily obtained by setting

ˇ00
z D �ˇ0

z � ˇzI ˛0 D ˛00 � ˛ ;

53Apart from possible flash-point reflections.
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so that (7.62) becomes

ZP


�.i/;��.i/� D ¢2�

1 � e�4˛d

2˛

ˆ d

0

B�z.&12/ e�4˛&12 cos.2ˇz&12/ d&12 :

(7.63)
Note that this result holds also for quasi-monostatic measurements, i.e., when

ˇ00
z � �ˇ0

z I ˛0 � ˛00 ;

as is the case for SAR missions of the type TerraSAR-X add-on for Digital
Elevation Measurement (TanDEM) [67], which utilize platforms at very close
observing locations.

Expression (7.63) highlights the effect of the vertical dielectric structure and of
the observation parameters on the incoherently scattered power. In short summary,
the backscattering intensity

– is proportional to the magnitude of the dielectric fluctuations, expressed by the
variance ¢2� ;

– depends on the attenuation of the incident and scattered inner waves caused by
the material;

– is affected by vertical dimensions of the inhomogeneities expressed by the
autocovariance B�z, as previously discussed;

– depends on wavelength and local incidence angle, which affect the vertical
component of the phase constant ˇz.

It has to be mentioned that the effects of the various parameters are interrelated
and difficult to single out, although some trends can be identified to facilitate the
interpretation of the backscattering images.

7.4.7 Surface and Volume Scattering

The expected angular power density scattered by the observed portion of the Earth’s
environment is obtained by averaging (7.28):

˝
P.s/

˛ D P.s/c C
˝
P 0.s/˛ �

The coherent component derives from the diffraction, often tied with reflection, by
the average dielectric structure of the volume corresponding to the resolution cell,
as discussed in Sect. 7.3. Since the coherent power density typically peaks in the
specular direction (cf. Sect. 7.3.1.2), it does not contribute appreciably to monostatic
or quasi-monostatic observations that are carried out at definitely oblique incidence,
except that for particular geometries of the target, such as the corner reflectors
considered in Sect. 6.6.
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The incoherent component, given by (7.54), depends both on the horizontal and
on the vertical structure of the fluctuations of permittivity about its average value.
The results obtained by the model outlined in the previous sections apply, clearly
provided the observed inhomogeneous material satisfies the relevant assumptions.
It is worth pointing out that the quantities that affect scattering, i.e., magnitude and
autocorrelation function of the dielectric inhomogeneities, as well as attenuation
and phase constants, often have distinct characteristics at different depths inside
V 0, according to the nature of the observed scenario. Therefore, to approach the
local character of approximately horizontal statistical homogeneity, V 0 is suitably
modeled by layers composed of the same materials and with similar structure.

In the simple case of a bare natural surface, two regions are readily identified:
the surface layer and the bulk.54 The contributions to backscattering for oblique
observation are separated according to the depth of the region from which they
originate:

˝
P 0.s/
�.i/;��.i/�˛ ' ˝P 0.s/˛ D ˝P 0.s/

S

˛C ˝P 0.s/
b

˛
;

where
˝
P

0.s/
S

˛
is the contribution from the surface layer, that is, from the air-

to-material transition layer, while
˝
P

0.s/
b

˛
originates from the bulk, i.e., from the

sub-surface region. This model results in subdividing the domain of integration over
the vertical (or longitudinal) coordinate z 0 into the two sub-domains indicated in
Fig. 7.38. The first extends from the highest level at which the volume V 0 begins,
assumed as the reference z 0 D 0, to the depth z 0 D dS at which the bulk material

Fig. 7.38 The scattering volume is subdivided vertically into the surface layer, extending over
the depth interval 0 < z 0 < dS (cf. Fig. 7.12), and the bulk for z 0 > dS. The lateral spectrum of
dielectric inhomogeneities in the surface layer (SS, top right) is generally different from the one in
the bulk (Sb, bottom right)

54The model is consistent with the one introduced in Sect. 7.3.3.
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begins, the second from z 0 D dS to the total thickness d of the scattering volume,
which possibly extends to infinity.55 The backscattered power is contributed by
the two terms that are derived from (7.57) after splitting the integral of (7.62) and
relating the inner power to the incident one

˝
P.s/



�.i/;��.i/�˛ '

�
 

�20

�2
cos �.i/

�
ZPS S�tS

�
4 

�0
sin �.i/

�

C e�2˛SdS ZPbS�tb

�
4 

�0
sin �.i/

��
AS .1 �Rc/P .i/ ;

(7.64)

where Rc is the (coherent) local power reflection coefficient for the average dielec-
tric structure of V 0. Note how the second term, which expresses the backscattering
intensity contributed by the bulk, is reduced by the power transmission coefficient
1 �Rc of the interface between air and average material. This factor takes account
of the power reflected in the specular direction, hence unavailable to the backward
scattering from the sub-surface material.

Inspection of (7.64) indicates that the contribution to the backscattering originat-
ing from the surface layer is proportional to the lateral spectrum of permittivity S�tS
characterizing the surface roughness56 features, weighted by the vertical factor ZPS

for the surface layer, given by

ZPS D ¢2�S

1 � e�4˛SdS

2˛S

ˆ dS

0

B�zS.&12/ e�4˛S&12 cos.2ˇzS &12/ d&12 ;

in which the subscript S denotes the quantities relative to the surface layer. The
weight ZPS that controls the intensity of the backscattering from the surface layer

– is proportional to the variance of permittivity ¢2�S, hence, for given spatial
structure of inhomogeneities, it is expected to increase with increasing overall
permittivity;

– for given ¢2�S, it increases with thickness dS, hence with surface roughness;
– decreases with increasing attenuation, which quenches the deeper source cur-

rents.

In turn, the power contributed by the sub-surface material is proportional to the
lateral spectrum S�tb of permittivity weighted by the bulk vertical factor ZPb as for

55More than two layers may be required by more complex scenarios, such as, for instance terrain
covered with vegetation or snow. Chapter 14 outlines some relevant examples.
56In case of vegetation cover, S�tS can be regarded as the lateral spectrum of the permittivity
fluctuations in the plant canopy. Then, the re-definition of the bulk material is clearly needed.
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the surface layer, but with a major difference. In fact, it is reduced by the attenuation
factor e�2˛SdS introduced by the overlying surface layer. The bulk vertical factor is
given by

ZPb D ¢2�b

2˛b

ˆ 1

dS

B�zb.&12/ e�4˛b&12 cos.2ˇzb &12/ d&12 ;

where now the subscript b denotes the quantities relative to the bulk material.
The two terms contributing the total backscattering intensity (7.64) respectively

represent the surface scattering and the volume scattering discussed in more detail
in Sect. 13.1. Both are generally present and add incoherently, but either one or the
other may prevail when observing a given target, according to the observational
parameters. In case the bulk material is sufficiently homogeneous so that

¢2�b S�tb � ¢2�S S�tS ;

scattering from the rough surface prevails. This is often the case of water or of
uniform terrain, at microwaves. Then the model introduced in Sect. 7.3.3, which
localizes the source of scattering only to the random air-matter interface, can be
extended to incoherent scattering. The second term in (7.64) vanishes and the lateral
spectrum of permittivity S�tS is directly related to the spectrum of roughness Sz
of the surface. Surface scattering also prevails when, for comparable permittivity

structures, attenuation and thickness of the surface layer are such that e�2˛S dS �
1. Coarsely speaking, given the analogous trend with attenuation of both surface
and volume scattering, increasing attenuation decreases the depth from which the
scattered power originates, thus making the contribution from the shallower layers
to predominate.

On the contrary, for comparable variances and lateral spectra of permittivity,
when the attenuation ˛S is moderate and/or the surface layer is sufficiently thin so
that ˛S dS � 1, backscattering is mainly contributed by the bulk material. Vegetation
canopies typically originate volume scattering since, on one side the dielectric
inhomogeneities enhance with z 0 and, on the other, the air-material transition layer,
located in the upper part of the canopy, has a sparse and relatively thin dielectric
structure, with correspondingly low ZPS.

As a general trend, volume backscattering is lower at more attenuated wave-
lengths. Indeed, increasing attenuation decreases the backscattered power because
the incident internal field, hence the source of scattering, decreases with depth.
Moreover, the amplitude of the internal scattered waves decreases while traveling
upward. In optical observations, which exploit the scattering of the polychro-
matic solar radiation, samples of the spectrum of the scattered radiation are
measured. The spectrum contains the imprinting by the material in the form of
alternating strongly and weakly absorbed wavelength ranges, according to the
features outlined in Sect. 2.2. The scattered power density is lower at the more
absorbed wavelengths and has peaks at the less attenuated ones, thus originating
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the color of the targets, as already observed in Sect. 6.5.2 for reflection. It can
be anticipated that multi-spectral measurements of scattered solar radiation carry
information on the dielectric spectrum, hence on the nature of the materials present
in the scattering volume. This issue is detailed in Chap. 14 for relevant terrestrial
environments.

7.4.7.1 Modeling the Backscattering Coefficient

By inserting the expression of the angular density of backscattered power into (7.17)
and recalling definition (7.22), the backscattering coefficient �0 is finally obtained
as a function of the material and observation parameters

�0 '  
�
2 

�20

�2
.1 �Rc/ cos �.i/

"
¢2�S

1 � e�4˛SdS
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�
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�0
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�
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B�zS.&12/ e�4˛S&12 cos.2ˇzS &12/ d&12 C ¢2�b

e�2˛SdS
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�
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�0
sin �.i/

�

ˆ
1
dS
B�zb.&12/ e�4˛b&12 cos.2ˇzb &12/d&12

�
� (7.65)

It has to be pointed out that the backscattering coefficient defined by (7.22) as the
cross-section per unit area is meaningful provided the power originated from the
observed volume V 0 is mainly contributed by the incoherent mechanism described
in Sect. 7.4.3. When this model holds, the power is proportional to the lateral area AS

of V 0, as given by (7.50). But, if a source of relatively high coherent backscattering
is present in the resolution cell, P.s/ is not proportional to AS and the concept
underlying the definition itself fails.

Given the essential randomness of many natural materials at microscopic scale,
coherent scattering does not occur at optical wavelengths with the exception of calm
water surfaces, or particular man-made surfaces. The normalization of the scattered
power with respect to the observed area is thus generally meaningful. Anyway, the
definition of backscattering coefficient is limited to radar observation, although lidar
measurements are based on analogous quantities.

7.4.7.2 Effect of Polarization

The polarization of the incident field affects several of the quantities in (7.65) on
which the backscattered field depends [71, Chap. 3]. In particular, the scattering
source current (7.4) is proportional to the field that penetrates into the average
object. Since the reflection coefficient depends on polarization and, at least in
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the geometrical optics approach, the results of Sect. 6.2.2 show that a horizontally
polarized wave is reflected more than a vertically polarized one, i.e.,

Rch > Rcv ;

the fraction of incident power density that interacts with the material is larger at
vertical polarization than at horizontal. This implies that the incoherent scattering
from a rough surface at vertical polarization is larger than at horizontal, as it
is actually observed (cf. Sects. 13.1.1.2.1 and 14.1.2.1). The power scattered by
the sub-surface dielectric inhomogeneities is correspondingly higher at vertical
polarization, clearly provided that the permittivity structure is isotropic.

A second effect derives directly from the polarization of the inner field, which
depends on the structure of the scatterer through the field transformation matrix

˝
ŒQQQ�
˛

introduced in Sect. 7.1.2 and extended to the randomly inhomogeneous material. In
the Jones formalism, the elements of

ŒQQQ� D
�

Qvv Qvh

Qhv Qhh

�

depend on the geometry of the dielectric structure. In case of highly symmetric
random inhomogeneities, for instance with nearly spherical patterns, the co-polar
elements are close, whereas the cross-polar ones are relatively low, that is

Qvv � QhhI Qhv D Qvh � Qvv � Qhh :

Then the scattering-source current tends to be parallel57 to the incident field, hence
co-polar scattering dominates. On the other side, increasing asymmetry of the
dielectric structure enhances the cross-polar elements. As a result, cross-polarized
scattering from the surface layer is low when the boundary is relatively smooth and
increases with increasing roughness. Analogously, a lopsided random permittivity
structure in the bulk material produces cross-polarization, as observed for the
canopy of needles of Sect. 7.4.1.2.

Dielectric structures with preferential orientation behave differently according
to the field polarization. Indeed, (7.10) indicates that only the component of Job

orthogonal to the direction of observation radiates effectively. Therefore, the depen-
dence of the backscattering intensity on the direction is related to the magnitude of
E? that the incident field is able to create in the material, hence to the directional
features of the dielectric structure characterizing the resolution cell. As usual, the
discussion is limited to scattering in the .x z/-plane of incidence, i.e., for '.s/ D '.i/
or '.s/ D '.i/C . The re-radiation from a horizontally polarized current Job D Job y0
has no additional dependence on the scattering angle, being Job ? r.s/0 for any �.s/.

57Apart from the possible effect of the refraction angle on the vertical polarization.
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Instead, the field scattered by a vertically polarized secondary source has a further
dependence on �.s/, since, for given �.i/, the matrix elements Qvv? and Qvh? are
functions of the scattering direction. In particular, Sect. 3.1.4.1 indicates that the
scattered field vanishes when the direction of the upward scattered wave is parallel to
the re-radiating current, the direction of which is determined by the structure (shape
and prevailing orientation) of the dielectric inhomogeneities. Taking into account
the refraction relative to the average material, the condition of parallelism

r00
0
k Job

implies that the vertically polarized scattered field vanishes at the scattering angle
such that

sin �.s/ D nev sin �ob ;

where nev is the effective refractive index of the material for vertical polarization58

and �ob is the angle formed by Job with the vertical direction. When the medium is
tenuous, such as a thin vegetation canopy [69] at the lower microwave frequencies,
� 0 � �.i/ and � 00 � �.s/, hence the vertically polarized backscattered field tends to
vanish when Job k r.i/0 . Figure 7.39 suggests how the backscattering from a material

Fig. 7.39 The power radiated by the scattering source current Job represented by the arrows along
the stems, concentrates about the plane perpendicular to the latter, according to (3.26); therefore,
the direct backscattering from the canopy tends to vanish when the angle of scattering is close to
the tilt angle of the stems (left)

58A material with oriented dielectric structure behaves as an anisotropic medium, in which the
propagation constant depends on the wave polarization.
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characterized by an elongated dielectric structure, as is a canopy of thin stalks,
changes according to the orientation of these latter with respect to the observing
direction.

Note that the ŒQQQ� matrix for the surface layer generally differs from the one for
the bulk, hence the polarization properties of the surface scattering may differ from
those of the volume scattering.

Scattered Waves

The assumption of plane boundaries between air and terrestrial materials has
allowed us to gain valued information on the properties of reflection, which, if we
think about it, is the first kind of wave-matter direct interaction we encounter. Now
we have to take into account that many real targets are not planar. The idea is to
introduce secondary source currents able to represent the effects of the material
objects onto which the waves impinge. The approach, based on an ingenuous
algebraic artifice, allows us to re-use the analytical frame that was set up for the
radiation, to determine the re-radiation from the targets. The procedure delivers
tools that we can use to relate the re-radiated field to the one that hits the target. The
connection between scattered and incident field is just what we need to sense the
scattering target. Various indicators are established, from the scattering and Müller
matrices to a number of transverse sections, to the backscattering coefficient.

Given the nature of the terrestrial environment, the secondary source current is
composed of a stable term and of a fluctuating component. The deterministic current
is responsible for coherent scattering, the features of which are obtained from the
radiation formulas tailored to the specific geometries at hand. A first intuitive result
is that, under suitable assumptions, the scattered field is proportional to the reflection
coefficient. The concept of directional pattern is readily adapted to represent the
angular dependence of the scattered field. Targets that are large with respect to
wavelength present enhanced scattering around the local direction of specular
reflection, whereas small objects tend to spread power all around. Moreover,
scattering from small objects increases strongly with decreasing wavelength. Hence
we realize the crucial role taken on by the latter compared with the size of
the scatterer or with some dimension characterizing its rough surface. We also
become aware of the effort that is demanded to identify those canonical shapes
that make more or less workable the scattering formulas for the exceedingly various
geometries of terrestrial scenarios.

At this stage, the dreaded hurdle brought about by the stochastic nature of
the Earth’s landscape comes into play: how can we cope with the random field
originating from the fluctuating environment? We are presented with two ways for
approaching incoherent scattering. One is based on averaging the scattering from the
individual elements over the ensemble of scatterers, taken the statistical distribution
of their properties into account. The cross-sections of canopies of disks and of
needles are examples quite suggestive of the directional and polarization behavior
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we expect from random assemblies of elements. The other approach introduces
randomness into the spatial distribution of permittivity, the statistical properties of
which are characterized by corresponding features of the covariance function. A
simple model strives to convince us of the equivalence between the discrete and
the continuous approaches. A considerable portion of eccentric mathematics leads
to expressing the incoherent angular power in terms of target dielectric spectral
density and of scattering vector. We have to acknowledge that the result is effective,
as correlation functions and spectra are apt to represent the dielectric structure of
a variety of materials and configurations. For instance, the presence of periodic
components in the scattering source, as it occurs on water surfaces, is handled quite
adequately.

The analysis is extended to the scattering from sub-surface materials through
another clump of unwatchable mathematical formalism. Anyhow, the result is
instructive, as it clarifies how scattering is affected by the bulk properties of the
target. Therefore, we can get an idea of the kind of information the interacting
wave is able to mine, for given wavelength and incidence angle. High scattering
denotes large permittivity and/or the presence of inhomogeneities with dimensions
of the order of the wavelength. As expected, the depth from which the information
is extracted decreases with growing attenuation. The formulation is such that the
scattered power can be split into the contribution from the surface layer and the one
by the underlying bulk material. So we have the opportunity for interpreting the
images in terms of relative magnitudes of surface and volume scattering, taking also
the polarization of the field into account.
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Chapter 8
Thermal Emission

Charged particles in matter, being in an accelerated motion caused by collisions,
can originate electromagnetic radiation. The emission process is reciprocal of
absorption. As outlined in Sect. 2.1, this latter consists in the conversion of
electromagnetic energy into thermal energy through particle collision. In the reverse
sense, a charge accelerated by a collision converts part of its (thermal) kinetic energy
into electromagnetic energy giving rise to spontaneous radiation.

8.1 Spontaneous Radiation

The electromagnetic field forming the spontaneous radiation is basically ruled by
Maxwell’s equations (1.6) and (1.7) containing macroscopic source terms which
account for the collective radiating action of the charges. This model regards the
electromagnetic sources as local time-varying elementary impressed currents the
momentum (Sect. 3.1.3) of which is suitable to account for the transfer of energy
from the thermal system to the radiation field. The motion of the particles is chaotic,
hence the sources consist of space-time fluctuating currents, which radiate a random
field.

The Fourier-transformed radiation field is related to the thermal source currents
JeT and JmT in the spectral domain by (1.32) and (1.33):

r � E D �j!B � JeT I (8.1)

r �H D j!DC JmT ; (8.2)

where JeT and JmT are the electric and magnetic current densities, respectively
modeling the corresponding sources of thermal radiation. The vectors are spectral
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quantities referring to the angular frequency! D 2  f . The dielectric equation (2.6)
in an isotropic generally inhomogeneous material gives the electric displacement

D.!; r/ D �.!; r/E.!; r/ ; (8.3)

where, as usual, permittivity takes into account all the sources of dielectric polar-
ization considered in Sect. 2.1, including free charges. In absence of ferromagnetic
materials, B ' �0H.

Since the source currents are random quantities, (8.1) and (8.2) are called
stochastic Maxwell’s equations [11, Chap. 3]. The currents JeT and JmT need a
stochastic characterization based on moments, as discussed in Sect. 1.3.4. The
random thermal field is likewise described by moments, which are linearly related to
the moments of the source currents because of the linearity of Maxwell’s equations.

According to the Nyquist theory of thermal fluctuations in electric networks
[5, Chap. XIII], the Fluctuation-Dissipation Theorem (FDT) for continuos media
in local thermodynamic equilibrium (LTE) yields the covariances of the thermal
source currents as functions of the thermodynamic temperature of a body, of its
losses, and of frequency. The spatial covariance of the p-component of the spectral
thermal electric source current density JeT in an isotropic material is given by

˝
JeTp.r/ J�

eTp.r
0/
˛
f
D ‚. f ;T/ �0

ˇ̌Q�j

ˇ̌
f •.r � r 0/ .p D 1; 2; 3/ ; (8.4)

where average is over the equilibrium ensemble of the thermal random sources at
frequency f and the function‚ is the mean energy of the quantum oscillator, given
by

‚. f ;T/ D h f

2
coth

�
h f

2k T

�
� (8.5)

The quantities in Eq. (8.5) are: Planck’s constant h D 6:63 � 10�34 J s, Boltzmann’s
constant k D 1:38 � 10�23 J K�1, temperature T and frequency f .

The basic result (8.4) of the FDT points out that the intensity of the thermal
radiation source is proportional to the imaginary part Q�j of the permittivity, i.e.,
depends on the dissipation of the material. Therefore, in absence of absorption, the
source current vanishes: this means that a lossless material does not give origin to
thermal radiation. For this reason, the assumption � D �0 implies that no magnetic
thermal current is present and the only acting thermal source is the electric one,
henceforth denoted by JTH. The spatial impulse function •.r � r 0/ in (8.4) indicates
that the thermal source currents are spatially uncorrelated. Indeed, the actual sources
act independently at a microscopic level, over distances of the order of interatomic
spacing, hence the correlation distance of JTH vanishes in the macroscopic continuos
approach.
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8.1.1 The Thermal-Emission Field

The electromagnetic field produced by the thermal sources can be effectively
obtained by use of the reciprocity worked out in Sect. 3.2.1. To this end, consider the
electric test source Jt introduced in Sect. 3.2.1.2, having momentum Mt and located
at a point rt clearly outside the volume of the thermal source:

Jt DMt •.r � rt/ t0 :

Section 3.2.1.2 shows that the reaction ItT of the thermal source on the test source
gives the component along t0 of the electric field ETH.rt/ created in rt by the thermal
source:

ETH.rt/ � t0 D ItT

Mt
�

By the equality of reactions,

ItT D ITt ;

derived in Sect. 3.2.1.1, the emitted electric field is obtained as a function of the field
Et.r0

T; rt; t0/ that the test source produces at a point r0
T inside the body of volume V 0

T
where the thermal source current JTH acts.1 Figure 8.1 depicts the current JTH in the
material and the location of the test source Jt. By expressing the dot product in the
reaction integral in terms of the components of JTH and Et,

Fig. 8.1 The emitted thermal
field ETHp .p D h; v/ is
determined by means of
reciprocity through the field
Etp that is created inside the
emitting material by the test
source Jtp placed where the
thermal electromagnetic field
is observed; horizontal and
vertical components of the
emitting thermal current JTHp

are indicated

Jth

Eth
Etv

JTHvJTHh

ETHh

Jtv

ETHv

1Volume V0

T may include more than one body.
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ETH.rt/ � t0 D

•

V0

T

JTH.r0
T/ � Et.r0

T; rt; t0/ dV 0

Mt
D

•

V0

T

X
p

JTHp.r0
T/Et p.r0

T; rt; t0/ dV 0

Mt

,

(8.6)

where V 0
T is the volume of the bodies contributing the thermal radiation and p

denotes the field components.2 To simplify the notations, a unit momentum (Mt D
1) is assumed in the following, without loss of generality.

It is important to bear in mind that the concept of test source is an expedient
that is put to use for characterizing the behavior of the thermal radiation source: the
test field is a virtual quantity that does not exist physically, rather it performs the
task of establishing the relevant analytical relations between thermal radiation and
parameters of the emitting body.

The emitted field, being a random quantity, as said, must be characterized by the
moments introduced in Sect. 1.3.4. The second moment of the components ETHt1,
ETHt2 of ETH along two directions t01, t02, at two points r1, r2, is obtained from (8.6) as

˝
ETHt1.r1/E�

THt2.r2/
˛

D
D•

V0

T

JTH.r0
T/ � Et1.r0

T; r1; t01/ dV 0
�•

V0

T

JTH.r0
T/ � Et2.r0

T; r2; t02/ dV 0
��E

D
•

V0

T

•

V0

T

D
JTH.r0

T/ � Et1.r0
T; r1; t01/

�
JTH.rT/ � Et2.rT; r2; t02/

	�E
dV dV 0 (8.7)

D
•

V0

T

•

V0

T

X
p

X
q

˝
JTHp.r0

T/J
�

THq.rT/
˛
Etp.r0

T; r1; t01/E
�
tq.rT; r2; t02/ dV dV 0 :

Equation (8.7) has been obtained by placing a unitary-momentum test source in each
of the two points r1 and r2 to which the second-order moment refers, according to
the geometry schematized in Fig. 8.1. The field components are denoted by p and q,
with p; q D x; y; z in Cartesian notation. Since the emitting materials are assumed
isotropic, different components of the thermal source currents are uncorrelated, so
that the mixed products (p ¤ q) in (8.7) vanish and

˝
ETHt1.r1/E�

THt2.r2/
˛

D
•

V0

T

•

V0

T

X
p

˝
JTHp.r0

T/J
�
THp.rT/

˛
Etp.r0

T; r1; t01/E
�
tp.rT; r2; t02/ dV dV 0 :

2As said, no thermal magnetic currents are considered, because of the assumed absence of magnetic
losses. In case thermal magnetic emission be present, a magnetic test source would be added in a
straightforward fashion.
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By relating the covariance of the thermal source current to the dielectric ( Q�j) and
thermodynamic (T) properties of the emitting body through (8.4), the moment of
the field is expressed by

˝
ETHt1.r1/E�

THt2.r2/
˛

D �0 f
•

V0

T

•

V0

T

‚.f ;T/ Q�j •.rT � r0
T/
X

p

E tp.r0
T; r1; t01/E

�
tp.rT; r2; t02/ dV dV 0 :

(8.8)

The impulse function •.rT � r0
T/ indicates that the covariance of the thermal source

current vanishes for rT ¤ r0
T, therefore (8.8) yields immediately

˝
ETHt1.r1/E�

THt2.r2/
˛

D �0 f
•

V0

T

‚Œf ;T.r0
T/� Q�j.r0

T/Et.r0
T; r1; t01/ � E�

t .rT; r2; t02/ dV 0 : (8.9)

The dependence of both temperature T and permittivity3 Q� on the position r0
T inside

the emitting body has been indicated explicitly in (8.9). Indeed, the thermal and
dielectric inhomogeneities of the terrestrial environment are often a major issue
in passive observation of Earth. The emission from materials with dielectric and
thermal inhomogeneities is outlined in Sect. 8.1.4.

In summary, the covariance matrix elements of the electric field ETH originated
by the thermal emission from the lossy bodies occupying the observed volume V 0

T
are obtained, thanks to electromagnetic reciprocity, by means of the electric field
Et that the test currents virtually produce inside the bodies. The pair of test sources
are placed at the points r1, r2 where the thermal field is observed, and are oriented
along the directions t01; t02 of the thermal field components that are measured. The
intensity of the thermal emission depends on the temperature distribution and on the
imaginary part of permittivity, which is also a function of frequency. The volume
V 0

T contributing the emission is understood to be the resolution cell of the observing
(radiometric) system. As said, more than one emitting body are possibly identified
within the volume V 0

T.
Consider now the simple case of a single body at uniform temperature T

occupying the whole V 0
T. The mean-square value of a component p (e.g., p D h; v

in Jones’ notations) of the thermal field emitted by the body is obtained by setting
r1 D r2 and t01 D t02 in (8.9):

˝ˇ̌
ETHp.r/

ˇ̌2˛ D ‚! �0

2 

•

V0

T

Q�j Etp � E�
tp dV 0 D ‚

 
Wtdp : (8.10)

3The dependence of the dielectric properties of the emitting body on temperature has been
disregarded to somewhat lighten the notations.
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The expression (2.32) of the dissipated power Wd obtained in Sect. 2.1.4 is
immediately recognized in (8.10), where, to be more precise, Wtdp is the power
dissipated in the body when a unitary test source in direction of the p component is
placed at r. This result, which ultimately stems from the electromagnetic reciprocity,
allows the intensity of the thermal emission from the body to be put into straight
relation with the power it absorbs. Again, it is stressed that the absorption here is a
virtual process.

Equation (8.10) is named generalized Kirchhoff’s law, or Kirchhoff form of the
Fluctuation Dissipation Theorem. Obviously it confirms that a lossless material, in
which Q�j D 0, has no thermal emission.

8.1.2 Thermal Emission at Far Distance

The electromagnetic field created by thermal emission has a complicated depen-
dence on the distance R from the emitting body.4 However, at a sufficiently large
distance, the dependence of the emitted field on R tends to smooth out, the magnetic
field becomes proportional to the electric one, and electric field, magnetic field and
radial direction are mutually orthogonal, as shown in Sect. 3.1.4.2. The properties
of the far field allow the Poynting vector PPPTH of the thermal radiation to be readily
obtained at far distance in the direction roe for p polarization5

˝
PPPTHp

˛ D
˝ˇ̌

ETHp.r/
ˇ̌2˛

2�0
roe D ‚

2 �0

Wtdp

jMpj2 roe : (8.11)

Here Wtdp is the power virtually dissipated in the body when a test source of
momentum MMMp ? roe is present in the direction roe at far distance from the body.
This latter is assumed of finite dimensions and at a uniform temperature. Given its
proportionality to Wtdp, the power density of the emitted thermal radiation depends
on shape, dimensions, and permittivity of the body, on its orientation with respect to
roe, and on polarization p, in addition, of course, to temperature and frequency. The
dependence of

˝
PPPTHp

˛
on polarization originates from the dependence of the internal

field, hence of Wtdp, on the polarization of the test source and hence on the complex
momentum MMMp. If the body has rotational symmetry about roe, the emitted power
density is the same over any pair of orthogonal polarizations, consistently with the
dissipated power.

4Note that a source of thermal radiation behaves differently from the electromagnetic sources con-
sidered in Chap. 3, given its incoherent nature, which modifies the wave interference mechanism
discussed in Sect. 3.1.2.
5To avoid unnecessary formal complexity, the emitting body is assumed to be surrounded by a
lossless medium, e.g., vacuum approximating air.
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Definition (7.19) of absorption cross-section at p-polarization �ap allows to
express the power dissipated in a body as

Wtdp D �ap Ptp ; (8.12)

where Ptp is the areic power that the far test source sends onto the body at p-
polarization. Therefore, the thermal power emitted by the body is put into direct
relation with its absorption cross-section by

˝
PPPTHp

˛ D ‚

2 �0

Ptp

jMpj2 �ap roe (8.13)

If an extended area Agt transverse to roe can be identified, such that

Wtg D Agt Pt

is the power coming from the test source located in the direction roe geometrically
incident on the body, or intercepted by it, then

Wtdp � Wtg ;

since a fraction6 of the intercepted power Wtg is scattered and, clearly, not absorbed.
This observation implies that

�ap � Agt :

A completely absorbing body dissipates all the power its transverse area intercepts,
that is, Wtd D Wtg at any polarization. In this case

�a D Agt : (8.14)

The ideal body for which (8.14) holds is named black body.
The power density (3.26) created at far distance R by the test source7 is given by

Ptp D �0 jMpj2
8 �20 R2

,

which, once inserted into (8.13), provides the power density vector of the thermal
radiation

6The scattered fraction of power clearly depends on the polarization of the field and on the direction
�roe of incidence, according to the findings of Chap. 7.
7The orientation of Jt, parallel to the far electric field emitted on p-polarization by the body, is
chosen such that # D  =2 in (3.26).
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˝
PPPTHp

˛ D ‚

16 

�ap

�20 R2
roe : (8.15)

The power density (8.15) emitted in the direction of observation �roe is finally put
into relation with the transverse area Agt that the body presents in that direction:

˝
PPPTHp

˛ D ‚

16 

ep Agt

�20 R2
roe : (8.16)

Equation (8.16) introduces the emissivity ep of the body at p-polarization as

ep.roe/ :D Wtdp

Ptp Agt
� 1 :

The emissivity of the body in the direction roe coincides with the fraction of the
geometrically incident power coming from the direction �roe that is able to enter
the body and gets dissipated in it.

The emitted power density vector can be expressed in terms of the solid angle
Δ˝ , represented in Fig. 8.2, under which the body is seen from the large8 distance R

˝
PPPTHp

˛ D ep‚

16 �20
Δ˝ roe :

The solid angle Δ˝ and hence PTH, decrease with the square of distance R, whereas
the ratio

Fig. 8.2 The thermal power
density vector PPPTH at distance
R from the emitting body in a
given direction depends on
the solid angle Δ˝ under
which the body, of transverse
geometric area Agt, is seen in
that direction

8Note that “large” here means that the far-field conditions are satisfied for the observed portion
V0

T of the body, determined by the spatial resolution of the radiometric observation, and may not
refer to the whole scenario (e.g., the entire portion of the earth surface visible from the observing
platform).
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I.roe/ :D hPTHi
Δ˝

D e
‚

16 �20
(8.17)

is independent of distance in a lossless medium such as, in practice, the air can
be assumed at little attenuated wavelengths. The quantity I is named radiance
and is widely used to characterize the electromagnetic radiation. For given body,
polarization and direction of observation, the variation with wavelength of the
emitted radiance is affected both by the thermal function ‚ and by the body
emissivity, related by reciprocity to its absorption cross section.

8.1.3 Thermal Emission from Body with Plane Boundary

The far-distance thermal power emitted by a lossy body bound by a plane surface is
effectively obtained from (8.11) by determining the power virtually absorbed by the
body when a test source is placed at a correspondingly large distance.9 According to
reciprocity, the test current complex vector selects the polarization. As schematized
in Fig. 8.1, a momentumMMM DMh0 perpendicular to the plane (roe z0/ is required to
determine the power emitted on horizontal polarization, while vertical polarization
corresponds to MMM DMv0 in the (roe z0)-plane.

The power dissipated in a portion V 0
T of a “thick” body is approximated by

the power Wtp that the p-polarized test wave traveling along �roe carries across
the corresponding portion ΔS0

T of the (x0y0)-plane delimiting the half-space10

representing the body schematized in Fig. 8.3:

Wtdp ' W 0
tp D PPP 0

t � z0 ΔS0
T D .PPP t �PPP 00

t /� z0ΔS0
T ' .1 �Rp/PPP t � z0ΔS0

T ; (8.18)

wherePPP t,PPP 0
t andPPP 00

t are the Poynting vectors of the incident, refracted and reflected
waves, respectively, in the locally plane wave approximation with the notations of
Chap. 6. Equation (8.18) makes use of the reflectivity, which, in the considered
case of plane boundary, is the power reflection coefficient Rp at p -polarization
determined in Sect. 6.2.2 for the half-space:

Rp D jqpj2; .p D h; v/ : (8.19)

By inserting W 0
tp given by (8.18) into (8.15) and taking account of (8.12), the far-

distance thermal power originated by the portion of surface ΔS0
T is related to the

reflectivity Rp that this latter presents at p -polarization:

9The large distance allows the assumption that the wave produced on the surface of the body by
the test source is a plane wave.
10The volume V0

T can be considered to correspond to the resolution cell of a radiometric observation
and its surface ΔS0

T to the elementary area (pixel) of a thermal emission image (cf. Sect. 10.2).
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Fig. 8.3 The p-polarized emission at angle � from the body of volume V0

T with plane boundary
ΔS0

T is obtained from the fraction of the power radiated by the test source current Jtp .p D h; v/,
and incident at the angle � , absorbed by the body

˝
PPPTHp

˛ ' ‚

16 �20
.1�Rp/

ΔS0
T cos �

R2
roe :

Note that, as the direction roe changes, PTH.roe/ does not vary like cos � , since it
depends also on the reflection coefficient qp, which, in turn, varies with � . The
deviation can be dramatic especially at vertical polarization, at which the pseudo-
Brewster angle effect seen in Sect. 6.3.2 occurs. In case a plane boundary cannot be
identified, the reflectivity differs from (8.19), but the underlying concepts, based on
reciprocity, are clearly still applicable.

With reference to the solid angle

Δ˝ D ΔS0
T cos �

R2

under which the surface ΔS0
T is seen from the direction roe,

˝
PPPTHp

˛ ' ‚

16 �20
.1 �Rp/Δ˝ roe :
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As observed in Sect. 8.1.2, the thermal power density emitted through ΔS0
T,

measured at the far distance R is proportional to Δ˝ . Therefore, the areic thermal
power flowing in directions confined within the solid angle Δ˝ and normalized to
Δ˝ itself is independent of distance, consistently with the conservation of energy
in a lossless medium and, of course, with (8.17). The radiance at p-polarization is
then

Ip D
˝
PTHp

˛

Δ˝
D 1 �Rp

16 

‚

�20
�

At given body temperature and wavelength, the maximum emitted power
corresponds to R D 0, i.e., to a totally absorbing (black) body, the radiance of
which is11

Ib D ‚

16 �20
� (8.20)

The radiance of any other (real) body is lower:

I D .1�R/ Ib D e Ib � Ib ; (8.21)

according to the complementarity e D 1 � R of emissivity and reflectivity12 at a
given polarization.

Emissivity is the parameter that characterizes the ability of a body to originate
electromagnetic radiation by spontaneous emission; it provides important informa-
tion on the observed terrestrial environment, as the following examples suggest.

The figures from 8.4 to 8.6 display the expected microwave emissivities of water
and of homogeneous terrain with ideally smooth surfaces at vertical and horizontal
polarizations. All diagrams highlight the divarication of the emissivities at the two
polarizations as the observation direction departs from the normal to the surface.
This is a consequence of the diverse trends of the reflection coefficients with the
incidence angle discussed in Sects. 6.2.2 and 6.3.2. Figure 8.4 shows that little vari-
ations of the emissivity of a smooth water surface can be expected with microwave
frequency, at least in the range from L- to X-band. Rather, wind-induced roughness
can affect emissivity through the different frequency-dependentmechanism outlined
in Sect. 14.2.4. The following figures refer to simulated soil with different moisture
contents. Figure 8.5 shows how the C-band emissivity decreases with increasing soil
moisture content. The pseudo-Brewster angle, at which the emissivity on vertical
polarization is almost unitary, is identified. The angle displaces towards higher
values as the moisture content, and hence the permittivity, increase, as indicated
by (6.21) for lossless materials and by the diagrams in Sect. 6.3.2 for the lossy

11The body is assumed black at any polarization.
12Clearly in this case of plane boundary.
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Fig. 8.4 Modeled microwave
emissivity e of fresh water
with flat surface vs.
observation angle � for L (a),
C (b) and X (c) bands at
vertical (ev) and horizontal
(eh) polarizations

(a)

(c)

(b)

case. The decrease of the L-band emissivity with increasing soil moisture shown by
the diagrams of Fig. 8.6 is more observable than at C-band, because of the slightly
larger sensitivity of the permittivity to the amount of water indicated by Fig. 2.20.
The displacement of the pseudo-Brewster angle is also apparent, as well as the
discernible decrease of the maximum emissivity below one for the wettest terrain.
The trend of ep.�/ is consistent with that of the reflection coefficient shown, for
instance, in Fig. 6.14, given, in this case, the complementarity between emissivity
and reflectivity.

8.1.4 Thermal Emission from Plane-Layered Body

The simplifications brought by the assumption of dielectric and thermal homo-
geneity have lead to the preceding results, which are a quite useful reference for
understanding the coarse characteristics of the thermal emission. To start gaining
a finer insight into the behavior of some real terrestrial environment, the basic
relation (8.9) is the natural starting point. Once relaxed the homogeneity conditions,
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(a)

(c)

(b)

(d)

Fig. 8.5 Modeled C-band emissivity e of ideal flat-surface homogeneous terrain vs. observation
angle � : (a), dry (mv D 12%); (b), moist (mv D 21%); (c), wet (mv D 31%); (d), very wet
(mv D 35%). Curves ev refer to vertical polarization, eh to horizontal polarization

(a)

(c) (d)

(b)

Fig. 8.6 Modeled L-band emissivity e of ideal flat-surface homogeneous terrain vs. observation
angle � : (a), dry (mV D 12%); (b), moist (mV D 21%); (c), wet (mV D 31%); (d), very wet
(mV D 35%). Curves ev refer to vertical polarization, eh to horizontal polarization. Note that
ev < 1 at the pseudo-Brewster angle for the wettest soil (d)
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the areic power PTH carried at far distance by the thermal radiation originated by the
inhomogeneous volume V 0

T with non-uniform temperature distribution, but in LTE,
is

hPTHi D ! �0

4  �0 jMj2
•

V0

T

‚ Q�j Et � Et
� dV 0 :

The permittivity of the material is now assumed not to vary appreciably on the
horizontal plane and, moreover, the dielectric vertical variations are supposed
sufficiently smooth that the virtual internal field Et can be locally approximated
by the plane wave (6.24) refracted into a homogeneous lossy half-space:

Et.r0
T/ D E0

t0 e�˛0z0 � j.ˇ0
xx0 C ˇ0

zz
0/ :

Then,

hPTHi D f �0
2 

E0
t0 � E0�

t0

2�0 jMj2
•

V0

T

‚ Q�j e�2˛0z0
dV 0 :

If neither the temperature varies appreciably on the horizontal plane,

hPTHi D f �0
P 0

t .0/

jMj2 A0
T

ˆ 1

0

‚.z0/ Q�j.z
0/ e�2˛0z0

dz0 ;

where A0
T is the area of the surface ΔS0

T delimiting the emitting volume V 0
T. The

refracted test power density P 0
t .0/ is the part of virtual incident power that crosses

the unit area of the body boundary:

P 0
t .0/ D PPP t � z0 D Ptjroe � z0j D



1 � jqpj2

�
Pt cos � ;

where Pt is the modulus of the Poynting vector that the test source sends onto the
surface A0

T of the body and � the incidence angle, corresponding to the direction�roe

of observation. Note that the reflection coefficient qp takes into account the variation
of permittivity in the vertical direction, as considered in Sect. 7.3.3. Finally, the
thermal power density radiated at p-polarization by the body through its surface A0

T
is

hPTHi D f �0 .1 �Rp/
Pt

jMj2A0
T cos �

ˆ 1

0

‚.z0/ Q�j.z
0/ e�2˛0z0

dz0 : (8.22)

The relation (3.26) between the power density Pt that the test source virtually sends
onto the surface of the body and the momentum M of the test source allows (8.22)
to be written
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hPTHi D 1 �Rp

8 �30
Δ˝

ˆ 1

0

‚.z0/ Q�j.z
0/ e�2˛0z0

dz0 ;

where use has been made of the solid angle Δ˝ under which A0
T is seen from the

location where PTH is measured. The integral over depth z0 points out that the effect
of the thermodynamic temperature distribution in the body expressed by ‚.z0/ is
weighted by the product of Q�j times the attenuation:

hPTHi D 1 �Rp

8 �30
Δ˝

ˆ 1

0

W.z0/‚.z0/ dz0 :

The weighting function, defined here by13

W.z0/ :D Q�j.z
0/ e�2˛0z0

; (8.23)

assumes considerable importance in the radiometric observation of the Earth’s
atmosphere [1, 9]. However, the concept of weighting function is quite general
and can form the basis for retrieving the profiles of a number of bio-geo-physical
parameters from both passive and active remote observations [7, 10]. The variation
of W with the depth14 z0 depends crucially on the profile of Q�j, which affects the
absorption coefficient ˛0, as discussed in Sect. 6.3.1. In particular,

• if Q�j is constant, W is an exponential function decreasing with z0;
• similarly, if Q�j is a decreasing function of depth, W decreas monotonically;
• if, on the other side, Q�j increases with depth, a maximum of W forms at a given

z0.

In the last case, since in general Q�j.z0/ is a function of frequency, the maximum of
W.z0/ at different frequencies may occur at different depths: the higher Q�j.z0/, at
shallower depths the maximum of the weighting function forms. Coarsely speaking,
thermal emission is contributed by the bulk of the body for materials presenting
weak attenuation, whereas only the layers close to the surface contribute when
attenuation is high. From another point of view, the radiation originating from the
deeper layers gets partially absorbed before being able to emerge from the surface
z0 D 0: the higher the attenuation, the shallower the layers from which an apprecia-
ble fraction of the radiation able to cross the surface originates. Figure 8.7 shows
the two coarse trends of the weighting functions, the monotonically decreasing W
and the peaked one.

13The present weighting function is relative to temperature: functions relative to other parameters
are outlined in Sect. 9.4 for the atmosphere.
14In general, z0 denotes the longitudinal coordinate.
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(a)

(b)

Fig. 8.7 Typical profiles of the imaginary part of permittivity and of the corresponding weighting
function: the shades of color denote the value of

ˇ̌Q�j

ˇ̌
(light corresponds to low values, dark to high

values); constant or decreasing
ˇ̌Q�j.z0/

ˇ̌
yields a monotonically decreasing W.z0/, (a), while

ˇ̌Q�j

ˇ̌
increasing with z0 leads to a peak in the weighting function, (b)

8.1.5 Thermal Emission from Randomly Inhomogeneous
Bodies

If the material is randomly inhomogeneous and the volume is bound by a rough
surface, its thermal emission also depends on the bulk dielectric structure and on the
surface roughness. The electromagnetic reciprocity, which clearly holds for any kind
of inhomogeneity, provides the basic means of evaluating the thermal emission. In
fact, the emissivity is derived from the fraction of the geometrically incident power
virtually arriving from the test source that enters into the body and is dissipated
inside it:

ep D Wtdp

Ptp Agt cos �
,

in which Wtdp is the power dissipated in the material when the areic power Ptp

carried by the test wave at polarization p virtually impinges from the direction of
observation �roe opposite to that of emission.15 The rough surface of the body is

15As before, the direction of emission is assumed to be the direction in which the observing
platform is seen from the observed target.
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assumed plane on average within the resolution cell of area ΔAg, and � is the angle
between roe and the normal to the surface.

This power virtually entering the body is the power W.i/
tp incident onto ΔAg

deprived of the fractions that are coherently reflected and incoherently scattered both
from the surface layer and from the bulk of the inhomogeneous material, according
to the approach of Sect. 7.2:

Wtdp D W.i/
tp .1 �Rcp/�W.s/

tp : (8.24)

In Eq. (8.24), Rcp denotes the coherent reflectivity linked to the reflection coeffi-

cient, while W.s/
tp is the total scattered power. This latter is the power scattered over

the entire solid angle16 by the incoherent mechanism discussed in Sect. 7.4:

W.s/
tp D

ˆ 2 

0

ˆ  

0

˝
P

0.s/
t

˛
d' d� : (8.25)

The incoherently scattered power is related to the incident one by the incoherent
reflectivity Rip

W.s/
tp D RipW.i/

tp ; (8.26)

so that the power virtually entering the body and being absorbed is

Wtdp D .1�Rcp �Rip/W.i/
tp D .1 � Rp/W.i/

tp ; (8.27)

where the reflectance at p-polarization Rp :D Rcp C Rip has been introduced to
take account of the power that is globally rejected by the body. The reflectance now
replaces the reflectivity used in (8.21) for the particular case of plane boundaries.

When the emitting volume is a portion of a water body or of solid land, which
in practice are half-spaces of infinite thickness,17 all the net power that is virtually
delivered to the body through ΔAg gets dissipated. In this case the power is globally
scattered only into the “upper” half-space, which means that the elevation angle �
in (8.25) and shown in Fig. 8.8 varies between � D 0 and � D  =2. The power
scattered by a randomly inhomogeneous material depends on its spatial permittivity
structure and, in particular, Sect. 7.4.4 shows that it is related to the spatial spectrum
S�t.�t/ of its transverse dielectric inhomogeneities by (7.54). The spectral approach
can be readily extended to the three-dimensional case. According to (8.25), the total
power scattered into the upper half-space is then obtained by integrating the three-
dimensional spatial spectrum with respect to azimuth and elevation angles.

16For the time being, the emitting body is assumed of finite dimensions.
17A finite-thickness body also behaves like a half-space when electromagnetically thick.
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-roe

r0
(s)

z

μ(e)

μ

ϕ

Fig. 8.8 Geometry of emission from a randomly inhomogeneous body: roe, at the elevation angle
�.e/, is the direction in which emission is observed; ' and � are the variable azimuth and elevation
angles in (8.25)

As discussed in Sect. 7.4.4, a suitable reference inhomogeneous medium is sta-
tistically homogeneous and isotropic, with real18 Gaussian autocovariance function
of the permittivity fluctuations

˝
ΔQ� 0.r10/ΔQ� 0�.r20/

˛ ' ¢2� e� Œ.jr10 � r20 j/ =r��2 D ¢2� e� .r=r�/2 ; (8.28)

the three-dimensional spatial spectrum19 of which is [11, Chap. 4]

S�.~/ D ¢2� r�3

8 3=2
e� .~ r�=2/2 : (8.29)

The power virtually scattered by the volume V 0 D ΔAg � d of such a low-loss
material into the upper half-space is obtained by relating the angular power density˝
P

0.s/
t

˛
to the three-dimensional dielectric spatial spectrum (8.29) and using (8.25).

For a unitary geometrically incident test power, and taking account of the fraction
removed by reflection through the coefficient Rp, the incoherently scattered power
is20

18The condition Q�r 
 Q�j if frequently satisfied in natural materials.
19The spatial spectral density (8.29) is recognized to be the three-dimensional generalization
of (7.56).
20The dependence of the wavenumber ~ on both azimuth and elevation angles has to be considered.
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W.s/
tp D .1 �Rp/

1

16
p
 

r� d

�20

¢2�
hQ�i

"
1 � e

�
�
2 

r�
�0

�2#
� (8.30)

To arrive at (8.30), a simplified approach ignoring attenuation has been followed.
However, the results of Sect. 6.3.1 point out that the amplitude of the test wave that
virtually penetrates into an actual material does decrease with depth. If the field
decay is taken into account by simply replacing the thickness d with the penetration
depth l obtained by (6.27), the emissivity is finally obtained as21

ep ' .1 �Rp/

(
1 � 1

16
p
 

r� l
�20

¢2�
hQ�i

"
1 � e

�
�
2 

r�
�0

�2#)
� (8.31)

Some useful indications on the effect of the structure of the terrestrial environment
on the emissivity behavior can be drawn from (8.31).

8.1.5.1 Connection of Emission with Reflection

The coherent reflectivity Rp of the air-to-material transition, modeled, for instance,
as the layer with linearly increasing average permittivity considered in Sect. 7.3.3,
decreases as roughness increases. This property has two important consequences:

– for given permittivity structure and frequency (or wavelength), the emissivity
increases with increasing surface roughness, which also implies that, due to
microstructure, emissivity tends to be higher in the thermal infrared than at
microwaves, with slight effect of polarization22;

– the emissivity at vertical polarization is expected to be larger than that at the
horizontal one.

Note that the coherent reflectivity is relative to the direction�roe of incidence of the
test wave, which corresponds to the direction of observation. This implies a decrease
of emissivity with increasing the elevation angle �.e/ indicated in Fig. 8.8.

8.1.5.2 Effect of Structure

The dielectric structure of the material affects its emission through both magnitude
and dimensions of the permittivity fluctuations.

21In case the emissivity of a slab is considered, it must be assumed sufficiently thick compared
with the penetration depth, so that no appreciable test power leaks from its bottom boundary.
22The effects of the surface macroscopic roughness [3] should also be accounted for.
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Emissivity decreases with increasing scattering from the inhomogeneous mate-
rial, that is, given (8.30), with increasing magnitude ¢2� of the dielectric inhomo-
geneities. Given the relatively low values that the permittivity of many natural and
man-made materials have in the infrared, as outlined in Sect. 2.2, the emissivity in
this wavelength range is generally higher that at microwaves. Moreover, a material
with strong inhomogeneities tends to emit less than the same homogeneous material,
clearly apart from the aforementioned effect of the surface reflection.

The correlation radius of the dielectric inhomogeneities, which Sect. 7.4.4 shows
to be a measure of their characteristic dimension, plays a crucial role in determining
the emissivity of the inhomogeneous material. Dielectric irregularities that are small
with respect to wavelength raise the value of the exponential in (8.30) and produce
little scattering,23 thus favoring emission. For example, vegetation canopies with
relatively small plant elements, such as wheat, rice, or rape-seed, produce little
scattering at microwave frequencies and, if sufficiently thick, they tend to have
large emissivity. In the atmosphere, non-precipitating clouds behave analogously
and satellite or ground-based radiometric observations at microwaves (and up to the
thermal infrared) can be interpreted on the basis of a non-scattering atmosphere,
that is, of a medium in which the effect of absorption predominates over that of
scattering (Sect. 9.2).

8.1.5.3 Effect of Absorption

Absorption determines the penetration depth l , which, in combination with
the correlation radius and the wavelength, affects the emissivity according
to (8.31). For given values of the various parameters, emissivity is higher for
lower l , i.e., at more absorbed wavelengths. This effect is relevant to material
identification.

Section 2.2 reports examples of Q�j of the terrestrial materials of main interest.
The values of Q�j.�0/ correspond to the penetration depths l .�0/ and, in turn, to
the emissivity e.�0/. This implies that the measure of e.�0/ carries information
on the spectrum of Q�j: at least in principle, the emissivity is higher at the
wavelengths at which Q�j peaks24 and the material is more opaque. Therefore,
information on the nature of the materials is contained in the spectrum of emissivity,
although, in practice, the effects of other physical and observational parameters
often act to entangle the interpretation of the measured spectral features of thermal
emission.

23This issue is discussed further in Sect. 9.1.
24Provided the reflectivity is not appreciably affected by the wavelength-dependent Q�r.
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8.2 Features of Thermal Radiation

As mentioned previously, the electromagnetic field originated by thermal emis-
sion is random, therefore, only second (and, when needed, higher) moments
are meaningful. Power is the second-order moment that is commonly measured.
Quantities directly derived from the power measurements are then frequently used
to characterize the thermal radiation.

It has to be pointed out that, on one side, the technology of man-made
(typically, antennas, radar) radiation and, on the other, the studies on natural
radiation were developed in diverse disciplinary fields. The separated cultural
environments, unfortunately, have led to different names possibly given to the same
electromagnetic quantities. For analogous reasons, the names of some quantities in
the optical (ultraviolet, visible, infrared) range may differ from those of the same
quantities at microwaves. We need, at this point, to stress that the comprehension
of Earth observation on a unified basis would benefit from keeping uniformity of
nomenclature. Nevertheless, making reference to the usual terminology was deemed
appropriate, both to avoid possible misunderstanding and to mitigate the hurdle in
drawing on different sources of information.

Keeping in mind this preliminary remark, some relevant parameters characteriz-
ing the thermal radiation are now listed and sketched out.

8.2.1 Thermal Radiation Parameters

Coming back to the measurement of emitted power, we mention that, in the thermal
infrared practice, the time-average areic power, that is the Poynting vector average
modulus hPTi, is named radiant flux or, also, irradiance. Since the thermal radiation
is not monochromatic, spectral quantities are needed: therefore, reference is made to
the power per unit area and unit wavelength hPTH�i carried by the thermal radiation
in the neighborhood of a given �0

hPTH�.�0/i :D dhPTH.�/i
d�

ˇ̌
ˇ̌
�0

, (8.32)

which is named spectral radiant flux. Given the optical origin of the definition,
reference is made to the wavelength, typically measured in micrometers.

Antennas or man-made scatterers are of limited dimensions, so that from a
given location at far distance they appear as point sources and the coherent
electromagnetic radiation they originate travels in one given (radial) direction. The
earth surface or the atmosphere are instead extended thermal sources of incoherent
radiation and are not seen as point objects by the observing systems. Rather, at
a given point, the thermal radiation travels in different directions and its spatial
variation can differ from that of a spherical wave. Therefore, differential quantities
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involving angular dimensions and orientation are suitably demanded that, in general,
do not have their counterpart in radar wave propagation. Consistently with the
quantity previously defined by (8.17) for the emission from a body, the thermal
radiation field is characterized by the radiance I.r0/ in direction25 r0, defined as the
power traveling within the unit solid angle in the considered direction that crosses
the oriented unit area:

I.r0/ :D dW

dA cos ” d˝
D dP.r0/

d˝
� (8.33)

In Eq. (8.33) ” is the angle between the considered direction r0 and the normal
to the elementary surface dA, while d˝ is the elementary solid angle about r0,
and dP is the modulus of the (average) Poynting vector associated with the
thermal field traveling along r0. The definition of radiance looks analogous to the
power radiation pattern introduced in Sect. 3.1.4.3. Actually, the angular power
density (3.40) originated by a coherent point source is a finite quantity,26 while the
corresponding spectral radiance (8.33) diverges. Thermal radiation is substantially
different: the angular power emitted by an element of the extended incoherent source
characterized by (8.4) is infinitesimal and the radiance

I.r0/ D dP.r0/
dA cos ”

, (8.34)

is finite. To take in due account the non-monochromaticity of thermal fields,
the spectral radiance I� denoting the radiance per unit wavelength is defined,
analogously to (8.32):

I�.�; r0/ :D dI.�; r0/
d�

� (8.35)

Multi-spectral measurements, consisting of the values of I� of the emitted radiation
at different wavelengths, allow the spectral characterization of the emitting source.

At microwaves, the name brightness, denoted by If , is used in place of spectral
radiance. Since in this range of the electromagnetic spectrum (cf. Sect. 10.1.1)
frequency is often used in place of wavelength, brightness refers to the power
density per unit frequency. The relation between brightness If .f / and spectral
radiance I�.�/ is based essentially on the spectral energy conservation, which is
expressed by

25From now on, the direction of observation roe will be simply denoted by r0. With further regard
to the notations, power and derived thermal quantities are understood to be averages, hence neither
the sharp bracket symbol nor subscript TH will appear in the following, unless necessary.
26The point source current in Sect. 3.1.1 is described by an impulsive function.
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If .f / D
ˇ̌
ˇ̌d�

df

ˇ̌
ˇ̌ I�.�/ : (8.36)

8.2.2 Black-Body Radiation

Given the definition (8.20) and the dependence (8.5) of ‚ on temperature and
wavelength stemming from the FDT, the spectral radiance I�b of the black body,
also denoted by B�, is

B�.�0;T/ D 2hc20
n
�50

h
e.hc/=.�0k T/ � 1

io�1
: (8.37)

The value given by (8.37) is the power density per unit surface, unit solid angle
and unit wavelength leaving the surface of a black body at temperature T in the
neighborhood of wavelength �0. Consistently with (8.21), the function B� sets the
upper limit to the spectral radiance emitted around �0 by any body at temperature
T:

I�.�0;T; r0/ � B.�0;T/ :

Equation (8.37) is known as Planck’s radiation law [2, Chap. 2] and the function
B� is the Planck function. The spectral emissivity e� is correspondingly introduced
following (8.21) as

I�.�0;T; r0/ D e�.�0; r0/B.�0;T/ : (8.38)

The Planck’s law shows that the spectral radiance of a black body at temperature
T has its maximum at a wavelength �M that depends on T according to Wien’s law:

�M D 2898

T
Œ�m� ;

where the wavelength is expressed in micrometers. As an example, the “effective”
temperature of Sun Tˇ � 5800K yields a maximum of spectral radiance at �M �
500 nm. At temperatures commonly encountered in the terrestrial environment
(say between 240 and 320 K), the maximum of the Planck function falls in the
wavelength range 9�m . �0 . 12�m and the power is mainly emitted in the
spectral region between �0 � 4�m and �0 � 20�m, which, for this reason, is
named thermal infrared (TIR).

The temperature of the body, on which the covariance of the source current
depends according to (8.4) and (8.5), also directly affects the total emitted power:
the Stefan-Boltzmann law states that the black-body radiance depends strongly on
temperature according to
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I.T/ D
ˆ 1

0

B.�0;T/ d�0 D ¢

 
T 4 ;

in which ¢ D 5:67 � 10�8 W m�2 K�4 is the Stefan-Boltzmann constant.

8.2.2.1 Black-Body Radiation at Microwave Frequencies

At the relatively long microwave wavelengths and at the temperatures of the
terrestrial environment, the exponent at the denominator of the Planck function is
such that

hc0
�0k T

� 1 :

The exponential can then be replaced by its first-order Taylor polynomial, which
reduces the Planck function to

B.�0;T/ ' 2c0k T

�40
� (8.39)

Equation (8.39) is the Rayleigh-Jeans approximation of the Planck’s law. In its
regime of validity, the Rayleigh-Jeans’ law offers the advantage of setting a linear
relation between emitted power and temperature.

The microwave black-body brightness (8.39) is expressed as a function of
frequency f according to (8.36) by

B. f ;T/ D
ˇ̌
ˇ̌d�
d f

ˇ̌
ˇ̌B.�;T/ D 2k T f 2

c2
0

�

The linear relation between power and temperature allows the quick introduction of
the brightness temperature TB of a source of thermal radiation characterized by the
spectral radiance If

TB. f ;T; r0/ D If . f ;T; r0/ c2
0

2k f 2
� (8.40)

The brightness temperature corresponds to the temperature of a black body yielding
the same microwave brightness as the observed body in direction r0 at a given
polarization. Temperature TB is usually used in place of brightness I.

If the thermodynamic temperature T of the body can be identified, the microwave
emissivity ef at frequency f , corresponding to the spectral emissivity (8.38), is the
ratio

ef . f ; r0/ D TB. f ;T; r0/
T

(8.41)
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and is clearly related by (8.27) to the reflectance27 Rp of the emitting body at
frequency f and polarization p

efp. f ; r0/ D 1 �Rp. f ; r0/ : (8.42)

It is understood that the brightness temperature (8.40) generally varies with the
polarization, just as reflectance and emissivity.

Emitted Waves Carry Information

We know that charges in the matter get accelerated by the electric field, from
which they draw energy. The energy is eventually transferred to heat the material
through collisions. We reasonably envision the reciprocal path: collisions between
charges in thermal agitation transfer energy to the field. We also know that the
electromagnetic radiation originated by the thermal mechanism is obtained from
Maxwell’s equations containing the appropriate thermal source current. Given the
obviously random nature of the process, source currents and radiated field are not
deterministic, hence they must be described by moments. The key indication is that
the magnitude of the source is proportional to the imaginary part of permittivity and
depends on frequency and, as expected, on temperature.

At this point, the reader peculiarly interested in theoretic aspects will perceive
the strength of the so far kept aside reciprocity theorem, which, through a carefully
sustained conceptual effort, now succeeds in establishing the relation between
thermal radiation and reflection. Finding how straight is the otherwise unpredicted
relation between emission features and the parameters that affect the reflecting
properties is amazing. Apart from the notional aspect, we realize that the thermal
emission process, which can be reasonably deemed a form of wave-matter inner
interaction, is able to generate remote information not only on the thermal state of
the target, but also on its dielectric and geometric features. The conclusion holds
for both homogeneous and inhomogeneous materials. In the latter case, the relevant
scattering properties affect the emission behavior in the reciprocal mode.

The somewhat debated terminology for radiative notations is presented and
selected. We encounter several quantities, including black body, emissivity, and
radiance, which are basic to EO. The concept of weighting function also comes
across. The more or less familiar fundamental laws that rule thermal emission are
finally introduced and the convenient Rayleigh-Jeans microwave approximation is
outlined.

27In case the thick body is homogeneous and a plane boundary is identified, the reflectivity R
in (8.21) coincides with the reflectance R in (8.27).
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Chapter 9
Radiative Transfer and Passive Sensing

Chapter 7 highlights that most materials found in the Earth’s environment are
randomly inhomogeneous in space and time. Their dielectric structure is then
characterized by permittivity values that fluctuate about the local average. By using
a notation analogous to (7.24), permittivity is written

�.r; t/ D �0
h
Q�.r/C Q� 0.r; t/

i
; (9.1)

where Q� is the value of Q� averaged over the ensemble of realizations of the medium
and Q� 0 denotes its slowly fluctuating part.1 The electromagnetic field produced by a
source modeled by its impressed electric current Js satisfies the spectral Maxwell’s
equations (2.1)–(2.2):

r � E D �j!�0H I (9.2)

r �H D j!�0
h
Q�.r/C Q� 0.r; t/

i
EC Js ; (9.3)

which, given the presence of the fluctuations of permittivity which introduce a
random parameter into (9.3), are stochastic Maxwell’s equations, even if, unlike the
thermal currents in (8.1) and (8.2), now the source is deterministic. The equations
yield the quasi-monochromatic field in the random medium characterized by (9.1).

The field is obtained according to the procedure of Sect. 3.1 utilizing the Green’s
function taking due account of the dielectric inhomogeneities. Chapter 7 shows
that these latter originate scattering, which redirects the wave coming from the
source into different directions. It stands to reason that, in turn, the scattered waves
undergo repeated scattering from the further inhomogeneities they encounter. Such

1The commonly encountered variations of Q� 0 are slow as to preserve the quasi-monochromaticity
(Sect. 1.3.2) of the field. Statistical homogeneity and isotropy are also suitable assumptions.

© Springer International Publishing Switzerland 2016
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a multiple scattering process increasingly perturbs the field with respect to the
configuration it has in the homogeneous medium. Therefore, waves in random
media are clearly rather complicate to model and considerably involved analytical
tools are required.

The following section presents a quite coarse outline of multiple scattering2 in
random media, essentially based on [64, Chap. 4], in the attempt of making some
of the basic conceptual aspects to seep through the burden of the mathematical
formalism. The follow-up brings about the subsequent radiative transfer approach to
Earth observation, in which some outcome of the theoretical analysis finds important
practical use, especially in passive remote sensing.

9.1 Radiation in Random Medium

The characteristics of the field are determined by extending to the randomly
inhomogeneous medium the analysis of the radiation developed in Chap. 3 for the
vacuum. The Green’s function, introduced in that deterministic context by (3.8),
becomes now the random Green’s function, satisfying the random wave equation
for a unit point source current located in rs:

r2G.r; rs/C �20
h
Q�.r/C Q� 0.r; t/

i
G.r; rs/ D �•.r � rs/ :

By taking the average permittivity as suitable deterministic reference, G is written
as

G.r; rs/ D G0.r; rs/C G 0.r; rs/ ; (9.4)

where G0 is the primary Green’s function, produced by the unit source in the average
spatial distribution of permittivity. Under the weak inhomogeneity hypothesis, G0

satisfies the deterministic wave equation corresponding to (5.3):

r2G0.r; rs/C �20 Q�.r/G0.r; rs/ D �•.r � rs/ ; (9.5)

while G 0 is the random component that accounts for the effect of the dielectric
fluctuations Q� 0. The primary Green’s function represents a coherent wave, in the
sense that the phase of G0 can be determined from the dielectric structure Q�.r/ of the
material in which it propagates, by following, for instance, the “optical” approach
of Chap. 5. Instead, G 0 corresponds to an incoherent wave, since it originates from
a random source and therefore its phase cannot be established.

2Only scalar waves are considered.
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Substitution for G yields the equation for the Green’s function random
component

r2G 0 C �2
0
Q�.r/G 0 D ��2

0
Q� 0.G0 C G 0/ :

A secondary source J�01 is now introduced, consistently with the conceptual frame
set forth in Sect. 7.2:

J�01.r1; rs/ :D �2
0
Q� 0 �G0.r1; rs/C G 0.r1; rs/

	 D �2
0
Q� 0 G.r1; rs/ : (9.6)

The equivalent current density (9.6) is a random source created by the primary
elementary source •.r � rs/ in the points r1 of volume V 0 where the fluctuations
Q� 0.r1/ of permittivity occur. By this definition, the random component G 0 formally
still obeys the wave equation

r2G 0.r; rs/C �20 Q�.r/G 0.r; rs/ D �J�01.r1; rs/ : (9.7)

Equation (9.7) indicates that the random component of the Green’s function is
produced by the secondary source located in r1 which radiates into the average
permittivity Q�. Therefore, the expressions worked out in Sect. 3.1.1 hold3 and G 0
is formally obtained by (3.20):

G 0.r; rs/ D
•

V0

G0.r; r1/ J�01.r1; rs/ dV1 : (9.8)

By substituting (9.6) for the secondary source,

G 0.r; rs/ D �20
�•

V0

G0.r; r1/ Q� 0.r1/G0.r1; rs/ dV1

C
•

V0

G0.r; r1/ Q� 0.r1/G 0.r1; rs/ dV1

�

D G )ı C �2
0

•

V0

G0.r; r1/ Q� 0.r1/G 0.r1; rs/ dV1 : (9.9)

The first-order random Green’s function G )ı is produced at the position r by the
random permittivity fluctuation Q� 0.r1/ occurring at the position r1 coupled with the
deterministic (coherent) Green’s function G0 created in the same point r1 by the
primary source located in rs. In principle, being relative to the average permittivity
structure, the amplitude and phase of G0 are obtained from (9.5) for all pairs of
points r1; rs. Therefore G )ı is obtained in terms of the dielectric fluctuations by

3The procedure is simplified from now on by assuming a homogeneous average permittivity
structure. If suitable, the case of weakly inhomogeneous average medium can be approached as
done in Chap. 5.
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G )ı D �2
0

•

V0

G0.r; r1/ Q� 0.r1/G0.r1; rs/ dV1 :

Unfortunately, G )ı is only part of the random Green’s function G 0, because the
second term in (9.9) is unknown, since it contains G 0 itself. However, the procedure
that leads to (9.9) can be iterated by introducing a further secondary-source term as
in (9.6):

J�02.r2; rs/ :D �2
0
Q� 0 G.r2; rs/ : (9.10)

The random Green’s function in the second term of (9.9) is then obtained like (9.8)
for the average permittivity structure. It is crucial to realize that G 0 now is produced
at point r1 by the dielectric fluctuations Q� 0.r2/ occurring in other points r2 of volume
V 0, as expressed by the new secondary source J�02 in (9.10). This concept is
expressed by

G 0.r1; rs/ D
•

V0

G0.r1; r2/J�02.r2; rs/ dV2

D �2
0

•

V0

G0.r1; r2/ Q� 0.r2/
�
G0.r2; rs/C G 0.r2; rs/

	
dV2 : (9.11)

The second term of (9.9) is modified by (9.11) to finally yield the augmented
expression of the random component G 0.r; rs/ created in r by the primary source
acting in rs:

G 0.r; rs/ D �2
0

•

V0

G0.r; r1/ Q� 0.r1/G0.r1; rs/ dV1

C �4
0

•

V0

G0.r; r1/ Q� 0.r1/
•

V0

G0.r1; r2/ Q� 0.r2/G0.r1; r2/ dV2 dV1

C �4
0

•

V0

G0.r; r1/ Q� 0.r1/
•

V0

G0.r1; r2/ Q� 0.r2/G 0.r2; rs/ dV2 dV1

D G )ı C G )ı ı C �4
0

•

V0

G0.r; r1/ Q� 0.r1/ (9.12)

•

V0

G0.r1; r2/ Q� 0.r2/G 0.r2; rs/ dV2 dV1 :

The procedure has added the new component G )ı ı to the random Green’s
function, although the unknown quantity G 0.r2; rs/ still remains in (9.13). But also
G 0.r2; rs/ is cast in terms of its respective source by an expression analogous to (9.11)
for G 0.r1; rs/, and so on. With this multiple-scattering approach [2, 24], a series of



9.1 Radiation in Random Medium 317

“perturbation” terms is generated iteratively for the random part of the Green’s
function. The terms add to the deterministic part G0 satisfying (9.5) to form the
Green’s function for the random medium. The series

G D G0 C G )ı C G )ı ı C � � �

is known as the Rayleigh-Born expansion.
It is important to look at the physical meaning of the terms of the expansion:

• the first term G0 corresponds to the primary field, that is the coherent one created
by the source in the average permittivity structure;

• the second, G )ı , describes the incoherent single-scattered field, produced
directly by the primary field because of the permittivity fluctuations;

• the third, G )ı ı , corresponds to the double-scattered field, caused by the
single-scattered field and not directly by the primary one;

• in turn, the double-scattered field produces the triple-scattered field, and so on.

It can be recognized that the simple approach followed in Sect. 7.4 takes only single
scattering into consideration.

Because of the random nature of the medium, the Green’s function contains a
fluctuating component and has to be characterized by the moments introduced in
Sect. 1.3.4. The G0 term in the Rayleigh-Born expansion is deterministic, while Q� 0
is a zero-mean random field. Inspection of (9.13) shows that hG )ı i D 0, whereas
hG )ı ı i ¤ 0, since it contains the second-order moment of Q� 0. By extending the
analysis to higher-order terms of the expansion, one clearly realizes that the average
Green’s function contains only terms with even moments of Q� 0:

hG.r; rs/i � G.r; rs/

D G0.r; rs/

C�4
0

•

V0

•

V0

G0.r; r1/G0.r1; r2/G0.r2; rs/
˝Q� 0.r1/Q� 0.r2/

˛
dV2 dV1

C�8
0

•

V0

•

V0

•

V0

•

V0

G0.r; r1/G0.r1; r2/G0.r2; r3/G0.r3; r4/G0.r4; rs/

� �˝ Q� 0.r1/Q� 0.r2/
˛ ˝Q� 0.r3/Q� 0.r4/

˛C ˝Q� 0.r1/Q� 0.r3/
˛ ˝Q� 0.r2/Q� 0.r4/

˛

C ˝Q� 0.r1/Q� 0.r4/
˛ ˝Q� 0.r2/Q� 0.r3/

˛	
dV4 dV3 dV2 dV1

C � � � :

The average Green’s function satisfies the Dyson equation [71]

G.r; rs/ D G0.r; rs/C
•

V0

•

V0

G0.r; rm/Q .rm; rn/G.rn; rs/ dVn dVm ;
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where the kernel Q denotes the series of terms containing moments of even order
of Q� 0:

Q .rm; rn/

D �4
0
G0.rm; rn/

˝Q� 0.rm/Q� 0.rn/
˛

C�8
0

•

V0

•

V0

G0.rm; r1/G0.r1; r2/G0.r2; rn/
˝Q� 0.rm/Q� 0.r2/

˛ ˝Q� 0.r1/Q� 0.rn/
˛
dV2 dV1

C � � � :

The series Q takes into account the scattering of various order from the dielectric
inhomogeneities and includes the permittivity covariances for any pairs of points
ri; rj,

˝Q� 0.ri/Q� 0.rj/
˛ D ¢2� B�.ri; rj/ ;

as well as their products of corresponding multiplicity. In case Q is known, the
Dyson equation is a linear integral equation that, in principle, yields the average
Green’s function G in the random medium.

In practice, the expansion Q is approximated by the lower-order terms only, since
the terms progressively decline with increasing order of scattering. In particular, the
Bourret approximation [13, 14] truncates the expansion to its first-order term, by
considering only double scattering:

Q ' Q 1 D �40 G0.r1; r2/
˝Q� 0.r1/Q� 0.r2/

˛
:

This approximate kernel, which acts like a secondary source, is directly proportional
to the covariance of the dielectric fluctuations and depends inversely on the fourth
power of wavelength, as found in Sect. 7.4 for the incoherently scattered power.

Under the Bourret approximation, the average Green’s function in a random
material which is lossless and statistically homogeneous, formally has the same
expression as (3.17):

G.r; rs/ D G.jr� rsj/ ' e�j�1R

4 R
, (9.13)

but with a propagation constant �1 which now is complex:

�1 D ˇ1 � j˛1 :

The phase constant ˇ1 is found to be larger than the one, ˇ, relative to the
homogeneous medium having permittivity equal to the average value �, i.e.,

ˇ1 > ˇ D �0
p
Q� D �0 n ;
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where n is the refractive index (4.16) of the average material. Indeed, the scattering
from the random inhomogeneities, on one side subtracts power from the wave,
thus attenuating it, and, on the other, increases its electromagnetic path length also
through multiple bouncing [40]. It is important to note that the attenuation, more
suitably named extinction, is caused by scattering and not by absorption by the
material, which, as said, is lossless.4 Both the extinction and the excess path length
depend on magnitude and dimensions of the permittivity fluctuations.5

The phase constant ˇ1 is obtained from the dielectric structure by

ˇ1 D ˇ
�
1C . ¢�/

2

2�0

ˆ 1

0

ln

�
2ˇ C ~
2ˇ � ~

�2
S�.~/~ d~

�
: (9.14)

Equation (9.14) indicates that ˇ1 depends on the entire three-dimensional spatial
spectrum6 S�.~/ (cf. Sect. 7.4.4) of the permittivity, i.e., on the total intensity and
spatial structure of the dielectric fluctuations. Clearly, ˇ1 ! ˇ when scatter is
negligible, i.e., when �2� ! 0. On its side, the extinction constant is given by

˛1 D
�
 2¢�

�

�2 ˆ 2ˇ

0

S�.~/~ d~ : (9.15)

This expression shows that the attenuation of the field in the random medium
increases with the magnitude ¢2� of the dielectric inhomogeneities, which pump
power out of the progressing wave by spreading its energy. The growth of extinction
with frequency, indicated by the ��2 factor, is consistent with the features of
scattering discussed throughout Chap. 7. Further insight into the extinction process
is provided by the integral in (9.15). Indeed, given the limits of integration, ˛1 is
more affected by the larger dielectric inhomogeneities and grows with the frequency
also because the upper limit 2ˇ increases.

As said, the dielectric structure of many terrestrial environments is suit-
ably approximated by a Gaussian covariance of permittivity fluctuations
under the mentioned assumption of statistical homogeneity and isotropy.
This kind of structure is consistent with the one to which the results of
Sects. 7.4.4 and 8.1.5 refer and, after all, it is a quite useful simple reference.7

4The extinction in a lossy randomly inhomogeneous material depends in a coupled way [22] both
on the absorbing and on the scattering properties of the inhomogeneities.
5Multiple scattering in random media can be based on the discrete or continuous inhomogeneity
approaches [39, 43, 75] discussed in Sect. 7.4.4.
6Defined by extending (7.52) to three dimensions.
7Real scenarios of textured random media are approached by more complex anisotropic models
[49].
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The three-dimensional permittivity spectrum corresponding to the autocovari-
ance (8.28) is given by (8.29), i.e.,

S�.~/ D ¢ 2� r 3�
8   3=2

e� .~r�=2/2 ; (9.16)

and the extinction constant obtained by inserting (9.16) into (9.15) is then8

˛1 D
�
¢�

�0

�2
. r�/3

8
p
 

ˆ 2ˇ

0

e� .~r�=2/2~ d~ ;

whence

˛1 D ¢2�
hQ�i

 5=2

�0

r�
�0

�
1 � e� .2 r�=�0/2

�
: (9.17)

The expression (9.17) shows quantitatively how the extinction constant of a
randomly inhomogeneous lossless (i.e., with no or negligible absorption) medium

– is proportional to the magnitude of the dielectric fluctuations expressed by ¢2� ;
– increases with decreasing wavelength;
– increases considerably with increasing dimensions of the inhomogeneities,

represented by the correlation radius r� , with respect to the wavelength.

Summarizing, the wave propagating in a randomly inhomogeneous lossless medium
undergoes multiple scattering that modifies its propagation characteristics. The
phase constant, hence the path length, is increased by the bouncing of energy
among regions where dielectric inhomogeneities occur. The wave is also attenuated
by scattering, which re-directs the electromagnetic energy into directions different
from the one along which the unperturbed wave propagates. This scattering
mechanism originates attenuation of the primary9 wave. The attenuation caused
by scattering has to be kept distinct from absorption and clearly occurs also in
lossless materials. In case of lossy randomly inhomogeneous material, as a first
approximation,10 absorption adds to scattering to yield the total wave extinction.
According to (9.17), absorption prevails over scattering in case of small lossy
inhomogeneities, whereas attenuation is essentially determined by scattering in a
material with large inhomogeneities.

8A background approximating vacuum (� � �0) is assumed.
9The primary wave is the one arriving directly from the source.
10Cf. footnote 4.
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9.1.1 Radiation from Extended Sources

The field produced in a random medium by an extended deterministic source Js

is obtained by convolving the source current density with the Green’s function,
according to the procedure that led to (3.11). If the polarization effects are
disregarded, that is, only scalar quantities are considered, the electric field is

E.r/ D C
•

V0

G.r; r 0/Js.r 0/ dV 0 : (9.18)

Its average value E.r/ relates to the average Green’s function (9.13) determined
previously for the random medium

E.r/ ' C
•

V0

e�.˛1 C jˇ1/jr� r 0j
4 jr� r 0j Js.r 0/ dV 0 :

Since �0 is a zero-mean random function, the average Green’s function is contributed
under the Bourret approximation by the double scattering and not by the single
one. Rather, this latter affects the second-order moment of the Green’s function,
related in general to the field coherence (1.41) and, in particular, to the power
density considered in Sect. 7.2. Measurements of coherence carry information on
the characteristics of the extended source11 that originates the radiation, as well as
on the medium through which the radiation travels. Given (9.18), the field coherence
function � is related to the correlation of the Green’s functions

�G .rm; rnI rsi; rsj/ D
˝
G.rm; rsi/G�.rn; rsj/

˛

produced in two points rm and rn by two source elements in rsi and rsj, respectively.
Following (9.4), �G is found to satisfy the Bethe-Salpeter equation [74, Chap. 5]

�G .rm; rnI rsi; rsj/ D G.rm; rsi/G
�
.rn; rsj/

C
•

V0

� � �
•

V0

G.rm; r1/G
�
.rn; r2/K .r1; r2I r3; r4/� .r3; r4I rsi; rsj/ dV4 � � � dV1 :

The quantity K , named kernel of intensity operator, takes account of the spatial
correlation of the permittivity fluctuations. In case rsi D rsj � rs, the function �G is
the correlation of the radiation originating from a (single) point source in the random
medium considered in the previous section. On the other hand, if rsm D rsn � r, then
�G is related to the power density produced in the point r of the random medium.

11The source may be an observed target.
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The coherence � of the electric field produced by an extended source, again apart
from polarization effects, is

� .rm; rn/ D hE.rm/E�.rn/i

D jCj2
D•

V0

G.rm; r0/Js.r 0/ dV 0
•

V0

G�.rn; r 0/J�
s .r

0/ dV 0
E

D jCj2
•

V0

•

V0

˝
G.rm; r0

1
/G�.rn; r0

2
/
˛
Js.r0

1
/J�

s .r
0
2
/ dV 0

2 dV 0
1

D jCj2
•

V0

•

V0

�G .rm; rnI r0
1
; r0
2
/Js.r0

1
/J�

s .r
0
2
/ dV 0

2 dV 0
1 :

Given the Bethe-Salpeter equation, the coherence of the scalar electric field radiated
by an extended source in the random medium is

� .rm; rn/ ' E.rm/E
�
.rn/

C
•

V0

� � �
•

V0

G.rm; r1/G
�
.rn; r2/K .r1; r2I r3; r4/� .r3; r4/ dV4 � � � dV1 :

The coherence for coincident points rm D rn is proportional to the power density,
which, as mentioned several times, is the primary quantity in Earth observation, also
given the practical difficulties in measuring � . Indeed, power and related quantities
are commonly measured by passive (radiometric) systems to gain information on
the observed target from the characteristics of the radiation field it originates.

The above theoretical frame, although of moderate practical outcome in the
present introductory approach to EO, is quite useful for contextualizing the phe-
nomenology of power transfer in randomly inhomogeneous materials, as are
commonly found in the terrestrial environment. Moreover, the wave-based Bethe-
Salpeter equation can be manipulated under suitable assumptions to yield the
basic relation that is going to be obtained through a phenomenological approach,
governing the transfer of radiation in a statistically inhomogeneous medium.

9.2 Radiative Transfer

Chapter 5 regards the Earth’s environment as a lossy electromagnetic medium that
is weakly inhomogeneous on its ensemble average. Afterwards, Sect. 7.2 introduces
the inhomogeneities of the terrestrial materials that do perturb the smoothly varying
average background permittivity. The consequence is that the wave coming from
the target, traveling through the atmosphere or another terrestrial material in a given
direction, is modified by absorption and refraction, but also by direct scattering.
The latter reduces the wave amplitude by spreading part of the power into directions
different from the propagation one, following the results of Sect. 9.1.
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On the other hand, the Earth’s environment is traversed by plenty of radiation
traveling in a multiplicity of directions, given the variety of man-made and
natural simultaneous electromagnetic sources, as well as the ubiquity of scattering
centers. The dielectric inhomogeneities, which are responsible for the extinction
of the wave progressing in one direction, act reciprocally by scattering power
traveling in the various directions into the direction in which the wave propagates.
Moreover, Chap. 8 shows that, by reciprocity of absorption, the medium in which the
propagation of the wave takes place is by itself source of thermal radiation, which
also adds to the power carried by the wave.

Earth observing systems gain information on the terrestrial environment by
measuring the field parameters or the power of the wave that, after interacting
with the target, travels in the direction of observation. The field parameters and
the power that carry the imprinting by the target, form the signal. The radiation that
the traversed medium adds to the interacting wave through scattering and emission
represents noise. Extinction caused by absorption and direct scattering reduces the
signal, while emission and reverse scattering increase the noise. The latter may have
the form of phase disturbance in case a coherent wave is used to probe the target, or
of polarization distortion in polarimetric observations. The role of the atmosphere
in reducing the signal-to-noise ratio is clearly of paramount importance in Earth
observation.

The wave-based analytical method previously adopted for characterizing the field
radiated in random media is now replaced by a simpler phenomenological approach
that disregards the phase of the radiation. This type of analysis is clearly appropriate
to observations that exploit thermal sources, as the Sun or the Earth itself.

9.2.1 Incoherent Radiation

Given its stochastic nature, the radiation originated by spontaneous emission
must be characterized by moments such as the coherency dyadic introduced in
Sect. 1.3.4.2. Also the incoherent part of an originally coherent wave which is made
partially coherent by emission and/or random scattering, must be treated on the
basis of moments. For the sake of simplicity, a linearly polarized field is assumed,
for which the coherency matrix reduces to the single non-zero element (1.41). This
second-order moment for coincident space points and times is proportional to the
time-average power density, hence is readily measured by Earth observing systems.

The non-monochromaticity of the radiation, as well as the spatially distributed
nature of sources and of the interaction mechanisms, are taken into account by the
spectral radiance, following the definition (8.35). The location of the sources and
the absorbing and scattering characteristics of the medium, which generally vary
in space, determine the direction of flow of the incoherent average power density,
related to the spectral radiance by (8.33):

hdPPPi
d�
D I�.s0/ d˝ s0 : (9.19)
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The direction along which the power is transported is now denoted with s0, to be
consistent with the notations of Sect. 5.3. The average power hWi that geometrically
crosses the surface S, which, for instance, may correspond to the collecting area of
a telescope (Fig. 11.2), is

hWi D
ˆ �2

�1

d�
ˆ
˝

d˝
“

S

I�.�; r; s0/ s0 � n0 dS ; (9.20)

where �1 and �2 are the limit wavelengths of the considered instrumental spectral
band,12 ˝ is the solid angle within which the radiation is flowing and n0 is the local
normal to S. Equation (9.20) points out that the spectral radiance is the quantity
that characterizes the transport of energy (radiative transfer) [15, 47, 54] by the
incoherent electromagnetic radiation. For given sources, the space dependence of
I is affected by the absorbing, emitting and scattering features of the medium
traversed by the radiation.

9.2.2 The Radiative Transfer Equation

The concepts outlined at the beginning of Sect. 9.2 are now cast in analytical form
with reference to the geometrical optics model considered in Sect. 5.3 and extended
to the randomly inhomogeneous material sketched in Fig. 9.1. The direction of s0
is the direction of interest, along which, for instance, the radiation moves from the

s0

Δs

ΔV

(a) (b)

Fig. 9.1 Flux tube segment of length Δs (cf. Fig. 5.8) enclosing the volume ΔV of random
inhomogeneous material (a), and representation of absorption, emission and scattering in ΔV that
affect the spectral radiance in direction s0 (b)

12Details are given in Sect. 11.4.2.2.
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target towards an observing instrument. The intensity of radiation traveling along s0
that enters a finite-length segment of a flux tube through its input cross-section

• is reduced by

– the dissipation mechanisms of the background material,
– the absorption by the lossy inhomogeneities embedded in the background,
– the removal of radiation from the direction s0 by the (destructive) scattering

into different directions caused by the inhomogeneities in the volume ΔV;

• on the other side, it is increased by

– the thermal emission from the background medium,
– the thermal emission from the embedded inhomogeneities,
– the bistatic (constructive) scattering into s0 of radiation traveling in different

directions, caused by the inhomogeneities in ΔV .

It is worth saying again that the dielectric structure of the flux tube is assumed to
be a weakly inhomogeneous background medium in which random fluctuations are
embedded. The background medium is characterized by the average permittivity
of the material, while the fluctuations correspond to the deviation of the local
permittivity from the average value, possibly due to different materials. An example
is found in the turbid atmosphere, where the permittivity of the air (the weakly
inhomogeneous background medium) is randomly perturbed by that of the water
droplets or dust particles. Another relevant case is a vegetation canopy [16],
for which the background dielectric structure is a weighted average between the
permittivity of the air and the one of the vegetal matter, while the random local
fluctuations correspond to the plant element (leaves, stems, etc.). It is understood
that the flux tube in Fig. 9.1 refers to the average dielectric structure, as in Fig. 5.8.

In summary, the radiation traveling in a given direction through an inhomo-
geneous lossy medium lowers because of absorption and scattering. The Beer-
Lambert’s law, which is readily obtained from the spectral Poynting’s theo-
rem (2.28), states that the variation ΔI� of spectral radiance undergone by the
radiation after traveling over the incremental distance Δs along s0 is proportional
to I�:

ΔI� D �˛e I� Δs : (9.21)

The decrease ΔI� depends on the local extinction coefficient ˛e, which, under the
assumption of linearity, is defined as the sum of the three coefficients corresponding
to the three mechanisms mentioned previously:

˛e :D ˛eb C ˛ea C ˛es ; (9.22)
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where

• ˛eb accounts for the absorption of the weakly inhomogeneous lossy background
medium (for instance, the gaseous atmosphere),

• ˛ea accounts for the absorption from the lossy inhomogeneities (e.g., cloud water
droplets) embedded in the background,

• ˛es accounts for the removal of radiation by scattering by the inhomogeneities
(droplets) present in ΔV from the direction s0 into directions r.s/0 ¤ s0.

But, as said, the radiation traveling in a given direction is concurrently augmented
by the mechanisms reciprocal of those causing extinction, i.e., both by emission and
by constructive13 scattering. The gain in spectral radiance is cast in the form

ΔI� D .eb Jb C ea Ja C ›s Js/ Δs : (9.23)

The model expressed by (9.23) attributes the increment of radiation to the three
source functions J, corresponding to the above three extinction mechanisms:

• Jb is the thermal source of the background material,
• Ja is the thermal source of the scatterers present in ΔV ,
• Js accounts for the emitting and scattering environment that surrounds ΔV .

The thermal and scattering sources affect the spectral radiance according to the
respective emission coefficients eb and ea, and scattering coefficient ›s. The
emission coefficients both of the background and of the inhomogeneities coincide
with the respective absorption coefficients, given the electromagnetic reciprocity
expressed by the Kirchhoff’s law (8.10):

˛ea D eaI ˛eb D eb : (9.24)

The thermal source functions Jb and Ja are given by the Planck’s radiation
law (8.37). Since local thermodynamic equilibrium generally holds, Jb D Ja, so
that a single thermal source function JT is introduced:

Jb D Ja � JT : (9.25)

A single emission coefficient eT is then sufficient to characterize the inhomogeneous
medium

eT :D eb C ea : (9.26)

The scattering source function Js describes the effects of the dielectric inhomo-
geneities present in ΔV in constructively re-directing the radiation incident from
different directions r.i/0 into the scattering direction r.s/0 D s0, i.e.,

13That is, into the direction s0.
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Js.s0/ D 1

4 

“

4 

S.s0; r.i/0 / I�.r.i/0 / d˝ :

The volume scattering phase function S, which depends on the re-directing
properties of the random material, is directly proportional to the bistatic scattering
cross-section �.r.i/0 ; r

.s/
0 / defined by (7.16) averaged over the ensemble of scatterers

contained in ΔV (discrete approach). Alternatively, S can be related to the three-
dimensional spectrum of the dielectric fluctuations (Sect. 9.1) by extending the
procedure followed in Sect. 7.4 that leads to (7.57) (continuous approach). The
scattering source coefficient ›s in (9.23), which expresses the contribution of the
scattering to the increment of radiance, coincides with the scattering extinction
coefficient ˛es in (9.22) because of reciprocity. The results obtained in Sect. 9.1
suggest that the effect of the scattering in attenuating or in enhancing the radiance
is related to the characteristic dimensions of the dielectric inhomogeneities with
respect to the wavelength.

In the discrete approach to radiative transfer, the scattering source coefficient is
defined as the local value of the volumic scattering cross-section (7.18):

›s :D lim
ΔV!0

h�si
ΔV

: (9.27)

Correspondingly, the phase function

S D h�ih�si (9.28)

is the bistatic cross-section normalized to the total one. The definitions (9.27)
and (9.28) point out that ›s takes the magnitude of the scattering into account, while
S represents its directional features. The source term expressing the contribution to
ΔI� that comes from the environment surrounding ΔV has then the form

›s Js D 1

4 

h�si
ΔV

“

4 

˝
�.s0; r

.i/
0 /
˛

h�si I�.r.i/0 / d˝ : (9.29)

This scattering source adds to the thermal source in (9.23) to form the source of
energy acting globally in the volume ΔV.

To simplify the approach, a homogeneous background medium is assumed
from now on, so that refraction effects are absent; moreover, the embedded
inhomogeneities are supposed uniformly distributed.

By suitably identifying the terms in the power balance (2.28) accounting for the
aforementioned sinks and sources of radiation, the power budget for the volume
ΔV of the cylindrical flux tube14 with axis parallel to s0 represented in Fig. 9.2, is
expressed by

14This model is consistent with the assumed homogeneous background material.
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Fig. 9.2 The spectral
radiance I� varies by ΔI�
according to the sources and
the sinks acting in the
cylindrical volume of length
Δs and section S

Iλ Iλ+ΔIλ

Δs

s0S

•

ΔV

.eT JT C ›s Js/ dV �
•

ΔV

˛e I� dV D
"

S
I� s0 � n0 dS ; (9.30)

where only the radiation traveling along s0, i.e., in the direction from target to
observing platform, is now of interest. Over short distances Δs, Eq. (9.30) yields

.eT JT C ›s Js/ SΔs� ˛e I�SΔs D .�I� C I� C ΔI�/S :

Then, considering an infinitesimal-length slice dV D S ds of the flux tube, the
radiative transfer equation (RTE) is obtained for the radiation traveling along s0:

dI�
ds
C ˛e I� D eT JT C ›s Js : (9.31)

Equation (9.31) is transformed by introducing an effective total source function

Je :D eT

˛e
JT C ›s

˛e
Js ; (9.32)

so that it becomes

dI�
ds
C ˛e I� D ˛e Je : (9.33)

The effective source is meaningfully expressed in terms of the single-scattering
albedo A s introduced by (7.21),

A s D ›s

˛e

, (9.34)

so that, taking account of (9.22) and of the Kirchhoff’s law, the emission coefficient
eT normalized to the extinction coefficient is given by

eT

˛e
D 1 � A s :

The effective source (9.32) is then directly related to the single-scattering albedo:

Je D .1 � A s/JT C A s Js : (9.35)
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Equation (9.35) points out the role that the albedo has in setting the balance between
thermal emission and scattering in the source of radiation: coarsely speaking,
thermal emission predominates when scattering is low compared to absorption,
whereas radiation is essentially contributed by scattering in strongly inhomogeneous
weakly dissipative materials.

In radiative transfer applications, it is customary to define the local elementary
optical thickness 15

do :D ˛e ds ; (9.36)

in order to write the RTE as

dI�
do
C I� D Je : (9.37)

All quantities in (9.37) are understood to be functions of space points, while the
spectral radiance refers to the flux of power along the specified direction s0. Note
that, given the definition of the elementary quantity (9.36), the optical thickness
of the medium traversed by the radiation between abscissas s1 and s2 along the
trajectory of the radiation, for instance along an electromagnetic ray as determined
in Sect. 5.2, is

o.s1; s2/ D
ˆ s2

s1

˛e ds : (9.38)

The optical thickness clearly depends on both absorption and scattering. The
traditionally used adjective “optical” does not limit the approach to the optical range
of the electromagnetic spectrum, rather, as discussed in Sect. 5.1, the results hold
widely for frequencies and materials that satisfy possible specific “high-frequency”
constraints.

The variety of boundary conditions and of features of the traversed materials
affect the variation of the spectral radiance along the radiation path. The dependence
of I� on the traveled distance s is now determined with reference to the geometry
and to the notations16 displayed in Fig. 9.3. Consider the radiative transfer equa-
tion (9.37) at a generic abscissa s0 along s0 and multiply its terms by the optical
thickness (9.38) of the path between the initial abscissa s0 D 0 and s0:

15The terms optical depth or opacity are also used. Note that o is dimensionless, in spite of the
name “thickness”.
16Given the involvement of the Earth’s surface, the off-nadir angle is now denoted by � to keep
consistency with the geometries considered in Chaps. 6, 7 and 8 implicating the local orientation
of the target boundaries.
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Fig. 9.3 The spectral
radiance I� of radiation
traveling in a semi-infinite
medium along s0 at angle �
with the vertical, depends on
the abscissa s
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0/
i
D Je.s

0/eo.0; s
0/ :

(9.39)

Integration of (9.39) between the initial optical thickness o D 0 and the final one
o D o.0; s/ gives

I�.s0/eo.0; s
0/
ˇ̌
ˇ
o.0;s/

0
D

ˆ o.0;s/

0

Je.s
0/ eo.0; s

0/do :

Therefore, the spectral radiance at the abscissa s, using the definition (9.36), is

I�.s/ D I�.0/e�o.0; s/ C
ˆ s

0

˛e.s
0/Je.s

0/e�o.s
0; s/ds0 : (9.40)

The two terms composing the spectral radiance suggest that the radiation in s
traveling in a given direction is the superposition of:

• the radiation I�.0/ that originates or enters the medium at the initial point s D 0,
attenuated by the extinction between 0 and s;

• the contribution by emission and scattering distributed along the path between 0
and s, attenuated by the extinction between the intermediate source position s0
and the final abscissa s.

It is worth pointing out that the extinction coefficient ˛e appears in the second term
of (9.40), which describes an increase of radiation. This is not surprising, since
the electromagnetic reciprocity ensures that the emitting and constructive-scattering
behavior is the same as the absorbing and destructive-scattering one, as specified
by (9.24). Therefore ˛e in (9.40) now stands in for a source coefficient and is by no
means related to a sink of radiation, in spite of the notation.

The actual usefulness of the formal relation (9.40) is limited mainly by the
difficulties in evaluating Je in the general case [7, 50, 63]. The formula expresses
the concept that the spectral radiance at every point of the radiative path depends
on absorption and scattering at every other point. Moreover, the source function
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is affected by the radiative environment as a whole and its determination requires
evaluating the radiative contribution from the various directions over the entire solid
angle. However, the spectral range in which the observation is carried out may allow
some corresponding simplification. For instance, given the findings of Sect. 9.1
and the properties outlined in Sect. 2.2.1 and further discussed in Sect. 10.1.2, the
atmosphere is a generally scattering and absorbing medium in the optical spectral
range, while at the lower microwave frequencies scattering may become sufficiently
small to allow crucial simplifications in modeling the radiative transfer. In particular,
when scattering is negligible, given (9.34), ›s D A s � 0, and ˛e ' eT because
of (9.22), (9.24) and (9.26). Then (9.40) simplifies into

I�.s/ ' I�.0/e�o.0; s/ C
ˆ s

0

˛e.s
0/JT.s

0/e�o.s
0; s/ds0 : (9.41)

The “optical” thickness now depends only on absorption, i.e.,

o.s
0; s/ '

ˆ s

s0

.˛ea C ˛eb/ ds :

The scatter-free expression (9.41) turns out quite useful in a variety of Earth
observation applications.

As a final remark, it is important to recall that in Earth observation the
information is retrieved from the power of the observed radiation or from amplitude
and phase17 of the electromagnetic wave. Exploiting phase is only possible when the
source is coherent and the field coherence is not destroyed by the traversed medium
through the multiple scattering discussed in Sect. 9.1. In case of predominantly
coherent wave propagation, reference can be suitably made to (5.38) to determine
the quantities of interest. When the source is incoherent or the highly random
materials make incoherent propagation mechanisms to dominate insomuch as the
phase information is extinguished, only power is measured and wave expressions
such as (5.38), which contain the phase term, are of scarce significance. Indeed,
the observed electromagnetic power is transported (cf. Sect. 5.3.1.1) rather than
propagates, so that relations such as the previous ones based on the RTE become
appropriate.

9.3 Passive Sensing of the Earth’s Surface

It was mentioned previously that the features of the radiative transfer vary widely
according to the values of the parameters that affect the transport of radiation. As
expected, the frequency at which the Earth observing system operates is a primary

17Statistical properties such as coherency are also exploited.
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cause of variation of the behavior, given the dependence of scattering, absorption,
and emission on the wavelength.

9.3.1 Optical Sensing of the Surface and Atmospheric
Correction

The spectral radiance of the thermal emission varies with the wavelength according
to the Planck function (8.37). The shape of this latter indicates that the thermal
source function (9.25) in the terrestrial environment18 is negligible at wavelengths
falling in the optical range (cf. Sect. 10.1.1). The only natural source that can be
widely exploited by Earth observation in the optical spectral region is the solar
radiation [4]. Lidars are effective man-made sources of optical radiation, but of
somewhat restricted use [26, 45, 61, 82]. Once the radiation emitted by the terrestrial
materials is neglected, the spectral radiance at the location of an airborne or satellite-
based downward-looking sensor is the spectral radiance of the radiation leaving
the earth surface attenuated by the extinction along the atmospheric path, with the
addition of the interfering radiation scattered by the atmospheric inhomogeneities.
The radiation leaving the surface originates from the electromagnetic interaction
between the materials at the surface and the solar radiation that reaches the ground
attenuated and spectrally modified by interaction with the atmospheric constituents.
Figure 9.4 shows the geometry19 relevant to optical observation of the earth
surface from space. Gases, particulate matter aerosols, liquid water droplets and
ice particles scatter and absorb both the direct (i.e., reaching the ground) and the
“reflected” (reaching the elevated sensor) solar radiation through spatially variable
and wavelength-dependent mechanisms: the spectral and spatial distributions of
the radiation are altered, with corresponding decrease of the accuracy of the
spectrometric measurements. An atmospheric correction [69] is then required to
counteract the artifacts of the atmosphere.

Given the absence of thermal sources in (9.32), for optical observations,

˛e Je D ›s Js :

The spectral radiance I�.s; s0/ varies along the path according to (9.40), which is
now specialized by considering only scattering, as well as by using (9.35) and the
phase function:

18With the exception of incandescent materials, such as burning wood or fluid lava.
19Actually, the sensors observe the upwelling radiation generally from the same side of the Sun
with respect to the nadir direction, to reduce the unwanted effects of specular reflection. The mutual
position of Sun and platform has been changed in the figure for better clarity.
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Fig. 9.4 Reference geometry of optical observation of the surface (cf. Fig. 9.3) from a space-based
platform; Ha denotes the height at the “top of the atmosphere”
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0; s/d˝ ds0 :

(9.42)

Equation (9.42) provides I�.s; s0/ in the direction s0 at the distance s from the
conventional origin s D 0 where the radiation originates or enters the path. The
spectral radiance (9.42), which is the quantity measured by the observing systems,
is composed of the term I�.0; s0/ at s D 0 attenuated by the extinction described by
the optical thickness o.0; s/, and of the interfering term caused by scattering. This
term results from the product of three factors:

• the albedo A s.s0/, expressing the intensity of the scattering taking place at the
abscissa s0,

• the phase function S.s0; s0; r.i/0 /, representing the re-directing characteristics of the
material in s0,

• the radiation I�.s0; r.i/0 / reaching s0 from the various directions r.i/0 .

It is important to bear in mind that the phase function is relative to the fixed
direction s0 of the sensor platform into which the radiation is scattered and to the
variable direction r.i/0 from which the radiation arrives and that spans the entire solid
angle around the point at the abscissa s0. Consistently with the concept expressed
by (9.32), the interfering radiation originated in s0 arrives at the observing platform
attenuated by the extinction between s0 and the sensor located at distance s from
the origin of the path. It is realized that the spectral radiance cannot be readily
obtained from (9.32), since the radiation field I�.r.i/0 / is not known unless some
suitable assumption20 is put forward. The single-scattering approximation, already

20Equation (9.32) is actually regarded as an integral equation in the unknown spectral radiance.
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exploited throughout Sect. 7.4, provides the means for obtaining useful results in
several cases frequently encountered when observing the earth surface.

Going back to the observation procedure, the sought information on the surface
has to be extracted from the measured spectral radiance (9.42). The information is
clearly contained in the spectral radiance I�.0; s0/, which is originated by scattering
or by reflection of the solar radiation from the surface, as sketched in Fig. 9.5.
The radiation leaving the surface target in the direction s0 towards the observing
platform,

I�.sg; s0/ D R�.s0; s0̌ / Iˇ
� .sH/ e�ǒ .sH; sg/ ; (9.43)

is given by the product of two factors21:

• the first factor, R�, is the spectral reflectivity of the surface for the pair (s0; s
0̌

) of
observation and solar directions (for this reason, R� is also called bi-directional
spectral reflectivity [62, 68]);

• the second factor is the solar radiation downwelling through the atmosphere, that
reaches the surface attenuated by the optical thickness ǒ .sH ; sg/ from the top of
the atmosphere located at s D sH to the ground at s D sg in the direction s

0̌
of

the Sun.22
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Fig. 9.5 Reference geometry for evaluating the interfering term in the optical observation of the
surface; sH denotes the abscissa at the “top of the atmosphere” along sˇ

0

21The origin of the ascending path is now suitably located at the abscissa s D sg corresponding to
the local ground level with respect to a geodetic reference. This allows the altimetry of the earth
surface to be taken into due account.
22The corresponding geometric length of the descending radiative path is jsH � sgj along sˇ

0

(cf. Sect. 5.2.1).
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The second term in the measured quantity (9.42) represents the interfering
radiation. In the single-scattering approximation, as sketched in Fig. 9.5, this latter
is assumed to originate uniquely from the direct downwelling solar radiation,23 the
radiance of which is expressed by

I�.s0; r.i/
0
/ D Iˇ

� .sH; s0̌ / e�ǒ .sH; s
0/•.r.i/

0
� s

0̌
/ : (9.44)

In Eq. (9.44):

• I�.s0; r.i/0 /, which is the originator of the interfering source, is the spectral
radiance of the solar radiation in s0;

• e�ǒ .sH; s
0/ takes account of the attenuation undergone by the solar radiation

over the path along s
0̌

from the top of the atmosphere to the abscissa s0 where
the interfering radiation originates;

• the impulse function •.r.i/0 � s
0̌
/ formally expresses the concept that the radiation

arriving from the environment surrounding s0 and described by the function
I�.s0; r.i/0 / in (9.42) actually comes from the single direction r.i/0 � s

0̌
along which

the downwelling direct solar radiation Iˇ
� travels.24

The solar radiation scattered by the atmosphere into the direction s0 towards the
observing platform and represented by (9.44) adds along the path to the radiation
originated from the surface to yield the spectral radiance measured by the sensor at
the generic location s:

I�.s; s0/ D I�.sg; s0/ e�o.sg; s/

CIˇ
� .sH/

4 

ˆ s

sg

A s.s
0/S.s0; s0; s0̌ / e�ǒ .sH; s0/e�o.s

0; s/ ds0 : (9.45)

9.3.1.1 Optical Sensing from Space Platforms

The radiance seen by a space-borne sensor looking downward in direction �s0 is
readily obtained from (9.45), taking account of (9.43):

I�.s0/ D R�.s0; s0̌ / Iˇ
� .sH/ e�ǒ .sH; sg/ e�o.sg; sH/ (9.46)

CIˇ
� .sH/

4 

ˆ sH

sg

A s.s/S.s; s0; s0̌ / e�ǒ .sH; s/e�o.s; sH/ ds :

23This implies that the radiation arriving from the environment (atmosphere and surface) surround-
ing s0 is negligible.
24This approach neglects both the angular dimension of the Sun and the refraction effects of the
atmosphere (Sect. 5.2.1).
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Equation (9.46) puts into evidence that the spectral reflectivity R� from which the
useful information on the Earth’s surface has to be extracted is just one of the several
quantities which affect the measured radiance. At this time, it is worth to clarify the
meaning of some of the symbols by recalling that:

– the length of the atmospheric path affecting Iˇ
� depends on sˇ D sg � sH,

where sg denotes the abscissa along s
0̌

at which the downwelling solar radiation
encounters the earth surface;

– the upwelling radiation originated by scattering or reflection from the surface is
attenuated over the path along s0 from sg to the top of the atmosphere25 sH ; since
generally s0 ¤ s

0̌
, the attenuation undergone by the radiation coming from the

surface differs from that of the solar radiation, i.e., o.sg; sH/ ¤ ǒ .sH; sg/;
– the interfering radiation originates from any portion ds of the path around sg <

s < sH between the ground (s D sg) and the top of the atmosphere (s D sH): the
primary source is the solar radiation, which arrives at s attenuated by the optical
thickness between sH and s along s

0̌
.

A useful reference model is a horizontally stratified atmosphere, hence neglecting
sphericity; moreover, by also disregarding the refractive effects, the trajectories of
the radiation are straight lines,26 as sketched in Figs. 9.4 and 9.5. Then the radiative
path lengths are simply related to the height z above the geodetic reference27 and to
the off-nadir angles � and �ˇ in Fig. 9.5 by

Δs D Δz sec � along s0I Δs D Δz sec �ˇ along s
0̌

and the involved optical thicknesses between the generic abscissas s1 and s2 are,
correspondingly,

o.s1; s2/ D
ˆ z2 sec �

z1 sec �
˛e.z/ dzI ǒ .s1; s2/ D

ˆ z2 sec �ˇ

z1 sec �ˇ

˛e.z/ dz : (9.47)

It is worth noting that sec � < 0, while sec �ˇ > 0.
Following the model, the upwelling spectral radiance emerging in the direction

s0 from such a horizontally stratified atmosphere28 is

25Since a space platform is beyond the top of the atmosphere, the path contributing attenuation has
the upper limit s D sH .
26Within these assumptions, off-nadir angle and incidence angle coincide.
27The vertical coordinate axis is oriented downward to be consistent with the notations of the basic
Chaps. 6 and 7, therefore increasing heights correspond to decreasing z.
28As said, the height of the ground is denoted by z D zg, while the top of the atmosphere is at
height z D Ha, as in Fig. 9.5.
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I�.s0/ ' R�.s0; s0̌ / Iˇ
� .sH/ e�.ǎ C a/

C A s

4 
S.s0; s0̌ / Iˇ

� .sH/

ˆ Ha sec �

zg sec �
e�Œo.Ha sec � ;̌ z sec �ˇ/

� o.z sec �; Ha sec �/� sec � dz ; (9.48)

provided both A s and S are little dependent on s. The optical thickness ǎ in the
sun direction and a in the observation direction have been defined for the entire
atmosphere to make more compact the expression of the surface term in (9.48):

ǎ D
ˆ zg sec �ˇ

Ha sec �ˇ

˛e.z/ dzI a D
ˆ Ha sec �

zg sec �
˛e.z/ dz : (9.49)

Equation (9.48) is the basic relation between the spectral radiance I� that is
measured by the space-based optical spectrometer and the spectral reflectivity R�

which contains the information sought on the observed area of the earth surface. As
already observed, the quantity of interest R� appears in the first of the two terms,
attenuated by the atmospheric extinction, while the solar radiation scattered by the
atmosphere forms the second term, which adds to the measurement. The map of the
measured radiance I� is a corrupted replica of the image of R�, which actually
represents the properties of the surface. Therefore, an atmospheric correction is
clearly needed to reduce the noxious effect of the attenuation and of the interfering
term, hence to approximate the true surface reflectivity.

The contamination of the reflectivity image by both atmospheric extinction and
scattering of sunlight depends on wavelength, varies in space and time, and, when
multiple scattering [20] is not negligible, is also affected by the spatial structure of
the surface reflectivity. In a few words, the atmospheric impact varies according to
the sensor features and the kind of measurements that are carried out. Therefore,
apart from an initial wide-purpose coarse procedure, the steps for a fine correction
of the data are driven by the envisaged application. The successful outcome of the
processing relies on the accuracy with which the relevant atmospheric parameters
are known. The effect of the permanent gases can be generally modeled and reduced
by suitably choosing the spectral channels in which the radiance is measured.
Instead, the aerosols exhibit high space-time variations [46], hence their effects are
less predictable. The aerosol optical thickness is usually a key quantity for image
correction, although an adequate estimate of albedo and of the scattering function
may be also required when enhanced accuracy is demanded. General information
on the optical properties of the atmosphere is derived from regional and seasonal
climatology, while specific local information is derived from the images themselves,
also exploiting a-priori information on the surface reflectivity of selected portions
of the images and in significant wavelength bands. It is also worth mentioning that
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the vertical profiles of the relevant atmospheric quantities are important for the
successful correction of very high-resolution (VHR)29 images [37].

9.3.1.2 Optical Sensing from Aerial Platforms

The spectral radiance measured by sensors installed on an aircraft or on an RPAP,
also named unmanned aerial vehicle (UAV) or remotely piloted vehicle (RPV) [51],
is still given by (9.45), which remains obviously unchanged with respect to the
abscissa s where the observation is performed. The only need is replacing in two
terms of (9.46) the abscissa sH of the top of the atmosphere with the abscissa sp

where the platform is located, i.e.,

I�.s0/ D R�.s0; s0̌ / Iˇ
� .sH/ e�ǒ .sH; sg/ e�o.sg; sp/

C Iˇ
� .sH/

4 

ˆ sp

sg

A s.s/S.s; s0; s0̌ / e�ǒ .sH; s/e�o.s; sp/ ds : (9.50)

Through corresponding straightforward substitutions, the horizontally stratified
model yields the upwelling spectral radiance

I�.s0/ DR�.s0; s0̌ / Iˇ
� .sH/ e�.ǎ C ap/

C A s

4 
S.s0; s0̌ / Iˇ

� .sH/

ˆ zp sec �

zg sec �
e�Œo.Ha sec � ;̌ z sec �ˇ/ � o.z sec �; zp sec �/� sec � dz ;

where the atmospheric optical thickness ap in the observation direction is defined
analogously to a in (9.49) as30

ap D
ˆ zp sec �

zg sec �
˛e.z/ dz : (9.51)

with reference to the altitude zp of the observing aerial platform.
The previous discussion on the contamination of the reflectivity of a ground-

based target by atmospheric effects still holds, but the relatively short length of
the path allows relaxing some of the conclusions. While the extinction undergone
by the solar radiation reaching the ground level is clearly independent of the
altitude of the sensor, the radiation scattered by the observed object is attenuated
according to the length of the path from the target to the sensor. RPAPs can operate

29Typically metric, or, if available, sub-metric resolution.
30As previously noted, sec � < 0.
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at relatively low heights, thus substantially reducing the optical thickness of the
interposed atmospheric layers, even in opaque31 wavelength ranges. Therefore,
the spectral limitations posed by the atmosphere can be mitigated and, at least in
principle, the whole optical spectrum32 can be exploited. Moreover, the interfering
radiation originating along the atmospheric path lessens correspondingly. These
effects concur to yield observations which are radiometrically more accurate than
those from space and require lighter, if any, atmospheric corrections.

9.3.2 Sensing the Surface in the Thermal Infrared

Section 8.2.2 mentions that the Planck function for the Sun’s temperature decreases
substantially with increasing wavelength in the thermal infrared. Together, the
scattering and absorption mechanisms prevailing in this spectral range lower the
reflectivity of the Earth’s surface (cf. Sect. 10.2.2.1). The two effects combine to
make the solar radiation scattered by the Earth generally small with respect to
the radiation this latter emits spontaneously. As a result, the radiation leaving the
surface in the TIR is mainly originated by thermal emission33 and hence the spectral
radiance I�.0/ in (9.40) now depends on the spectral emissivity e�S introduced
by (8.38) and on the skin [58] temperature TS of the surface.34 For analogous
reasons, the environmental spectral radiance I�.r.i/0 / contributing the scattering
source (9.29) along the atmospheric path is expressed only by the thermal source
JTenv relative to an effective environmental temperature Tenv suitably defined through
the same (9.29). The measurable spectral radiance is then given by

I�.s/ ' e�S B�.TS/ e�o.sg; s/ C
ˆ s

sg

˛eŒ.1 � A s/JT C A s JTenv � e
�o.s

0; s/ds0

(9.52)
and consists of the contribution from the surface carrying the useful information and
of the contribution from the atmosphere. The interfering source distributed along the
path from ground, identified by s D sg, to sensor at abscissa s, is composed of the
local emission from the crossed atmosphere taken into account by JT and of the ther-
mal radiation from the environment JTenv which is locally scattered into the direction
of observation and that is expressed in terms of the effective temperature Tenv.

The presence of scattering limits the usefulness of (9.52), since evaluating the
effect of the thermal environment is quite difficult in general conditions. On the

31The effect of the instrument’s spectral resolution on the optical thickness has also to be accounted
for.
32At the resolution of common spectrometric channels.
33The possible occurrence of specular reflection of the sun radiation is kept out.
34In practice, the temperature varies within the emitting volume, hence TS should be regarded as
an effective temperature [87].
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other hand, because of the dependence of scattering on wavelength discussed in
Sect. 9.1, the TIR albedo A s in the clear 35 atmosphere is low, given the typical
dimensions of the suspended particles with respect to the TIR wavelengths, so
that the scattering term in (9.35) becomes negligible with respect to the thermal
source. In this scatter-free atmosphere, the extinction is correspondingly caused by
absorption rather than by scattering. The radiation emitted by the earth surface is
then attenuated by the absorbing atmospheric constituents and interfered only by
the thermal source along the radiation path.

9.3.2.1 TIR Sensing from Space Platforms

The spectral radiance emerging in the direction s0 from the top of a non-scattering
stratified36 atmosphere is given in terms of the vertical coordinate z by

I�.s0/ ' e�S B�.TS/ e�a C
ˆ H sec �

zg sec �
eT.z/B�ŒT.z/� e�o.z sec �; Ha sec �/ sec � dz ;

(9.53)

where the “optical” thickness of the atmosphere a is defined by (9.49). The
interfering term in the approximation (9.53) depends on the vertical profile eT.z/
of the emission coefficient (9.26) and on that of the thermodynamic temperature
T.z/ of the atmosphere. In the thermal infrared, consistently with the scatter-free
assumption, the optical thickness o of the layer z1 < z < z2 depends only on the
absorption by the air gases (expressed by the background coefficient ˛eb) and by the
suspended particles (expressed by ˛ea), according to (9.21) and (9.22)

o.z1; z2; �/ D
ˆ z2 sec�

z1 sec �
Œ˛ea.z/C ˛eb.z/� dz :

In absence of haze, fog or clouds, ˛ea � 0 and absorption is caused by the
background atmospheric constituent gases, essentially the water vapor. Processing
of TIR data for reducing the atmospheric interfering term requires information on
the local radiative environment [55], in particular through the knowledge or estimate
of the profiles of moisture and temperature. It is worth mentioning that independent
radiative data collected by operational space platforms are also assimilated into the
atmospheric correction schemes for the TIR.

35Clear here indicates the absence of dense clouds and precipitation.
36Atmospheric refraction is neglected.
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9.3.2.2 TIR Sensing from Aerial Platforms

The TIR spectral radiance observed from an RPAP [9, 31] is obtained by (9.53)
suitably modified to account for the altitude zp of the sensor, as done in Sect. 9.3.1.2:

I�.s0/ ' e�S B�.TS/ e�ap C
ˆ zp sec �

zg sec �
eT.z/B�ŒT.z/� e�o.z sec �; zp sec �/ sec � dz ;

(9.54)

The optical depth ap of the atmospheric layer interposed between the ground-based
target and the sensor,

ap D
ˆ zp sec �

zg sec �
Œ˛ea.z/C ˛b.z/� dz ;

depends on the altitude of the platform and can be possibly reduced by lowering the
height of acquisition. The reduction of the target-to-sensor distance concurrently
decreases the interfering thermal emission distributed along the atmospheric path,
as discussed in Sect. 9.3.1.2, and enhances the overall radiometric accuracy of the
observations.

9.3.3 Passive Sensing of the Surface at Microwaves

As in the thermal infrared, also at microwaves the density of solar radiation scattered
by the land surface is generally small with respect to the emitted thermal radiation.
Therefore, the radiance I.0/ in (9.40) depends on the microwave emissivity and on
the temperature of the surface materials. Section 8.2.2.1 introduces the concept of
brightness temperature, which is suitably used in place of the radiance. With this
approach, the basic expression (9.40) can be transformed into the corresponding
relation involving the temperatures of the surface and of the atmosphere. Regarding
this latter, under the assumption that the Rayleigh-Jeans approximation (8.39) holds,
the atmospheric thermal source in local thermodynamic equilibrium conditions is

JT.s/ D 2k
�2

Δf T.s/ ;

if T.s/ is the thermodynamic temperature of the atmosphere at the abscissa s along
the considered path. The other term in (9.35), is proportional to the scattering source
Js which clearly does not correspond to a thermodynamic temperature. However, on
the same grounds of proportionality between radiation intensity and temperature, Js

is expressed in terms of an effective scattered temperature Tes for the ground-to-
satellite direction s0:
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Js.s/ D 2k
�2

Δf Tes.s/ :

The temperature Tes.s/ takes account of the amount of microwave radiation that
arrives at s from the various directions r.i/0 and that gets re-directed into s0 by
the scattering mechanism acting in s, according to (9.29). Consistently with the
Rayleigh-Jeans approximation, the angular distribution of radiation contributing
scattering into the direction of interest s0 is represented by an environment effective
microwave temperature Tme, so that

Tes.s0/ :D 1

4 

“

4 

S.s0; r.i/0 / Tme.r.i/0 / d˝ ; (9.55)

where S is the phase function (9.28). All the quantities in (9.55) are understood to
depend on the abscissa s. With the above positions, the source functions in (9.35)
are expressed in terms of temperatures by

Œ.1 � A s/JT C A s Js� D Œ.1 � A s/T.s/C A s Tes.s0/�
2k
�2

Δf :

The microwave spectral radiance is in turn transformed into the brightness temper-
ature (8.40), so that, ultimately, the radiation field filling the space is converted into
a temperature field, clearly with reference to the direction in which the radiation
is considered. The transformed radiative transfer equation provides the brightness
temperature TB in the direction s0 as a function of the abscissa s

TB.s/ D TB.sg/ e�o.0; s/C
ˆ s

sg

˛e.s
0/Œ.1�A s/T.s

0/CA s Tes.s
0; s0/�e�o.s

0; s/ds0 :

(9.56)

The relation (9.56) is readily recognized to correspond to (9.40), with an equivalent
interpretation of the two terms. Although (9.56) is simpler than (9.40), the useful-
ness of the expression is still limited in the general case by its complexity and by
computational difficulties arising, as for (9.52), from the scattering term.

If scattering is negligible, given (9.34), ›s D A s � 0, and ˛e ' eT because
of (9.22), (9.24) and (9.26). This physical condition reduces (9.56) to the more
manageable expression

TB.s/ ' TB.sg/ e�o.sg; s/ C
ˆ s

sg

eT.s
0/T.s0/ e�o.s

0; s/ds0 : (9.57)

The “optical”, or, as it should be named more appropriately in this microwave
context, the electromagnetic thickness, now depends only on the absorption by the
background and by the possibly present inhomogenities:
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o.s
0; s/ '

ˆ s

s0

.˛ea C ˛eb/ ds : (9.58)

If microwave radiative transfer takes place in the atmosphere, this latter is free
from scattering for most weather conditions. Indeed, only thick clouds, formed
by droplets of liquid water having diameters up to a few tens of micrometers, and
especially rain, with diameters of drops up to a few millimeters, produce appreciable
scattering, the intensity of which we know to depend on the dimensions of the drops
with respect to the observation wavelength. In practice, scattering is negligible for
observations at frequencies below the X-band, except that for extreme precipitation
phenomena, as detailed in Sect. 10.1.2, while non-precipitating clouds are usually
assumed free of scattering up to the Ka-band.37 This effect of frequency implies
that the microwave radiometric observations of the earth surface can be interpreted
in most cases on the basis of scatter-free radiative transfer.

The relatively short paths make microwave radiometric observations from aerial
platforms generally little subject to atmospheric contamination, since extinction
and concurrent interference are reduced, at least for operations outside the more
intense absorption bands shown in Fig. 4.2. Therefore, as a first approximation, the
brightness temperature observed by the airborne sensor is the same as that of the
target.

9.4 Passive Sensing of the Earth’s Atmosphere

The atmosphere [29] is the terrestrial environment for which satellite observations
have first reached their operational maturity [19, 33, 42]. It is worth mentioning
that the down-looking synoptic observations from space platforms have been joined
by up-looking ground-based [78, 79] local measurements. As opposite to the
observation of the surface, the quantity of interest in atmospheric sensing is the
radiation emitted or scattered by the atmosphere, that is the quantity previously
regarded as a noxious term, whereas the radiation originated by the surface is
now the interfering term.38 The radiation leaving the surface is actually a source
of considerable overall uncertainty, given the variability of covers and, for passive
observations in the TIR or at microwaves, of surface temperatures [57].

The need to keep the uncertain contribution from the surface as low as possible
with respect to the atmospheric one suggests the useof sufficiently absorbed

37The designation of the microwave bands is given in Sect. 10.1.1.
38In the case of ground-based measurements, the noise originates from the cosmic background,
which corresponds to a black body at temperature TC � 2:7K, the power of which peaks at
f � 160GHz, corresponding to �0 � 1:9mm.
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frequencies. Moreover, since the emission by the thermal source is proportional to
the absorption coefficient, a strongly absorbed wavelength corresponds to a highly
emitting source, hence to a high signal drawn from the atmosphere. On the other
side, high emission is accompanied by high attenuation in the source-to-sensor
atmospheric path, so that the atmospheric layers closer to the sensor contribute the
larger fraction of power, hence, the highest layers of the atmosphere are effectively
observed by a space platform, while, correspondingly, ground-based systems are fit
to sense the lowest layers.

The fraction of power reaching the sensor, emitted by a thermal source at a given
position in the atmosphere, is described by the weighting functions W , introduced
in Sect. 8.1.4: the decrease of atmospheric density with height changes the effect
of absorption, hence the shapes of the weighting functions.39 The selection of
the radiometric channels considers a suitable balance between source strength and
attenuation to avoid the loss of information ensuing from a low signal-to-noise ratio
for the atmospheric layers of interest.

9.4.1 Thermal Sensing of the Non-scattering Atmosphere

Section 9.2.2 shows that negligible scattering allows simplification of the radiative
transfer formalism leading to the reduced expression (9.41) of the spectral radiance.
The basic relation has to be specialized according to the direction from which the
atmosphere is observed, that is from above or from below.

9.4.1.1 Satellite-Based Sounding of the Atmosphere

The spectral radiance or the brightness temperature of the non-scattering atmo-
sphere sensed by a nadir-looking radiometer operating at TIR or microwave
wavelengths are provided by (9.53) or (9.57), respectively. The measured quantity
contains the attenuated contribution of the surface, which now acts as a noise
term, and the contribution of the atmosphere, which carries the information on its
temperature profile T.z/ and on the density profiles of the absorbing constituents,
such as water vapor and liquid water, that affect the emission coefficient eT.z/, and,
correspondingly, the optical thickness o (9.58). The product

WT.z; z
0/ D eT.z

0/ e�o.z
0; z/ ; (9.59)

39The shape of W is drastically linked to the direction, upward or downward, of observation.
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consistently with the definition (8.23), forms the temperature weighting function40

for observation of a plane-layered atmosphere from the altitude z. The temperature
weighting functions peak at different heights z0 according to the imaginary part
of atmospheric permittivity (Sect. 2.2.1), which determines the dependence of the
optical thickness on height:

– more absorbed frequencies yield weighting functions peaking at higher altitudes,
so that the received power mainly originates from the upper part of the atmo-
sphere;

– frequencies at which the atmosphere is more transparent allow the power emitted
also by the lower layers to reach the space platform, according to weighting
functions which are flatter and peak at lower altitudes.

The off-nadir angle41 # at which the observations are carried out affects the
height at which the weighting functions peak, given the dependence of the optical
thickness (9.47) on # : increasing # clearly lifts up the height of the atmospheric
layers the contribution of which is larger.42 Sounding observations are frequently
carried out by nadir-looking satellite sensors.

Note that the weighting functions are defined not only for temperature, but also
for the absorbing atmospheric constituents, such as water vapor or cloud liquid
density. Although the conceptual basis is the same, the more general notions of
brightness temperature response and of averaging kernel are introduced in view of
the retrieval [11, 60, 76] of the atmospheric quantity of interest from the radiometric
measurements. In particular, the straightforward definition (8.23) has to be suitably
modified and adapted to the parameter under consideration. Figure 9.6 shows
examples of weighting functions relative to atmospheric temperature and water
vapor. Coarsely speaking, the value of WT.h/ represents the fraction of power
reaching the sensor from an emitting layer around the height h above the reference
(e.g., sea) level. A multi-frequency radiometer, receiving the power in channels
centered on different frequencies, exploits the difference of absorption to sound
the atmosphere, that is, to discriminate the contributions from layers at different
heights [1] in terms of their temperature. The retrieval scheme can be extended to
the emission coefficient by assuming a known temperature profile. The density of
the atmospheric constituent, for instance water vapor, which emits at the frequencies
of operation, is estimated from the height-discriminated emission, taking account of
the dependence of the optical depth o on the sought quantity. Then the weighting

40It is worth recalling that the relation between TIR spectral radiance and thermodynamic
temperature set by Planck’s law (8.37) is non linear, whereas the microwave brightness temperature
is related linearly to the temperature thanks to the Rayleigh-Jeans approximation (8.39). This
implies that (9.59) is the temperature weighting function in a strict sense only for microwave
observations.
41Off-nadir angle is generally denoted by # when the surface is not directly involved in the
observation.
42Limb-sounding observations (cf. Sect. 14.3.4) are not being considered here.
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Fig. 9.6 Examples of nadir-looking weighting functions W at mm- and sub-mm wavelengths vs.
height h above sea level: WT for temperature, (a), (b); WWV for water vapor (c), (d). Changing
the observation frequency in the neighborhood of the indicated frequency changes the atmospheric
specific absorption, hence the height at which the weighting functions peak (cf. Sect. 8.1.4) (Curves
interpolate data from [65])

function takes the meaning of sensitivity of the sensor response to the deviation
of the considered atmospheric variable from a first-guess (climatic average, for
instance) profile.

In presence of scattering (9.57) fails, with ensuing decrease of overall retrieval
accuracy and need of sophisticated procedures for successfully inverting possibly
hyperspectral [10] brightness measurements.

9.4.1.2 Ground-Based Sounding of the Atmosphere

It is interesting to compare the weighting functions of Fig. 9.6 for satellite observa-
tion with those displayed in Fig. 9.7, which refer to ground-based measurements
[36, 78]. The brightness temperature43 sensed by a zenith-looking radiometer
located at the ground level zg is obtained from (9.57), with the modifications
required to account for the upward direction of observation:

43The TIR spectral radiance is readily obtained in an analogous way.
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Fig. 9.7 Zenith-looking ground-based microwave brightness temperature response vs. height h
AGL: (a), WT for temperature; (b), WWV for water vapor; (c), WCL for cloud liquid; (d), WD

for dry air density. The monotonic trend of WT derives from the frequency-dependent specific
absorption (cf. Fig. 2.7) of air decreasing with height, as sketched in Fig. 8.7 (Curves interpolate
data from [78])

TB.zg/ D
ˆ zg

Ha

eT.z/ T.z/ e�o.z; zg/dzC TC e�o.Ha; zg/ :

As discussed previously, the first term is the useful one, expressing the atmospheric
contribution that carries the explicit information on the profile of temperature T.z/
and, implicitly, on the atmospheric constituents which affect eT and o. The diagrams
in Fig. 9.7 are useful to concretely appreciate the different behavior of the weighting
functions, according to the trends of the emissivity coefficient already discussed
in Sect. 8.1.4. Since the air density decreases monotonically with height, power is
largely received from the lower part of the atmosphere. Therefore, the ground-based
weighting functions for temperature and for dry air, which mainly depend on the
density of the stable gases, are also essentially monotonic decreasing functions of
height, consistently with the trend sketched in Fig. 8.7a. On their side, the weighting
functions for constituents such as water vapor [35] and cloud liquid, the densities
of which do not decrease monotonically with height, may show peaks at heights
dependent on frequency and climatology, as Fig. 8.7b suggests, albeit for a different
physical mechanism.
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As a final remark, the interfering term now derives from the brightness tempera-
ture TC of the cosmic background,44 which, differently from the term originated by
the surface in (9.53) and (9.57), is stable and low [81].

Managing Multiple Scattering and Radiation Transfer

It is understandable that the waves cannot be expressed in a simple way when they
happen to be in a random medium. Consider that the primary wave is scattered by the
inhomogeneity it encounters, then the scattered fraction of wave is scattered again
by another inhomogeneity. This doubly scattered wave hits further inhomogeneities,
thus undergoing multiple scattering. The field resulting from this chaotic process has
intricate properties and its quantitative representation is problematic. We are guided
through some terrible formalisms to establishing the dependence of the main wave
on the properties of the random environment with which it interacts. We learn that
the field decays with an extinction constant that grows with increasing permittivity
fluctuations and with decreasing wavelength, and that attenuation is particularly
sensitive to large inhomogeneities. We get also informed that the phase constant
is increased by the bouncing of electromagnetic energy among the randomly
distributed scatterers. The dependence of both attenuation and phase constants on
the inhomogeneity of the material is clearly a major conceptual addition to the idea
that wave propagation is affected by absorption and refractive index.

Refractive, dissipative and scattering overlapping effects rule the transfer of
electromagnetic energy in the chaotic terrestrial environment. We learn that the
radiative transfer formalism is able to provide us with quantitative information on
the evolution of the intensity of the radiation that travels between the Earth’s surface
and an elevated platform on which the observing system is located. Simplifying
assumptions make the general expressions more manageable, according to the
wavelength at which the observing systems operate. In optical observations we can
profit from the exiguity of emission and consider only atmospheric scattering, while
in the thermal infrared and at microwaves, the disturbing effects of the atmosphere
are prevailingly attributed to absorption and emissions. Of course, we must look at
the state of the portion of atmosphere traversed by the wave coming from the target
to decide on the suitability of a facilitating hypothesis.

Observing the atmosphere deserves a separate discussion. The physics involved
in the radiative transfer is clearly the same, but we have to reverse the roles of the
term expressing the signal carrying the information and of the one accounting for
interference. We have also to distinguish between space-based and ground-based
observation, because not only the background against which the atmosphere is
sounded changes drastically, but also the sounding specifications, revealed by the
shape of the weighting functions, modify.

44The radiometer does not aim at the Sun.



References 349

References

1. Aqua Project Science. NASA. http://www.aqua.nasa.gov/about/instrument_amsu.php (visited
on 26 Jan 2014)

2. Aristégui C, Angel YC (2002) New results for isotropic point scatterers: Foldy revisited. Wave
Motion 36(4):383–399. doi:http://dx.doi.org/10.1016/S0165-2125(02)00031-8

3. Askne JIH, Westwater ER (1986) A review of ground-based remote sensing of temperature
and moisture by passive microwave radiometers. IEEE Trans Geosci Remote Sens GE-
24(3):340–352. doi:10.1109/TGRS.1986.289591

4. Asrar G (ed) (1989) Theory and applications of optical remote sensing. Wiley.
ISBN:9780471628958

5. Barabanenkov YN (1968) Application of the smooth-perturbation method to the solution of
general equations of multiple wave-scattering theory. Sov Phys JETP 27(6):954–959. http://
jetp.ac.ru/cgi-bin/dn/e_027_06_0954.pdf (visited on 05 Nov 2014)

6. Barabanenkov YN, Ozrin VD (1991) Asymptotic solution of the Bethe-Salpeter equation and
the Green-Kubo formula for the diffusion constant for wave propagation in random media.
Phys Lett A 154(1–2):38–42. doi:http://dx.doi.org/10.1016/0375-9601(91)90425-8

7. Battaglia A, Simmer C, Crewell S, Czekala H, Emde C, Marzano F, Mishchenko M, Pardo
J, Prigent C (2006) Emission and scattering by clouds and precipitation. In: Mätzler C (ed)
Thermal microwave radiation: applications for remote sensing. Institution of Engineering and
Technology. ISBN:9780863415739

8. Berginc G, Bourrely C (2010) Light scattering from 3-D nanoscale disordered media. PIERS
online 6(8):730–734. doi:10.2529/PIERS091218110418

9. Berni J, Zarco-Tejada PJ, Suarez L, Fereres E (2009) Thermal and narrowband multispectral
remote sensing for vegetation monitoring from an unmanned aerial vehicle. IEEE Trans Geosci
Remote Sens 47(3):722–738. doi:10.1109/TGRS.2008.2010457

10. Blackwell WJ, Bickmeier LJ, Leslie RV, Pieper ML, Samra JE, Surussavadee C, Upham CA
(2011) Hyperspectral microwave atmospheric sounding. IEEE Trans Geosci Remote Sens
49(1):128–142. doi:10.1109/TGRS.2010.2052260

11. Blackwell WJ, Chen FW (2009) Neural networks in atmospheric remote sensing. Artech
House. ISBN:9781596933736

12. Bobeth M, Diener G (1983) Electromagnetic wave propagation and radiative transfer
in strongly heterogeneous random media. Phys A: Stat Mech Appl 117(2–3):427–444.
doi:10.1016/0378-4371(83)90125-5

13. Bourret RC (1962) Propagation of randomly perturbed fields. Can J Phys 40(6):782–790.
doi:10.1139/p62-084

14. Bourret RC (1962) Stochastically perturbed fields, with applications to wave propagation in
random media. Il Nuovo Cim Ser 10 26(1):1–31. doi:10.1007/BF02754339

15. Chandrasekhar S (1960) Radiative transfer. Dover. ISBN:9780486605906
16. Chukhlantsev AA (2006) Microwave radiometry of vegetation canopies. Springer.

ISBN:9781402046827
17. Clough SA, Shephard MW, Mlawer EJ, Delamere JS, Iacono MJ, Cady-Pereira K, Boukabara

S, Brown PD (2005) Atmospheric radiative transfer modeling: a summary of the AER codes.
J Quant Spectrosc Radiat Transf 91(2):233–244. doi:http://dx.doi.org/10.1016/j.jqsrt.2004.05.
058

18. Cogan J, Meaure E, Wolfe D (1997) Atmospheric soundings in near-real time from combined
satellite and ground-based remotely sensed data. J Atmos Ocean Technol 14(5):1127–1138.
doi:10.1175/1520-0426(1997)014(1127:ASINRT)2.0.CO;2

19. Collard A, Hilton F, Forsythe M, Candy B (2011) From observations to forecasts – part
8: the use of satellite observations in numerical weather prediction. Weather 66(2):31–36.
doi:10.1002/wea.736

20. Deirmendjian D, Sekera Z (1954) Global radiation resulting from multiple scattering in a
Rayleigh atmosphere. Tellus 6(4):382–398. doi:10.1111/j.2153-3490.1954.tb01132.x

http://www.aqua.nasa.gov/about/instrument_amsu.php
http://dx.doi.org/10. 1016/S0165-2125(02)00031-8
http://jetp.ac.ru/cgi-bin/dn/e_027_06_0954.pdf
http://jetp.ac.ru/cgi-bin/dn/e_027_06_0954.pdf
http://dx.doi.org/10.1016/0375-9601(91)90425-8
http://dx.doi.org/10.1016/j.jqsrt.2004.05.058
http://dx.doi.org/10.1016/j.jqsrt.2004.05.058


350 9 Radiative Transfer and Passive Sensing

21. Dinnat EP, Le Vine DM, Abraham S, Floury N (2010) Map of sky background bright-
ness temperature at L-band. NASA GSFC. http://oceancolor.gsfc.nasa.gov/AQUARIUS/
DinnatEtAl2010/ (visited on 05 Feb 2014)

22. Durant S, Greffet J-J, Calvo-Perez O, Vukadinovic N (2007) Extinction coeffi-
cient in absorbing media: a theoretical and numerical study. In: Tenth confer-
ence on electromagnetic and light scattering, Bodrum, 17–22 June 2007, pp 33–36.
doi:10.1615/ICHMT.2007.ConfElectromagLigScat.110

23. Finkel’berg VM (1968) Wave propagation in a random medium. The correlation group method.
Sov Phys JETP 26(1):268–277. http://www.jetp.ac.ru/cgi-bin/dn/e026010268.pdf (visited on
05 Nov 2014)

24. Foldy LL (1945) The multiple scattering of waves. I. General theory of isotropic scattering by
randomly distributed scatterers. Phys Rev 67(3–4):107–119. doi:10.1103/PhysRev.67.107

25. Frisch U (1968) Wave propagation in random media. In: Bharucha-Reid AT (ed) Probabilistic
methods in applied mathematics, vol 1. Academic. ISBN:9780120957026

26. Glennie CL, Carter WE, Shrestha RL, Dietrich WE (2013) Geodetic imaging with air-
borne LiDAR: the Earth’s surface revealed. Rep Prog Phys 76(8). doi:10.1088/0034-
4885/76/8/086801

27. Grody NC (1976) Remote sensing of atmospheric water content from satellites
using microwave radiometry. IEEE Trans Antennas Propag 24(2):155–162.
doi:10.1109/TAP.1976.1141324

28. Hogg DC (1989) Rain, radiometry, and radar. IEEE Trans Geosci Remote Sens 27(5):576–585.
doi:10.1109/TGRS.1989.35940

29. Houghton JT (1977) The physics of atmospheres. Cambridge University Press.
ISBN:9780521214438

30. Houweling S, Hartmann W, Aben I, Schrijver H, Skidmore J, Roelofs G-J, Breon F-M (2005)
Evidence of systematic errors in SCIAMACHY-observed CO2 due to aerosols. Atmos Chem
Phys 5:3003–3013. doi:10.5194/acp-5-3003-2005

31. Hu S, Chao H, Coopmans C, Han J, McKee M, Chen Y-Q (2010) Low-cost UAV-based
thermal infrared remote sensing: platform, calibration and applications. In: 2010 IEEE/ASME
international conference on mechatronics and embedded systems and applications (MESA),
July 2010, pp 38–43. doi:10.1109/MESA.2010.5552031

32. Ishimaru A (1991) Wave propagation and scattering in random media and rough surfaces. Proc
IEEE 79(10):1359–1366. doi:10.1109/5.104210

33. Janssen MA (ed) (1993) Atmospheric remote sensing by microwave radiometry. Wiley.
ISBN:9780471628910

34. Jensen AM, Neilson BT, McKee M, Chen Y-Q (2012) Thermal remote sensing with an
autonomous unmanned aerial remote sensing platform for surface stream temperatures. In:
2012 IEEE international Geoscience and remote sensing symposium (IGARSS), July 2012,
pp 5049–5052. doi:10.1109/IGARSS.2012.6352476

35. Kämpfer N (2012) Monitoring atmospheric water vapour: ground-based remote sensing and
in-situ methods. Springer. ISBN:9781461439097

36. Karmakar PK (2013) Ground-based microwave radiometry and remote sensing: methods and
applications. Taylor & Francis. ISBN:9781466516311

37. Kaufman YJ, NASA GFSC (1989) The atmospheric effect on remote sensing and its
correction. In: Asrar G (ed) Theory and applications of optical remote sensing. Wiley.
ISBN:9780471628958

38. Keller JB (1964) Stochastic equations and wave propagation in random media. In: Bellman
R (ed) Stochastic processes in mathematical physics and engineering, vol XVI. American
Mathematical Society. ISBN:9780821867273

39. Keller JB (1960) Wave propagation in random media. Technical report AFCRL-TN-60-1 149.
U.S. Air Force Cambridge Research Laboratories

40. Keller JB, Karal FC (1966) Effective dielectric constant, permeability, and conductivity of a
random medium and the velocity and attenuation coefficient of coherent waves. J Math Phys
7(4):661–670. doi:http://dx.doi.org/10.1063/1.1704979

http://oceancolor. gsfc.nasa.gov/AQUARIUS/DinnatEtAl2010/
http://oceancolor. gsfc.nasa.gov/AQUARIUS/DinnatEtAl2010/
http://www.jetp.ac.ru/cgi-bin/dn/e 026 01 0268.pdf
http://dx.doi.org/10.1063/1.1704979


References 351

41. Kidd C (2010) From observations to forecasts – part 3. Key principles and recent developments
in satellite observations. Weather 65(1):3–9. doi:10.1002/wea.388

42. Kidder SQ, Vonder Haar TH (1995) Satellite meteorology: an introduction. Academic.
ISBN:9780124064300

43. Klusch D, Pflug Th, Thielheim KO (1993) Wave propagation in isotropic random media
with nondiscrete spherical perturbations. Phys Rev B Condens Matter 47(14):8539–8546.
doi:10.1103/PhysRevB.47.8539

44. Korn M (1993) Seismic waves in random media. J Appl Geophys 29(3–4):247–269. doi:http://
dx.doi.org/10.1016/0926-9851(93)90007-L

45. Lefsky MA, Cohen WB, Parker GG, Harding DJ (2002) Lidar remote sensing for ecosystem
studies. Bioscience 52(1):19–30. doi:10.1641/0006-3568(2002)052[0019:LRSFES]2.0.CO;2

46. Li J, Carlson BE, Lacis AA (2013) Application of spectral analysis techniques in the
inter-comparison of aerosol data part III: using combined PCA to compare spatio-temporal
variability of MODIS, MISR and OMI aerosol optical depth. J Geophys Res: Atmos.
ISSN:2169-8996. doi:10.1002/2013JD020538

47. Liou KN (2002) An introduction to atmospheric radiation. Academic. ISBN:9780124514515
48. Maignan F, Bréon F-M, Lacaze R (2004) Bidirectional reflectance of Earth targets: evaluation

of analytical models using a large set of spaceborne measurements with emphasis on the Hot
Spot. Remote Sens Environ 90(2):210–220. doi:10.1016/j.rse.2003.12.006

49. Margerin L (2006) Attenuation, transport and diffusion of scalar waves in textured random
media. Tectonophysics 416(1–4):229–244. doi:10.1016/j.tecto.2005.11.011

50. Marshak A, Davis, A (eds) (2006) 3D radiative transfer in cloudy atmospheres. Springer.
ISBN:9783540285199

51. Martinsanz GP (ed) (2012) Unmanned aerial vehicles (UAVs) based remote sensing. Spe-
cial issue of Remote Sensing. ISSN:2072-4292. http://www.mdpi.com/journal/remotesensing/
specialissues/uav (visited on 27 June 2014)

52. Mätzler C, Rosenkranz PW (2007) Dependence of microwave brightness temperature on
bistatic surface scattering: model functions and application to AMSU-A. IEEE Trans Geosci
Remote Sens 45(7):2130–2138. doi:10.1109/TGRS.2007.898089

53. Mobley CD (1994) Light and water: radiative transfer in natural waters. Academic.
ISBN:9780125027502

54. Modest MF (2013) Radiative heat transfer. Elsevier. ISBN:9780123869906
55. Monteith J, Unsworth M (2007) Principles of environmental physics. Elsevier.

ISBN:9780080924793
56. Norouzi H, Rossow W, Temimi M, Prigent C, Azarderakhsh M, Boukabara S, Khanbilvardi R

(2012) Using microwave brightness temperature diurnal cycle to improve emissivity retrievals
over land. Remote Sens Environ 123:470–482. doi:10.1016/j.rse.2012.04.015

57. Plokhenko Y, Menzel WP (2000) The effects of surface reflection on estimating the vertical
temperature-humidity distribution from spectral infrared measurements. J Appl Meteorol
39(1):3–14. doi:10.1175/1520-0450(2000)039(0003:TEOSRO)2.0.CO;2

58. Prigent C, Aires F, Rossow WB (2003) Land surface skin temperatures from a combined anal-
ysis of microwave and infrared satellite observations for an all-weather evaluation of the differ-
ences between air and skin temperatures. J Geophys Res 108(D10). doi:0.1029/2002JD002301,
2003

59. Prigent C, Jaumouille E, Chevallier F, Aires F (2008) A parameterization of the microwave
land surface emissivity between 19 and 100 GHz, anchored to satellite-derived estimates. IEEE
Trans Geosci Remote Sens 46(2):344–352. doi:10.1109/TGRS.2007.908881

60. Rodgers CD (2000) Inverse methods for atmospheric sounding: theory and practice. World
Scientific. ISBN:9789810227401

61. Rosette J, Suárez J, Nelson R, Los S, Cook B, North P (2012) Lidar remote sensing for biomass
assessment. In: Fatoyinbo L (ed) Remote sensing of biomass – principles and applications.
InTech. ISBN:9789535103134

62. Roujean J-L, Leroy M, Deschamps P-Y (1992) A bidirectional reflectance model of the Earth’s
surface for the correction of remote sensing data. J Geophys Res 97(D18):20455–20468.
doi:10.1029/92JD01411

http://dx.doi.org/10.1016/0926-9851(93)90007-L
http://dx.doi.org/10.1016/0926-9851(93)90007-L
http://www.mdpi.com/journal/remotesensing/special issues/uav
http://www.mdpi.com/journal/remotesensing/special issues/uav


352 9 Radiative Transfer and Passive Sensing

63. Rutily B, Chevallier L (2005) Why is it so difficult to solve the radiative transfer equation? In:
Stee Ph (ed) Transfert Radiatif et Exploitation des TGE, Third GRETA meeting, Fréjus, 11–13
May 2005, pp 1–23

64. Rytov SM, Kravtsov YA, Tatarskii VI (1989) Principles of statistical radiophysics 4: wave
propagation through random media. Springer. ISBN:9783540178286

65. Schiavon G, Del Frate F, Iapaolo MF, Solimini D (2004) Neural network inversion algorithms
for satellite temperature and humidity profiling. In: Microwave radiometry and remote sensing
applications – MicroRad’04, Roma, 24–27 Feb 2004

66. Schneebeli M, Mätzler C (2011) A radiative transfer model for an idealized and non-scattering
atmosphere and its application for ground-based remote sensing. J Quant Spectrosc Radiat
Transf 112(5):883–892. doi:10.1016/j.jqsrt.2010.10.018

67. Sharkov EA (2003) Passive microwave remote sensing of the Earth: physical foundations.
Springer. ISBN:9783540439462

68. Snyder WC, Wan Z (1998) BRDF models to predict spectral reflectance and emissivity in the
thermal infrared. IEEE Trans Geosci Remote Sens 36(1):214–225. doi:10.1109/36.655331

69. Song C, Woodcock CE, Seto KC, Lenney MP, Macomber SA (2001) Classification and change
detection using Landsat TM data: when and how to correct atmospheric effects? Remote Sens
Environ 75(2):230–244. doi:10.1016/S0034-4257(00)00169-3

70. Tikhonov AN, Arsenin VIA (1977) Solutions of ill-posed problems. Winston.
ISBN:9780470991244

71. Tsang L (1992) Dense media radiative transfer theory for dense discrete random media
with particles of multiple sizes and permittivities. In: Priou A (ed) Progress in electro-
magnetic research PIER 6 – dielectric properties of heterogeneous materials. Elsevier.
ISBN:9780444016461

72. Tsang L, Chen C-T, Chang ATC, Guo J, Ding K-H (2000) Dense media radiative transfer
theory based on quasicrystalline approximation with applications to passive microwave remote
sensing of snow. Radio Sci 35(3):731–749. doi:10.1029/1999RS002270

73. Tsang L, Jin P, Ding L, Li Z, Cline DW, Tan Y (2007) Modeling active microwave remote
sensing of snow using dense media radiative transfer (DMRT) theory with multiple-scattering
effects. IEEE Trans Geosci Remote Sens 45(4):990–1004. doi:10.1109/TGRS.2006.888854

74. Tsang L, Kong JA, Shin RT (1985) Theory of microwave remote sensing. Wiley.
ISBN:9780471888604

75. Twersky V (1962) On scattering of waves by random distributions. I. Free-space scatterer
formalism. J Math Phys 3(4):700–715. doi:http://dx.doi.org/10.1063/1.1724272

76. Twomey S (2002) Introduction to the mathematics of inversion in remote sensing and indirect
measurements. Dover. ISBN:9780486495170

77. Weng F, Zhao L, Ferraro R, Poe G, Li X, Grody N (2003) Advanced microwave sounding unit
cloud and precipitation algorithms. Radio Sci 38(4):8086–8096. doi:10.1029/2002RS002679

78. Westwater ER (1993) Ground-based microwave remote sensing of meteorological vari-
ables. In: Janssen MA (ed) Atmospheric remote sensing by microwave radiometry. Wiley.
ISBN:9780471628910

79. Westwater ER, Crewell S, Mätzler C (2004) A review of surface-based microwave and
millimeter wave radiometric remote sensing of the troposphere. Radio Sci Bull URSI RSB-
310:59–80. ISSN:1024–4530

80. Westwater ER, Wang Z, Grody NC, McMillin LM (1985) Remote sensing of temperature
profiles from a combination of observations from satellite-based microwave sounding unit
and the ground-based Profiler. J Atmos Ocean Technol 2(2):97–102. doi:10.1175/1520-
0426(1985)002(0097:RSOTPF)2.0.CO;2

81. Wilson RW, Penzias AA (1967) Isotropy of cosmic background radiation at 4080 Megahertz.
Science 156(3778):1100–1101. doi:10.1126/science. 156.3778.1100

82. Winker DM, Pelon JR, McCormick MP The CALIPSO mission: spaceborne lidar for obser-
vation of aerosols and clouds. In: Itabe Z-S, Liu UN, Singh T (eds) Lidar remote sensing for
industry and environment monitoring III, Hangzhou, 23 Oct 2002. Proceeding of SPIE 4893.
doi:10.1117/12.466539

http://dx.doi.org/10.1063/1.1724272


References 353

83. Wright HS, Levine JS, Croom MA, Edwards WC, Qualls GD, Gasbarre JF (2004) Measure-
ments from an aerial vehicle: a new tool for planetary exploration. Technical report NTIS
N20040171491. National Aeronautics and Space Administration

84. Wu R-S (1982) Mean field attenuation and amplitude attenuation due to wave scattering. Wave
Motion 4(3):305–316. doi:10.1016/0165-2125(82)90026-9

85. Wu X, Smith WL (1997) Emissivity of rough sea surface for 8–13 �m: modeling and
verification. Appl Opt 36(12):2609–2619. doi:10.1364/AO.36.002609

86. Young LA, Pisanich G, Ippolito C, Alena R (2005) Aerial vehicle surveys of other planetary
atmospheres and surfaces: imaging, remote-sensing, and autonomy technology requirements.
Technical report Army Aviation and Missile Command, Army/NASA Rotorcraft Division, Jan
2005

87. Zwally HJ (1977) Microwave emissivity and accumulation rate of Polar Firn. J Glaciol
18(79):195–215. http://www.igsoc.org:8080/journal/18/79/igs_journal_vol18_issue079_
pg195-215.pdf (visited on 05 Nov 2014)

http://www.igsoc.org:8080/ journal/18/79/igs_journal_vol18_issue079_pg195-215.pdf
http://www.igsoc.org:8080/ journal/18/79/igs_journal_vol18_issue079_pg195-215.pdf


Chapter 10
Electromagnetic Spectrum and Remote
Information

It should be clear by now that the electromagnetic waves are originator and carrier of
information in Earth observation. The information content of the products delivered
by a given type of sensor is essentially related to the parameters, mainly frequency
(or wavelength) and polarization, characterizing the observing system, including
the geometry at which data are acquired. Therefore, the specifications of an EO
system, which include the type of sensor, the band of operation, the observation
angle, etc., depend on the kind of information the system has to provide, as well
as on the required reliability of operation and quality of products. Correspondingly,
the interpretation of the data, preliminary to the retrieval and corresponding put
into use of information, must refer to the interaction features of the electromagnetic
wave with the observed environment. But, since the waves originating and carrying
the information must cross at least once all or part of the atmosphere interposed
between the target and the sensor, accounting for the atmospheric interaction is also
crucial both in system specification and in data interpretation.

10.1 Selection of Frequency/Wavelength

The frequency or wavelength of operation is constrained by

• kind, intensity and effectiveness of the wave interaction with the material and
structure to observe;

• transmission of the atmosphere interposed between the sensor and the sensed
target.

The basic mechanisms of interaction between waves and materials differ according
to the frequency range. At a microscopic level, the dielectric polarization mech-
anisms depend crucially on the frequency of the wave, while at the macroscopic
level are essentially the dimensions of the objects with respect to the wavelength
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that determine the result of the interaction. Coarsely speaking, each mechanism
produces effects which are mainly related to a particular parameter of the target.
Moreover, the acquisition of information and the transfer process are degraded by
atmospheric absorption, scattering, and emission, all depending on wavelength.

Given the variety of the terrestrial environments to observe, the waves interact
with substantially different kinds of materials, including natural and man-made
solid, liquid and gaseous targets. Because of the variety of the information that can
be obtained and the numerous atmospheric windows (cf. Sect. 10.1.2.1) that can
be exploited, the portion of the electromagnetic spectrum over which the various
Earth observation missions1 operate is quite wide, spanning from the low microwave
frequencies to the ultraviolet wavelengths. The nature of the processes controlling
both the generation of information and its transport is expected to change drastically
over such a broad interval of frequency. The users choose the kind of sensor, the
frequency band of operation and the type of product essentially according to

• the targets to observe,
• the parameters to retrieve.

Advised selection and effective utilization of the measurements among the host of
available space-based observations require basic comprehension of their informa-
tion content over the whole portion of the electromagnetic spectrum, spanning, as
said, from the microwaves up to the visible (and even to the ultraviolet).

10.1.1 The Electromagnetic Spectrum

The spectrum of electromagnetic radiation is subdivided into wavelength bands the
definitions and names of which may possibly differ among different organizations.
A partition frequently used in Earth observation refers to the conventional wave-
length limits listed in Table 10.1.

The infrared band can be found subdivided into alternative sections, e.g.,

• NIR (near IR or IR-A) for 0:75 �m < �0 < 1:4 �m (214THz < f < 400THz);

Table 10.1 Denomination of
the intervals of electro-
magnetic spectrum according
to wavelength range

Band Wavelength range

ultraviolet (UV) 10 nm to 400 nm

visible (VIS) 0.4 �m to 0.7 �m

near infrared (NIR) 0.7 �m to 2 �m

thermal infrared (TIR) 4 �m to 20 �m

far infrared (FIR) 20 �m to 300 �m

sub-millimeter waves 300 �m to 1 mm

microwaves 1 mm to 1 m

1Missions that are based on different physical mechanisms, such as GOCE [30], are not considered.
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Table 10.2 Denomination of
the microwave bands, based
on IEEE Standard 521-1984
[43], according to their
frequency range

Band Frequency range (GHz)

P (UHF) 0.3 – 1.0

L 1.0 – 2.0

S 2.0 – 4.0

C 4.0 – 8.0

X 8.0 – 12.0

Ku 12.0 – 18.0

K 18.0 – 27.0

Ka 27.0 – 40.0

V 40.0 – 75.0

W 75.0 – 110.0

• SWIR (short-wavelength IR or IR-B) for 1:4 �m < �0 < 3:0 �m
(100THz < f < 214THz);

• MWIR (mid-wavelength IR or IR-C) for 3�m < �0 < 8�m
(37THz < f < 100THz);

• LWIR (long-wavelendth IR or IR-C) for 8�m < �0 < 15�m
(20THz < f < 37THz);

• FIR (far IR) for 15�m < �0 < 1000�m (0:3THz < f < 20THz),

while the “microwaves” spectral interval is often split into the sub-intervals

• millimeter waves, for wavelength between �0 D 1mm ( f D 300GHz) and
�0 D 2:7mm (f D 110GHz);

• microwaves, with frequency limits between f D 300MHz (�0 D 1m) and
f D 110GHz.

This latter frequency range is further subdivided into bands denoted by the letters2

shown in Table 10.2. The reader is warned that diverse letter designation and
additional ranges may be found.

10.1.2 Role of the Atmosphere in Surface Observation
from Space

Observing the surface of the Earth or the lower atmospheric layers from space
platforms clearly implies that the electromagnetic radiation has to cross the whole
atmosphere, twice if the observation exploits the Sun or an active (radar or lidar)
system as source, and once in case a TIR or microwave radiometer is employed.
This basic consideration points out that the atmosphere interferes with the observing
process by making the target at ground or at low elevation more or less visible
to the sensor. The extinction, caused both by absorption and by scattering [113,
Chap. 5], is the key factor in determining the magnitude of atmospheric detrimental

2The designation Q-band for the 33–50 GHz frequency range is also encountered.
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interference. The excess path length introduced in Sect. 5.2.3 has to be added as the
relevant adverse factor in SAR interferometry (cf. Sect. 12.3.2.1).

Absorption by the more abundant atmospheric gases is relatively stable and
determines the essential spectral features of extinction, according to the trend of
the molecular resonances outlined in Sect. 2.2.1. A crucial issue to bear in mind is
that pressure broadening [64] strongly affects the atmospheric absorption spectra,
which are thus dependent on the varying altitude of the layers traversed by the
observation path. Close to ground, the roto-vibrational lines tend to overlap and
to form a smoothly-varying wide band with a more or less pronounced ripple
in correspondence of the individual resonances. Observing targets on the ground
implies crossing denser atmospheric layers, what can make relatively opaque the
inter-line wavelength intervals that are otherwise transparent at higher altitudes [93].

The interaction of the electromagnetic waves with the particles present in the
air superimposes to the gaseous absorption. As a general feature, the effect of the
particles increases with frequency and, in particular:

– the scattering by the particles increases considerably with frequency, as seen in
Sects. 7.3.4 and 9.1 and is expected to have major effects in the visible;

– the absorption by the particles behaves smoothly, since it tends to increase
linearly3 with the frequency, as suggested, for instance, by (7.19).

Coarsely speaking, in spectral ranges in which the gaseous atmosphere is relatively
transparent, scattering generally predominates over absorption as the observation
wavelength decreases, and vice-versa. However, it has to be considered that
scattering is highly variable in space and time, given the strong diversity of nature
and density of the atmospheric particles. In any case, the dramatic change of
absorption with wavelength in correspondence of the resonant lines, as compared
with the relatively smooth behavior of scattering, should not be overlooked.

10.1.2.1 Air Transmissivity

The absorption by the atmospheric gases is the basic delimiter of the wavelength
ranges in which the earth-surface observing systems are allowed to operate from
space or from high altitude.

10.1.2.1.1 Absorption by the Gaseous Atmosphere

Figure 10.1 shows examples of direct transmittance4 of the entire gaseous atmo-
sphere at low spectral resolution5 as a function of UV, VIS and NIR wavelengths
for two directions of observation, one nadir-looking and the other along a # D 70ı

3In circumscribed frequency range.
4The re-directed radiation is not considered.
5Estimates of the atmospheric transmissivity at higher spectral resolution can be obtained, for
instance, by the code MODTRAN5 [9].
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Fig. 10.1 Example of total atmospheric transmissivity T at low spectral resolution vs. vacuum-
wavelength �0 for nadir (# D 0ı) and # D 70ı slant path directions (Data simulated by
LOWTRAN-7 [51] for cloud-free conditions and without aerosol)

Fig. 10.2 Example of carbon dioxide total zenith atmospheric transmissivity T vs. wavelength �0
simulated at low spectral resolution by LOWTRAN-7 [51] for cloud-free conditions and without
aerosol in the visible and near infrared

off-nadir rectilinear slant path. The decrease of transparency caused by the elongated
slant path with respect to that at nadir is apparent.

The diagram shows the strong wavelength dependence of the absorption
caused by the ensemble of the constituent gases. Indeed, the molecular roto-
vibrational transitions of ozone, methane, carbon dioxide, and, especially, water
vapor are particularly active in absorbing radiation in the visible and infrared bands.
Figures 10.2 and 10.3 display the direct transmittance for the last two individual
constituents. It can be remarked how the transparency of the air is mainly affected
by the interaction with the water vapor molecules, which suggests a considerable
influence of climatology. A fairly transparent spectral interval, relatively wide in
terms of wavelength, occurs in the thermal infrared, as shown by Fig. 10.4. In
this spectral region, of high impact on the climate of the Earth, ozone, carbon
dioxide and, again, water vapor are the more active atmospheric constituents.
Their respective contributions to the atmospheric transmissivity are displayed in
Figs. 10.5, 10.6 and 10.7. The long-term apparently increasing trend of the CO2

[89] and tropospheric H2O [23] concentration in the air has to be born in mind.
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Fig. 10.3 Example of water vapor total zenith atmospheric transmissivity T vs.wavelength �0
simulated at low spectral resolution by LOWTRAN-7 [51] for cloud-free conditions and without
aerosol in the visible and near infrared

Fig. 10.4 Example of transmissivity T of the total atmosphere vs. infrared wavelength �0
simulated at low spectral resolution by LOWTRAN-7 [51] for cloud-free conditions and without
aerosol over vertical (# D 0) and slant (# D 70ı) paths

Fig. 10.5 Example of total zenith atmospheric ozone transmissivity T vs. infrared wavelength �0
simulated by LOWTRAN-7 [51] for cloud-free conditions and without aerosol
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Fig. 10.6 Example of total zenith atmospheric carbon dioxide transmissivity T vs. infrared
wavelength �0 simulated by LOWTRAN-7 [51] for cloud-free conditions and without aerosol

Fig. 10.7 Example of total zenith atmospheric water vapor transmissivity T vs. infrared wave-
length �0 simulated by LOWTRAN-7 [51] for cloud-free conditions and without aerosol

The mechanisms of interaction of the water vapor are active over the whole far
infrared, sub-millimeter and millimeter spectral range down to the microwaves,
where a different spin-related effect in the oxygen molecules joins to absorb the
electromagnetic radiation [107, 115]. Figure 10.8 shows the atmospheric transmis-
sion T over the millimeter-wave range.

Indeed, in the wavelength range from �0 � 30�m to �0 � 300�m, a
myriad of vibrational, rotational and composite modes of the water vapor molecules
intensively absorb the electromagnetic energy, so that the gaseous atmosphere forms
an opaque screen. Joining the trend of the transmission depicted by Fig. 10.1 with
that of Fig. 10.8 suggests that this spectral region has to be avoided for effective
observation of the surface from space.6 The resonances of the main gaseous
constituents rarefy with increasing wavelength. As a consequence, the atmosphere

6Particular high-altitude [109] (or/and high-latitude [55]) geographic locations, where the amount
of precipitable water vapor is relatively low [110], are possibly less affected, provided the
observations are carried out from low-flying platforms and at sufficiently high spectral resolution
to exploit microwindows between water vapor lines.



362 10 Electromagnetic Spectrum and Remote Information

Fig. 10.8 Example of transmission T of the absorbing atmosphere for an Earth-space vertical path
vs. millimeter wavelength �0 (Data simulated by H. Liebe et al.’s MPM [59], diagram courtesy G.
Schiavon)

presents wavelength windows within which it is rather transparent, interspersed with
spectral ranges at which it is opaque, as displayed by the trend of T at the longer
wavelength in the diagram of Fig. 10.8.

The disadvantage of the linear scale representation, hinted at in Sect. 4.1.2.5.2,
clearly appears from the indiscernible values of T in the absorbed bands, what makes
diagrams of this kind of little use for atmospheric characterization at wavelengths
below �0 � 1mm. Moreover, as noted in Sect. 8.2.1, frequency is preferred to
wavelength at microwave and radio frequencies. Figure 10.9 reports the attenuation7

in dB caused by the atmospheric absorbing gases on a vertical path from sea level
(zg D h D 0) to a point at the height above sea level h D Ha, top of the atmosphere,
above which, for instance, a nadir-observing satellite is located. The diagram is
derived by vertical integration of the specific absorption represented in Fig. 4.2, of
which it clearly reproduces the trend. However, note the jagged appearance of the
60-GHz attenuation peak values due to the high-altitude splitting of the pressure-
broadened lines forming the oxygen absorption complex.

It is worth mentioning that, consistently with the radiative transfer features
discussed in Sect. 9.4.1.1, measurements are required in the opaque intervals when
information has to be gained on meteorological parameters, such as temperature

7Section 4.1.2.5 mentions that the gaseous atmosphere is an inhomogeneous medium, but the
variations of its permittivity are so smooth that it can be considered locally homogeneous and the
geometrical optics approximation (5.38), to which the definition of absorption coefficient refers,
can be applied.
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Fig. 10.9 Example of Earth-space one-way zenith attenuation A caused by the absorbing gaseous
atmosphere vs. microwave frequency f (Curves interpolate data from [58])

and humidity profiles of the atmosphere. Observations are typically carried out at
wavelengths from �0 � 4�m to �0 � 8�m of the TIR and from �0 � 14�m to
�0 � 100�m of the far and extreme infrared (XIR), as well as at frequencies within
the water vapor [92] and oxygen [108] millimeter-wave and microwave absorption
peaks.

Finally, apart from the low-moisture cases, the limits set by extinction are relaxed
when the sensor is carried by low-altitude remotely piloted aerial platform (RPAP)s
[125], with consequent shortening of the length of the atmospheric path. In this case,
observation at enhanced spectral resolution is needed to steer clear of the individual
resonant absorption lines [22].

10.1.2.1.2 Extinction by Aerosols

The diagrams shown in the preceding Figs. 10.1–10.9 refer to the purely absorbing
atmosphere, so that only the absorption coefficient ˛b contributes to the specific
extinction (9.22). Scattering is indeed always present, although it may either
prevail or be negligible according to the wavelength at which the observations are
performed and to the atmospheric conditions.

First of all, Rayleigh scattering from the air molecules is ubiquitous [14, 85].
Given the “dimensions” of the particles, it increases the extinction appreciably at the
shortest visible wavelengths, while it becomes negligible in the red. The increase,
which is of the order of 20 % in the blue, is expected to enhance with the decreasing
wavelength in the ultraviolet range.
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Fig. 10.10 Example of total atmospheric transmissivity T vs. wavelength �0 simulated by
LOWTRAN-7 [51] in the visible and near infrared taking account of model aerosols of different
kinds (Diagram, courtesy A. Di Noia)

The presence of solid (ice, mineral dust, soot-like particulates) small (their size
generally lies between D � 10�2�m and D � 102�m) inhomogeneities suspended
in air causes additional extinction, contributed by both absorption and scattering
[15, 16]. Air molecules essentially scatter according to the inverse fourth power of
wavelength (Sect. 7.2.1.1), while, given their wide size distribution, the effect of
the particles is relatively independent of frequency. The atmospheric windows in
the visible and infrared bands are made less transparent, depending on the particle
nature and density. Figures 10.10 and 10.11 suggest the effect of the aerosols
on the atmospheric transmittance. As expected, the aerosol extinction increases
with decreasing wavelength and, given the dimensions of the particles, it affects
the transmittance mainly in the visible, while the effect of the particulate tends
to disappear already in the near infrared. Only relatively high concentrations of
particles of urban origin extend their aftermath to longer wavelengths. The effect
of the aerosols can be summarized by saying that the turbid atmosphere is expected
to be less transparent in the visible windows than in the infrared ones, although the
consequence of the frequency-dependent permittivity of the atmospheric particles
and of their dimension-to-wavelength ratio can occasionally modify this coarse
trend.8 The atmospheric transmissivity in the TIR is essentially controlled by the
constituent gases, so that only the spectral intervals from �0 � 3:5 �m to �0 �

8Reversing the perspective, the aerosols themselves are clearly object of remote measurement [7],
given their global and local impact on the atmospheric environment.
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Fig. 10.11 Example of total atmospheric transmissivity T vs. wavelength �0 simulated by
LOWTRAN-7 [51] in the visible and near infrared taking account of different concentrations of
model urban aerosol (Diagram, courtesy A. Di Noia)

4�m and from �0 � 8�m to �0 � 12�m (clearly excepted the ozone absorption
region) are of interest for observing the earth surface from space.

10.1.2.1.3 Extinction by Hydrometeors

The transmission properties of the atmosphere are substantially modified in presence
of mist, fog or non-precipitating clouds. These hydrometeors are forms of aerosol,
consisting of water droplets the dimensions D of which, as said, are distributed in the
range 10�2�m . D . 102�m. Their effect is clearly strong at optical wavelengths
and decreases throughout the infrared and sub-millimeter ranges, until it becomes
negligible at microwaves. The imaginary part of water permittivity is sufficiently
low at VIS and NIR wavelengths that extinction is essentially determined by
scattering, while absorption is the main cause of attenuation from the FIR onward,
when the wavelength becomes large with respect to the dimension of a large
fraction of the particles. The volume density of the water particles in thick fog and
dense clouds can reach relatively high values, corresponding to specific attenuation
up to the order of hundred dB km�1, thus hampering observation at wavelengths
through the sub-millimeter range even from low-flying (provided operation is
feasible) platforms. Note that the spatial and temporal variability of density and
size distribution of the droplets makes atmospheric attenuation a random quantity
difficult to estimate and predict.

On their side, precipitating clouds ordinarily contain also drops with dimensions
up to a few millimeters [8, 84, 87], which typically make opaque the atmosphere
for �0 . 1:5 cm. The magnitude of the effect depends on the precipitation rate. In
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Fig. 10.12 Radar image taken at X-band by TerraSAR-X showing enhanced scattering (brighter)
from the convective cell facing the radar and decreased backscattering (darker) from the Earth’s
surface past the cloud [120]

case of particularly intense precipitations, microwave observations can be affected at
frequencies down to X-band [65, 66], as the SAR image of Fig. 10.12 puts forward.
The sketch in Fig. 10.13 suggests that strong scatter may originate from parts of very
dense precipitating clouds facing the radar, which are formed by a high number of
large particles per unit volume, whereas the scattering from the surface past the
clouds may appear weak due to the two-way high extinction expressed by (9.17), in
which r� is of the order of the particle dimension (Sect. 7.4.4). This effect diminishes
the ability of space-based or high-flying systems to gain information on the surface
[33], the scattering from which reaches the sensor weakened by extinction and
interfered by scattering from the convective cell. At frequencies lower than X–
band, rain, however heavy, has negligible effect on the Earth observing systems.
Only in exceptional events, some effect, mainly of the mixed liquid-ice phase,
can be experienced by systems even at frequencies down to C-band [45, 72, 73].
Figure 10.14 seems to confirm this hypothesis.

The radar image of dense clouds of Fig. 10.12 puts into visual evidence that
the information carried through the atmosphere not only fades because of the
extinction, but is also interfered by unwanted power originated by scattering along
the atmospheric path. This effect is predicted analytically by the relation (9.41),
which clearly applies to the radiative transfer in general, irrespective of frequency.
The optical radiation carrying information on the surface is attenuated by extinction
and concurrently interfered by the solar radiation scattered along the atmospheric
path (Sect. 9.3.1). On their side, radiometric TIR observations of the surface are
diminished by atmospheric absorption and, because of reciprocity, concurrently
contaminated by thermal emission as described by (9.52) and (9.56) or (9.57).
Attenuation and interference become less intense as absorption and scattering
decrease. Apart from the cases mentioned above relative to fairly uncommon
meteorological phenomena, the atmospheric interference weakens at microwaves,
especially at the lower frequencies.
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Fig. 10.13 Sketch of radar observation of the surface through clouds, with representation of
scattering from convective cells (COSMO-SkyMed, © ASI; artwork by A. Perrone)

In summary, taking account of the joint effect of extinction and emission, the
performance of observing systems operating in the visible and infrared windows is
substantially degraded by clouds and dense fog, while microwave measurements are
almost always able to gain remote information on the earth surface, with a possible
exception only when the observation occurs through very heavy precipitation.

Correspondingly to the use of absorbed bands mentioned in Sect. 10.1.2.1.1
for thermal and moisture sounding of the atmosphere, systems dedicated to the
observation of clouds and precipitation operate at wavelengths that are substantially
subject to absorption and scattering from the hydrometeors [50]. Some details are
found in Sect. 14.3.

10.1.3 Wavelength and Information

The information that an observing system is able to acquire depends on which kind
of electromagnetic interaction with the environment of interest originates the wave
captured by the sensor. Each frequency or wavelength band corresponds to a main
type of interaction. In short:
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Fig. 10.14 C-band radar image (ASAR, left) and optical image acquired simultaneously by
MERIS (right) of the U.S.A. east coast affected by the hurricane Irene: in the SAR image high
backscattering (brighter) appears in the outer spiral branches on the side of the towering clouds
facing the radar, while low backscattering (darker) originates from the opposite shadowed side,
similarly to Fig. 10.12. Note how the shore line delineated in green in the right image is recognized
through the thick clouds by the C-band radar, whereas it is not visible to the optical sensor (Credit:
data, ESA; processing, courtesy C. Solimini, M. Picchiani)

– in the ultraviolet, visible and near infrared, the interaction mainly consists of
scattering of the waves radiated by the Sun, or, for particular purposes, by active
(lidar) [31] systems;

– scattering and reflection are also exploited by microwave active (radar) systems;
– instead, emission is the basic interaction mechanism for passive (radiometric)

systems operating in the thermal infrared and at microwaves.

Actually, reflection in a strict sense is the coherent re-radiation in the specular
direction by the average air-material interface. This latter can be often visualized as
the plane surface of discontinuity considered throughout Chap. 6, or as the smooth
thin layer of permittivity variation introduced in Sect. 7.3.3. On its side, scattering is
the re-radiation, spread in angle, by non-ordered ensembles of individual elements
(Sect. 7.4.1) or by a randomly inhomogeneous dielectric structure, modeling rough
surfaces of targets or continuous bulk inhomogeneities (Sect. 7.4).
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Further particular observing systems, such as limb sounders [36, 119] or trans-
missiometers [38], exploit extinction, that is, measure the fraction of power
originated by natural (typically the Sun) or artificial sources that is absorbed and/or
scattered, to gain information on the matter present in the region crossed by the
electromagnetic path.

It is worth adding that the reflected or scattered field generally has the same
wavelength as the incident wave. However, possibly virtual, interlinked absorption-
emission processes can result in re-radiation also at frequencies different from
that of the incident wave (Raman scattering [32], fluorescence [34, 80]). The
wavelength-shifted re-radiation may contain useful information on the scattering
material, so that observing systems exist, although of more limited use, based on
these kinds of non-linear interaction.

The inmost mechanisms at the basis of scattering, reflection, absorption and
emission depend on the wavelength band, since they are ultimately related to the
energy exchanges between the electromagnetic wave and the material, be it gas,
liquid, or solid, under observation:

– at the higher frequencies (ultraviolet, visible, infrared), and/or for elementary
structures (mainly gases), the process is modeled as absorption and re-emission
of photons, at wavelengths corresponding to the energy level transitions induced
in the microscopic systems (molecules, atoms) composing the observed medium;

– at lower frequencies (microwaves), for composite materials (e.g., soil, veg-
etation), macroscopic collective mechanisms intervene, which are described
classically by electric charge mobility, and dielectric polarization and relaxation.

One major consequence is the marked interaction of optical9 radiation with the
materials almost only in correspondence of the absorption lines or bands related to
electronic, vibrational, roto-vibrational and rotational transitions: strong variations
with wavelength are expected, especially for “simple” materials, as observed for
the atmosphere [102] in Sects. 2.2.1 and 4.1.2.5.2, as well as Sect. 10.1.2.1. At
microwaves, Figs. 10.9 and 10.8 suggest that the spectral selectivity is still present
in the atmosphere, mainly due to rotational transitions of the gas molecules, whereas
much less marked variations with frequency are shown by the liquid and solid
heterogeneous natural materials of the earth surface and of man-made objects, the
behavior of which is substantially affected by the dielectric relaxation of liquid water
and by dissolved salts, as outlined in Sects. 2.2.2.3, 2.2.3 and 2.2.4.

Such a variable nature of the interaction mechanisms makes each frequency
band suitable to extract information on particular properties of the observed target.
Operating at wavelengths at which the interaction occurs through electronic or
molecular processes is mainly apt to gain information on the microstructure, such
as chemical composition or some biological properties, while the use of frequencies
at which the radiation interacts through collective processes is suitable to sense
physical properties, such as soil moisture, and morphology, such as, for instance, sea

9As usual, optical designates ultraviolet, visible and infrared.
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Table 10.3 Short summary of spectral bands, prevailing interaction mechanisms and main sensed
quantities

Basic mechanisms Main sensed parameters

Bands of interaction surface atmosphere

UV, VIS electronic/vibrational chemical composition constituents
NIR processes vegetation, land cover aerosols

TIR roto-vibrational temperature constituents
processes thermal capacity temperature profiles
thermal emission

FIR rotational processes constituents
thermal emission temperature temperature profiles

mm-waves water content precipitation
scattering moisture, biomass precipitation

Microwaves reflection morphology

surface roughness. Table 10.3 summarizes the interaction mechanisms prevailing in
each spectral band together with the main parameters both of the surface and of the
atmosphere that are correspondingly sensed.

10.2 Basic Measurements

The basic quantities to which a sensor directly responds and from which the
information is derived are the amplitude and phase of the electromagnetic field.
A straightforward alternative to the field amplitude is the power density, which
is indeed the most commonly measured quantity, or even the only one when the
incoherence of the radiation makes meaningless the measures of phase. The output
of the sensor, created by the field that is scattered, reflected, emitted, or absorbed
by the portion of the terrestrial environment being observed, represents the signal.
Suitable calibration allows this latter to correspond directly to the power or to the
amplitude and phase of the field arriving at the sensor. Since the field relates to
the properties of the observed environment, the signal contains information on the
scattering, reflecting or emission properties of the target. Subsequent processing of
the signal pursues the retrieval – in a wide sense – of the environmental parameters
of interest to users. Intermediate products of various levels are customarily derived
from the power or from the field, according to the spectral band and to the
measurement technique. The products generally form the primary quantities for
specific applications.

The measured quantities, or, in general, the products relative to the Earth’s
surface, are assigned to an individual area and are suitably normalized and organized
in two-dimensional matrix form, presented as images, for example of the types,
microwave and optical, shown in Fig. 10.14. An individual area is a picture element
(pixel) of the image. The images are generally geo-located, i.e., the position of
the center of an individual area corresponds to a set of geographic coordinates.
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Fig. 10.15 Image taken by the LANDSAT multi-spectral scanner over New Jersey, U.S.A., on
October 10, 1972 (left) compared with a WorldView-2 over Rome, Italy, on December 10, 2009
(right) (WV2 image, © DigitalGlobe, 2009)

Figure 10.15 makes a comparison suggestive of the progress between an early
optical image of the first Land Remote-Sensing Satellite (LANDSAT) with that
acquired about 40 years later by an enhanced sensor (WordView2).

It can be added that in atmospheric sensing the measurements and derived
quantities can be assigned either to a volume or to a height interval, frequently in
form of profiles.

10.2.1 Passive Measurements in Ultraviolet, Visible,
Near Infrared

In this wavelength range, which is generically named optical, thermal emission from
the terrestrial materials at the environmental temperatures is negligible.10 Therefore
the optical spectrometric systems exploit Sun as source of the very-wide band
(polychromatic) electromagnetic power, which probes the environment, extracts the
information and carries it to the observing platform.

10With the exception of burning matter (e.g., forest fires [2]) and of some active volcanic areas
[123].
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Fig. 10.16 The solar radiation incident onto the earth surface carries the areic power P .i/, which
splits into the “reflected” P .r/ and absorbed P .a/

10.2.1.1 Optical Observation of the Surface

Section 10.1.2 points out that to obtain remote information either on targets at
ground level or on the lowest atmospheric layers, space-based and high-flying
sensors must operate in atmospheric windows, where the atmosphere is sufficiently
transparent to guarantee an exploitable signal-to-noise ratio. The solar polychro-
matic radiation transmitted within the transparent atmospheric windows that reaches
a target located on or close to the earth surface is partly absorbed and partly re-
radiated by the target. From the basic electromagnetic point of view, a fraction of
the incident irradiance P .i/ defined in Sect. 8.2.1 is concurrently absorbed and the
remaining part reflected and scattered, as sketched in Fig. 10.16:

P .i/ D P .a/ C P .r/ :

The re-radiated radiation is customarily named “reflected”, though, actually, is
not only reflected through the mechanisms considered in Sects. 7.3.1 or 7.3.3, but
mainly scattered according to Sect. 7.4. Measuring the “reflected” irradiance, that is
the power density P .r/ globally re-radiated by the unit area of the target yields the
albedo A introduced by (7.21) in Sect. 7.1.3.1 or also by (9.34).

While the albedo describes the global reflecting properties of the observed
terrestrial environment over the entire spectrum of the incident radiation, detailed
information on how the reflecting properties change with wavelength is provided by
the spectral reflectance R�, defined as the ratio of the reflected (in the above wide
sense) spectral radiant flux P .r/

� at a given wavelength to the incident one P .i/
� :

R� :D P .r/
� =P

.i/
� :
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It has to be born in mind that R� is an integral quantity referring to the hemisphere,
whereas a single sensor captures instantaneously the spectral radiance in a given
direction. To take this concept into account, the bi-directional spectral reflectivity
R�, introduced in Sect. 9.3.1 must be used for the considered pair of solar and
observation angles. In case the hemispherical spectral reflectance R� is the quantity
of interest, R� data from multiple acquisitions at different observation angles may
be combined, provided the image processing includes correction for the space-time
varying atmospheric and radiative effects discussed in Sect. 9.3.1.

An additional derived quantity that is found useful in characterizing the Earth’s
surface environment, is the spectral absorbance A�, defined by

A� :D P .a/
� =P

.i/
� D 1 �R� :

Both R� and A� refer to the “central” wavelength of a given channel of the
spectrometric instrument. Instead, the absorbance A, just like the reflectance R,
is relative to the global quantities. Global now means integral with respect to �, that
is, over the whole observed spectrum.

The basic quantity that is directly measured by space-based spectrometric
systems is the upward spectral radiance I*

� of the radiation originated by the
earth surface or lower atmospheric layers, which reaches the sensor, attenuated
and contaminated by the atmosphere as outlined in Sect. 9.3.1. The surface spec-
tral reflectivity R�, which contains the information on the parameters of users’
interest, is derived from the observed upward spectral radiance I*

� .sH / (9.46)

or I*
� .sp/ (9.50) once the radiance measured from the space or air platform is

reduced to that, I*
� .sg/, at the bottom of the atmosphere and the solar spectral

radiance Iˇ+
� .sg/ incident onto the surface is estimated. The solar spectral radiance

at ground depends on the seasonal and diurnal angular position of the Sun and
varies according to the meteorological conditions, which affect the atmospheric
transmittance, especially through aerosol and water vapor extinction. In practice, as
anticipated in Sect. 9.3.1, atmospheric corrections are applied. It is worth reminding
that the spectral characteristics of the source exploited in optical spectrometric
observations are constrained by the features of the solar radiation and by the
transmission properties of the atmosphere. Figure 10.17 shows a typical pattern of
the spectral radiance of the Sun at sea level. The shape of the Planck function is
recognized, distorted by the atmospheric absorption bands outlined in Sect. 10.1.2.1.

10.2.2 Measurements in the Thermal Infrared

Apart from peculiar applications of CO2 lidars [86, 88], sensing in the thermal
infrared is essentially passive, exploiting spontaneous emission from the terrestrial
environment. According to the Fluctuation-Dissipation Theorem mentioned in
Sect. 8.1, any electromagnetically lossy material at thermodynamic temperature
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Fig. 10.17 Example of spectral radiance I� of solar radiation at the bottom of the atmosphere as
a function of wavelength �0 in the UV-NIR range (Curves interpolate data from [49])

T¤0K spontaneously radiates (emits) spread-spectrum electromagnetic power. The
emitted power is distributed over the whole spectrum, according to the frequency
behaviors both of the Planck function B (8.37) and of the spectral emissivity
e� introduced by (8.38). Therefore, for given �0, direction of observation, field
polarization and thermodynamic temperature, the spectral radiance depends on the
geometric and physical characteristics of the body, as well as on the energy fluxes
surrounding it.

It was mentioned in Sect. 9.3.2 that only about one tenth of the spectral radiance
of a black body at T D 5800K simulating the solar radiation is generally scattered
from the earth environment. Figure 10.18 compares the spectral radiances of black
bodies at four typical terrestrial temperatures with the expected radiance of the solar
radiation scattered by the Earth. Measurements taken at night are clearly not affected
by the solar radiation, whereas day-time observation of the thermal emission from
the earth environment are interfered by the scattered solar radiation according to
Sect. 9.3.2. Given the relative intensities of the radiation arriving from the Sun and
of that emitted by the Earth, Fig. 10.18 indicates that the solar spectral radiance
diffused by the terrestrial environment, characterized by the reference value R� �
0:1, generally exceeds the emitted one at wavelengths below �0 � 3�m, whereas
for wavelengths �0 & 7�m, emission exceeds diffusion by at least one order of
magnitude.
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Fig. 10.18 Spectral radiance of scattered solar radiation (decreasing curve) compared with black-
body emission relative to the indicated environmental temperatures �30ı C � T � 60ı C; I� is
in logarithmic scale

10.2.2.1 TIR Observation of the Surface

Taken into account the atmospheric transmissivity shown in Fig. 10.4, two spectral
windows are in practice exploitable in the TIR sensing of the surface from space or
high-altitude platforms, the one about �0 � 3:7 �m and the wide 8�m . �0 .
14�m window. This latter is split into two sub-bands by the ozone absorption peak
around �0 � 9:7 �m for observation from space. The contribution by the solar
radiation “reflected” by the earth surface is comparable with that of the emitted
radiation in the 3.7�m window, with corresponding uncertainty in interpreting the
data taken during daylight hours. Instead, the solar radiation diffused by the surface
in the 10–12�m maximum-transmittance window is often negligible with respect
to that emitted by the terrestrial materials.11 Indeed, given the relatively low values
of permittivity (Sect. 2.2) and high roughness of surfaces,12 the TIR reflectivity of
terrestrial materials is generally low and their emissivity correspondingly large. For
instance, generally, 0:8 . e� . 0:99 in the wavelength range 10–14�m.

Since the thermal emission of a body depends jointly on its temperature and
emissivity according to the definition (8.38), both quantities are jumbled up in the
radiance measurements and must be separated. Coarselyspeaking, if the emissivity

11This conclusion does not apply to sunglint, i.e., to specular reflection of solar radiation.
12Remember that the effect of roughness is commensurate to wavelength.
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of the body is known, measuring the outgoing spectral radiance allows estimating
its temperature [116], while if the temperature of the emitting body can be
estimated a-priori, the measure allows determining its spectral emissivity, thus, in
turn, obtaining information on the parameters that affect this latter.13 It is worth
pointing out that an uncertainty in the spectral emissivity value of the order of
1 % yields an error in temperature estimate of the order of 1 K. The TIR surface
observation methods typically exploit measurements taken at different wavelengths
to concurrently estimate both emissivity and temperature [100]. The temperature
emissivity separation (TES) algorithm [42] is expected to provide estimates with
typical accuracies within 0.015 for emissivity and 1.5 K for temperature.

The signal delivered by a linear-response radiometer is proportional to the power
W captured by the instrument, hence to the observed spectral radiance I� of the
emitting body in the neighborhood of the “center” wavelength of the radiometric
channel:

W.�;T/ ' C I�.T/ D C e� B.�;T/ :

In the thermal infrared, the magnitude and spectral dependence of the emissivity e�
of sea, of particular land regions with appropriate bio-geo-physical characteristics,
and of the atmosphere are known with serviceable approximation. Therefore, the
temperature of the observed areas can be retrieved with the needed accuracy, for
instance, better than 1 K for sea. The sea surface temperature (SST), that is the water
temperature close to the ocean’s surface, is indeed a quite important environmental
parameter being measured routinely from space. Figure 10.19 shows an SST map
of a portion of the Mediterranean Sea. In other cases, the temperature is reasonably
known, thus the measurements can be utilized to gain information on the emissivity
that is, in turn, on the physical or morphological properties of the observed target
(e.g., Sect. 14.1.3).

The ability to gain information on the surface is conditional upon the interfer-
ence by the atmosphere discussed in Sect. 9.3.2 being sufficiently low or known.
Figure 10.4 shows that the clear atmosphere has reasonably transparent windows
in the thermal infrared; however, if enhanced accuracy of the retrieved surface
parameters is demanded, the interfering atmospheric effects need to be considered.
Water vapor contributes to absorption in the 10–14�m wavelength range (Fig. 10.7),
in addition to ozone (Fig. 10.5). Air moisture can change both the radiation field at
the surface and the radiances measured from an elevated platform. Since the effects
vary with the atmospheric conditions, meteorological observations and models are
the basis for fine data correction. Multi-wavelength sophisticated data processing is
also applied to attain particularly high accuracies in surface temperature retrieval.

13The approach assumes linearity, i.e., independence of emissivity from temperature.
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Fig. 10.19 Color-coded surface temperature of sea facing Italy in summer 1996, retrieved from
ERS-2 ATSR measurements; land temperature cannot be retrieved with sufficient accuracy, since
the local nature and state of surface modifies its emissivity (Image credit: ESA)

10.2.2.2 TIR Observation of the Atmosphere

The emission coefficient of an air mass and, correspondingly, its electromagnetic
thickness o are adequately known at the wavelengths at which stable constituent
gases interact, that is, their absorption lines occur. Measurements of the spectral
radiance taken by the operational meteorological satellites in the 15�m CO2

absorption band (Fig. 10.6) provide information on temperature. The observed
atmospheric target is the air itself, or the clouds. Temperature sounding, that is the
retrieval of temperature profiles from multi-wavelength measurements is based on
the relation (9.53) in which T.z/ is the unknown quantity. The retrieval exploits
the change of the weighting functions with the wavelength, similar to the one
shown in Fig. 9.6, to create an averaging kernel [5, 6] which sweeps the atmosphere
vertically. The temperature of the cloud top is estimated together with its height
from the first term of (9.53) once the vertical distribution of the thermal source
eTB� is known (cf. Sect. 14.3.3.1). Cloud measurements at wavelengths at which
the gaseous atmosphere is particularly transparent are obviously scarcely interfered
by the latter.

Sounding of the atmospheric constituents is essentially based on the retrieval
of the profile eT.z/ of the emission coefficient, which is related to the density of the
absorbing species. Estimating the abundance of the constituents,among which water
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vapor is clearly of the utmost importance, requires the serviceable knowledge of the
temperature profile. Information on the densities of water droplets and ice particles
in low-density clouds can analogously be gained from this kind of measurements.

10.2.3 Passive Measurements at Microwaves

At microwaves, where the Rayleigh-Jeans approximation (8.39) holds, the thermo-
dynamic temperature T of a body can be linearly related to the measured brightness
temperature TB, once the emissivity (8.41) is known. Clearly this is not possible in
the thermal infrared, given the non-linear relation (8.37) between emitted power and
body temperature.

The basic relation for interpreting the images taken by a microwave radiometer
is Eq. (9.56), or, when scattering is negligible, (9.57). The observations at the lower
microwave frequency (below X-band) are little affected by the atmosphere, because
absorption by this latter is quite low, transmittance almost unitary and the interfering
term negligible. Increasing the frequency at which the microwave thermal images
are acquired makes the atmosphere less transparent and its interference more
important. Finally, measurements at absorbed frequencies are mainly affected by
atmospheric emission and respond essentially to the gases and to the clouds.

In summary, the satellite radiometric images taken at the lower microwave
frequencies exhibit the emissivity and thermal features of the surface of the Earth,
while those acquired at the higher microwave frequencies carry the imprinting by
both the surface and the atmospheric characteristics, provided the atmosphere is not
substantially opaque.

Microwave radiometric images acquired from relatively low altitudes by RPAP
are clearly less or not at all affected by atmospheric interferences.

10.2.3.1 Microwave Observation of the Surface

A striking feature displayed by maps of the microwave brightness temperature of
the Earth’s surface is that the measured TB can be much lower than the surface
thermodynamic temperature T. Values TB � T can be interpreted on the basis of
reciprocity, as discussed in Sect. 8.1. For a given T, the brightness temperature of the
surface in the first term of (9.57) is proportional to the microwave emissivity. This
latter is low when the surface is smooth, its permittivity is large and observation
is carried out at horizontal polarization. These three features, which, as repeatedly
discussed (for instance, in Sects. 8.1.3 and 8.1.5) concur to enhance the reflectivity,
hence to decrease the emissivity, are typical characteristics of the water surfaces.
Figures 10.20 and 10.21 show global images of the brightness temperature at two
microwave frequencies [98].
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Fig. 10.20 Global distribution of boreal winter microwave brightness temperature TB at frequency
f D 19GHz: top, horizontal polarization; bottom, vertical polarization (Image: Tor Vergata Earth
Observation Laboratory)

Values of TB much lower than the environmental temperatures are noted on
the ocean at both polarizations. The sea images show values substantially higher
at vertical polarization than at the horizontal one, consistently with the analysis
of Sect. 8.1.3, while the difference is reduced over land, where the randomness
of the surface environment (mainly due to the vegetation cover) tends to bring
the emissivities closer. Section 2.2 points out that the permittivity of water, moist
soil and vegetal matter is lower at 37 GHz than at 19 GHz. This feature concurs
to explain the generally higher values of TB at the higher frequency. Finally, it is
important to observe the increasing interference by the atmosphere in the areas
where the weather systems are more active, like, especially, in the inter-tropical
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Fig. 10.21 Global distribution of boreal winter microwave brightness temperature TB at frequency
f D 37GHz: top, horizontal polarization; bottom, vertical polarization (Image: Tor Vergata Earth
Observation Laboratory)

convergence zone. The emission from the liquid water in clouds and precipitation
adds to the term originated by the surface in (9.57) and has the overall effect of
increasing the brightness temperature over the sea. As the frequency of observation
is further increased, a decrease of TB caused by the “cold” tops of the clouds at high
altitude is expected, as it occurs in the thermal infrared (cf. Sect. 14.3).

By exploiting additional or a priori temperature information, the measure of
TB yields the microwave emissivity, from which information can be retrieved on
the bio-geo-physical and morphological properties of land (forinstance, vegetation
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cover and soil moisture content), or sea (e.g., wind speed and salinity). More details
on this type of observations are given in Chap. 14.

10.2.3.2 Microwave Observation of the Atmosphere

The concepts outlined in Sect. 10.2.2.2 for the thermal infrared apply also to
microwave passive sensing. Oxygen is the only gas interacting at these frequencies
which is stable, i.e., it has a known relative density, expressed by the mixing ratio.
Therefore, the atmospheric emission coefficients in correspondence of the 60 GHz
oxygen resonant complex and of the 118 line are adequately known from the total
pressure, so that information on temperature is retrievable. This forms the basis of
the microwave radiometric sounder [1, 20, 69, 105, 122].

At other interaction frequencies, the brightness temperature carries information
on the interacting constituents, once the temperature profile is reasonably known. In
particular, atmospheric water vapor is retrieved from measurements in the 22.2 GHz
[104] and 183.3 GHz [97] resonance bands14 [83] mentioned in Sect. 2.2.1. On their
side, bands at which the air is transparent (as an example, at f � 37GHz), but
where the absorbing properties of water particles mainly affect emission, allow
gaining information on liquid drops or ice crystals in non-precipitating (and non-
scattering) clouds [39]. Multi-channel passive instruments extending their operating
wavelengths from conventional microwaves into the millimeter range offer potential
for jointly profiling water vapor, mapping precipitation and measuring nonprecipi-
tating cloud parameters [35].

10.2.3.3 Radiometric Measurements and Polarimetry

Microwave radiometers, similarly to radars, readily capture the electromagnetic
power separately on orthogonal polarizations, e.g., horizontal and vertical. As
shown by Figs. 10.20 and 10.21, emissivity has dramatically different values for
different polarizations, according to the nature of the emitting surface. The differ-
ences between the brightness temperatures at different polarizations are exploited
to obtain information on the properties of the terrestrial environment, especially on
vegetation cover (cf. Sect. 14.1.4.2) [81, 82].

More in general, the Stokes vector (4.41) of the thermal radiation, which is
measurable by polarimetric microwave radiometers [103] receiving coherently on
two orthogonal polarizations, can carry significant content of information on the
anisotropy of the observed target [19], such as the directional features of the sea
surface associated with the waves [126].

14Observations in opaque channels near the 183 GHz water vapor rotational resonance are also
effective for estimating precipitation over land [106].
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10.2.4 Radar Measurements

Section 5.2.2.3.2 mentions the detection and ranging capability of this observing
system which exploits scattering. Section 7.1.3.2 introduces the coefficient (7.22)
expressing the local backscattering properties of the target. Such properties are
related to the macroscopic physical and geometric features of the observed environ-
ment discussed in Sect. 7.2 and following paragraphs of Chap. 7. It is then apparent
that measuring microwave scattering provides a valuable source of information on
the terrestrial environment, be it the Earth’s surface or atmosphere. It is worth adding
that the abundance of observation techniques offered by the possibility of measuring
not only power, but also amplitude and phase of the field makes the radar a quite
attractive instrument in Earth observation. Its attractiveness is obviously enhanced
by the capability of operating also in absence of solar radiation and with scarce
interference by the atmosphere even in adverse weather conditions (Sect. 10.1.2.1).

A radar captures the power that is scattered, commonly in the backward direction,
by the observed target. The receiving system translates power into raw data that are
processed by dedicated tools to yield a variety of user products. The basic quantity
commonly delivered by simple single-polarization monostatic (Sect. 7.1.3.1) sys-
tems after calibration is the backscattering coefficient [54] �0 defined by (7.22).
Multi-polarization SARs provide �0 at different field polarizations, including hv
cross-polarization (Sect. 7.1.2.1). The received backscattered power is further pro-
cessed to yield scattering cross-sections or other normalized quantities. Polarimetric
systems keep track of the phase of the field received at different polarizations,
thereby providing elements of the scattering matrix (7.14) and of the Müller
matrix in (7.15). The quantities of interest are generally organized and presented in
images. Maps of the phase of the scattered field obtained by coherently combining
pairs of images are also generated when required by applications, as detailed in
Sect. 12.3.1.

10.2.4.1 Radar Images of the Earth’s Surface

A SAR intensity image is the visual representation of the power received from
each spatial resolution cell belonging to the observed geographic area, suitably
normalized to correspond to the local backscattering coefficient. The digital num-
bers through which �0 is expressed are organized in a two-dimensional matrix and
displayed as a grid of picture elements. The map of the backscattering coefficient
shows the quantity (7.22),

�0 D �.�; 'I �; ' C  /
ΔA

, (10.1)
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Fig. 10.22 The backscattering coefficient �0 is the backscattering cross-section � of the resolution
cell V0 normalized to the area ΔA of the horizontal surface delimiting V0, i.e., to the area of
the rectangular pixel; the upper arrows denote incidence and backscattering directions, the lower
arrows downward (refracted) and upward sub-surface waves

which is suitably georeferenced, that means assigned to the geographic coordinates
of the center of the corresponding pixel. The area ΔA in (10.1) is the area of the
reference surface delimiting the resolution cell for the radar observation. As is
customary, the backward direction has been denoted by the same elevation angle as
the one of the direction of incidence (�.s/D �.i/� �) and by the opposite azimuth
angle ('.s/ D '.i/ C   � ' C  ). Figure 10.22a is a schematic representation
of the three-dimensional resolution cell, having pixel area ΔA, originating the
backscattered power captured by the radar, while the corresponding transect is
sketched in Fig. 10.22b.

Maps of the backscattering coefficient observed at two different spatial res-
olutions are shown in Figs. 10.23 and 10.24. While postponing more detailed
interpretation to Chaps. 13 and 14, some useful hints can be based on the general
visual appearance of these figures. The images show that the backscattering
coefficient carries information on the type of land cover and on the orography:

– high values of �0 are peculiar of urbanized areas, where large smooth surfaces
contribute high power scattered in the backward direction mainly through
the double or triple coherent scattering (reflection) mechanisms considered in
Sects. 6.6.1 and 6.6.2;

– high �0 is also peculiar of surfaces oriented almost perpendicularly to the
direction of incidence, so that the received power is contributed by coherent
specular reflection from large areas,

– instead, �0 is low for surfaces where the incidence angle is large, since backscat-
tering diminishes at grazing direction and tends to vanish in the shadowed areas
considered in Sect. 12.1.2.4.

The effects of the orientation of the surfaces make the radar image suggestive of
the large-scale morphology of the area, hence of its orography: the dense drainage
grid spread over almost the whole area is plainly delineated in Fig. 10.23.

Low backscattering is also peculiar of smooth horizontal surfaces, such as airport
runways and small water bodies hidden from wind, such as the meandering Tiber
river and the crater lakes, which mainly reflect in the specular direction, with very
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Fig. 10.23 Single-
polarization (�0vv)
decametric-resolution ERS
image of the Rome, Italy,
extended area; light grey
corresponds to high values of
�0, dark to low (Credit: data,
ESA; processing, Tor Vergata
Earth Observation
Laboratory)

Fig. 10.24 Single-polarization (�0hh) metric-resolution COSMO-SkyMed image of part of Tor
Vergata University campus, Rome, Italy; light grey corresponds to high values of �0, dark to low
(Credit: data, © ASI, 2010; processing, C. Pratola, Tor Vergata Earth Observation Laboratory)

low return in the backward direction. The roughness of the surface of the open sea
depends on the wind, hence �0 is highly variable in space and time: the low wind at
the time the image in Fig. 10.23 was acquired makes the sea in the south west area
to appear dark (cf. Fig. 14.52). Intermediate values of �0 characterize natural land
surfaces, that is, bare or vegetated soil. Backscattering from this kind of environment
results from wave interaction either with the vegetation canopy elements considered
in Sect. 7.4.1, or with the rough surface of the terrain, as well as from combined
vegetation-soil effects (Sect. 14.1.2.4). Plant type, development stage and water
content, soil roughness and moisture affect the measured backscattered power,
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which can vary considerably with space and time, according to the mentioned
parameters.

10.2.4.1.1 Multi-temporal Imaging

Images acquired on different dates provide information on the temporal evolution of
the backscattering features15 of the observed areas. Color-composite images readily
visualize the dynamic features of the types of surface which undergo changes in
their bio-geo-physical and/or geometric parameters: whitish pixels correspond to
little changed areas, for which the backscatter intensity remains nearly the same,
whereas colored pixels denote corresponding increase or decrease of �0 from one
date to the other. This kind of representation is particularly suggestive of the local
modification of backscattering due to variations of the roughness of water surfaces
(Fig. 10.25) and of the progressive change caused by development or decay of veg-
etation, or associated with rain events which change the soil moisture (Fig. 10.26).
On their side, Fig. 10.27 demonstrates that very-high resolution images are able to
sharply represent the considerable transformations of buildings in the course of their
construction.

10.2.4.1.2 Multi-polarization Imaging

Multi-polarization or polarimetric SAR systems yield images acquired at differ-
ent co-polarizations (e.g., for a linear basis, �0vv; �

0
hh) and at cross-polarization

(�0hv). Given the dependence of the scattering mechanisms and magnitude on the
polarization both of the incident and of the scattered field discussed throughout
Chap. 7, the image at each polarization carries pieces of information on the observed
surface.16 The color-composite images now visually display the different values
of the polarization-dependent backscattering coefficients, which are particularly
affected by the geometry of the target, as, for instance, it was observed in
Sect. 7.4.1 with regards to the behavior of canopies. Figure 10.28 suggests the
capabilities of the multi-polarization data in discriminating among the various
environments encountered in a complex scenario in which developed zones coexist
with widespread agriculture and extended natural areas, including pasture, forest
and rocky slopes.

15On their side, multi-temporal optical images clearly provide the evolution with time of spectral
reflectance and derived quantities [114].
16Although considerably reduced with respect to microwaves because of the effect of roughness,
also optical images show the effect of polarization [61, 111] when reflection is involved.
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Fig. 10.25 Multi-temporal ENVISAT ASAR C-band �0vv image of the Ganges Delta in the Bay of
Bengal; RGB: 20 Jan., 24 Feb., 31 Mar. 2009 (Credit: data, ESA; processing, C. Solimini)

Fig. 10.26 Multi-temporal CSA/MDA RADARSAT-2 C-band �0hh georeferenced image of the Tor
Vergata Frascati test site; RGB: 13 Dec., 9 Oct., 25 Aug., 2008 (Credit: data, SOAR Project 1488;
processing, courtesy C. Solimini)
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Fig. 10.27 Multi-temporal COSMO-SkyMed 1 m-resolution X-band �0hh details of the Tor Vergata
University campus including the Italian Space Agency complex (top) and the sport center (bottom)
both during their construction; RGB: 2008, 2011, 2012 (top), 2010, 2011, 2012 (bottom). Note that
the multi-temporal backscattering image of the unchanged buildings is white (Credit: data, © ASI
2008–2012; processing, courtesy C. Solimini)
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Fig. 10.28 Multi-polarization RADARSAT-2 C-band image of the Tor Vergata Frascati test site;
October 8 2008, RGB: �0vv, �0hh, �

0
hv (Credit: data, SOAR Project 1488; processing, Tor Vergata

Earth Observation Laboratory)

10.2.4.2 Microwave Backscattering vs. Emission

The relation (8.42) between emissivity e and reflectance R sets a basic link between
passive (radiometric) and active (radar) microwave measurements. Coarsely speak-
ing, terrestrial environments which reflect and/or scatter strongly have low emission.
However, careful attention must be paid to the fact that the emissivity, which is
actually measured by a radiometer, relates to a quantity that is not measurable by
a monostatic radar. In fact, according to (8.27), (8.26) and (8.25), the reflectance
represents the fraction of incident power that is globally (i.e., in all directions)17

reflected and scattered by the target, whereas radars measure only the scattering
in the single backward direction. Therefore, when comparing passive with active
measurements, it should be taken into careful account that emissivity is not
necessarily related to backscattering, which represents only a single angular sample
of the reflecting properties of the target.

17The solid angle in (8.25) is limited to the upper hemisphere when the target is the surface of the
Earth.
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10.2.5 Lidar Measurements

The basic principle of operation of lidars is the same as that of radars. A lidar
provides the range between the sensor and the target by measuring the round-
trip time of the optical pulse18 that is backscattered by the natural or man-made
object being observed and, as in the radar-altimeter processing, relevant features
are extracted from the echo waveform to gain information on the geometric
and microphysical properties of the scattering volume [56, 63, 77]. Lidar multi-
polarization [95] and multi-spectral [74] imaging is also feasible to observe the
optical polarimetric or spectral signatures of surface and atmospheric targets and
corresponding spatial variations. It is worth adding that the remote sensing potential
of lidar systems is enhanced by the availability of broadband laser sources, which
allows acquiring hyperspectral19 reflectivity data [40].

10.3 Interpreting Observations of the Earth’s Surface

Postponing a detailed discussion to Chap. 14, the remote observation of the terres-
trial environment in different ranges of the electromagnetic spectrum must account
for two fundamental effects:

– increasing the observation frequency from the lower microwave band onward,
generally implies interaction with materials with decreasing permittivity, and, in
particular, at optical wavelengths the crucial librational contribution of the liquid
water (Sect. 2.1.2) is totally quenched;

– at the same time, shorter � imply increase of the dimension-to-wavelength ratio,
which substantially affects scattering from objects, which may appear small at
microwaves and large in the visible; analogously, diminishing � increases the
effect of the surface roughness, so that the same surface may behave as smooth
at microwaves and as rough in the visible.

Given the lower permittivity and rising roughness, reflectivity, which results from
both coherent reflection and incoherent scattering, tends to decrease with increasing
frequency. Therefore, coarsely speaking, more power crosses the air-to-material
interface at shorter wavelengths. In turn, the amplitude of the wave penetrating
below the surface decreases with depth because of extinction, and more attenuation
is expected at higher frequencies. Indeed, given the concurrent effects of frequency
in enhancing absorption (5.39) and scattering (9.17), the amplitude of the penetrat-
ing wave decays more rapidly as frequency increases.

18Continuous-wave radar systems exploit the phase difference between returned and transmitted
coherent waves.
19Hyperspectral imaging has been defined as the acquisition of images in many contiguous spectral
bands such that for each picture element a “complete” reflectance spectrum is derived [37].
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10.3.1 Interpreting Microwave Data

The results of Sects. 2.2.3 and 2.2.4 point out that the microwave complex permit-
tivity of land materials is essentially controlled by their water content. Therefore,
both reflection and scattering of compact materials are expected to increase with
their moisture, concurrently with attenuation. For a given type of material and
surface roughness, backscattering follows a correspondingly increasing trend with
increasing moisture: scattering of moist materials essentially originates from the
shallow layers, whichever the deeper inhomogeneities, because little power crosses
the interface and attenuation with depth is high. It can be concluded that microwave
scattering carries information on the near-surface moisture content of compact
humid materials.

Given the increasing trend of reflectance, microwave emissivity correspondingly
decreases with increasing moisture content, following the result of Sect. 8.2.2.1.

Dry terrestrial materials have relatively low reflectivity and extinction, so that
a high fraction of incident power crosses the interface and undergoes moderate
attenuation in the bulk. The inner field forming the scattering source (7.4) keeps
appreciable values below the surface and a significant amount of the power scattered
from the sub-surface inhomogeneities is able to emerge. This mechanism gives
rise to comparable values of the components of the scattering originating from
the surface and from the volume considered in Sect. 7.4.7. Therefore, microwave
scattering contains information also on sub-surface layers of dry materials [26, 68].
The depth that can be probed is clearly determined by the wave extinction. Since
waves at higher frequencies undergo higher attenuation, the layers contributing
scattering become shallower as � decreases: low microwave frequencies (for
instance, L- or, especially, P-band) are better suited for sub-surface sensing of dry
materials.20 Loose materials tend to behave like the dry ones, even if the moisture in
the sparse matter is high. Vegetation canopies are a particularly relevant environment
of this kind [44].

On its turn, the microwave emissivity increases with decreasing moisture content
and, correspondingly, more thermal power originates from deeper layers of rela-
tively dry and/or loose materials [78, 101]. The combined effect of the imaginary
part of average permittivity and of the attenuation results in flatter weighting
functions, consistently with the definition (8.23).

The variety of object dimensions and of roughness scales, often comparable with
wavelength, makes the information carried by microwave observations to depend
considerably on frequency. Special care is then required in data interpretation. With
reference to two frequencies representative of the lower and upper ends of the
microwave range at which observations are frequently carried out, in a nutshell:

20Sensing of moist materials is in practice limited to depths of the order of a fraction of wavelength.
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• at L-band (�0 � 0:2m)

– some natural targets such as sub-surface moisture inhomogeneities, cobbles,
leaves, woody plant elements as short branches, may be small compared to
the wavelength, so that low scattering may be observed,

– but low backscattering from an area observed at oblique incidence may also
correspond to a relatively smooth surface reflecting in the specular direction
rather than scattering backward;

• instead at X-band (�0 � 0:03m)

– the same targets may be large with respect to � or have comparable dimen-
sions, so relatively high scattering is observed,

– moreover, the surfaces appearing smooth at L-band may now behave as rough
and exhibit enhanced backscattering.

A word of caution is clearly needed, in that the interpretation of backscattering and
emission data based on the above tangled coarse behavior is expected to be further
compounded by the dependence of permittivity on frequency.

10.3.2 Interpreting Optical Data

At optical wavelengths, that means of the order of micrometers, the permittivity of
many natural (vegetation elements, granular matter such as terrain, etc.) and man-
made (plaster, concrete, etc.) materials containing water is considerably lower than
at microwaves, so that the air-matter discontinuity is moderate from the electromag-
netic point of view. In addition, most surfaces present random irregularities that are
quite large with respect to the wavelength. Given the resulting low reflectivity, a
relatively large fraction of the solar radiation penetrates into the bulk matter. Here
the embedded inhomogeneities behave as strong scatterers, since their dimensions
are usually large with respect to �, or comparable. Multiple scattering (Sect. 9.1)
occurs that, also according to the micro-structure of the material, re-directs the
refracted radiation into a broad range of directions inside the material, following
the radiative transfer mechanisms discussed in Sect. 9.2. A fraction of the radiation
multiply scattered in the bulk randomly inhomogeneous medium emerges from its
surface and goes away in the various directions of the upper hemisphere. Since
the absorption caused by the resonances of the material is wavelength-selective
(Sect. 2.1.1), the radiation emerging from the surface through the volume scattering
mechanism has become colored, i.e., the wide-band solar spectrum has been
deprived of the power in the bands corresponding to the resonant absorption, as
already hinted at in Sect. 7.4.7. The radiation emerging from the bulk adds to that,
relatively weak and broadly distributed in angle, which is scattered by the rough
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surface layer, as well as to the one coherently reflected around the specular direction,
which is strong when the surface is optically smooth.21

The radiation in the specular direction generally keeps unaltered an important
fraction of the spectrum of the incident solar radiation, since the coherent reflection,
mainly affected by Q�r (Sect. 6.3.2), is weakly dependent on wavelength in the optical
range, according to the model considered in Sect. 2.1.1.2. This feature is clearly
suggested by Fig. 7.7. On its side, the scattering in non-specular directions is mainly
contributed by the combined extinction-scattering process occurring in the bulk
matter. Consequently, the spectrum of the radiation reaching the optical sensor in
a direction non-specular with respect to the Sun contains the imprinting of the
resonance patterns of the material, i.e., carries information on its chemical nature
and microstructure. Note that, given the usually high extinction coefficient of land
materials or of turbid water, the probed volume is limited to layers close to the
surface. However, in case of “clear” water, the scattered radiation carries biological
and chemical information also from deeper layers, giving rise to the Ocean Color
[13, 79] data, which may contain information also on the ecosystem at the bottom
of relatively shallow ocean waters [124].

Some kinds of surfaces (relatively calm water, ice, polished metals, glass),
present areas which are flat over distances of many optical wavelengths. Strong
reflection can then occur giving rise to the sun glint, which may alter the information
content of the measurements were these be taken in the direction specular to the Sun.
This effect advises against the acquisition of optical22 data from such a direction.

10.3.3 Interpreting Thermal Emission Data

Measurements of the thermal emission possess peculiar characteristics, since,
differently from the radar and optical observations, the physical temperature T of
the observed target directly affects the data. The thermal nature of the source may
complicate the data interpretation in terms of bio-geo-physical properties, clearly
excepted that in regards of the temperature T itself. On the other side, observations
in the thermal infrared in principle contain a wealth of information on the target.
In fact, many absorption bands, corresponding to specific molecular bonds, fall
in this wavelength range. The corresponding complex permittivity, which affects
both the emissivity and, through the imaginary part, the intensity of the thermal
source, changes sharply with wavelength and so does the emitted power. Therefore,
multi-spectral data taken in the TIR contain information on the dielectric spectral
patterns, and are thus expected to have considerable potential in the identification of

21Apart from the effect of the roughness, the optical incoherent scattering from the surface layer is
generally weaker than at microwaves, because, as said, of the lower value of the permittivity.
22Apart from particular applications, the specular direction is generally avoided [62] at all
wavelengths, including microwaves.
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terrestrial materials. It is worth adding that the refractive index of many materials
reaches values n � 1 in neighborhoods of the resonances. The corresponding high
emissivity, which is observed especially in the 10–14�m wavelength range, leads to
large emitted power. This feature, discussed in Sect. 9.3.2, may be noxious yet, given
the relatively low spectral contrast that characterizes the measurements throughout
the TIR range (cf. Sect. 14.1.3).

A final remark is that the source of the measured radiation is distributed internally
to the observed target, so the atmosphere is crossed only once by the information-
carrying wave.

A Panorama on Spectral Bands and Techniques for EO

After the long prologue intended to fill analytical and conceptual gaps, let us now
get to the heart of remote sensing.

The first issue regards the selection of the wavelength at which to carry out the
observations. Two main aspects have to be considered. One regards the transparency
of the atmosphere, the other the extent and quality of interaction. We are informed
on the variation of the air transmissivity with wavelength from the ultraviolet to
microwaves, so we are able to understand one of the reasons for choosing the bands
at which EO systems operate. The discussion regards not only gaseous absorption
but also the extinction caused by aerosols and hydrometeors. Given the broad range
of dimensions of the particles in the atmosphere, the interference originated by
scattering can be expected to affect the whole spectrum to a greater or lesser extent,
in any case subject to climatic or meteorological conditions. The kind of information
that we seek on the target is the other main driver in the choice both of the spectral
band and of the technique of observation. From an alternative point of view, we
must be inspired by wavelength and type of instrument when interpreting a remote
image or measurement we procured as users. The physical mechanisms previously
overviewed should have instructed us on the nature of the information that each
frequency band is able to gain, therefore we should have got some preliminary idea
of the specifications and of the performance of the systems.

Our awareness of Earth observation is expected to be enhanced by detailing the
basic measurements that passive and active systems take at the various frequencies.
Starting from passive sensing, we overview the nature of the measurements at
optical wavelengths and in the thermal infrared, then we discuss relevant features
of the observations at microwave frequencies. The review concerns both the surface
and the atmosphere. Radars are considered next from multiple points of view,
including the influence of spatial resolution and polarization on the details revealed
by the images of certain classes of targets.

The previous considerations are preparatory to a more systematic discussion that
aims at providing the prospective users with a first key to interpret the appearance of
the EO products. Some suggestions regarding the retrieval of target parameters are
correspondingly expected to ensue. The basic issues involving the coupled effects of
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permittivity and wavelength are recalled when presenting the many factors affecting
the observation both of the surface and of the atmosphere. Numerical values and
selected features presented in practice by data at microwaves are overviewed,
together with examples of optical and TIR measurements. The physical rationale
underlying the encountered figures is regularly recalled to provide the users with
a consistent guide to better understanding the information content of the products
they may have at hand.
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Chapter 11
Antennas and Apertures in Earth Observation

Antennas [95, Chap. 3] and apertures [46] cover the dual role of receiving the wave
carrying information on the observed target, as well as of acting as a source in
case they are part of active systems.1 Passive instruments pick up either the solar
radiation at ultraviolet, visible and near infrared wavelengths “reflected” in the sense
seen in Sects. 9.3.1 and 10.2.1.1 by the observed portion of the Earth, or the thermal
radiation which is spontaneously emitted by this latter in the infrared (Sect. 9.3.2) or
at microwaves (Sect. 9.3.3). On their side, the active systems (Sect. 10.2.4) intercept
a fraction of the power they have transmitted and that is carried back by the wave
after interaction with the target.

Mirrors and lenses, assembled, e.g., in a telescope, are commonly employed at
optical wavelengths, while parabolic dishes [4] or planar arrays [44] are mainly
used at microwaves. In all cases, a physical aperture is identified which the
electromagnetic wave has to cross traveling towards the outer space when the system
transmits, or in the opposite direction in reception. In the transmitting mode, the
metallic or dielectric structure transforms the wave produced by a concentrated or
distributed internal source and adapts it to the outer space according to the pattern
that satisfies the specified performance of the system. In the receiving mode, the
structure acts to collect the incoming wave and to transfer the captured field to the
receiver or to the detector. Although the transmit and receive channels must be kept
separated, active systems employ essentially the same structure both in transmission
and in reception.

Emphasis is now going to be put on the way antennas and apertures radiate
the electromagnetic power. The reason is that, apart from the obvious need of
determining the properties of the radiating element to characterize an active
system, the receiving behavior of both active and passive instruments is effectively

1Earth observing active systems include lidars and radars in various forms, named after their
peculiar function, such as: profiling, imaging, altimeter, scatterometer.
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understood from the transmitting features on the basis of the reciprocity2 introduced
in Sect. 3.2.1 [27]. The receiving properties are determined by making use of a
virtually radiated field, which is able to comprehensively describe the geometric and
electrical structure at hand. After all, the reciprocal approach of Sect. 8.1.1, based on
the concept of virtual sources, proved quite effective in describing thermal emission.

To figure out how microwave and optical antenna behave, let us have a tour
inside the electromagnetic segment of Earth observing systems and try to grasp
information on what happens when the systems transmit or receive.

11.1 Radiating Antennas

In the transmit mode, the system is fed by the internal power source3 and the antenna
radiates the electromagnetic field into the outer space. In summary, the power is
delivered by the source to an internal field which is guided towards the outer
antenna structure either by a physical line,4 or by an arrangement of optical mirrors
and lenses. Figure 11.1 shows the conventional scheme of a reflector antenna [82]
employed by microwave systems, while Fig. 11.2 represents an optical telescope

T

ET

E T

H T

HT

IT+

-
VT

Sint Sext

Ag

SJs

Fig. 11.1 Schematic representation of a microwave reflector antenna in transmitting mode: the
power delivered by the internal source Js is guided by an RF line towards the reflector, which
re-directs the transmitted field ET, HT outward through the geometric aperture Ag

2Reciprocity relations can be used in general, since they have been established for electromagnetic
fields with arbitrary time dependence [22, 91].
3The source current Js denotes any source of electromagnetic radiation, independently of its origin
(be it natural or man-made), wavelength (optical or microwave) and nature, i.e., physically present
or virtual.
4The line represents a radio-frequency guiding structure such as waveguide, strip-line, or coaxial
cable.
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Sint

Sext

S

E T

ET

Js

THTH T

Ag

Fig. 11.2 Schematic representation of an optical telescope: the power delivered by the internal
source Js travels towards the double-reflector system that sends it outward through the geometric
aperture Ag

[11]. The sketches, which refer to the transmit mode, suggest the similarity of the
radiant behavior of microwave antennas and diffraction-limited5 optical apertures.

It is worth mentioning that microwave technology exploits the high flexibility
of arrays [7, 30, 51, 59, 100, 102] to build radar antennas with enhanced imaging
capabilities. Figure 11.3 represents the Italian Space Agency’s COSMO-SkyMed
X-band SAR satellite, highlighting its planar-array antenna [18]. For a better insight
into the radiating (and, by reciprocity, receiving) features of this kind of antenna,
Fig. 11.4 shows an exploded view of a planar array of small linear structures each of
which behaves like the point source considered in Sect. 3.1.3. The radiated electric
field (3.24) was found to be co-planar with the source current: it means that the
antenna in Fig. 11.4 radiates (and, by reciprocity, receives) a horizontally6 polarized
field.

To understand the basic principles of antennas, with particular reference to
polarimetric observations, reference is made to the structures and symbols shown
in the Figs. 11.1, 11.2, 11.3 and 11.4. Particular attention is called to the geometric
antenna aperture Ag: it separates the internal space7 from the external space, that
is the outer space into which the antenna sends the transmitted wave or from which
the wave comes.

In all the displayed antenna systems, optical or microwave, the source is
represented by the impressed current density JS introduced in Sect. 1.1.3. The power
WT that the source Js delivers to the internal field satisfies the Poynting’s theorem
(1.20) relative to the internal surface Sint enveloping any volume which includes the
source:

5The basically different features of incoherent-detection optical systems are outlined in
Sect. 11.4.2.2.
6Being arbitrary, here the “horizontal” direction is assumed parallel to the linear elements of
Fig. 11.4.
7“Internal” here denotes the space inside the system between the transmitter (or the receiver
considered in Sect. 11.2) and Ag.
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HT

ET

T

Sext
Ag

Js

Js

Fig. 11.3 Schematic representation of the planar radiating structure on the Italian Space Agency’s
(ASI) COSMO-SkyMed X-band SAR satellite: the geometric aperture Ag through which the power
carried by the transmitted ET, HT field flows is represented by the grey rectangle (Credit: image
source, ASI; artwork by A. Perrone, Tor Vergata University Earth Observation Laboratory)

WT D
"

Sint

PPP � n0 dS D 1

2

"
Sint

< �E �H�	 � n0 dS ; (11.1)

where E is the field on Sint and the ideal lossless case is assumed. The field
necessarily differs appreciably from zero only on the limited portion S` of Sint

corresponding to the source-line coupling section, where the general field E in (11.1)



11.1 Radiating Antennas 405
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A g

Fig. 11.4 Schematic representation of a planar array of elements transmitting a “horizontally”
polarized field ET (cf. Sect. 3.1.3); the geometric aperture Ag is represented by the grey rectangle
in the forefront

takes the specific form E`T of the field in the guiding [6] structure.8 The power
delivered by the source to the antenna is clearly the one that crosses the section S`:

WT D 1

2�`

“

S`

E`T � E�̀
T dS : (11.2)

According to the type of system, the surface S` may be the section of the guiding
structure shown in Figs. 11.1 and 11.4, or the surface limited by an aperture stop
in the optical free-space case of Fig. 11.2. In the expression (11.2) �` is the wave
impedance9 for the considered lossless structure. It is known [63] that the internal
field E0`T can be factorized into a parameter VT, depending on the field amplitude,

8For instance, in a microwave system, E`T can be the field carried by the dominant mode of a
waveguide.
9In the microwave case to which Fig. 11.1 refers, �` � �z, that is, it coincides with the wave
impedance of the dominant mode in the guiding structure, while �` � �0, the intrinsic impedance
of vacuum (4.35), for the free-space propagation inside the telescope optics of Fig. 11.2.
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times a vector eee`T, function of the transverse coordinates on the section of the radio-
frequency line or of the optical system:

E0`T D VT e`T :

After substitution for E`T into (11.2), given the properties of the wave propagation
modes, the power delivered to the antenna is expressed by

WT D jVTj2
2�`

“

S`

e`T � e`T dS D 1

2

jVTj2
�`

, (11.3)

since the functions e`T form an ortho-normal set [21, 23, 74] on the section of the
line.

At this point, we can readily realize that the internal field is invisible to an
observer in the external space, which, rather, is reached by the external field.
Therefore, it is the whole radiating structure that the exterior environment perceives
as the actual source of electromagnetic field. To model the radiating properties of
the antenna system we can resort to the results of Sect. 3.2.2. The approach makes
use of the equivalent surface currents (3.52), JJJeA, and (3.53), JJJmeA, laying on the
arbitrary geometrical surface10 indicated in Figs. 11.1–11.4 by Sext, which wraps the
antenna.

According to the results of Sect. 3.2.2.1, the field radiation pattern F, defined by
(3.36), is

F.#; '/ D j�0
4 

"
Sext

r0 �
�
JJJmeA.r

0/C �0 r0 � JJJeA.r
0/
	

e j�0 r 0 � r0 dS ;

where angles # and ' are relative to the antenna reference frame. The key point is
that the external fields ET and HT that compose the equivalent currents on Sext,

JJJmeA D �n0 � ETI JJJeA D n0 �HT ;

differ appreciably from zero only within the geometric antenna aperture Ag,
identified as the portion of plane contoured by the rim of the reflector, mirror,
or planar array11 sketched in Figs. 11.1–11.4. Hence, the field radiation pattern is
approximated by

10Alternatively, but less effectively in the present context, the currents could be those actually
flowing on the physical structure, for instance those on the reflecting parabolic conducting surface
of Fig. 11.1 or on the array elements of Fig. 11.4.
11In practice, the accuracy of this serviceable assumption depends on the kind of system and on
the band of operation.
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F.#; '/ ' j

2�0

“

Ag

r0 � Œ�n0 � ET C �0 r0 � .n0 �HT/� e j�0 r 0 � r0 dS : (11.4)

Equation (11.4) indicates that the radiation pattern is uniquely determined by the
external fields ET.r 0/, HT.r 0/ that the internal transmitting source excites on the
points r 0 of the antenna aperture Ag, as well as by shape and dimension of this latter
and by the wavelength of operation.

In many cases, the external field has the form (4.3) of a quasi-homogeneous plane
wave propagating perpendicularly to the aperture,12 so that, by calling e0T the unit
vector of the electric field and using (4.31),

H0T D n0 � E0T

�0
D E0T

�0
n0 � e0T :

Substitution into (11.4) allows one to express the radiation pattern as a function of
the electric field only:

F.#; '/ ' j

2�0
f.n0 � r0/ .1C n0 � r0/ e0T C .r0 � n0/ Œn0 � .e0T � r0/�g

�
“

Ag

E0T.r 0/ e j�0 r 0 � r0 dS : (11.5)

For simplicity, Eq. (11.5) assumes that the external field E0T D E0T e0T has the same
polarization over the whole aperture Ag.

The radiation pattern (11.5) depends on the direction r0 in which the field is
conveyed, therefore, its angular dependence is contributed both by the products n0 �r0
and r0 � n0 and by the surface integral, which contains r 0 � r0. The expression is
considerably simplified if interest is in the radiation pattern in paraxial directions,
i.e., for r0  n0 � z0. Then, close to the aperture axis,

F.#; '/ ' j

�0
e0T

“

Ag

E0T.r 0/ e j �0r 0 � r0 dS : (11.6)

In the paraxial approximation, the vector radiation pattern (11.6) is simply com-
posed of the unit vector e0T times the scalar radiation pattern. Within these
assumptions, the electric far field has the same polarization as the electric field on
the aperture: it is parallel to this latter in the particular case of linear polarization.

12Actually, the external field propagates perpendicularly to the equiphase plane in correspondence
of Ag; for simplicity, here the plane of Ag is assumed equiphase.
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Given (11.6), the power radiation pattern

P.#; '/ D 1

2�0
jF.#; '/j2 (11.7)

depends on E0T, hence on the power delivered by the source. Since an antenna has
characteristics that are clearly independent of the power it radiates,13 the directivity
pattern D is introduced by normalizing the power radiation pattern to the average
power density WT=4  radiated per unit solid angle:

D.#; '/ :D P.#; '/

WT=4 
� (11.8)

The directivity D defined by (11.8) is obviously independent of WT. Because
of (11.7) and (11.5) or (11.6), the directivity pattern depends on shape and
dimensions of the antenna aperture Ag, as well as on the vector field E0T on
it and on wavelength. As said, the angles # and ' are defined with respect
to the chosen antenna reference, sketched in Fig. 11.5. The directivity angular

M

O

Eh

Ev

r0

M

main
lobe

secondary
lobes

Ag

Fig. 11.5 Sketch of the directivity pattern of an aperture antenna of geometric area Ag lying on
the (x 0 y 0)-source plane: the value of the directivity in the direction r0.#; '/ is proportional to the
length of the segment between the origin O and the surface r D D.#; '/; the direction of maximum
directivity is denoted by # D #M; ' D 'M. Horizontal and vertical components Ep, p D h; v, of
the field are indicative, since they are often meaningless without reference to the observed target
(e.g., the Earth’s surface)

13The power radiated by the antenna coincides with the power delivered by the source when the
structure is lossless.
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pattern is commonly represented in spherical coordinates by the normalized surface
r D D.#; '/ with the origin on the antenna position.14 Note that the term antenna
gain is used to denote the maximum value DM of the directivity pattern. It can be
observed that the modulus of the radiation pattern (11.6) is maximum when r 0? r0,
i.e., in the direction perpendicular to the aperture, in case the latter is an equiphase
surface of E0T. The direction in which D.#; '/ D DM is the boresight, which, as a
reference,15 is perpendicular to the aperture and identifies the pointing direction of
the radiating system (cf. Sect. 11.3.1.1).

11.1.1 Directivity and Reaction

Reasons that will appear clear in the following suggest to apply a result of
reciprocity (cf. Sect. 3.2.1) to express the directivity in terms of the reaction integral
introduced in Sect. 3.2.1.1.

Consider the antenna A characterized by a distribution of equivalent currents
JJJmeA, JJJeA on its geometric aperture Ag. Given the reciprocity with the test source
considered in Sect. 3.2.1.2, the far electric field E1 radiated by A is obtained by
(3.49) from the reaction ItA of A onto a test source of momentum MMM D M e0
located at far distance r from the antenna and parallel16 to E1 (Fig. 11.6):

E1 D ItA

M e0 :

A

Vt

A
E∞

Jt

Fig. 11.6 Reaction of antenna A onto the test source Jt k E1; JJJ A denotes a generic antenna
equivalent current

14The present radial coordinate r in the antenna reference system should not be confused with the
distance from the antenna; similarly, the polar angle # must be kept distinct from the off-nadir
angle.
15Systems are frequently encountered that steer the beam (electronically or mechanically), i.e.,
vary the aperture boresight by tilting the equiphase surface of E0T.
16Linear polarization is assumed; complex e0 are needed for circular or elliptical polarizations.
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Then the power radiation pattern (3.37) of the antenna is readily obtained from the
reaction integral

P.#; '/ D r2
1

2

jE1j2
�0
D r2

2�0

jItAj2
M2

,

whence

D.#; '/ D 2  r2 jItAj2
�0 WT M2

� (11.9)

Suitable selection of the unit vector e0 of the test source and of its orientation
yields the radiation pattern of A for different polarizations of the far field. Particular
attention is called to the dependence of the directivity on the reaction integral.

11.2 Receiving Antennas

The antenna in the receive mode acts in a fashion reciprocal to transmission: the
wave incident from the external space, denoted by the superscript .i/ in Fig. 11.7,
crosses the geometric aperture Ag and excites currents on the reflecting surface,
which act as a secondary source to focus the field into the entrance (the feed)
of the antenna-to-receiver line. The internal field created by the re-radiation from
the reflector travels inward, either along the guiding structure of the microwave
receiving channel or going through the mirrors and lenses of the optical receiving
system. Then the internal wave delivers the power Wr to the microwave receiver
or to the optical point detector located at the end of the receiving path. The

E(i)

H(i)

E r

H r

Ir+

-
Vr

Sint

R

Sext

S

Ag

(i)

Fig. 11.7 Schematic representation of a microwave reflector antenna in receive mode: careful
comparison with Fig. 11.1 highlights several noticeable issues, among which the orientation of
the fields; the received power, carried by the incident wave E.i/, H.i/ enters the system through the
geometric aperture Ag
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receiving process scheme depicted in Fig. 11.7 for a radio-frequency system is
readily extended to the optical telescope shown in Fig. 11.2 by reversing directions
and by straightforward substitutions.

The formalism for modeling the receiving process is quite analogous to the one
used in the previous Sect. 11.1 for analyzing the transmitting behavior. The received
power is given by an expression corresponding to (11.2):

Wr D 1

2�`

“

S`

E`r � E�̀
r dS ;

where the incident and received fields, shown in Fig. 11.7, are recognized to
correspond to the transmitted ones in Fig. 11.1 and in Eq. (11.2). Since the receiving
channel is assumed the same as the transmitting one, the internal received field E`r
differs appreciably from zero only on the section S` of the line or of the optical
system, and the impedances �` � �z or �` � �0 according to the case at hand,
are also the same. As in Sect. 11.1, the internal field is factorized into a complex
parameter Vr, which depends on amplitude and phase of the received field, times a
vector eee`r, function of the transverse line coordinates:

E0`r D Vr e`r ;

so that the received power is given by the expression corresponding to (11.3),

Wr D jVrj2
2�`

“

S`

e`r � e`r dS D 1

2

jVrj2
�`

, (11.10)

because of the orthonormality of the e`r set.

11.2.1 Reception and Reaction

Two distinct modes of operation have been discussed in the previous paragraphs:

– transmit mode, with the internal source feeding the antenna, which radiates into
the external space;

– receive mode, with a source in the external space creating the incident field
captured by the antenna, which feeds the receiver.

Tight connection between receive and transmit properties of antennas was antici-
pated. Reciprocity provides the bridging module.

The approach followed in Sect. 3.2.1 highlights that the reciprocity relations
stem directly from the spectral Maxwell’s equations, which are theoretical relations
separately satisfied by the fields of each source. Therefore, the results of reciprocity
hold for the fields, transmitted and received, and to the currents of the respective
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E r
E T

H rH T

Sint Ag

A

Sext

T/R

ET E(i)

H(i)HT

Fig. 11.8 Schematic representation of a transmitting/receiving system, with indication of the
transmit/receive (T/R) and antenna (A) blocks, internal Sint and external Sext surfaces and of
the geometric aperture Ag; the transmitted (ET, HT) and incident (E.i/, H.i/) fields in the outer
space and in the line connecting the T/R block with the antenna A are also represented with their
respective directions

sources also when the transmit and receive processes are virtual, in the sense
discussed in Sect. 8.1. Further advantage is taken from the arbitrariness of S of
Fig. 3.10 by choosing Sint in such a way that it includes internal source and receiver,
and excludes the elementary (test) source (Sect. 3.2.1.2) at the far location in the
external space, from which, for the time being, the incident field is assumed to
originate.

With reference to the schematic representation of Fig. 11.8, Eq. (3.46) is specified
to the virtually transmitted (E1;H1 � ET;HT) and actually received (E2;H2 �
Er;Hr) fields:

IAt D
"

Sint

.ET �Hr � Er �HT/ � n0 dS D
“

S`

.E`T �H`r � E`r �H`T/ � .�z0/ dS :

(11.11)
Given the modal properties, which are clearly the same for both transmission and
reception through the same line,17

IAtD
“

S`

�
E0`T �

�
�E0`r

�`

�
�E0`r � E0`T

�`

�
dS D �2VTVr

�`

“

S`

e`T � e`r dS D �2VT Vr
�`
�

The purpose of the above sequence of steps is to express the received field factor Vr

in terms of the reaction of the test source onto the antenna

Vr D ��` IAt

2VT
� (11.12)

17The neglected phase factor here is inessential.
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Then, the received power (11.10) is obtained thanks to (11.12) and taken (11.3) into
account:

Wr D 1

2

�2` jIAtj2
�` 4 jVTj2

D jIAtj2
16WT

� (11.13)

It is important to realize that the geometrical (e.g., dimensions, shape, structure) and
electromagnetic features of the antenna are implicitly and completely included in IAt

which depends on the field ET that the antenna transmits.
At first sight, the relation (11.13) between received power and transmitted

power may not make sense. But, again, when an antenna is only receiving, as in
passive systems or in receive mode for active systems, the transmitted field must be
considered as virtual, that is, the receiver must be thought to be replaced by a virtual
transmitter, taking care of leaving the whole structure unchanged.18 The surprising
presence of the virtually transmitted power at the denominator of (11.13) has just
the role of making Wr independent of the transmitted quantities, since WT cancels
out the same quantities which are present in jIAtj2 at the numerator of (11.13). This
issue is further considered in Sects. 11.2.2.1 and 11.2.3.

The reader should have noticed that the procedure is the same as the one followed
throughout Chap. 8 to arrive at the basic relations for the thermal emission. These
latter that, after all, pertain to the transmitting process, have been obtained by
considering a virtual incident field, whereas now, reciprocally, in the receiving
process it is the transmitted field that is considered virtual.

Clearly, the electromagnetic reciprocity establishes the tight link between receiv-
ing and transmitting properties of the antennas at any frequency/wavelength they
operate. As a word of caution, some care must be exerted, since, as mentioned
in Sect. 3.2.1, exploitation of reciprocity is subject to the condition that the whole
system at hand does not include anisotropic nor nonlinear materials.

11.2.2 Polarization-Selective Antennas

The essential concepts derived from reciprocity are that the receiving antenna is
fully represented by the field it virtually transmits and that the received power is
directly related to the reaction between incoming and virtually transmitted fields.
This approach has the crucial advantage of the arbitrariness of the surface over
which the reaction (3.46) is evaluated, with the only constraint of including the
source of the virtually transmitted field and the receiving device. The internal
surface Sint has been instrumental to obtain Wr in terms of IAt, but the external

18It means that the direction of propagation of the arriving field must be reversed, making it to
propagate back from the point where the receiver or the detector is located towards the external
space, through any microwave component or optical element actually traversed by the incident
field.
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surface Sext can be used as well. This latter wraps the antenna system, includes the
receiver/virtual transmitter, and leans on the antenna aperture Ag. With this choice,
the reaction integral in (11.13) which yields the received power Wr is

IAt D
"

Sext



ET �H.i/ � E.i/ �HT

� � n0 dS '
“

Ag



ET �H.i/ � E.i/ �HT

� � n0 dS ;

(11.14)

under the reasonable assumption that the virtually transmitted field differs apprecia-
bly from zero only within the rim of the antenna aperture Ag. While (11.11) refers
to the internal quantities, the flexibility brought about by the reciprocity theorem
has allowed (11.14) to be expressed in terms of the external ones, and in particular
of the incident field E.i/; H.i/. This latter is reasonably assumed associated with a
homogeneous plane wave arriving perpendicularly onto the aperture, taken to lie on
the .z D 0/-plane. The virtually transmitted external field ET; HT is also assumed as
that of a quasi-homogeneous plane wave propagating along z, clearly in the direction
opposite to that of the incident one. Taking account for the opposite propagation
directions of virtually transmitted and incident waves, the reaction becomes

IAt D
“

Ag



ET �H.i/ � z0 � E.i/ �HT � z0

�
dS

D
“

Ag

h
E0T �

�
� 1
�0

z0 � E.i/0
�
� z0 � E.i/0 �

� 1
�0

z0 � E0T

�
� z0

i
dS

D � 2
�0

“

Ag

E0T � E.i/0 dS :

Substitution into (11.13) yields the received power

Wr D

ˇ̌
ˇ̌
ˇ
“

Ag

E0T � E.i/0 dS

ˇ̌
ˇ̌
ˇ
2

4 �2
0

WT

� (11.15)

The inner product

E0T � E.i/0 D E0T E.i/0 e0T � e.i/0
in the reaction integral, reveals the essential impact that polarization has on the
received power [99]:

– when the polarization of the virtually transmitted wave is matched to that of the
incident one (co-polarized waves), that means e0T D e

.i/�
0 , then the dot product

e0T � e.i/0 D 1 and the power carried by the incoming wave is fully received;
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– when the polarization of the virtually transmitted wave is orthogonal to that of
the incident one (cross-polarized waves), the dot product vanishes and no power
is received.

Note that, given the opposite directions of propagation of transmitted and incident
waves, cross-polarization [62] of the waves does not necessarily imply orthogonality
of the fields in the sense discussed in Sect. 1.3.1.1.1. The result holds for any
polarization, be it linear, circular or elliptic. Two orthogonal linear polarizations,
for instance horizontal and vertical in the Jones’ formalism, are commonly used to
synthesize [39] any polarization.

Summarizing, the polarization at which power is received is selected by the
polarization of the virtually transmitted field: for instance, if the virtually transmitted
field is horizontally polarized, only power carried by a horizontally polarized
incident wave is received. It is important to realize that in active systems such
as SARs, the transmit and receive modes use partially separated channels, hence
the polarization at which power is actually radiated is independent from that of
the virtually transmitted field that controls reception. Given the time lag between
transmission and reception, the system may radiate, e.g., horizontal polarization, and
afterwards receive on both horizontal and vertical polarizations [77]. In practice, the
polarization selection is set by the receiving channel, which includes polarization-
sensitive devices, as array elements, or reflector feeds.

Multi-polarization systems receive on two orthogonally polarized, for instance
horizontal and vertical, independent channels, which are not combined. Polari-
metric systems use coherent reception and the two channels can be combined to
synthetically produce any polarization. Active systems have different configurations
[31, 69, 70, 75, 92] according to specifications: the antenna can transmit on a
single polarization and receive on two cross-polarized channels or both transmit
and receive on two orthogonal channels, with suitable time division. Anyway, the
importance of keeping separated the concepts of actually and virtually transmitted
field cannot be overemphasized.

11.2.2.1 Optical Systems

Optical systems using direct detection are generally not polarization-selective and,
in absence of polarizing devices, the receiving channels, including detectors, equally
respond to any polarization of the incident field. Therefore, the virtually transmitted
field is co-polarized to any incident wave, and, being both waves homogeneous, the
integral in (11.15) simplifies into

“

Ag

E0T � E.i/0 dS D E0TE.i/0 Ag ;
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so that the received power is proportional to the total incident power density
˝
P .i/

˛
:

hWri D
˝ˇ̌

E.i/0
ˇ̌2˛jE0Tj2 A2g
4 �2

0
WT

D jE0Tj2 A2g
2 �0 WT

˝
P .i/

˛ � (11.16)

The virtually transmitted power WT is the flux of the Poynting vector through the
aperture Ag, i.e.,

WT D jE0Tj2
2�0

Ag �

Then (11.16) becomes

hWri D
˝
P .i/

˛
Ag : (11.17)

The average power received by the optical system, independent of polarization, is
simply given by the power per unit area carried by the incident radiation times the
geometric area Ag of the optical aperture. The normalizing role of WT, that is its role
in making the received power independent of the virtually transmitted one, is now
apparent.

The intuitive result (11.17) has been obtained under the assumption of homoge-
neous virtually transmitted wave, as is common in optical systems, in which the field
is approximately constant over Ag. On the contrary, both theoretical and technical
reasons prevent the transmitted wave from being homogeneous over a microwave
antenna aperture.

11.2.3 Aperture Efficiency and Effective Area

At microwaves, the dependence of E0T on the point on the antenna aperture must be
taken into account. A frequently used position is

E0T D E0T ET.x
0; y0/ e0T ; (11.18)

where E0T is a magnitude factor independent of coordinates, the function ET.x0; y0/
describes the distribution of the virtually transmitted field on the aperture, and
e0T yields its polarization, assumed constant on Ag. With the position (11.18), the
received power (11.15) for matched polarization becomes19

19Once again, attention is called onto the normalizing effect of the denominator of (11.19), which
makes the received power independent of the magnitude of the virtually transmitted field.
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Wr D

ˇ̌
E.i/0

ˇ̌2 jE0Tj2
ˇ̌
ˇ̌
“

Ag

ET dS

ˇ̌
ˇ̌
2

4�2
0

jE0Tj2
2�0

“

Ag

jETj2 dS

D

ˇ̌
ˇ̌
“

Ag

ET dS

ˇ̌
ˇ̌
2

Ag

“

Ag

jETj2 dS

AgP .i/ D �A AgP .i/ :

(11.19)
The coefficient �A, named aperture efficiency of the antenna is defined as

�A :D

ˇ̌
ˇ̌
“

Ag

ET dS

ˇ̌
ˇ̌
2

Ag

“

Ag

jETj2 dS

�

Recalling Schwarz’s inequality,

�A � 1 ; (11.20)

where equality holds when ET.x0; y0/ D const is independent of point on Ag.
The antenna effective area Ae is defined as

Ae :D �A Ag � Ag (11.21)

so that the received power (11.19) is given by

Wr D Ae P .i/ : (11.22)

The effective area determines the received power, which is tightly related to the
useful signal considered in Sect. 11.4.2. Therefore, both geometric area and aperture
efficiency are crucial parameters in the specification of Earth observing systems,
especially of radars (cf. the basic radar Eq. (11.41) of Sect. 11.4.3.1). Given (11.20),
the effective area of an aperture antenna is a fraction of its geometric area. Only
if a structure able to produce a virtually transmitted field uniform on the aperture
was feasible, the effective area would coincide with the geometric one. In practice,
a reference value is �A � 0:8 for microwave antennas, while generally �A � 1 in
optical systems. It can be added that, because of the relatively high value of �A,
denoting nearly uniform fields, the relations (4.31) and (4.32) between electric and
magnetic fields are frequently satisfactory assumptions.

11.2.4 Reception vs. Transmission

The properties of receiving systems have been found to be closely related to the
field they (virtually) transmit, hence a tight quantitative link is expected between
radiating and receiving parameters of antennas. To establish the significant relation,
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assume that the field E.i/ impinging onto the antenna system A in receiving mode
is originated by a far-range test source (Sect. 3.2.1.2) of momentum M and with
current density Jt oriented along the electric field virtually radiated by the antenna,
as described in Sect. 11.1.1 and as sketched in Fig. 11.6. Equation (11.9) points out
that the reaction integral ItA yields the directivity of the antenna and, on its side,
(11.13) shows that the effective area of the antenna depends on the reaction integral
IAt. Since under the assumption of reciprocal media, generally satisfied in Earth
observation,20

ItA D IAt ;

the effective area Ae is directly related to the directivity by combining (11.9) with
(11.13):

Ae D �0 WT M2D

2  r2 16WT P .i/
�

The far field Poynting vector P .i/ that the suitably oriented test source at distance r
produces onto A is obtained by (3.26):

P .i/ D 1

2�0

ˇ̌
E.i/

ˇ̌2 D �0M2

8�20 r2
,

whence

Ae D �20
4 

D : (11.23)

In the present context, the simplifying assumption made in Sect. 11.2.2 that the
incident wave arrives from a direction perpendicular to the aperture plane z 0 D 0

can be relaxed. The relation (11.23) is then extended to any direction identified by
the angles # and ' shown in Fig. 11.5:

Ae.#; '/ D �20
4 

D.#; '/ : (11.24)

It is understood that the general relation (11.24) holds for any polarization of the
incident field provided that the wave arrives from directions at small obliquity with
respect to the z-axis (cf. Sect. 11.1).

Equation (11.24) expresses the basic property that the effective area of a receiving
system is proportional to its directivity. Therefore, the directivity pattern shown
in Fig. 11.5 represents also the effective area pattern of the receiving antenna.

20An exception is represented by the ionosphere at the lower microwave frequencies.
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Reciprocally, the directivity of a transmitting system is proportional to its effective
area, hence, given (11.21), to its geometric area Ag. For given aperture dimensions
and efficiency, the directivity increases with the square of frequency. Therefore,
when high directivity is required, aperture dimensions large with respect to
wavelength are needed.

11.3 Directional Properties of Apertures

An Earth observing system generally maps the parameters of interest, that is,
associates them with a geographic location. Geo-location requires that the system
has a spatial discrimination capability, i.e., it is able to separate the information
carried by waves coming from individual targets located in different geographic
locations within the observed portion of terrestrial environment. Antennas and
apertures are the interface between the system and the observed scenery. The
dependence on the direction of observation of their radiating/receiving properties,
expressed by the directivity function (11.8) or by the effective area (11.24), is the
means to obtain angular discrimination.

Taking account of (11.24), the aperture sketched in Fig. 11.5 is able to collect
power (11.22) mainly from a narrow solid angle around the boresight direction
# D #M; ' D 'M at which the directivity is maximum. It can be repeated that
reciprocity relates the angular discrimination properties of receiving antennas to
shape and width of their virtual radiation pattern. In active systems, the directional
properties of apertures typically act twice, i.e., both in transmission, by concentrat-
ing the actually radiated power around the antenna boresight, and in reception, by
capturing power mainly coming back from the boresight direction.

It is anticipated that angular discrimination can be physically performed by real
apertures [96, Chap. 8], or can result from suitable processing of the received
field, as in synthetic apertures [96, Chap. 9]. The synthesis technique, commonly
employed in space21 radar systems, since NASA’s Sea Satellite (SEASAT) (1978,
Fig. 11.9) [13], NASA’s Shuttle Imaging Radar (SIR)-A (1982) [33] and ERS-1
(1991, Fig. 11.10) [94], has been extended to microwave passive interferometric
sensors such as the ESA’s Soil Moisture and Ocean Salinity Mission (SMOS)
(Fig. 11.11) [87].

21Airborne SARs have notoriously operated since several decades and systems are also in use on
RPAPs.
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Fig. 11.9 SeaSat, first open
satellite SAR system: the grey
rectangular panel in the
forefront is the observing
array-SAR antenna (cf.
Fig. 11.4) (Credit:
NASA/JPL)

Fig. 11.10 ERS-1, first
European Earth observing
satellite carrying a SAR
system; the large grey panel
on the center-right of the
image is the SAR antenna,
while the smaller panels are
antennas dedicated to
scatterometric measurements
(Credit: image, ESA; artwork,
A. perrone, Tor Vergata
University Earth Observation
Laboratory)
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Fig. 11.11 SMOS, European space borne interferometric-antenna L-band radiometer; the three
elongated panels form the two-dimensional array interferometer (Credit: satellite image, ESA;
artwork, A. Perrone, Tor Vergata University Earth Observation Laboratory)

11.3.1 Radiating/Receiving Angular Pattern

It is now clear that the radiating or receiving system, whatever its operating
wavelength and internal structure, is fully characterized by the external field
ET D ET e0T that the actual or virtual source creates on a surface which wraps
the system itself. Since the external field is close to zero outside the geometric
aperture Ag through which the radiated or captured wave has to pass, the main
radiating/receiving features are determined by the field localized only over Ag. The
relation of proportionality between directivity and effective area makes the angular
features of the antenna indifferent to the function, transmitting or receiving, of the
latter. It is understood that the radiating (and receiving) properties are still analyzed
in the paraxial angular region.

The phase vector ˇ of the wave radiated at far distance by the system through
the aperture Ag is expanded in terms of its cartesian components by utilizing (A.10)
with reference to Fig. A.3:

ˇ D �0r0 D �0.sin# cos' x0 C sin# sin ' y0/ ;
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whence the radiation pattern (11.6) becomes

F.#; '/ D j

�0
e0T

“

Ag

ET.r 0/ e j�0 r 0 � r0 dS

D j

�0
e0T

“

Ag

ET.r 0/ e j�0.sin# cos' x0 C sin# sin ' y0/dx0 dy0 :

(11.25)

It is worth pointing out that r0 indicates the direction toward which the antenna
radiates, but, reciprocally, �r0 is also the direction from which the wave arrives
when the system receives.

The reader should have been convinced that the mapping effectiveness of an
Earth observing system is substantially affected by its angular discrimination
capability, hence by the directional properties of the aperture it utilizes. The
radiation pattern depends on shape and dimensions of Ag. Common aperture con-
figurations are now examined with the intent of outlining their radiating/receiving
characteristics, as well as of highlighting the role of the wavelength. To simplify the
notations, the scalar case is considered.22

11.3.1.1 Angular Pattern of Circular Apertures

Circular apertures are employed by most optical sensors,23 as well as by microwave
radiometers that do not need asymmetric angular performances. The relevant
geometry is reported in Fig. 11.12.

The antenna pattern (11.25) of a circular aperture of radius a in its scalar form is

F.#; '/ D 1

�0

ˆ a

0

ˆ 2 

0

ET.r
0;  0/ e jˇ � r 0

r0 dr0 d 0 :

The field ET on the aperture is usually independent of the angular position  0, so
that

F.#; '/

D 1

�0

ˆ a

0

ˆ 2 

0

ET.r
0/ e j�0.sin# cos' r0 cos 0C sin# sin ' r0 sin 0/ r0 dr0 d 0

D 1

�0

ˆ a

0

ˆ 2 

0

ET.r
0/ e j�0r0 sin# cos.' �  0/ r0 dr0 d 0 :

22The imaginary unit factor in (11.25), which refers to the absolute phase of the field, is also
disregarded.
23For the time being, receiving systems called diffraction-limited are considered; Sect. 11.4.2.2
looks at optical sensors with alternative properties.
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Fig. 11.12 Geometry of a
circular aperture antenna
transmitting the field ET, HT,
assumed linearly polarized:
the polar coordinates r0;  0

identify point r 0 in Ag

r

ET

Ag

HT
r0

A result of the Bessel functions theory [1] is

ˆ 2 

0

e j�0r0 sin# cos.' �  0/ d 0 D 2  J0.�0r0 sin#/ ;

where J0.t/ is the zero-order Bessel function of the first kind of argument t;
therefore, the scalar radiation pattern is given by

F.#; '/ � F.#/ D 2 

�0

ˆ a

0

ET.r
0/ J0.�0r

0 sin#/ r0 dr0 :

As already done in Sect. 7.4.4, since the virtually transmitted field approximately
vanishes outside the aperture, i.e., for r0 > a, the limits of integration can be
extended to infinity, by truncating ET through multiplication by the rectangle
function ua.r0/:

F.#/ ' 2 

�0

ˆ 1

0

ET.r
0/ ua .r

0/ J0.�0r
0 sin#/ r0 dr0 : (11.26)

Using a known transform result of Fourier optics [42], the transmitting/receiving
pattern of a circular aperture is then proportional to the zero-order Hankel transform
of the (truncated) field on the aperture. In the simple albeit important case the
aperture has uniform illumination, ET is constant and

F.#/ D  a2

�0

2 J1.�0a sin#/

�0a sin#
ET �

The directivity function (11.8) of the circular aperture is then
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D.#/ D
�
�0a

2 J1.�0a sin#/

�0a sin#

�2
�

The function Bs.t/ D 2J1.t/=t is known as the Besinc function: it has unit value for
t � �0a sin# D 0 and interposes nulls and secondary maxima which decrease with
increasing argument t, i.e., with increasing angle # between the direction r0 and the
aperture axis z0

0
, clearly within the limits of validity of the paraxial approximation.

Figure 11.13 shows the Besinc function squared, which is directly proportional to
the directivity function of the circular aperture.

The corresponding effective area of the uniformly illuminated circular aperture
in the paraxial region24 given by (11.23) is

Ae D   a2ŒBs.�0 a sin#/�2 :

The paraxial effective area of an axially symmetric system with circular aperture is
symmetric around the aperture axis, that is, the power received from a given direc-
tion depends only on the angle between the considered direction and that of the aper-
ture axis, regarded as the pointing direction. The diagram of Fig. 11.13 shows that a
large fraction of the power is received within the main lobe of the directivity pattern,
i.e., when the waves come from angles # from the pointing direction such that25
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Fig. 11.13 Besinc function squared ŒBs.t/�2 , proportional to the effective area of a circular
aperture, vs. argument t � �0 a sin# ; the values of t corresponding to the first zeroes and maxima
of the Besinc are reported, together with the value of t for which ŒBs.t/�2 D 0:5 (half-power)

24This means that the incident waves arrive from a narrow angular range about the axis of the
aperture.
25Note that different conventions can be adopted.
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sin j#j < 0:51 

�0a
� 0:5 �0

2a
�

Observing systems use apertures that are large with respect to wavelength, i.e.,
�0 � a. Then sin j#j � j#j and the received power is considered to arrive
indistinctly from directions contained within an angle of width Δ# � �0=.2a/
around the pointing direction # D 0. Consequently, when the system observes the
earth surface from distance R, a transverse dimension Dg of the order of

Dg � R
�0

2a
(11.27)

is attributed to the portion of surface altogether contributing the instantaneous
received power. The dimension Dg is the width of the footprint of the antenna,
that is, of the intersection of its main lobe with the earth surface. Equation (11.27)
points out that, for a given distance, the dimension of the footprint is determined by
the ratio of the wavelength to the aperture diameter.26 Short wavelengths and large
apertures are required to obtain small footprints. The relative power received from
different directions by a circular aperture is visualized by the central bright circle
and weaker concentric rings shown in Fig. 11.14.

The transverse dimension of the observed area on Earth is of paramount
importance inasmuch Dg determines the spatial resolution of the observingsystem.

Fig. 11.14 Visualization of
power received from different
directions by a
diffraction-limited circular
aperture: the inner bright
circle corresponds to the
antenna footprint on a plane
surface perpendicular to the
axis; compression of central
brightness was necessary to
handle the high dynamics (cf.
Fig. 11.13) (From [14])

26As said, in case of optical sensors the result holds for diffraction-limited systems.
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It means that the volume originating, through scattering or emission, the power
received by the sensor is delimited by a transverse surface the dimension of which
is Dg. This concept was introduced in Sect. 7.4.4 and is visualised by Fig. 7.28. The
spatial resolution (11.27) depends on the width of the main lobe, i.e., on the antenna
angular resolution27

#dl :D �0

2a
(11.28)

of the diffraction-limited sensor28 and on the distance R from which it is observing
the extended surface. As an example, an aperture diameter of the order 2a � 1m,
yields an order of magnitude #dl � 10�6 rad of the angular resolution at “optical”
wavelengths (say �0 � 1 �m). If the sensor is observing the Earth from a distance
R � 106 m, the linear spatial resolution is of the order Dg � 1m. Instead, the order
of magnitude of the spatial resolution would be Dg � 10 km at microwaves (say
�0 D 10�2 m).

Note that the shape of the footprint is not circular, even for a flat surface, when
observations are carried out on locally slant directions.

11.3.1.1.1 Angular Pattern of Elliptic Apertures

The radiation pattern of elliptic apertures is axially asymmetric, which may meet
particular requirements in slant observations. The pattern Fell of a uniformly
illuminated elliptic aperture of semiaxes having lengths a and b, along x0 and y0
respectively, and such that a D C b, is obtained by integration over the elliptic
domain Aell

Fell.#; '/ D ET

�0

“

Aell

e j.ˇxx0 C ˇyy0/ dx0 dy0 :

The transformation of the x-coordinate into � D .1=C/ x0 transforms the elliptic
integration domain into a circle of radius b. The radiation pattern is then simply
obtained by integration with respect to the transformed variables over the circular
domain Acir

Fell.#; '/ D ET

�0

“

Acir

e jŒˇx.C�/C ˇyy0� d.C�/ dy0 ;

27Also called antenna beam width.
28The subscript dl is suitable to distinguish the diffraction-limited angular resolution considered
here from the optics-limited field of view outlined in Sect. 11.4.2.2.
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Fig. 11.15 Comparison between angular patterns D of diffraction-limited circular and elliptic
apertures; note the inverse relation between aperture dimension (top) and pattern width (bottom)
(From [14])

whence the paraxial antenna pattern is such that

Fell.#; '/ � Fell.ˇx; ˇy/ D C FcirŒ.C ˇx/; ˇy� : (11.29)

Equation (11.29) points out that when a circular aperture is uniformly stretched
or shrank with ratio C W 1 in a given direction, the radiation pattern respectively
shrinks or stretches in the same direction with ratio 1 W C. The sketches of Fig. 11.15
visualize the inverse relation between angular width of the radiation pattern and
width of the radiating aperture. As usual, the results hold both for reception and for
transmission.

11.3.1.2 Angular Pattern of Rectangular Apertures

Given their peculiar system specifications, synthetic aperture radar antennas have
different dimensions in two perpendicular directions, for instance, in the horizontal
and vertical planes. Indeed, the array technology makes relatively straightforward
the assembly of planar antennas with rectangular shape, as shown in Fig. 11.4.
Reference is made to Fig. 11.16 for the analysis of the angular pattern of a
rectangular aperture.

The scalar antenna pattern derived from (11.25) is now

F.#; '/ D 1

�0

ˆ a

�a

ˆ b

�b
ET.x

0; y0/ e j.ˇxx
0 C ˇyy0/ dy0 dx0 :
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2b

2a

ET

HT

ro

Ag

Fig. 11.16 Rectangular antenna aperture of dimensions 2a � 2b on the .x0y0/-plane, coordinate
systems and external field ET, HT, assumed linearly polarized, transmitted in the direction r0.#; '/

Noting again that the transmitted field almost vanishes outside the aperture, the
limits of integration can be extended to infinity, provided ET is truncated by
multiplying it by the two-dimensional separable rectangle function �a;b [17]

E�
T .x

0; y0/ D ET.x
0; y0/ ��a;b .x

0; y0/ D ET.x
0; y0/ � ua.x

0/ � ub.y
0/ ;

so that

F.#; '/ ' 1

�0

ˆ 1

�1

ˆ 1

�1
ET.x

0; y0/ ua .x
0/ ub .y

0/ e j.ˇxx0 C ˇyy0/ dy0 dx0 :
(11.30)

Equation (11.30) indicates that the angular antenna pattern is proportional to the
inverse two-dimensional Fourier transform of the product of the field ET on the
aperture by the rectangle truncation functions. This implies that the pattern is
linearly related to the convolution of the inverse Fourier transforms, denoted by
F�1, of field and rectangle functions. An external field ET separable in the spatial
domain over the aperture allows separability also in the angular domain. In the
simple reference case of constant ET, the antenna pattern is

F.#; '/ D ET

�0
F�1Œ�a;b .x

0; y0/� D ET

�0
F�1Œua.x

0/ ub .y
0/�

D ET

�0
2a sinc .tx/ 2b sinc .ty/ ;



11.3 Directional Properties of Apertures 429

where the conjugate angular variables (tx $ x0) in the “horizontal” and (ty $ y0) in
the “vertical” direction29 are defined by

tx :D �0a sin# cos'I ty :D �0b sin# sin '

and the sinc function is known to be

sinc.t/ D .sin t/=t :

The features of the separable antenna pattern are readily and effectively analyzed in
the two principal planes, horizontal (x0z 0) and vertical (y0z 0). Apart from the factor
Œ.4ab/=�0�ET, the horizontal factor Fh of the paraxial pattern on the horizontal half-
planes defined by ' D 0; ' D  , is

Fh.#/ D sin.tx/

tx
D

sin

�
2 a

�0
sin#

�

2 a

�0
sin#

D sinc.tx/ :

The sinc function for the rectangular aperture, shown in Fig. 11.17, corresponds
to the Besinc function previously found for the circular aperture and the square
of which is represented in Fig. 11.13. Analogously to the circular aperture,
the horizontal factor of the antenna pattern has an absolute maximum in the
direction of the aperture axis (# D 0) and a series of nulls alternated with
relative maxima, which decrease with increasing # . The main lobe of the
antenna pattern, within which a large part of the power is radiated or received,

sin  tx
tx

0.707

1

.44 10–1–2–3–4 2 3 4 tx

———

Fig. 11.17 The sinc function describes the field pattern of a uniformly illuminated rectangular
antenna in a principal plane; the value of tx for which sinc.tx/ D 0:707 (“half power”) is indicated

29As observed, identifying horizontal and vertical directions presupposes a target (e.g., Earth)
reference.
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is also bound by the angle at which the field pattern reduces to 1=
p
2 � 0:707 of

the value in the axial direction, that is

sin j#j < 0:44  

�0 a
D 0:22 �0

a
�

Given the large dimensions of a satellite SAR antenna (say 2a � 10m), the
wavelength �0 � a, so that sin j#j � j#j. Then the transmitted or received power
is considered to be concentrated within an angle of width

Δ# ' 0:88 �0

2a

around the pointing direction # D 0 in the horizontal plane. Since suitable tapering
of the transmitted field is demanded by secondary lobe reduction, with ensuing
broadening of the pattern,30 the width of the main lobe is commonly assumed to
be

#h ' �0

2a
; (11.31)

as for the circular aperture. The width of the footprint in the horizontal plane is also
clearly the same as (11.27), apart from the effect of the local incidence angle.

The behavior of the pattern in the vertical half-planes, identified by ' D  =2 and
' D .3=2/ , is analogous. The vertical factor is

Fv.#/ D sin.ty/

ty
D

sin

�
2 b

�0
sin#

�

2 b

�0
sin#

D sinc.ty/ :

The vertical dimension b of the rectangular aperture now replaces the horizontal one
a. Therefore, in particular, the beamwidth #v in the vertical plane is

#v ' �0=.2b/ :

The field diffraction pattern of a uniformly illuminated rectangular aperture antenna
of geometric area Ag D 2a� 2b is finally obtained by combining the horizontal and
vertical factors:

F.#; '/ D Ag

�0
ET

sin.�0a sin# cos'/

�0a sin# cos'

sin.�0b sin# sin '/

�0b sin# sin '
� (11.32)

30Aperture field tapering entails �A < 1.
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The power diffraction pattern of a rectangular aperture is visualized in Fig. 11.18.
The diffraction pattern characteristic of rectangular apertures is actually observed
in SAR images when the scene includes a small target having backscattering
exceedingly high with respect to the scenery. Then also the footprints of the
secondary lobes of the synthetic antenna angular pattern become visible against the
low background. Figures 11.19 and 11.20 show examples of such occurrences.

The previous results highlight that the dimension of an aperture antenna with
respect to the wavelength determines the angular beam width of the antenna
and, consequently, the spatial discrimination capability of the observing system.
High directivity, hence narrow beam width, which is crucial in Earth observation,
demands large apertures and high frequencies. Rectangular apertures with separable

Fig. 11.18 Visualization of
the power diffraction pattern
of a rectangular aperture; the
pattern compares with the one
of the circular aperture of
Fig. 11.14 (From [14])

Fig. 11.19 Strong flash-point (Sect. 7.3.2) spread pattern in COSMO-SkyMed image of Tor
Vergata University campus (Credit: data, ©ASI; multi-temporal processing, courtesy C. Solimini)
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Fig. 11.20 Careful visual inspection reveals the presence of several small natural-surface point
spread patterns in this ENVISAT ASAR image of Gobi Desert (Credit: data, ESA; multi-temporal
processing, courtesy C. Solimini)

external field, have different beam widths controlled by the corresponding dimen-
sions in two orthogonal planes, e.g., horizontal and vertical, and are suitable to meet
the specifications of SAR systems.

11.4 The Role of Antennas and Apertures in Earth
Observation

Antennas and apertures are crucial components of the remote sensing systems
inasmuch their properties determine the observing capability in terms not only of
the already discussed spatial discrimination, but also of exploitable signal.

11.4.1 Antennas and Surface Spatial Resolution

An image of the Earth’s surface has been defined as a 2-dimensional representation,
hence a map, of the scattering or emitting features of an actually 3-dimensional
scenario. Passive systems distinguish each portion of the surface from the
surrounding ones by exploiting the beam width of the receiving antenna, or the
instantaneous field of view of the optical telescope, as outlined in Sect. 11.4.2.2.
Correspondingly, the size of an element of the image, introduced in Sect. 10.2
as picture element or pixel, for space-borne instruments vary from tens of km
(e.g., for the SMOS L-band radiometer) to hectometers as for MERIS or for the
NASA’s Moderate-Resolution Imagine Spectrometer (MODIS) [67], decameters
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(LANDSAT) [61], and down to meters or less as is the case of DigitalGlobe Inc.’s
QuickBird (QB) and WorldView [29].31

The spatial resolution is obviously enhanced when observations are carried out
from aerial platforms [36, 105]. Indeed, the basic relation (11.27), together with
(11.28) and (11.31), highlights that the pixel size32 varies according to the height
of the platform, wavelength of operation and, in particular, to the size of the system
aperture. The contributions from portions of a pixel clearly cannot be singled out
nor identified from a unique value of the received power, since the whole volume of
the resolution cell (cf. Fig. 10.22) contributes Wr collectively. Figure 11.21 shows
some of the geometric elements relevant to the observation of the surface from a
circular-aperture system on a moving elevated platform, postponing further details
to Fig. 11.27 and to Sect. 12.1.

When observing the surface, the power received at a given time is attributed to
the volume V 0 located in the direction of the system boresight at that time. With
particular reference to microwave or coherent-detection optical systems and to the
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Fig. 11.21 A circular aperture Ag on a platform at height H collects the power scattered or emitted
by the portion of earth environment identified by the footprint centered on point E; as the platform
moves, the footprint travels in direction s0g parallel to the ground track; a scanning system or a
detector array allows to cover the swath A–E in the horizontal direction s0r ? s0g, along which the
ground distance Rg is measured. The instantaneous received power originates mainly from volume
V0 (cf. Fig. 10.22) delimited on the reference surface (e.g., horizontal plane) by ΔA

31Different (and possibly inconsistent) terms are found denoting spatial resolution. Just as an
example, [108] use “coarse resolution” for pixels larger than 100 m, “medium” for dimensions
between 10 and 100 m, and “high” for a resolution equal to or finer than 10 m, while [43] introduce
the following nomenclature for TIR pixel size: “ultra-fine” resolution for pixel sizes of less than
1 m, “very fine” fo sizes of 1–5 m, “fine” for 5–15 m, “medium” for 15–100 m, and “coarse
resolution” for pixel sizes greater than 100 m.
32Ground-Resolved Distance (GRD) is an alternative parameter frequently used.
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results of Sect. 11.3.1.1, the dimensions of the area ΔA bordering V 0 (cf. Fig. 11.27)
are:

– along the track, da D #dlR, as in (11.27), if R is the distance of the platform from
the earth surface in the direction of observation �s0 and #dl is the diffraction-
limited beamwidth (11.28) of the aperture;

– in the ground range across the track, the transverse dimension dr of the volume in
the direction s0r ? s0g in the horizontal plane depends not only on the beamwidth
#dl, but also on the angle between �s0 and the local vertical direction z0.

Section 11.4.2.2 shows that analogous relations hold for incoherent-detection
systems, with the beamwidth replaced by the IFOV angle #if. The extension to
apertures having different beamwidths in the horizontal and vertical planes is
straightforward.

11.4.2 The Received Signal

It is now appropriate to focus onto the quantities that contain the target information
and to highlight how the latter is affected by the radiating properties of the observing
system.

We know that both the magnitude and the phase of the field that is received by
the sensor when the axis z 0 of its aperture33 is oriented along �s0 represent signals,
inasmuch they carry information on the portion V 0 of the terrestrial environment
observed in that direction. The elementary power dWr captured by an aperture
having effective area Ae is given by (11.22):

dWr D Ae dP .i/ ;

where dP .i/ is the elementary areic power34 incoming from the direction �s0 of the
target in the geometry adopted in Sect. 9.3.1, and the effective area refers to that
direction. The power density dP .i/ reaching the sensor follows from the interaction
of the electromagnetic field with the materials present in the volume V 0 of the
observed target, hence, as outlined in Sect. 10.1.3, it is originated by

– a scattering35 process, in case the Sun or a radar transmitter are utilized as
primary source,

– or an emission process when spontaneous thermal radiation is measured.

33The aperture axis is understood to coincide with the pointing direction of the beam.
34To simplify the notations, average is not indicated, but it is implied when measuring solar
radiation or the Earth’s thermal emission.
35Reflection can be considered a particular (coherent) case of scattering.
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The oriented elementary surface power density of a quasi-monochromatic wave
traveling in direction s0 from V 0 towards the sensor is expressed in terms of the
spectral radiance by (9.19)

dPPP.s0/ D I�.s0/ d˝ d� s0 :

The elementary power captured by the antenna pointing in the direction �so is then
proportional to the spectral radiance in the direction s0:

dWr.�s0/ D Ae.�;�s0/ dP.s0/ D Ae.�s0/I�.s0/ d˝ d� :

The total power received by the observing system derives from the contributions
from the various directions, taking into account the bandwidth of the receiving
channel and, especially at microwaves, the field polarization (cf. Sect. 11.2.2).

Within this general frame, the features of the signal are peculiar to the kinds of
sensors and of observation techniques.

11.4.2.1 Signal in Passive Microwave Observation of the Surface

Observation of thermal emission is characterized by incoherency between fields
arriving from different directions�s0.#; '/ and in different spectral intervals. There-
fore, the power received by a radiometric channel of bandwidth Δ� D �2 � �1 is

Wr D
ˆ �2

�1

“

˝

Ae.�;�s0/ I�.s0/ d˝ d� : (11.33)

In case no contribution comes from outside the terrestrial environment, the angular
integration is limited to the solid angle˝ D ˝E under which the Earth is seen from
the sensor.

The area ΔA of the portion of the Earth’s surface observable at a given time
(Fig. 11.21) is determined by the dimension (11.27) of the antenna footprint. To
attain the required spatial resolution and signal-to-noise ratio, radiometric antennas
need high values of their directivity pattern in a narrow angular range around the
boresight direction # D 0 and low values at wider angles. With reference to the
circular aperture diffraction-limited pattern modeled in Sect. 11.3.1.1, a common
assumption is

Ae.#/ D AM for # <
#dl

2
I Ae.#/ D 0 for # >

#dl

2
� (11.34)

In the narrow angular range 0 � # < #dl=2, the spectral radiance is reasonably
assumed independent of direction, i.e.,

I�.#; '/ � I�M ;
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so that the power Wr captured by the circular radiometric antenna per unit bandwidth
is

Wr ' 2 AMI�M

ˆ #dl=2

0

sin# d# D 2 AMI�M Œ1 � cos.#dl=2/� :

The narrow beam width allows cos.#dl/ to be approximated by its truncated
McLaurin expansion

cos.#dl/ ' 1 � #
2

dl

8
,

so that

Wr '  

4
AM I�M #

2
dl ;

or, by expressing the boresight effective area AM in terms of the antenna gain DM,

Wr ' Cp

16
�20DM I�M #

2
dl :

The factor Cp accounts for the polarization response of the radiometric system.
Given the commonly used approximate relation between gain and beam width (in
radians) of high-directivity antennas,

DM #
2

dl � 16 ;

the received power is suitably given by

Wr ' Cp �
2
0 I�M : (11.35)

Equation (11.35) expresses the expected and quite useful result that the captured
power is proportional though the square of the wavelength to the spectral radiance in
the direction of the antenna boresight. The radiance at the sensor location is related
to the radiance upwelling at the surface level by the basic relation (9.40):

I�M D I�M.0/ e�a C I�Ma ; (11.36)

where I�M.0/ is the spectral radiance at the surface level containing the information
on the observed spatial resolution cell, e�a � Ta is the atmospheric transmissivity
and I�Ma is the spectral radiance added by emission and scattering from the
interfering atmosphere in the direction of observation s0M, which coincides with the
antenna boresight. Therefore, within the approximation (11.34), the received power
(11.36),
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Wr ' Cp �
2
0 ŒI�M.0/CAa I�Ma�Ta D WrS CWra (11.37)

consists of the power WrS arriving from the resolution cell observed on the surface
of the Earth and of the contribution Wra coming from the crossed atmosphere. The
information on the surface is contained in I�M.0/, the measurement of which is
corrupted by the atmospheric radiance I�Ma amplified by the the attenuation Aa � 1
of the atmosphere interposed between the ground and the sensor. Equation (11.37)
confirms that the observation of the surface is hampered by the atmosphere, the
noxious effect of which is clearly enhanced by increasing attenuation.

Moreover, albeit small, Ae.#/ ¤ 0 for # > #dl=2. Consequently, stray-radiation
power Wsl is received also through the side lobes, hence coming from zones of the
surface outside the resolution cell at which the antenna aims its boresight. The power
Wsl, which depends on the antenna beam efficiency �B < 1 [95, Chap. 4], adds as
noise, just like Wra. Further noise power WN, including thermal noise, is expected to
originate from the system hardware itself and by the processing chain.

To sum up, the power WrS which carries the useful information on the observed
portion of surface, i.e., the signal, is given comprehensively by

WrS D Wr �Wra �Wsl �WN :

The stray-radiation power and the system noise add to the atmospheric interference
in increasing the overall noise, while, given (11.37), the attenuation, which, because
of reciprocity (cf. Sect. 9.2) is in general correlated positively with the radiance of
atmospheric origin, plays a crucial role in reducing the measurement signal-to-noise
ratio.

The spectral radiance I�M.0/ of the surface resolution cell singled out by the
pointing direction of the radiometer antenna depends on the emissivity eS and
temperature TS of the surface36 according to (8.38) and (8.39):

I�M.0/ D eS B.�;TS/ ' eS

2c0k TS

�40

,

whence the radiometric signal is

WrS.�/ ' Cp eS

2c0k TS

�20
Ta :

In terms of frequency (cf. Sect. 8.2.2.1),

WrS.f / ' 2Cp eS k TS Ta :

36It should be remembered that the emissivity depends on polarization according to the basic results
throughout Chap. 8, and that usually TS is an equivalent temperature.
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It is customary to refer the received power to the antenna temperature TA introduced
by

Wr :D Δf k TA ;

where Δf if the frequency bandwidth of the receiving channel. The signal tem-
perature TAS expresses the contribution per unit bandwidth from the surface at
temperature TS:

TAS :D eS TS Ta :

In the ideal case of unit emissivity and no atmospheric extinction,

TAS � TS ;

i.e., the signal antenna temperature coincides with the temperature of the observed
element of surface. The contributions to the received power are frequently expressed
in terms of brightness temperature (8.40) in place of spectral radiance:

– the interfering power contributed by the atmosphere is expressed in terms of the
atmospheric brightness temperature TBa;

– the power received through the antenna side lobes is expressed in terms of the
off-boresight brightness temperature TBsl;

– analogously, the noise power is expressed though a noise temperature TN.

The signal temperature TAS is then derived from the measured antenna temperature
TA by

TAS D eS TS Ta D TA � TBa � TBsl � TN : (11.38)

Equation (11.38) once again points out the need to account for the detrimental
effects of atmospheric extinction, beam efficiency and system noise when interpret-
ing the radiometric data.

11.4.2.2 Signal in Passive Optical Observation

Apart from particular systems with interferometric configuration such as SMOS, the
field incident onto the elements of the aperture of a microwave antenna adds in phase
in the focal point to form the total field that is then detected to yield the received
signal. In common optical systems, the detector that converts the arriving radiation
into the electric signal has a distributed structure and, if the system does not include
coherent (heterodyne) detection [85], the elements of the detector act independently
in converting the field collected by the aperture into elementary signals that add
irrespective of their phase to yield the total received signal. With reference to
the reciprocity-based approach of Sect. 11.2, the external field ET in microwave
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antennas is originated by a single virtual point source located in the focal point
of the system, whereas, in optical systems the external field must be regarded as
the superposition of the fields contributed incoherently by the elements of a virtual
extended source distributed in the focal plane.37

This substantial structural difference constrains the microwave systems to oper-
ate in a diffraction-limited mode, so that their receiving pattern is determined by
the radiating properties of the antenna aperture, in particular, by the wavelength-
to-dimension ratio. Instead, the receiving properties of incoherent-detection optical
systems are affected by the size of the individual detecting element and by the
system focal length, the ratio of which limits38 the instantaneous field of view
(IFOV), defined as the angle through which the individual detector is sensitive
to radiation [79, Chap. 4]. As a consequence, the effective area of an optics-
limited system is independent of the attainable spatial resolution: for given spectral
radiance, the received power can be varied by varying the aperture dimension,
irrespective of the angular resolution, which is set by the linear IFOV angle #if,
determined by the optics. As outlined in Sect. 11.2.2.1, the effective area of an
optical telescope is close to that of a uniformly illuminated circular aperture and,
if the system does not include heterodyne detection or polarizing components, it is
independent of polarization.

The basic expression (11.33) of the incoherent power captured by an aperture

Wr D
ˆ �2

�1

ˆ  
2

0

ˆ 2 

0

Ae.�; #; '/ I�.�; #; '/ sin# d' d# d�

is simplified, as in the previous Sect. 11.4.2.1, under the assumption that

Ae.�; #; '/ � Ae.�; #/ D T .�/Ag for # <
#if

2
I Ae.�; #/ D 0 for # >

#if

2
,

where Ag D  a2 is the geometric area of the circular aperture of radius a and
T .�/ accounts for the instrument spectral response. By assuming the constant
spectral radiance I�M in the boresight direction, i.e., in the narrow angular range
0 � # < #if=2, the power reaching the individual sensor in a given spectral
channel is

Wr '  Ag T .�c/ I�M.�c/ #
2

if ; (11.39)

where T .�c/ is the channel spectral response39 referred to a suitable “central”
wavelength �c. The presence of the geometric aperture area Ag in (11.39) sets the

37The reciprocity approach replaces receiving devices with virtually transmitting ones, keeping
phase features.
38In practice, the IFOV angle is generally determined by the field stops forming the instrument
optics.
39The effective area Ae includes the spectral response for each instrument channel “centred” on �c.
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difference of receiving behavior between the present optics-limited systems and the
diffraction-limited ones, which capture power according to (11.35).

11.4.2.2.1 Observation in the Visible/NIR

The basic relation (9.40) and its outcome (11.36) clearly hold for the spectral
radiance I�M at the sensor location in the wavelength range from visible to near
infrared. According to (9.48), the information is now embedded in the solar radiance
“reflected” by the surface

I�M.0/ D R� Iˇ
� .0/ ;

which is interfered by the radiance I�Ma originated by the atmospheric scattering
of the solar radiation into the aperture boresight40 direction. The power (11.39)
received in the spectral channel centered about �c,

Wr D  Ag T .�c/ #
2

if R� Iˇ
� .0/Ta CWN D WrS CWN ;

consists of the signal power WrS carrying information on the spectral reflectivity R�

of the resolution cell singled out by the solid-angle IFOV of the optics, and of a noise
term WN including interfering scattered solar radiation and overall system noise. The
received power must by cleared of the noise to exploit the useful signal WrS.

11.4.2.2.2 Observation in the TIR

Following Sect. 9.3.2, the boresight spectral radiance I�M at the sensor location is
now related to the spectral emissivity e�S (8.38) and temperature TS of the surface
by

I�M D e�S BS.TS/Ta C I�Ma :

The transmissivity Ta in the frequently encountered non-scattering case depends on
the absorption by the atmospheric constituent gases and suspended small particles,
while the interfering radiance I�Ma is reciprocally contributed by the thermal
emission along the atmospheric path (cf. Sect. 9.3.2). Therefore, the part of received
power which carries information on the features of the surface observed in a TIR
channel centered on �c is given by

WrS D  Ag T .�c/ #
2

if e�S BS.TS/Ta D Wr �WN :

40As usual, the aperture boresight is assumed to be the system pointing direction.
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11.4.3 Radar Observation

Radars were originally devised to detect objects [41, 104] of limited dimensions,
typically aircrafts and ships, and to obtain some information on them, by capturing
the part of scattered electromagnetic power forming the echo. The measured
quantities regarded essentially distance, obtained from the time interval between
the transmission of the signal and the arrival of the echo, and radial velocity,
estimated from the Doppler frequency shift (3.19). The radar operation soon reached
out mapping [3] of large targets. Discrimination between scattering from different
portions of the observed scenario, attained by jointly exploiting time of arrival and
Doppler features, led to SAR systems [54], for which relative radial motion between
platform and elements of extended objects is needed.

It is the peculiar capability of measuring distance that adds crucial value to
active systems inasmuch they reckon with the third dimension of the terrestrial
environment. Mapping targets in 3-D is directly based on comparing the returned
wave against the transmitted one in the time domain. Moreover, information on the
third dimension can be retrieved effectively from the relations of phase of the field
sampled in different radar positions, i.e., in the space domain. SAR interferometry
[9] is based on this feature.

11.4.3.1 Basic Radar Operation

For a first understanding of basic radar operation [89, 90], reference is made to
Fig. 11.22. The wave radiated by the radar that impinges on the far object is locally
plane and carries an areic power given by (3.37), taking definition (11.8) into
account:

R

WT

H (i)

E (i)

Wr

PP(s) P(i)

H (s)

E
(s)

Fig. 11.22 In common ground-based radar applications, e.g., air traffic control, the system
transmits the power WT. The radiated wave travels in the atmosphere and hits an object (the aircraft)
at distance R; the wave returned by scattering from the target originates the echo, characterized by
the received power Wr
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P .i/ D DM WT

4 R2
e
�2

ˆ R

0

˛e.f ; s/ ds
: (11.40)

The power density (11.40) is expressed in terms of the radar antenna gain41 DM

defined in Sect. 11.1, of the transmitted power WT and of the distance R of the target
from the radar, taking also account of the atmospheric extinction ˛e introduced in
Sect. 9.2. Negligible atmospheric scattering allows use of absorption (5.39) in place
of extinction. Scattering from the materials forming the object occurs according to
the properties of the bistatic scattering cross-section �.r.i/0; r.s/0 / outlined in Sect. 7.2.
In particular, the angular power density P.s/ leaving the target in the backward
direction is obtained by definition (7.17):

P.s/.r.i/
0
;�r.i/

0
/ D �b.r

.i/
0 /P .i/

4 
�

The backscattered wave coming back to the radar antenna carries a surface power
density

P .s/ D �b.r
.i/
0 /P .i/

4 R2
e
�2

ˆ R

0

˛e.�0; s/ ds
;

which, by substituting (11.40) for P .i/, is

P .s/ D DM WT �b

.4 R2/2
e
�4

ˆ R

0

˛e.�0; s/ ds
:

The basic model of radar signal assumes that the backscattered wave is monochro-
matic and comes from a single direction, the one in which the target is being
observed by the system. This assumption translates into modeling the spectral
radiance as an impulse function42 both in angle and in frequency, so that (11.33)
reduces to (11.22). Then the radar antenna in receive mode captures the power

Wr D AeP .s/ D Ae DM �b

.4 R2/2
WT e
�4

ˆ R

0

˛e.�0; s/ ds
:

Use of the relation (11.23) between gain and effective area yields the alternative
expression

41The target is assumed to be in the direction of the antenna boresight.
42Accurate analysis actually requires considering the point spreead function [12, 34] of the system.
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Wr D
�2A A2g �b

4 �20 R4
WT e
�4

ˆ R

0

˛e.�0; s/ ds
; (11.41)

which highlights the role of the antenna dimensions and of the wavelength.
The received power Wr forms the echo of the target, the backscattering properties

of which are represented by its cross-section �b. Equation (11.41) is the basic radar
equation. It points out the heavy effects of the distance and of the atmospheric
attenuation on the received power: the signal received by far, say at R � 102 km,
scatterers is quite low, hence, measuring �b with adequate signal-to-noise ratio
calls for operation in atmospheric windows, high peak power, large and efficient
antennas, advanced receivers and sophisticated signal processing.

The radio-frequency source is replaced by an optical one in lidar observations
[47, 83, 103], without formal modification of the radar equation.

11.4.3.2 Radar Mapping

When the target is an extended object, purpose of the observation is clearly not
the measure of the backscattering cross-section it presents globally, rather, the
determination of its local scattering features, from which information on its detailed
structure can be retrieved. A suggestive example of target mapping is the radar
image of the orbiting ENVISAT satellite shown in Fig. 11.23.

Fig. 11.23 Radar image of
the orbiting ENVISAT
satellite (Image credit:
Fraunhofer Institute) Large solar panel

Antenna for radar

Main body

FRAUNHOFER INSTITUTE
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R
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ΔR

WT

E(i)

E(s)
H(i)

Wr

P(i)

H(s)

P(s) V´

Fig. 11.24 A meteorological radar observing a precipitating cloud: the system identifies the
resolution cell V0 from which the received power Wr originates

To further clarify radar imaging and to extend the concept to the three-
dimensional case, reference is made to a meteorological radar [2] that maps
the precipitating cloud of Fig. 11.24 by sampling its local scattering. Differently
from the conventional radar detection of a single isolated object such as an
aircraft, mapping requires that the power scattered by a portion of the target be
discriminated in the three dimensions against that coming from adjacent portions.
Space discrimination is accomplished in 3-D by

• angular localization associated both with the pointing direction of the antenna
and with its beam width #A (11.28);

• range localization based on the time of arrival Δt of the echo and on the radar
pulse duration £p.

The angular positions of two cloud portions appear distinct43 if the scattered fields
which reach the radar antenna come from directions at an angular distance #2 � #1
such that

#2 � #1 > #A ' �0

DA

,

where DA is the dimension of the antenna aperture. In turn, the locations of two
cloud portions appear distinct in range if the times Δt1 and Δt2 at which two echoes
arrive are such that

43Different angular discrimination criteria may be found.
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Δt2 � Δt1 >
£p

2
�

The sample at time t0 of the incoming scattered power is attributed to the cloud
volume V 0 D ΔSΔR having:

• transverse section of area

ΔS '  

4
# 2

A R2

around the time-varying known44 direction r0 Œ#.t0/; '.t0/� of the steered antenna
beam axis;

• range interval

ΔR D c0 £p

2

around the distance

R D c0 Δt

2
, (11.42)

where the time of arrival Δt of the sampled echo power is counted from the time,
say t0, at which the pulse was transmitted.

All water or ice particles45 present in the scattering cloud volume V 0 contribute
indiscriminately to the received power, hence the positions of individual scatterers
in V 0 cannot be singled out.

11.4.3.3 Radar Observation of Earth

Some space-based radar missions are dedicated to meteorological observations like
in the previous example and as further discussed in Sect. 14.1.2, but the Earth’s
surface is the target for which radar mapping finds wide and numerous applications
[50, 96, 97]. Satellite altimetry [10, 40, 72] maps the height of the Earth’s surface
with respect to the reference ellipsoid by estimating distance (11.42) from the
measure of satellite-to-surface round-trip time. The basic topographic parameter is
just one example of the wealth of information that a radar is able to gain, as outlined
later in Sects. 14.1.2 and 14.2.2. To this end, the features of backscattering must be
addressed.

44The radar system scans the region of atmosphere to be monitored by changing the direction of
the antenna boresight with time, either mechanically or electrically, in a known fashion.
45Also aerosol particles in lidar observation.
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When interest is in the local behavior of scattering, following the general
approach of Sect. 7.1, the power scattered by the volume V 0 corresponding to a
portion of the reference surface (e.g., cf. Fig. 10.22) must be discriminated against
that coming from the volumes underneath adjacent areas. Discrimination is based
on the antenna features and on the pulse duration just as before, with the suitable
modification required by the two-dimensional nature of the surface. The received
power is attributed to a volume delimited along the track (Fig. 11.21) by the
horizontal width of the antenna main lobe, and longitudinally by the ground range
set either by the main lobe or by the pulse duration and by the angle of incidence.
The footprint is centered about the point of intersection of the antenna boresight
with the earth surface. Figure 11.25 shows the relevant parameters involved in the
surface observation from a space-based radar. The along-track dimension da of the
ground resolution cell is46

da ' �0

2a
R ; (11.43)

ϑh=

2a
λ
2a

d R
=(

pc
c o)

/2R=Δtco
2

d a=
ϑ h

R

Fig. 11.25 Geometry of space-based radar observation of the surface with indication of the
instantaneous footprint (shaded area) (Credit: satellite image, ASI; artwork by A. Perrone, Tor
Vergata University Earth Observation Laboratory)

46Substantially analogous alternative definitions can be found.
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while, given the antenna size and the distance, the dimension dr in the ground-
range47 direction is related to the pulse duration £p by

dr D c0£p

2 sin �.i/
�

The available pulse compression techniques allow to achieve very short pulse
durations, so that ground range resolution dr . 1m can be attained for usual
incidence angles �.i/. Instead, the obviously constrained dimensions of a space-
borne antenna set a substantial limit to the along-track or azimuth resolution,
typically da & 10 km for observation from space,48 as mentioned in Sect. 11.3.1.1.

Since decametric or even metric spatial resolution is needed by a majority of
current environmental applications, an antenna that can be actually installed on
a space platform is not able to meet the specifications. However, the synthetic
aperture technology [25] provides the means of extending the width 2a of the real
antenna far beyond its physical dimension by suitable processing. The synthesis is
essentially modeled by the numerical integration of the received complex field49

over a sufficiently long portion of orbit, so that the aperture Ag in (11.25) is streched
in the horizontal direction. For instance, integration over an orbital segment a few
kilometers long yields an along-track spatial resolution of the order of 1 m. Based
on this technique, depicted in Fig. 11.26, space-based Synthetic Aperture Radars
are able, at least in principle, to attain decimeter resolution.50 Aperture synthesis
overcomes the limit to the azimuth resolution set by the mechanical dimension of
the real antenna and, together with pulse-compression technology, allows attaining
dimensions of the pixel that are of the same order both in azimuth and in ground
range. Figure 11.27 provides a further schematic view of the observation geometry
together with indication of relevant parameters and of the used nomenclature.

11.4.3.4 SAR Observation of the Surface

The length Ls of the synthetic antenna is determined from (11.43) once the desired
azimuth resolution da is specified [26]:

Ls D R
�0

da
�

47The difference between ground range, that is along the reference earth surface, and slant range,
i.e., along the satellite-to ground path, should be well kept in mind.
48The limitation in spatial resolution set by the distance R in (11.43) is clearly mitigated when the
observations are carried out from aerial platforms.
49Practical reasons related to the processing time lead to a synthesis technique exploiting the
Doppler frequency shift of the received scattered field.
50Enhanced spatial resolution may require particular observing techniques, such as the spotlight
mode.



Fig. 11.26 Antenna azimuth synthesis exploiting the motion of the radar platform, here rep-
resented at sequential times, yields enhanced azimuth angular resolution, as suggested by the
resulting synthesized radiation pattern (in the center) narrower in the horizontal plane than the
individual antenna beams; 2a is the horizontal dimension of the real antenna, Ls is the length of
the synthetic antenna (Credits: COSMO-SkyMed satellite, ASI; South Italy night image, NASA;
artwork, A. Perrone, Tor Vergata University Earth Observation Laboratory)

Fig. 11.27 SAR acquisition geometry, nomenclature, and scattering cell V0 corresponding to a
surface pixel S0 of area ΔA (cf. Fig. 10.22) with horizontal dimensions in azimuth (da) and in
ground range (dr) determined by synthetic aperture length Ls and compressed pulse duration £pc,
respectively
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The satellite51 traveling at speed vs covers the orbit segment of length Ls in the
synthetic antenna time

Δts D Ls

vs
�

In this time, the radar operating at a pulse repetition frequency (PRF) fpr transmits
Ns pulses, where Ns is given by

Ns D fpr Δts D fpr
Ls

vs
D fpr

�0

da

R

vs
�

By adding over Ns pulses the energy received from a given resolution cell for each
transmitted pulse, an antenna of length Ls is synthesized, provided the system keeps
track of the phase of the received field from pulse to pulse. Therefore, the primary
output of the SAR processing chain consists of the synthesized power52

Wrs D Ns Wr D Ns
�2A A2g
4 �20 R4

�b WT ;

where �A Ag D Ae is the effective area of the real satellite antenna and WT is the
power delivered by the radar transmitter. Thanks to the synthesis processing and
pulse compression, the horizontal dimensions of the resolution cell originating the
synthesized power Wrs are reduced to

da D �0

Ls
RI dr D c0 £pc

2
csc �.i/ ;

where £pc is the duration of the compressed pulse. Note that, by decreasing the
duration of the pulse, compression not only enhances the range resolution, but also
increases the instantaneous radiated power

WTc D £p

£pc
WT ;

thus improving the signal-to-noise ratio. By substituting for Ns and accounting for
the pulse compression, the synthesized received power becomes

Wrs D A2e
4 �0 R3 vs £pc da

�b WT ;

51The formalism is readily extended to airborne platforms.
52Atmospheric extinction is neglected here.
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where WT denotes the power transmitted by the radar averaged over the synthetic
aperture time. The backscattering cross-section �b of the observed resolution cell is
related to its backscattering coefficient �0 by (7.22), so that the power received by
the synthetic antenna is

Wrs D A2e f

8 R3 vs
csc �.i/ �0 WT : (11.44)

Equation (11.44) refers to a surface pixel observed at local incidence angle �.i/ by a
SAR operating at frequency f . The increase of Wrs with decreasing incidence angle
can be noted. The independence of the received power from the dimension of the
pixel is only apparent, since WT is proportional to £pc, hence to dr and, moreover,
v�1

s is proportional to L�1
s , hence to da.

The SAR equation (11.44) relates the received signal to the backscattering
properties of the terrestrial environment through a relation which differs from the
“static” radar equation (11.41). Indeed, quantities that are peculiar to the aperture
synthesis are involved, such as the motion of the radar platform, the speed of the
latter, and the average power over the synthesis time.

Thanks to SAR, decametric-resolution radar images are commonly made avail-
able by public and commercial providers. Spotlight [19, 49] images are also
commercially available down to 1 m resolution53 and are possibly doomed to reach
decimeters, as the security regulations are relaxed. From this point of view, the radar
images are competitive to the optical images, which are publicly available at metric
resolution, or even finer, especially in the panchromatic mode [29].

On their side, real-aperture microwave radiometric systems are not able to attain
analogous performances regarding spatial resolution, given the feasible wavelength-
to-dimension ratio, after all like real-aperture radars. The antenna synthesis [64, 65,
71, 81], is a key issue to boost the resolution of passive observations.

11.4.3.4.1 Antenna Elevation Synthesis

The motion of the radar platform along its orbit or flight path allows to synthesize the
antenna in the horizontal direction, with corresponding enhancement of the angular
resolution in azimuth. The satellite orbits being not exactly the same, repeated passes
of the platform over a given area occur at slightly different heights. This feature
offers the means of synthesizing the antenna in the vertical plane, to create enhanced
angular resolution in elevation [76]. The antenna elevation synthesis, clearly less
direct than the azimuth synthesis which is carried out over a single pass, is achieved
by utilizing acquisitions at the times of the different passes. Figure 11.28 shows a
sketch of the synthesis in elevation.

53The theoretical limit da D a (Fig. 11.27) is overcome by suitable synthesis processing.
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Fig. 11.28 Sketch of antenna elevation synthesis exploiting radar acquisitions by passes of the
platform at different heights (Credits: COSMO satellite, ASI; northern and central Italy image,
NASA; artwork, A. Perrone, Tor Vergata University Earth Observation Laboratory)

11.4.4 Lidar Observation

As noted in Sect. 10.2.5, remote sensing laser systems [66, 86] operate like radars in
observing targets on the surface of the Earth [83, 106], in its atmosphere [48, 107]
or in sea shallow waters [103]. They primarily measure the distance between the
sensor and a reference location within the illuminated volume on land, water body
or in the air. In surface observation, the output of the receiving chain provides maps
of elevation, especially required in urban areas. By processing the amplitude of
the echo waveform, range (e.g., vertical) profiles of backscattering intensity are
also reconstructed, from which the mutual position and scattering properties of
multiple objects are inferred. The structure of vegetation canopies and the profiles of
atmospheric aerosols are suggestive examples of the information that is embedded
in the full-waveform data of lidar returns. Lidar fluorescence spectra prove also
useful in sensing parameters of interest of land, marine and atmospheric diverse
environments [5, 20, 55], as outlined in Chap. 14.
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Getting to the Heart of Observing Systems

A smattering of remote sensing systems helps us understanding many features of the
Earth observation products a user may be dealing with. Indeed, issues like the spatial
resolution at which the images are acquired or the change of their appearance at
different polarizations are explained by resorting to the structure of the instrument,
and, in particular, of its radiant element. So, matters like antennas and apertures,
which only occasionally are part of the education of EO users, are introduced, even
if just enough.

When radiation comes into play, the electromagnetic formalism pops out. We use
transmission line concepts to express both the transmitted and the received power.
Equivalence reduces the system to a diffracting aperture the radiating properties
of which are described by the directivity function. Reciprocity provides us with
a further powerful tool that relates the power captured by the system to its inner
structure. Directivity function, gain and effective area are thus defined and related
to a unique physical quantity, which, besides, explains the polarization-selective
performance of polarimetric systems. We realize that it is not only the operation
of active systems that is characterized by the radiating properties of the aperture,
but also the receive-only passive systems behave according to their virtual radiant
features. Therefore, the knowledge of the directional properties of the apertures is a
key element for the comprehension of the EO products.

Active and passive systems are commonly equipped with circular or rectangular
apertures. Specifying the radiation formalism to two-dimensional sources leads to
the angular pattern for the shape at hand. Some analytical effort involving special
functions reveals that circular diffraction-limited systems capture the power arriving
within an angular range about the pointing direction. The angle beyond which the
system loses sensitivity is directly proportional to the wavelength and inversely to
the diameter of the aperture. The crucial aspect is that the angular discrimination
determines the spatial resolution at which the system is able to observe the target
from a given distance. We find that the rectangular apertures behave in an analogous
fashion, with the dimensions of the sides in place of the diameter.

The role of antennas and apertures is then outlined, especially with regard to
the spatial resolution attainable by the observing system. We are reminded that
an image is the mapping of the result of an electromagnetic interaction with the
terrestrial environment. The picture element is identified by the along-the-track
and ground range coordinates, with the corresponding resolutions determined by
the beam width of the real apertures in the horizontal and vertical planes. The
directional properties of the radiating systems affect the signal-to-noise ratio of the
measurement as well, both for microwave and for optical observations. We realize
that aperture dimensions large with respect to wavelengths are ordinarily demanded
by EO systems.

Radar sensing is worth a separate discussion. The particularity resides in the
third dimension that active systems obtain directly by measuring time delays. The
localization of the target is complete, since the angular localization, identified by
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pointing direction and beam width of the antenna, is accompanied by the range
localization, based on the measurement of the time at which the echo of the
transmitted pulse arrives and on the duration of the latter. The phase-preserving
capability of radar systems allows a further crucial advance: the angular resolution
is enhanced through the implementation of synthetic antennas. Actually, it has to be
added that some peculiar problems arise in mapping the Earth’s surface by radar, not
only because the effect of the pulse duration combines with the one of the incidence
angle, but also because orography and range mix up in the measurements.
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Chapter 12
Earth Surface Rendering from Images

It has been mentioned that an image of the surface of the Earth is a two-dimensional
representation, i.e., a map, of a three-dimensional object. Each elementary portion
(pixel) of the surface in the image is distinguished from the surrounding ones and
is located, according to the features of the Earth observing system that produces the
image.

Optical passive systems, which deliver maps of the scattered solar radiation,
single out the pixels according to their IFOV (Sect. 11.4.2.2) and locate them
in the direction at which the optics boresight aims at each acquisition time.
Images from microwave radiometers, which exploit the radiation emitted by the
terrestrial environment and operate on a diffraction-limited mode (Sect. 11.3.1.1),
are produced in a generally analogous fashion, with spatial resolution related to the
antenna beamwidth and pixel position identified by the direction of the boresight.

The images produced by the radar systems differ from those of the passive
sensors. The spatial resolution in azimuth1 still depends on the antenna beam width
in the horizontal plane, but with the peculiar possibility of being enhanced by
the aperture synthesis (Sect. 11.4.3.3). Instead, the difference is substantial in the
ground range direction. In this direction the resolution is generally independent of
the beam width in the vertical plane, because it is controlled by the duration of the
radar pulse,2 which can be made very short by the compression technique. But what
especially distinguishes active system images from the passive ones is the modality
of pixel identification and positioning in range. In fact, the position of a target is
essentially related to the time of arrival of the echo, i.e., to the distance between
platform and source of scattering, rather than to the instantaneous direction of the

1The azimuth direction is parallel to the line of flight indicated in Fig. 11.27.
2The antenna elevation synthesis mentioned in Sect. 11.4.3.4.1 is disregarded.
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antenna boresight.3 This feature makes the appearance of SAR images substantially
different from that of the optical ones.

Analyzing the mechanisms that govern the generation of the images is necessary
to understand the underlying features of the observed targets, as well as to counteract
the noxious artifacts that the sensing system may possibly introduce into the
representation of the various scenarios.

12.1 Range Positioning in Images of the Earth’s Surface

Given the difference in the mechanisms yielding the geometric features of the
images, the range positioning characteristics of passive systems are to be compared
against those of the active ones. Special attention must be devoted to how the
third dimension, i.e., the elevation, affects the position in range of pixels located
at different heights with respect to the geodetic reference surface.

12.1.1 Range Positioning by Passive Systems

A passive system locates the center of a pixel at the intersection of the geodetic
reference surface with the direction of observation r0 D �s0 D �ˇ

.s/
0 , identified

as that of the boresight of the optical system, under the assumption of negligible
refractive effects in the atmosphere (cf. Figs. 9.4 and 11.21).

12.1.1.1 Flat Surface

In case of the flat surface depicted in Fig. 12.1, the centers of the pixels A, B, : : :, E,
corresponding to the points A’, B’, : : :, E’ on the topographic map, are imaged
by a passive sensor, operating, for instance, at optical wavelengths, in the points
Ai, Bi, : : :, Ei coincident with A’, B’, : : :, E’. Therefore, the relative topographic
range positions Rg of the pixel centers are reproduced in the image.

12.1.1.2 Surface with Elevation

The relative positions of the points in the image of the surface with an elevated area
shown in Fig. 12.2 differ from those of the flat surface. Indeed, the range Rg of the
intersection Ci of the geodetic reference surface with the observing direction passing
through the elevated point C deviates from the range of its topographic location C’
according to the height z of C and to the angle of observation � . Consequently,

3In case of synthetic aperture radar observation, the absolute location of a pixel on the reference
geoid is derived from the SAR platform position through the Doppler image forming algorithm
[9].
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Fig. 12.1 Range positioning by a passive optical system of pixels on flat surface: (a), pixel centers
A, B, C, : : : ; (b), topographic projection of pixel centers A’, B’, C’, : : :; (c), images of pixel centers
Ai, Bi, Ci : : : . The pixel images are co-located with the topographic projections
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Fig. 12.2 Range positioning by a passive optical system of the pixels on a surface with elevation:
(a), pixel centers and ground-range projection of pixel centers; (b), images of pixel centers. The
image Ci of the elevated pixel center C is located at a ground distance Rg larger the topographic
one C’; the position of Ci has to be compared with the corresponding one of Fig. 12.5

higher pixels are located at larger distances from the ground track of the observing
platform. The optical image of Manhattan taken on 12 September 2001 and shown
in Fig. 12.3 points out the dramatic effect of elevation on the positioning of tall
objects, particularly evident for the almost vertical smoke plume, the image of which
is widely spread in range. Based on purely geometric considerations, the center of
pixel C at height z is imaged in Ci, displaced by ΔRg D C0Ci D z tan � from its
topographic range location. Therefore, the distance between the images of points on
the slopes differs from that on the geodetic surface. In particular, with reference to
Fig. 12.2,

BiCi D B0C0 C z tan � I CiDi D C0D0 � z tan � :
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Fig. 12.3 Optical image of Manhattan taken on 12 September 2001: the effect of the elevation in
moving the high pixels away from the satellite ground track is dramatically highlighted especially
by the taller buildings and by the smoke plume (Credit: Space Imaging)

Elevated pixels, as those of the roofs or of the front walls of the buildings, are imaged
at ranges which are larger than those of their topographic positions. For the same
reason, the dimension in range of the pixels laying on the slopes facing the satellite
are stretched, whereas those on the opposite slopes are shrunk.

12.1.2 Range Positioning by Active Systems

An active (radar or lidar) imaging system attributes the value of the echo (power
or complex field) sampled at time Δt to a pixel centered on the range R given
by (11.42). It is important to note that the distance R is in slant range, that is, along
the electromagnetic trajectory from the space platform to the observed terrestrial
object, as indicated in Fig. 11.27. As a matter of fact, applications often require
distances in a geodetic reference grid. The slant distance R must then be converted
(re-projected) into the ground range Rg on the geodetic surface, that is, into the
distance of the observed target from the reference origin.
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Fig. 12.4 Range positioning by an active system of the pixels on flat surface: (a), pixel centers;
(b), ground-range projection of pixel centers; (c), images of pixel centers. Note that the image
points are co-located with the ground-range projections, as in the passive case (Fig. 12.1)

12.1.2.1 Flat Surface

Figure 12.4 shows a sequence of pixels on a flat surface, with the corresponding
topographic locations and radar images. As said, the active systems basically locate
the pixels at the ground ranges Rg identified by the times of arrival of the echoes.
Since the angle of observation � is locally (almost) the same for all pixels on
the flat surface, the correspondence between ground range and time of arrival is
biunivocal for the given angle,4 i.e., the conversion factor from slant to ground
range is independent of the pixel center position on the surface. Therefore, both
the absolute and the relative range positions of the pixel centers are reproduced in
the radar image of the horizontal flat surface. The absolute and relative distances in
slant range of two contiguous pixels, for instance those centered on B and C, derived
from the times of arrival Δt of the respective echoes, are

RB D c0ΔtB

2
I RC D c0ΔtC

2
I

RBC � RC � RB D c0
2
.ΔtC � ΔtB/ :

The distance R in slant range is then transformed into ground distance Rg through
the incidence angle5 � . The relative distance on the geodetic reference flat surface
of the images Bi and Ci of the pixels B and C is

4Recall that the refractive effects of the atmosphere are neglected.
5To simplify the notation, the incidence angle denoted by �.i/ in Fig. 11.27 is now � .
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Fig. 12.5 Range positioning by an active system of the pixels on a surface with elevation: (a), pixel
centers and ground-range projection of pixel centers; (b), images of pixel centers. Note that the
image Ci of the elevated pixel center C is located at a ground distance smaller than the topographic
one C’; the position of Ci has to be compared with the corresponding one of Fig. 12.2

BiCi � RgBC D RBC csc � D c0
2
.ΔtC � ΔtB/ csc � : (12.1)

The resolution in ground range dr is correspondingly related to the resolution in
slant range dR through the incidence angle by

dr D dR csc � D c0£c

2
csc � : (12.2)

12.1.2.2 Surface with Elevation

When the area imaged by a radar is not flat, substantial differences with passive
imaging arise. Differently from the passive ones, active systems derive the ground
range Rg of the target from the time of arrival of its echo, time which depends on the
slant range R, that is the electromagnetic path length between space platform and
scatterer. The slant range R clearly depends on the elevation6 z of the target: with
reference to the elevated pixel C in Fig. 12.5, the distance RC between platform and
C is

RC D RC0 � z cos � ; (12.3)

where C’ is the pixel C reduced to z D 0, i.e., lowered onto the flat surface. Given
the relation (12.1) between ground and slant ranges, (12.3) indicates that the image
Ci of C is displaced towards the radar ground track with respect to its topographic

6Height above the reference surface is denoted by the variable z from now on.
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Fig. 12.6 West-looking RadarSat-2 image of the Albani hills volcanic area, near Rome, Italy:
eastward slopes are shrunk, westward slopes are stretched (Credit: data, CSA/CCRS SOAR Project
1488; processing by Tor Vergata University Earth Observation Laboratory)

position C’. In particular, the distance between the image of the elevated pixel C and
that of one, say B, on the flat surface, is obtained by combining7 (12.1) with (12.3):

BiCi � RgBC D .RC0 � RB/ csc � � z cot � : (12.4)

Equation (12.4) points out that the distance in ground range between images of
pixels on a slope facing the radar is shorter8 than their topographic relative distance:
the image of the facing slope is shrunk, yielding the so-called foreshortening.
Instead, for a pixel D on the opposite slope,

RD D RC0 C z cos �; CiDi � RgCD D .RD � RC0/ csc � C z cot � ;

which shows that the image of the opposite slope is stretched. Figure 12.6 gives an
example of actual foreshortening and related effects in a SAR image of a hilly area.
Note how the foreshortened slopes generally show high backscattering, since:

– the backscattering coefficient actually augments, because the incidence and
scattering directions approach the specular direction, following the outline of
Sect. 7.3;

7Atmospheric refraction effects are still neglected.
8Once the radar-measured slant distance is turned into ground distance, taking account of the
acquisition parameters.
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Fig. 12.7 Schematic range positioning by a radar system of the pixels on a surface with a high
slope, (a): the image Ci the elevated pixel center C is located at a ground distance smaller than that
of Bi, image of B, (b); the image CiBi (note the inversion of the pixel order) of the sloping segment
BC lays over the image of the segment C”B at the foot of the slope

– but the dimension in ground range of the surface on the slopes facing the radar
is also shrunk, given the effect of the incidence angle sketched in Fig. 11.27;
therefore, the geometric area of a pixel in the image corresponds to an actual
larger area and in turn to a larger scattering volume.9

As expected, the slopes opposite to the satellite show a contrary behavior for the
corresponding reasons.

12.1.2.3 Lay-Over

The positioning in range of the targets, based on their distance from the radar
platform, originates peculiar features which are observed in the SAR images.
Reference is made to Fig. 12.7 for a better understanding. When the slope of the
portion of surface is such that z cos � > BC0, the pixel centered on C is imaged
closer to the radar than the pixel in B; therefore, the ground distances of the images
of the pixels are such that

BiCi � RgBC D .RC0 � RB/ sec � � z cot � < 0 : (12.5)

Equation (12.5) indicates that the image Ci of the elevated pixel C is positioned a
ground range shorter than that of the image Bi of the pixel B and, moreover, that
the images of the pixels on the sloping face BC are superimposed to those along

9This latter artifact is corrected by simply modifying the backscattering intensity on the basis of
geometric considerations.



12.1 Range Positioning in Images of the Earth’s Surface 467

the segment C”B of the flat surface before the slope. This effect of superposition is
named lay-over.

With reference to the surface height profile in the range direction shown in
Fig. 12.7, the backscattering from the pixels on the rising slope BC adds to the one
from the pixels located on the foregoing horizontal area between C” and B when the
slope angle ı is larger than the incidence angle � , i.e., satisfies the relation

ı D arctan
z

BC0 > � : (12.6)

Note that in altimetrically rough areas, lay-over is often accompanied by shadowing
of the pixels downslope to the radar, which are not in geometric visibility with
it. Since there is no directly incident wave, the re-radiating current (7.4), which
is proportional to the incident field, has quite low values,10 so that the received
scattered power may fall below the noise level of the system.

12.1.2.4 Images of Vertical Objects

The images of natural or man-made vertical objects11 such as trees, poles or com-
mon buildings, are affected both by lay-over and by the corresponding shadowing,
since this kind of radar imaging is always12 performed at slant angles. Some
features of a tree image acquired from a space radar are first discussed for a better
understanding of SAR images, then the analysis is extended to the somewhat more
complicated case of buildings.

12.1.2.4.1 Images of Trees

The backscattering that originates from an area including a tree is typically
contributed by

• the crown of the plant, which can be modeled by the canopy of disc- or
needle-shaped leaves seen in Sect. 7.4.1, and of cylinders of various dimensions
representing twigs and branches;

• the trunk, which is regarded as a large rough (Fig. 7.10) cylinder;
• the underlying soil, a generally plane rough (Fig. 7.11) surface, the scattering

behavior of which is outlined in Sects. 7.3.3 and 7.4.

10The value of the field incident onto areas which are in geometric shadow is low but not zero,
since it is created anyplace by diffraction.
11Vertical means perpendicular to the plane locally approximating the geodetic reference surface.
12The ground-range resolution (12.2) would tend to blow-up at nadir (� � 0) observations, neither
the antenna synthesis (Sect. 11.4.3.4) would be feasible in practice.
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β(i)

β(s)
S

Fig. 12.8 The sources of backscattering from an area including a tree are located in the crown
(leaves and branches), rough trunk and terrain; S indicates the direction of the far radar platform

The various sources of backscattering, indicated in Fig. 12.8, are clearly located
at different heights and at generally different distances from the platform. The
radar image of the tree is created as sketched in Fig. 12.9 according to the
distance between the radar and the parts of the plant from which the backscattering
originates. The point Pc of the crown at height h is imaged in Pci, located at a distance
from the reference O of the ground range such that the distance RSPci between the
space platform S and the image Pc of the crown point Pc is equal to the distance RSPci

between S and the latter. Turning the slant distance into ground distance by (12.4)
yields the location of the tree crown point in the image:

OPci � RgPc D OPb � h cot � :

The same concept holds for a point Pt of the trunk at height z < h, which is imaged
in Pti at the ground range

OPti � RgPt D OPb � z cot � > RgPc :

The image of the tree base Pb, which clearly is at z D 0, is not displaced. In
conclusion, the tree crown is imaged13 before the trunk, which foreruns the base,
i.e., the topographic location, towards the ground track of the radar platform.

13Note that the first point Pci encountered in ground range needs not to be the highest point, but the
closest to the radar platform, hence its location in the image of a given tree depends on � .
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Pti RgPb≡Pbi
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Fig. 12.9 The radar image of a tree is created according to the distances of the sources of
backscattering from the sensor platform S: the bottom diagram shows that the image Pbi of the
base of the plant coincides with its actual position Pb, whereas the elevated parts, which are closer
to the space platform, are imaged at ground distances correspondingly closer to the radar ground
track, according to height and incidence angle; this implies that the image of the tree lays over the
segment PciPb of the rough flat terrain at the foot of the plant, as suggested by the green (crown)
and brown (trunk) segment in the bottom diagram

In an image, such as the one in Fig. 12.10, the trees appear to lean against the
radar ground track. The ground-range migration of the elevated scatterers increases
with decreasing incidence angle � .

12.1.2.4.2 Images of Buildings

Like trees, buildings are frequently characterized by vertical structures. Their radar
images are similarly created according to the relative distances of the sources of
scattering from the sensor platform. With reference to the notations in Fig. 12.11,
the image Pr1i of the front pixel Pr1 on the roof at height h falls at a ground distance

Pr1iPb1i D �h cot�



Fig. 12.10 The trees, which
are actually located on the left
of the country road, in this
radar image appear to lean
against the satellite ground
track, which here is on the
right; note the shadow past
the crown, due to extinction,
as outlined in Sect. 9.2
(Credit: COSMO-SkyMed
data, ASI; processing by Tor
Vergata Earth Observation
Laboratory)

β(i)

β(s)

h

Pr1 Pr2

Pr1i Pr2i Pb1 Pb2

Pr1i Pr2i Pb1i

θ

O Rg

O Rg

Fig. 12.11 The radar image of a vertical building is created according to the distances of the
sources of backscattering from the radar platform: the bottom diagram shows that the image Pb1i

of the base Pb1 coincides with the actual position, whereas the elevated parts are imaged at ground
distances closer to the radar, according to height h and incidence angle � ; note that the roof image
Pr1iPr2i here is entirely located outside the topographic projection Pb1Pb2
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Fig. 12.12 A high-scattering
metallic banister

from the actual position Pb1 of the vertical building wall facing the radar. The
higher the building, the larger is the displacement of the roof image towards the
ground track, hence in the direction opposite to the one displayed by the passive
optical image in Fig. 12.3. Structures at intermediate heights, such as windows, are
displaced analogously. Note that structures (e.g., eaves, banisters or parapets, also
arranged in trihedral configuration) producing high backscattering are often present
on the roof of buildings; an example of this kind of strong scatterers is shown in
Fig. 12.12.

12.1.2.5 The Double Bounce Effect

Backscattering re-directs a fraction of the incident power into the direction of
the transmit-receive radar platform. Since large flat surfaces mainly reflect in the
specular direction, their radar image is characterized by low backscattering unless
they are almost perpendicular to the propagation direction ˇ.i/

0
of the incident

wave. However, when several scatterers are present, multiple scattering among
bodies can occur that re-direct power in the backscattering direction, even if a
single object does not scatter in the backward direction. As discussed in Sect. 9.1,
the multiple-scattering adds to the single scattering from the individual bodies.
Figure 12.13 visualizes how the specular scattering from two targets combine to
contribute backscattering even if each single object does not reflect directly in the
backward direction. Indeed, in addition to the possible direct contributions from
the single bodies, backscattering is originated by a double bounce mechanism: this
occurs when, in the physical optics model, a pair of locally tangent planes form an
orthogonal dihedron schematized in Fig. 12.13 by the orthogonal dashed lines with
vertex in Pv. Substantially, backscattering by double-bounce is a generalization of
the reflection from dihedrons outlined in Sect. 6.6.1 to which the reader is referred
for further details. Simple geometric considerations show that the path lengths are
such that

S A1A2S � S A2A1S D 2 S Av ;
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Fig. 12.13 Specular
scattering from each body
combines to yield
backscattering in direction of
the sensor platform S: the
double-bounce return
originated by the points P1
and P2 appears to come from
the vertex Pv

S

P1

P2

Pv

where S denotes the position of the platform, as usual. Given the positioning
mechanisms in radar images, the echo reaching the radar through the double bounce
mechanism appears to originate from the vertex point Pv.

Many targets in the terrestrial environment produce double bounce in combina-
tion with the ubiquitous Earth’s surface. The double bounce produced by tree trunks
(mainly at lower microwave frequencies) and, especially, by building walls, can be
particularly large, since strong coherent scattering occurs in the specular direction.
Moreover, incoherent scattering from dielectric structures with large horizontal or
vertical correlation distances r� also peaks around the specular direction, given
the prevailing low components in the spatial frequency spectrum (cf. Sects. 7.4.4
and 7.4.6). The field reflected and scattered in the specular direction from the
vertical targets is in turn specularly scattered by the average soil surface into the
backward direction and adds to the concurrent incoherent backscattering through
the soil-to-target reciprocal path. As before, trees and buildings are examples worth
of consideration to understand how the double-bounce affects the radar images.

12.1.2.5.1 Double Bounce from Individual Trees

Figures 12.13 and 12.14 suggest that the whole source of backscattering through
the double-bounce paths trunk-to-soil and soil-to-trunk is located at the base Pb

of the tree,14 because S PtPtiS � S PtiPtS D 2 S Pb irrespective of the height of
Pt. Therefore, the double-bounce mechanism differs substantially from the lay-
over previously considered, which resulted in a displacement of the ground-range

14The tree is regarded as a vertical cylinder over a horizontal plane.
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O

S

Ptdb RgPdb≡Pb

Pt

O Pci RgPbi≡Pb

Fig. 12.14 The back-and-forth path lengths between the radar platform S, the points Pt on the
vertical trunk and the points Ptdb of corresponding specular reflection (and vice-versa) on the
horizontal surface are the same as the double path from S to the tree base Pb: the image of the
tree consists of the lay-over segment PciPb including the double-bounce pixel Pdb � Pb

dependent on the height of the scatterer. Now the backscattering from all the vertical
structure in concentrated in the pixel located at the base of the latter. The diagram at
the bottom of Fig. 12.14 schematizes the line of lay-over (cf. Fig. 12.9) ending with
the double-bounce pixel at the base Pb of the tree.

12.1.2.5.2 Double Bounce from Individual Building Walls

A vertical wall standing on a horizontal surface forms a rectangular dihedral struc-
ture which reflects in the backward direction15 by the double reflection mechanism
outlined in Sect. 6.6.1. Because of the geometric properties of the double-bounce
paths, the radar assigns the power originated by the dihedron to the pixels along the
wedge, located at the base of the wall, as just seen for the tree. The corresponding
intensity of backscatter can be quite high, given the usually large and relatively
flat surfaces which are involved in the reflection, which enhance the diffraction
pattern (11.32) especially at the shorter wavelengths. Moreover, (6.45) points out
that the backscatter originated by this mechanism involving a double reflection is
particularly high at horizontal polarization, since qh > qv for both the wall and the
ground surfaces.

15The edge of the dihedron is assumed perpendicular to the incidence plane, i.e., along the azimuth
direction.
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Pr1iPr1i Pr2i Pr2iPdb PdbO Rg

Pr1iPr1i Pr2i Pr2iPdb PdbO Rg

Fig. 12.15 Metric-resolution �0hh COSMO-SkyMed image of two buildings near the Tor Vergata
University campus, Rome, Italy, with front wall almost perpendicular to the incidence plane and
a street in between; the positions of the double-bounce lines Pdb and of the lay-over areas Pr1iPdb

towards the satellite ground track, which here is on the left, are schematically indicated in the top
and bottom diagrams by the notations of Figs. 12.11 and 12.16; the images of the roofs extend from
Pr1i to Pr2i (Data, © ASI, 2010, 2011, 2012; processing, courtesy C. Solimini)

Figure 12.15 shows the radar image of an urban scenario including two similar
buildings, in which lay-over and double bounce combine. The noteworthy features
of the image can be interpreted with the help of Fig. 12.16, also with reference to
Fig. 12.11:

– lines of high-intensity pixels (on the right side of the image of each building) Pdb

correspond to the street-wall main double bounce and are located at the edge of
the dihedrons, that is, with reference to the scheme in Fig. 12.16, at the base Pb

of the front walls;
– aligned patches of relatively high-intensity pixels correspond to the direct

scattering from structures on the near edges of the roofs Pr1 (cf. Fig. 12.11);
they are positioned at the beginning of the respective lay-over regions towards
the ground track on the left, at distance ΔRg D h cot� from their topographic
ground range;

– stripes of higher-intensity pixels alternating in ground range with lower-intensity
ones, located in the lay-over regions Pr1iPdb, correspond todirect scattering
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Pr

Pri

Pri

PwdbO

S

Pbdb≡Pb Rg

Pw

O Prdbi≡Pwdbi≡Pbdbi≡Pb Rg

Fig. 12.16 The equal length of the paths between the radar location S, the points Pw on the vertical
wall and the corresponding reflection points Pwdb on the flat horizontal surface concentrate the
double-bounce reflection into a single pixel Pbdb located at the base Pb of the building; the direct
scattering from the wall is located in the lay-over segment PriPb (cf. Fig. 12.11)

architectural elements, such as jutting ledges and windows; the distances ΔRg D
z cot � < h cot� from their topographic ground range typically correspond to the
heights of the various floors; their backscattering is superimposed to that from
the targets on the street;

– pixels at the far side Pr2 of the roofs correspond to structures, which, consistently
with angle of incidence, roof width and building height, are imaged on the right,
in this case beyond the double-bounce lines, i.e., beyond the base of the buildings.

Summarizing, the radar image of a building with vertical walls is generally
composed of a lay-over area where three direct scattering contributions, from the
ground, from the front wall and from the roof, superimpose, and of a double-bounce
line16 of high-backscattering produced by pairs of street-wall coherent reflections.
The double-bounce line coincide with the base of the building and can lie either
within or past the roof lay-over area, according to the angle of incidence, the height
of the building and the width of the roof in ground range. Images of buildings
with complex structures clearly exhibit more complicated patterns and may be quite
difficult to interpret, especially when the walls are oblique to the incidence plane.

16In practice, the line is a stripe.
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12.2 3-D Information in EO Images

Sections 12.1.1.2 and 12.1.2.2 show that the height of the target affects the position
of its image in the map produced by the observing system. This feature suggests
that the images do contain information on the earth surface relief. Substantial
differences in how the altitude information is contained in the images is expected
between those produced by passive sensors and those by active systems, given
the diverse mechanisms of acquisition. The difference clearly results in separate
methods of interpretation and of elevation retrieval. Once retrieved, the important
3-D information on the observed landscape can be transformed into a DEM [40],
essentially consisting of the set of heights corresponding to each element of the
geographic grid of the area.

12.2.1 3-D Rendering from Passive Images

Altimetric restitution from optical images is essentially based on the previously
discussed variation with the observation angle of the ground range of pixels at
given elevations. Coarsely speaking, both terrain relief and height of buildings
are estimated by pairs of stereoscopic images [39], which are acquired nearly
simultaneously from different positions along the track of agile imaging sensors.
Cross-track images also contain stereoscopic information and are used similarly
for altimetric representation of terrestrial landscapes. The technique is standard for
landscapes with relatively smooth variations of height, while particular procedures
may be required to generate 3-D models of complex urban geometries [4, 6],
especially where parts of the objects (mainly buildings) may be optically hidden by
other parts. It can be added that high-spatial resolution observations from low-flying
platforms allow 3-D characterization of tree canopies or urban structures, thanks to
photogrammetric computer-vision algorithms [10, 31].

12.2.2 3-D Rendering from Radar Images

Let us carry on the discussion initiated in Sect. 12.1.2.2 on what geometrically
differentiates passive optical imaging from radar mapping. It was observed that the
distance from the radar replaces the angle of arrival of the scattered solar radiation,
identified by the pointing direction of the optical aperture in the vertical plane.
Therefore, distance is the key quantity in radar mapping that tracks down the range
from which the backscattered field originates.

Recalling (7.26), the field forming the radar echo originated by the target, that is,
by the volume V 0 in which inhomogeneities ΔQ� of permittivity are present, has the
basic expression
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E.s/ D e�j�0R

R

�2
0

4 

•

V0



E? C E0?

� �
Δ� C Δ�0

�
e j�0 r 0 � r.s/0 dV 0 : (12.7)

In Eq. (12.7) R is the distance between the “phase center” [2, 21] of the SAR antenna
[3] and the one of V 0 [36]. The scattering volume V 0 identifies the resolution cell
from which the scattered field returns to the radar at time Δt after the signal17 is
transmitted. Section 11.4.3.4 shows that for an extended target such as the Earth’s
environment, the transverse dimension (width) of the resolution cell V 0 depends
on the synthetic antenna beam width, while its longitudinal dimension (length)
depends on the duration of the compressed pulse. The vertical dimension (depth)
of the resolution cell, which is often relevant to image understanding, depends on
the penetration of the incident wave, hence on frequency, angle of incidence and
permittivity features of the terrestrial materials in V 0, as discussed in Sect. 7.4.7.

The scattered field returning to the radar is a modified replica of the transmitted
field ET, delayed by the time Δt the electromagnetic energy takes on the antenna-
to-scatterer round trip:

E.s/.t/ D E.s/


ET.t � Δt/

� ' C ET.t � Δt/ ;

assuming for simplicity that the scattered field is linearly related to the transmitted
one by the proportionality factor C. The radar system associates the target with
a distance proportional to the time Δt at which the echo is sampled by the
receiver, consistently with Sect. 11.4.3.2. Indeed, by taking account of the speed
of electromagnetic energy, the system attributes the scattered field that is sampled at
time Δt after transmission to a round trip between radar and target of length (11.42):

2R � Δt

c0
�

12.2.2.1 Height-Ground Range Ambiguity

Section 11.4.3.3 mentions that the resolution cell on the Earth’s surface is identified
by a pixel, represented in Fig. 11.27 by the portion of geodetic reference surface S0
of dimensions da�dr bounding V 0. Constructing the map of the surface requires that
pairs of azimuth and ground-range coordinates be assigned to the center of each
pixel. The antenna synthesis process identifies the azimuth of S0 univocally, but
the identification of the range of the pixel on the reference surface is not univocal
because ground range Rg and height z are mixed together in the slant range
R, which is the only quantity that is measurable through the time of arrival of
the echo Δt. Figure 12.17 points out the ground-range ambiguity that can occur

17A pulse is a common reference signal.
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Fig. 12.17 “Centers” P1, P2, P3 of pixels at different ground ranges Rg1, Rg2, Rg3 and heights such
that SP1 D SP2 D SP3, are located at the same ground range Rg D Rg1, i.e., the radar images of
pixels P1, P2, P3 collapse into a unique image P1i � P2i � P3i
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θ
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Fig. 12.18 Two pixels [Pi.Rg D Rgi; zi D 0/ i D 1; 2] at ground distance ΔRg on a flat (z D 0)
surface

when observing a variable-elevation landscape by an active sensor: as outlined in
Sect. 12.1.2.3, the images of pixels at different ground ranges and altitudes are
superimposed because the times of arrival of the respective echoes happen to be
the same.

Resorting to the phase of the arriving scattered field meets with further obstacles.
The phases18 of the received waves originated by the two pixels P1 and P2 laying on
the ideal horizontal surface (z1 D z2 D 0) shown in Fig. 12.18 are

˚1 D 2 

�0
2 SP1 C ˚F1I ˚2 D 2 

�0
2 SP2 C˚F2 ; (12.8)

where˚Fi is the phase of the scattering function of the i-th resolution cell (i D 1; 2)
for the considered polarization. Equation (12.8) points out that the measured phases

18It is understood that the phase of the received wave is relative to that of the transmitted one.
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˚1 and ˚2 depend on ˚F1 and ˚F2, which are often badly known. But, even if
serviceable estimates of the complex scattering functions were available, after all
the phase ˚i of the scattered field is related to the distance SPi of the i-th target, just
like the time delay: if the distances are the same, the phases are obviously the same.

Let us now examine the information contained in the difference of phase of the
fields scattered by the two pixels P1 and P2. The phase difference is related to the
pixel ground-range separation ΔRg by

˚2 � ˚1 D 4 

�0



SP2 � SP1

� D 4 

�0
ΔRg sin � ;

provided the scattering functions˚F1 and˚F2 have the same phase.19 But the phase
difference Δ˚ D ˚2 �˚1 suffers from the mod.Δ˚; 2 / property. Only if

ΔRg sin �

�0
<
1

4
; (12.9)

the phase difference can be recovered from the mod.Δ˚; 2 / measured value. In
fact, in this case the difference of phase of the received fields would be in a
biunivocal correspondence with the difference of the ground ranges of P1 and P2.
When the above condition is satisfied,

ΔRg D �0

4 

˚2 �˚1
sin �

would provide the relative measurement of Rg. Satisfying (12.9) requires that, for a
given angle of incidence, the difference in ground range ΔRg of the centers of the
two pixels be

ΔRg <
�0

2
;

a condition clearly unrealistic, since, at microwaves, generally ΔRg > �0. There-
fore, the phase difference between the field scattered by two pixels, even if they are
identical (i.e., for which ˚F is the same) and even when they lie on a flat surface, is
not univocally related to their separation. Rather, being the range dimension of the
pixels not multiple of wavelength, in practice the phase has a random-like behavior
for a generic incidence angle.

The conclusion is that values cannot be assigned to height and ground range of
a target neither from measurements of the time of arrival of the echo, nor from
the phase of the field measured at a given position. This feature deteriorates the
performance of synthetic aperture radars in imaging the uneven Earth’s surface
(Fig. 12.6).

19Atmospheric refraction is still neglected.
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Fig. 12.19 The off-nadir angle #i depends on the altitude zi of the target Pi at a given ground range

12.2.2.2 Disentangling Height from Ground Range

Measurements of different kind are needed, possibly following schemes sug-
gested by the stereoscopic technique used in optical observations. Radargrammetry
[20, 24, 41], like photogrammetry (Sect. 12.2.1), exploits observations from two
different positions (stereo pairs). SAR interferometry [5, 17, 35, 43] is a widely used
technique which exploits the difference of phase measured from different locations
of the radar platform to retrieve the height of a target located at a given ground
range.

Figure 12.19 shows that the height zi of the scattering resolution cell Pi located at
the ground range Rgi determines the corresponding off-nadir angle #i according to

#i ' arctan

�
Rgi

H � zi

�
; (12.10)

where H is the height of the radar platform and the refractive effects of the
atmosphere are assumed negligible.20 The knowledge of #i, i.e., of the angle of
arrival of the echo, would allow the determination of the height zi of the target that
scatters from the ground range Rgi. Stereoscopy suggests to pursue this goal by using
a pair of images acquired from two positions of the radar platform. Figure 12.20

20The assumption implies that #i ' �i for a locally horizontal reference surface.
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Fig. 12.20 Basic geometry of interferometric acquisition for the target Pi: the positions S1 and S2
of the platform are separated by the baseline B; the component of B perpendicular to the direction
of observation at the off-nadir angle #i is the perpendicular baseline B?; the orbital velocity is vi

and the local angle of incidence on the reference flat earth surface is �i ' #i when the refractive
effects of the atmosphere are neglected

schematizes the SAR antenna21 in the platform position S1 observing the pixel
centered on Pi at ground range Rgi, (i D 1; : : : ;Nr), and the same antenna in the
different position S2 in the vertical plane containing S1 and Pi.

The distances R1i and R2i between pixel Pi and platform positions S1 and S2
where the field is sampled, are related by

R2i ' R1i C B sin˛i ;

where B D S1 S2 is the baseline, laying on the plane orthogonal to the trajectory of
the platform, that is, to its local velocity v. If observation from space is considered,
v is the satellite orbital velocity. The angle of arrival of the echo �i ' #i is
immediately related to ˛i by

�i ' 
 � ˛i ; (12.11)

where 
 , shown in Fig. 12.21, is known from the platform motion data. The angle
˛i depends on the difference of distance ΔRi D R2i � R1i just like the difference of
the phases of the fields in S1 and S2 does. Measuring the latter is thus expected to
yield the unknown off-nadir angle. Indeed, the difference of phase Δ˚ of the field
in S2 and S1 backscattered from the i-th pixel Pi is related to the difference of path
length ΔRi, hence to the angle �i, by

Δ˚i D ˚2i �˚1i D 4 

�0
ΔRi ' 4 

�0
B sin.
 � �i/ : (12.12)

21The antenna is intended collapsed in the point S corresponding to its electric center, further
identified as the platform position.
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Fig. 12.21 Baseline S1S2,
perpendicular baseline S1S0

2,
and off-nadir angle #i relative
to the target Pi
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In reality, (12.12) is unproductive. As a matter of fact,

4 ΔRi 	 �0

while Δ˚i is limited by the mod.Δ˚; 2 / property. This basic feature prevents
the retrieval of �i from Δ˚i. To surmount the obstacle, a differential approach is
pursued. Another pixel Pj is considered, for which

Δ˚j D ˚2j � ˚1j D 4 

�0
ΔRj ' 4 

�0
B sin˛j :

The angles ˛j and ˛i are quite close because, in practice, #j ' #i. Therefore, if
˛j D ˛i C Δ˛ij, the difference Δ˛ij �  , so that

sin˛j ' sin˛i C cos˛i sinΔ˛ij :

The second difference of phase

Δ˚ij ' 4 B cos˛i

�0
sinΔ˛ij D 4 B?i

�0
sinΔ˛ij ' 4 B?i

�0
Δ˛ij

is then linearly related to Δ˛ij and to the component B?i� B? of the baseline
perpendicular to the observation direction at the off-nadir angle #j � #i � #
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indicated in Fig. 12.21. Combining (12.11) and (12.10) yields the second difference
of phase Δ˚ij as a linear function of the difference of the off-nadir angles, relating
it to the ground ranges and heights of the two pixels:

Δ˚ij ' 4 B?
�0



�j � �i

� D 4 B?
�0

�
arctan

Rg j

H � zj
� arctan

Rgi

H � zi

�
� (12.13)

The phase difference Δ˚ij, proportional to the small difference �j � �i, can now fall
within the 0�2  range when the pixels are sufficiently close, as, for instance, when
they are adjacent, say a few meters, or less, apart. It is important to consider that, on
one side the closeness of the angles of arrival is able to keep Δ˚ij within the 0�2 
interval, while, on the other, even small variations of the pixel positions can result
in measurable changes of the relative phase (12.13), because B	 �0.

Equation (12.13) indicates that the height zj of the j-th pixel, obviously related to
that of the initial one by zj D ziCΔzij, can be retrieved by measuring the difference
of phase Δ˚ij of the scattered field corresponding to the ground ranges Rgj and Rgi.
When the local altitude of the surface is small with respect to the height of the radar
platform22 H, the following approximation holds

Rgj

H � zj
' Rgj

H

�
1C Δzij

H

�
�

Given the properties of the arctan function, when the maximum value of jRgj � Rgij
is also small with respect to H,

Δ˚ij ' 4 B?
�0

arctan

2
664

Rgi � Rgj � RgjΔzij

H

H C RgiRgj

H

�
1C Δzij

H

�

3
775

' Δ˚ijf � 4 B?
�0

RgjΔzij

H2 C RgiRgj
�

(12.14)

In Eq. (12.14), the quantity Δ˚ijf is the second phase difference for Δzij D 0, that
is the variation of phase caused only by the change of ground range Rgj � Rgi on
the reference geodetic smooth surface considered in Sect. 4.3. The height difference
Δzij between the pixel at range Rgj and the one at Rgi is obtained from the second
phase difference Δ˚ij once this latter is corrected for the ground-range contribution:

Δzij D zj � zi ' � �0
B?i

H2 C RgiRgj

Rgj

Δ˚ij � Δ˚ijf

4 
� (12.15)

The elevation zj of the scatterers at a given azimuth angle are given by (12.15) with
respect to the known height zi of a reference pixel.

22The requirement is clearly satisfied for a space-based platform.
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12.3 SAR Interferometry

Equation (12.15) indicates that three-dimensional information on the surface of the
Earth can be obtained by measuring differences of phase of the scattered field.
The waves are those traveling back and forth between the radar platform23 in
the positions S1 and S2 and the scatterers located on the surface of the Earth.
Section 4.3 shows that the differential phase is delineated by interfering waves. The
interferometric phase, that is the phase difference Δ˚ij as a function of the ground
ranges of consecutive pixels for each azimuth, forms the interferometric phase
fringes. Since the underlying physical phenomenon is the same, the phase fringes
clearly correspond to the intensity fringes over a plane surface, which Sect. 4.3
showed to be sensitive to height. This feature suggests that mapping the terrain
elevation can be carried out by combining pairs of SAR complex interferometric
images, i.e., including information on both amplitude and phase of the field, taken
from different platform positions.

Equation (12.14) points out that the interferometric fringes have a “flat-earth"
contribution superimposed to the component originated by the topographic ele-
vation. The flat-earth phase difference computed as a function of range must be
cancelled to retrieve height. Such a de-ranging operation is commonly named
flattening. The relative height is derived as a function of ground range for each
azimuth from the de-ranged fringes. The relative altitudes derived for each pair of
azimuth and ground range coordinates yield the 3-D representation of the imaged
area, that is its DEM [26]. Figure 12.22 shows the rough interferometric phase
pattern produced by the combined effects of range and altitude and the de-ranged
pattern, from which the topography of the area is readily visualized, to details down
to the minor rills and combes.

12.3.1 The Interferogram

The map of interferometric phase represents the values of the difference of phase
for each pair of azimuth and range coordinates. It is called interferometric image, or
interferogram and features the altitude information. In case of linearly co-polarized
fields, the interferogram I is obtained by the pixel-by-pixel dot product Iij of the
scattered field measured at point Sm times the conjugate of the field measured at a
different point Ss, similarly24 to the interferometric product of Sect. 4.3.2

23The approach holds for pairs of platforms as well.
24The interferogram, which now refers to the scattered field measured at two different points, is
actually a kind of generalization of the approach of Sect. 4.3.2.
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Fig. 12.22 Interferometric phase of the Rome, Italy, area, showing the combined effects of both
range and topography (left) and interferometric phase of the same acquisition after de-ranging (i.e.,
after subtracting the phase difference relative to the variation of ground range), highlighting the
topographic features of the area (right) (Credit: ERS C-band SAR data, ESA; processing, Mirko
Albani)

Iij :D E.s/ij m � E.s/�ij s : (12.16)

It is important to realize the present meaning of the subscripts in (12.16): now E.s/ij k
is the field received by the SAR at position Sk (k D m; s) from the scattering pixel
Pij located at the azimuth position i (i D 1; : : : ;Na) and the range position j (j D
1; : : : ;Nr), of an image formed by Na � Nr pixels. The point Sm is the position25 of
the platform from which the so-called master image is acquired, while Ss denotes
the point of acquisition of the slave image.

The complex quantity represented by the interferogram has modulus equal to the
product of the amplitudes and argument equal to the difference of the phases of the
field at the two measurement points:

Iij D
ˇ̌
Iij

ˇ̌
e�j.˚ij m � ˚ij s/ .i D 1; : : : ;NaI j D 1; : : : ;Nr/ :

Section 12.2.2 shows that the phase difference ˚ij m � ˚i` s (with ` ¤ j) for a
given surface slope, depends on the ratio B?=�0, which increases or decreases the

25Related to the electric center of the antenna.
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Fig. 12.23 De-ranged interferometric fringes with perpendicular baselines B? D 99m (left) and
B? D 20m (right) on the Rome, Italy, area: in the Colli Albani volcanic complex (zmax � 950m)
on the right of the images, the number of fringes for B? D 99m is about five times the one for
B? D 20m. The left image is the same as in Fig. 12.22, repeated here to ease the comparison
(Credit: ERS C-band data, ESA; processing, Mirko Albani)

number of fringes per unit ground range interval, that is the fringe spatial frequency
introduced in Sect. 4.3. According to (12.14),

jΔ˚dj ' C
B?

R�0
jΔzj ;

where Δ˚d is the de-ranged interferometric phase difference, R the distance in
slant range and the proportionality factor C depends on the angle26 of incidence
� . For a given height difference between two pixels, a larger baseline increases
the number of fringes between the two pixels, whereas a lower baseline decreases
their number, in analogy with (4.46). Therefore, at a given radar frequency, the
sensitivity to the height differences increases with increasing perpendicular baseline
and, correspondingly, for a given baseline, the sensitivity increases with decreasing
wavelength. The effect of the baseline on the fringe frequency can be appreciated by
comparing the interferometric phase images acquired on the same area with different
baselines shown in Fig. 12.23. Given the mod.Δ˚; 2 / feature, the interferometric
phase fringes are wrapped into the 0 to 2  range and must be unwrapped
[15, 16, 22, 38], that is, the phase must be transformed into a single-valued function
of Rg, before the altitude structure of the surface can be retrieved. Unwrapping
requires proceeding continuously from one pixel to the adjacent ones, so that

26Both distance R and angle � are intended to be mean quantities for the interval of ground range
to which the altitude difference Δz refers.
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the variation of z with Rg is tracked. If the perpendicular baseline is such that
Δ˚i jC1 � Δ˚ij � 2 , there is no deterministic relation between the interferometric
phases of two pixels adjacent in ground range. The perpendicular baseline B?C for
which Δ˚i jC1 � Δ˚ij D 2  is the critical baseline: at a given incidence angle,
B?C / �0=dr, i.e., it is larger for finer ground-range resolution dr. Typical system
parameters and common earth surface features yield B?C of the order of 1 km.
When B? & B?C, the topographic information becomes buried in noise and the
height information cannot be retrieved. It should be considered that, in practice, the
irregularities in the unwrapped phase, hence in the retrieved height, tend to blow up
already when B? approaches B?C.

12.3.2 Accuracy of Interferometric Measurements

The phase irregularities in the interferometric image, and especially the discon-
tinuities, may hamper the unwrapping procedure and prevent recovery of the
total phase, hence the retrieval of height. A number of effects are present in
an actual scenario which adversely affect the interferometric performance. The
phase irregularities mainly derive from atmospheric propagation, labile nature of
surface, low field amplitude, while singularities may be caused by lay-over, double
bounce, shadowing and system noise. Moreover, a limit in the accuracy of the phase
measurement is set by the baseline and is inherent to the interferometric technique.

12.3.2.1 Effect of the Atmosphere

As discussed in Sects. 2.2.1 and 5.2.3, the atmosphere has refractive index n ¤ 1,
hence the incident and scattered waves do not propagate in vacuo, as assumed in the
initial approach based only on geometric considerations. The basic expression (12.7)
of the scattered field producing the monostatic radar echo has to be modified
accordingly, to take into account both the phase shift and the possible attenuation
caused by the one-way propagation in the atmosphere:

E.s/ D F


r.i/0; r.s/0

�

R
e
�
ˆ R

0

˛e.s/ds
e
�j�0

ˆ R

0

n.s/ds
: (12.17)

Equation (12.17), of the form (5.38), is a convenient expression highlighting the
roles of the scattering function F (by definition relative to vacuum), of the extinction
˛e.s/, which is caused by absorption in the non-scattering case,27 and of the
refractive index n.s/ of the air along the path of geometric length R. The effect

27If needed, the specific extinction ˛e can include scattering according to (9.15).
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of the refractivity on the amplitude, described by the transport equation outlined in
Sect. 5.3, is now neglected.

For a given target, the phase of the scattered field received by the radar depends
not only on the geometric distance between the platform and the scatterer, but
also on the atmospheric parameters that affect the electromagnetic path length.
Since along the platform-to-surface round trip path n � 1, the wave velocity and
correspondingly the wavelength are smaller than those in vacuo (cf. Sects. 4.1.2.1
and 4.1.2.2), the “arrival” of the echo field looks “delayed” and the distance of
the scatterer appears larger than its geometric one. In particular, the phase of the
scattered field28 exceeds the phase relative to the geometric distance because the
atmospheric path length in (12.17) is larger than that in the vacuum. The difference
La between the electromagnetic length of the path in the atmosphere and that of
vacuum L0 is the excess path length29 introduced in Sect. 5.2.3,

La D
ˆ R

0

n.s/ ds�
ˆ R

0

ds D
ˆ R

0

Œn.s/ � 1� ds :

Sections 2.2.1 and 5.2.3 point out that La depends on climatology, that is, on the
atmospheric parameters pt, T, and, mainly, pw, according to (2.36) and (5.26).
The typical excess path length in temperate climates has values of a few meters and
undergoes seasonal changes of tens of centimeters. Figure 12.24 shows an example
of the distribution of La and of its seasonal variations. The field E.s/m originated by a
given resolution cell and received by the SAR antenna located in the position Sm of
the master acquisition at time tm, is expressed in compact form by

E.s/m D
e�j�0Lm

Rm
Am Fm : (12.18)

Equation (12.18) contains the electromagnetic length Lm of the path from the target
to the SAR in the master position Sm, as well as the geometric distance Rm, the
corresponding attenuation Am, and the free-space scattering function Fm (7.10) at
the time30 tm at which the master image is acquired. With analogous notations, the
field backscattered by the same resolution cell and received by the sensor in the
position Ss of the slave acquisition at time ts is

E.s/s D
e�j�0Ls

Rs
As Fs : (12.19)

28The phase of the incident field, which behaves analogously, must be also accounted for.
29The excess path length is sometimes improperly called atmospheric path “delay”.
30Temporal changes of the bio-geo-physical parameters of the target modify its dielectric structure,
hence the scattering function (cf. Sect.12.3.2.2).
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Fig. 12.24 Example of seasonal statistical distribution of excess path length La caused by the
atmosphere in correspondence of De Bilt, The Netherlands, computed from meteorological data;
the higher the climatological atmospheric water vapor content (autumn, summer), the larger the
wet path delay and, in general, the expected fluctuations

The dyadic interferometric product � formed by the vector field received at the two
space locations and times is

� D e�j�0.Lm � Ls/

RmRs
AmAs Fm F�

s : (12.20)

For given free-space scattering functions,31 the phase of the interferometric product
elements is affected by the difference Lm � Ls between path lengths, hence by
the atmospheric propagation conditions32 existing along each path at the respective
times of the radar measurements. The phase contributed by the atmosphere depends
on the difference between the patterns nm.s/ and ns.s/ of the air refractive index
along the master and slave paths, since the electromagnetic lengths (5.23) are

Lm D
ˆ Rm

0

nm.s/ dsI Ls D
ˆ Rs

0

ns.s/ ds :

It has been observed that the microwave refractive index n.s/ (2.36) of the air
is considerably affected by the density of water vapor, which is less abundant
than the main atmospheric constituents, but has high polarizability. Given the
turbulent dynamics of the atmosphere [30], the air parameters exhibit space-time

31Remember that the scattering function (7.10) contains the internal field created by the wave
incident onto the target.
32Differences between geometric path lengths are assumed to be known.
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Fig. 12.25 Example of
interferometric phase random
patterns caused by space-time
fluctuations of excess path
length caused by the
atmospheric refractive
turbulence on the fairly flat
Tor Vergata area, Rome, Italy

random fluctuations: the pressure has large scale (typically of the order of tens of
kilometers) and slow (of the order of tens of minutes) variations and its pattern
is usually monitored and forecasted with adequate accuracy; instead, water vapor
has additional small-scale space-time fluctuations which are hard to determine.
Therefore, the atmospheric refractive index may vary appreciably over hundreds
of meters and over tens of seconds because of the water vapor turbulence, neither
its detailed space-time structure can be modeled in a deterministic fashion with
serviceable accuracy. Figure 12.25 shows the dramatic effect of the water vapor
turbulence on the interferometric phase pattern, which, in this case, loses connection
with the topography of the imaged area.

The random fluctuations of the atmospheric water vapor density induce fluctua-
tions L0 of the path length L around its average value L:

L D LC L0 :

Taking now into account the platform-to-target round trip, the interferometric phase
factor that the atmosphere contributes to the interferometric product is given by

e�j2�0.Lm � Ls/ D e�j2�0.Lm C L0
m � Ls � L0

s/ �

The atmospheric refractive index is close to that of vacuum and, moreover, the
interferometric measurements are taken from close locations of the radar platform;
therefore, the mean electromagnetic path lengths are almost the same and their
difference can be assumed proportional to the difference between the geometric
distances:
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e�j2�0.Lm � Ls/ ' e�j2�0 n .Rm � Rs/ ;

where n is an effective refractive index dependent on the local climatology and
which, to some extent, can be estimated. Instead, the unremovable random parts
of the path lengths cause the stochastic fluctuations of the field phase factors

e�j2�0.L0
m � L0

s/ D e�jΔ˚ 0
ms ;

which adversely affect the correspondence between interferometric phase and height
on which many applications of SAR interferometry [23, 27] are based. The random
component that the atmosphere introduces into the difference of interferometric
phase for the pixels Pij and Pi` at the two different ground ranges33 identified by
the subscripts j and ` is

Δ˚ 0
j` D

4 

�0

�
.L0

ij m � L0
ij s/� � .L0

i`m � L0
i` s/
	
:

This phase fluctuation causes errors in the retrieval of both the relative height of
the pixels and of its temporal variation, which is the quantity of interest in DinSAR
applications [28].

Repeat-pass satellite interferometry uses pairs of images acquired at different
passes over the area of interest, with typical time intervals between interfero-
metric acquisitions from one day to a few tens of days. The parameters of the
atmosphere, hence the electromagnetic path lengths, may change dramatically
between the master and the slave acquisitions, especially due to possible changes
of air mass, which are accompanied by changes of pressure, temperature and,
particularly, of water vapor. As said, large-scale variations produce effects that
can be mitigated, especially over flat areas, but the small-scale fluctuations of air
moisture, which combine over the two image acquisitions, can strongly affect the
interferograms and corrupt the altitude retrieval. When dynamical phenomena such
as, for instance, rapid crustal deformation are not being observed, the fluctuations
can clearly be smoothed out by averaging over a sufficiently large set of interfero-
metric pairs.

The effects of the random fluctuations of the excess path lengths tend to
vanish when L0

m � L0
s. Given the relative closeness of Sm to Ss and of Pij

to Pi`, hence the proximity of the master and slave propagation paths in the
troposphere, this condition is approached if the pair of interferometric images
is acquired at the same time, so that the crossed air mass is almost the same.
Taking measurements from two different positions at the same time with a single
platform is made difficult by the needed baselines, obviously contrasting with
the physical dimensions of usual payloads. Regarding space-based platforms, an
experiment was carried out in 2000 from the NASA’s Space Shuttle Endeavour,

33Subscript i identifies the azimuth position and, for the time being, is fixed.
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Fig. 12.26 The extended interferometric radar antenna on the SRTM shuttle (Credit: NASA/JPL-
Caltech, Ball Aerospace & Technologies Corp.)

which was put in orbit with a payload outfitted with two radar antennas: one
antenna was located in the shuttle’s payload bay, the other on the end of a 60-
m mast that extended once the shuttle was in orbit, as sketched in Fig. 12.26.
The experimental NASA’s Shuttle Radar Topography Mission (SRTM) was able
to systematically collect data with reduced atmospheric interference over most
of the land surfaces that lay between 60ı north and 54ı south latitude, that is
about 80 % of all the land on Earth. An extensive topographic data base was
generated and made available, although at relatively low horizontal and vertical res-
olutions.

Contemporary acquisitions from multiple operational platforms are able to
substantially reduce the inaccuracy in fine surface topographic mapping caused by
tropospheric (and also ionospheric [25, 32, 33]) refractivity turbulence, with altitude
retrieval accurate to a few meters. The TanDEM system has been providing data of
this kind since the end of 2010 (Fig. 12.27).

12.3.2.2 Effect of the Structure of the Target

The interferometric product for a given pixel imaged by two radar acquisitions
carried out from positions Sk at times tk (k D m; s), contains the scattering functions
Fk relative to the pertinent directions of incidence r.i/0k and scattering r.s/0k and to
the time tk. Attenuation is usually negligible, at least for systems operating at C-
or L-band (cf. Sect. 10.1.2.1), therefore Ak � 1. The k-th free-space scattering
function (7.10) is
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Fig. 12.27 The TanDEM-X Mission, which has operated since 12 October 2010, acquires
interferometric image pairs simultaneously from two satellites in quasi-monostatic configuration
(Credit: ©2010 DLR)

Fk

�
r.i/0k ; r

.s/
0k

�
D �2

0

4 

•

V0

k

E?k ΔQ�k e j�0 r 0 � r.s/0k dV 0 :

As usual, the volume V 0
k denotes the resolution cell, bound horizontally by the

element of reference surface corresponding to the pixel, which originates the
scattered field received in the k-th acquisition. Each component Fpk of Fk is
expressed by

Fpk D
ˇ̌
Fpk

ˇ̌
e j˚Fpk D �2

0

4 

•

V0

k

E?pk ΔQ�k e j�0 r 0 � r.s/0k dV 0; p D x; y; z :

(12.21)

The phase˚Fp k of the free-space scattering function of a given pixel depends on the
k-th acquisition for several reasons. First of all, if the interferometric images are not
acquired simultaneously, the bio-geo-physical parameters of the observed terrestrial
environment generally differ between the acquisitions, hence the spatial distribution
of the relative permittivityΔQ�k.r 0/ depends on k. The internal field E?k also depends
on k, because, in addition to its dependence on the varying permittivity structure, the
incidence direction r.i/0k changes. Finally, the volume V 0

k of the scattering resolution
cell corresponding to a given pixel is affected by the change of permittivity of
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the terrestrial materials and by the incidence angle. The pixel-dependent change
of phase of the scattering function between acquisitions perturbs the interferogram,
thus corrupting the topographic or differential height information it contains.

The permittivity at each point r 0 of the resolution cell fluctuates about its mean
value according to (7.24):

ΔQ�k D ΔQ� CΔQ� 0
k :

The average ΔQ� D hΔQ�k.r 0/i is over the ensemble of interferometric acquisitions
for the same target, while the zero-mean fluctuation ΔQ� 0

k is relative to the k-th
acquisition. The internal transverse electric field E? at each point r 0 of the resolution
cell is analogously written as in (7.25):

E?k D E?�k C E?�0k ;

with E?�k denoting the field in the average permittivity resolution cell for the
incidence angle relative to the k-th acquisition and E?�0k is the field deviation
corresponding to the permittivity structure relative to the same k-th acquisition.
The free-space scattering function relative to the k-th acquisition is correspondingly
given by (7.26):

Fk

�
r.i/0k ; r

.s/
0k

�
D �2

0

4 

•

V0

k

.E?�k C E?�0k/
�
ΔQ� C ΔQ� 0

k

�
e j�0r 0 � r.s/0k dV 0 :

The assumption leading to (7.27), i.e., that the deviation of the inner field caused
by the fluctuating part of the permittivity is small with respect to the field in the
average-permittivity resolution cell, is maintained, so that

Fk

�
r.i/0k ; r

.s/
0k

�
' �2

0

4 

•

V0

k

E?�k
�
ΔQ� C ΔQ� 0

k

�
e j�0 r 0 � r.s/0k dV 0 :D F�k CF�0k :

(12.22)

It is worth pointing out that the part F�k of the scattering function relative to
the deterministic permittivity structure varies with the acquisition, since both the
complex field E?�k inside the average-permittivity resolution cell and the diffraction

phase factor exp
�

j�0 r 0 � r.s/0k

�
in (12.22) depend on the particular incidence and

scattering directions relative to the k-th acquisition.
The free-space interferometric scattering dyadic �0 contains mixed products of

components F�k and F�0k of the scattering functions corresponding to the pair
(k D m; s) of acquisitions:

�0 :D Fm F�
s D F�m F�

�sCF�m F�
�0sCF �

�s F�0mCF�0m F�
�0s D �0�C�0�0 : (12.23)

Therefore, the dyadic �0 consists of a term �0� relative to the average (deterministic)
permittivity � plus the term �0�0 including dyadics relative to the fluctuations �0
of ΔQ�. Each element of �0, which contributes to the interferogram for a given pair
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of components of the received electric field vector, introduces a perturbation into
the relation between interferometric phase and distance of the target. As said, the
phase of the scattered field is altered not only because the permittivity structure and
consequently the inner field vary between non-simultaneous acquisitions, but also
because the field inside the stable structure of the resolution cell and the diffraction
phase factor change with the incidence angle.

12.3.2.2.1 Effect of Permanent Structure

The part of scattering dyadic relative to the deterministic permittivity structure is

F�m F�
�s '

�4
0

.4 /2

•

V0

m

E?�m ΔQ� e j�0 r 0 � r.s/0m dV 0
•

V0

s

E �
?�s ΔQ�

�
e�j�0 r 0 � r.s/0s dV 0 :

(12.24)
In Eq. (12.24),ΔQ�.x0; y0; z 0/, independent of the k-th acquisition, describes a perma-
nent target, which remains unchanged with respect to the acquisition. In spite of the
invariant dielectric structure, the change of the incidence34 angle causes a variation
in the phase of the first element of the scattering dyadic (12.23). Resolution cells the
dielectric structure of which has symmetry such that both E?�k and V 0

k are invariant
with respect to the incidence direction r.i/0k are clearly exception. This occurs when
an ideal target has, for instance, spherical symmetry. With the notation35 (12.21),
the mean-permittivity part of the scattering function adds a term

˚�ms D ˚�m �˚�s (12.25)

to the interferometric phase relative to a given pixel imaged at p polarization.
Figure 12.28 refers to the simple model already considered in Sect. 7.4

to interpret the behavior of scattering. The resolution cell V 0 is bound by
the .x0y0/-horizontal plane, with x0 in the range direction and y0 along the
azimuth (Fig. 11.27). As in Sect. 7.4, the scattering-effective36 field internal to the
deterministic part of the target is regarded as a plane wave “refracted” (Sect. 6.3.1)
into the average-permittivity volume V 0:

E�k D E0�k e�˛0
kz 0

e�jˇ0
tk � r0

t e�jˇ0
zkz 0 D E0�k e�˛0

kz 0
e�jˇ0

xkx0
e�jˇ0

zkz 0
:

(12.26)

34Obviously, also the backscattering direction r.s/0k D �r.i/0k changes, being opposite to the incidence
one.
35The subscripts F and p have been dropped to lighten the notation.
36Also the subscript ? is omitted to simplify the notation.
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Fig. 12.28 Geometry of backscattering in the incidence vertical plane: x0 coincides with the
ground-range coordinate Rg, y0 with the azimuth coordinate Ra, z 0 is the depth; the ground-range
width of the resolution cell V0 is dr (cf. Fig. 7.28)

The propagation vector k0
k D ˇ0

k � j˛0
k of the refracted wave may depend on

the polarization of the field according to the possible anisotropy37 of the average
structure of the background material in the scattering volume V 0

k. The deterministic-
permittivity component of the scattering function (12.22) is then given by

F�k ' �2
0

4 
E0�k

ˆ dz

0

“

S0

ΔQ� e�˛0
kz 0

e�jˇ0
xkx0

e�jˇ0
zkz 0

ejk00
k � r 0

dS0 dz 0 ;

where S0, having area ΔA D da�dr, is the surface of the pixel sketched in Fig. 11.27,
and dz is the vertical extension of the resolution cell,38 assumed independent of k,
i.e., of the master or slave image acquisition (Fig. 12.20).

Inside the volume of the target, the propagation vector k00
k of the backscattered

wave is opposite to the one of the refracted wave:

k00
k D �ˇ0

xk x0 � .ˇ0
zk � j˛0

k/ z0 ; (12.27)

so that

F�k ' �2
0

4 
E0�k

ˆ dz

0

“

S0

ΔQ� e�2˛0
kz 0

e�j2ˇ0
zkz 0

e�j2ˇ0
xkx0

dS0 dz 0 : (12.28)

Similarly to the approach followed in Sect. 7.4.3, the average permittivity structure
in the object is conveniently factorized by

37Anisotropy can occur, for instance, in a canopy of oriented elements such as prevailingly vertical
vegetation stems.
38Often the thickness dz ! 1 when the observed target is solid land or sea.
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Fig. 12.29 Phase vectors of incident and backscattered waves in the (x0z 0)-vertical plane; the
ground range width of the resolution cell is dr, while that of the scattering object, the permittivity
of which ΔQ�.x0; z 0/ D ΔQ�.x0/ � ΔQ�.z 0/ is assumed separable, is do � dr. Darker color denotes
higher permittivity

ΔQ� D Q©o "x.x
0/ "z.z

0/ ; (12.29)

where Q©o is a magnitude factor, and "x and "z describe the dielectric variations in
the range direction39 and with depth, respectively. The scattering geometry and the
permittivity structure are sketched in Fig. 12.29 for the simple case of linear trends
of "x and "z. Introducing (12.29) into (12.28) yields

F�k ' �2
0

4 
E0�k Q"o da

ˆ dz

0

"z.z
0/ e�2˛0

kz 0
e�j2ˇ0

zkz 0
dz 0

ˆ dr=2

�dr=2

"x.x
0/ e�j2ˇ0

xkx0
dx0

D �2
0

4 
E0�k Q"o da X"k Z"k ; (12.30)

where da is the resolution in azimuth, while X and Z denote the vertical and
horizontal factors, respectively. The scattering object in V 0

k has dimension in ground
range do � dr and it is assumed centered on the pixel, to simplify the notations.
The horizontal permittivity function is truncated by multiplying it by the rectangle
function, as done in Sects. 11.3.1.1 and 11.3.1.2 for the field on apertures:

"T
x.x

0/ D "x.x
0/ udo .x

0/ :

39The permittivity is assumed independent of azimuth and with proportional real and imaginary
parts.
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The truncation allows one to obtain the horizontal factorX"k as the Fourier transform
F of the truncated average permittivity structure in the range direction

X"k D
ˆ 1

�1
"x.x

0/ udo .x
0/ e�j�xk x0

dx0 D F Œ"x udo� : (12.31)

The transform of the product is known to be the convolution of the transforms
[7, 37]:

X"k D
p
2  do Ex.�xk/ � sinc

�
do

2
�xk

�
� (12.32)

Equation (12.32) contains the Fourier transform Ex D jExj ej˚"x of the permanent
permittivity in the range direction and the sinc function, which is the transform of
the rectangle. The angular wavenumber �xk that appears in the arguments of the
transforms is the ground-range component of the scattering vector introduced in
Sect. 7.4.4, which is equal to twice the lateral component of the phase vector of the
incident wave

�xk D 2ˇ0
xk ;

because backscattering is being considered. In an actual environment, the object
that mainly contributes to scattering is generally not centered on the pixel, but at a
distance dd from the local origin of coordinates. Given the translation property of
the Fourier transform, the shift of position results in a phase term linearly dependent
on dd:

X"k D
p
2  do jEx.�xk/j e j˚"x.�xk/ � sinc

�
do

2
�xk

�
e�j�xk dd :

The horizontal factor is then the complex quantity

X"k D jX".�xk/j e j˚�x.�xk/ ;

while, in turn, the vertical factor in (12.30) is

Z"k D
ˆ dz

0

"z.z
0/ e�2˛0

kz 0
e�j2ˇ0

zkz 0
dz 0 D jZ".�zk/j e j˚�z.�zk/ : (12.33)

When the solid or liquid surface of the Earth is observed, or, in general, for large
values of the optical thickness, in practice dz !1 and the factorZ tends to become
the Laplace transform [11] L�z.�k/ of the vertical structure "z of the permanent
permittivity, relative to the complex vertical scattering wavenumber �k D �zk D
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2.˛0
kC jˇ0

zk/ corresponding to the k-th acquisition. On the other side, Z" tends to the
Fourier transform of the truncated "z in case of low40 attenuation.

By combining the effects of the horizontal and vertical permanent dielectric
structures, the scattering function of the stable target is expressed by41

F�k ' �2
0

4 2
E0�k Q"o da jX".�xk/j jZ".�zk/j e jŒ˚�x.�xk/C ˚�z.�zk/�

' jF�kj e jŒ˚�x.�xk/C ˚�z.�zk/� D jF�kj e j˚�k ; (12.34)

in case of low-loss materials, that is under the assumption Q"oj � Q"or. The interfero-
metric phase (12.25) contributed by the scattering function of the permanent target
is then

˚�ms D ˚�x.�xm/C ˚�z.�zm/� Œ˚�x.�xs/C ˚�z.�zs/� : (12.35)

Both the horizontal backscattering wavenumber

�xk D 2ˇ0
xk D

4 

�0
sin �.i/k ; k D m; s (12.36)

and the vertical one �zk depend on the angle of incidence, which does vary between
the master and the slave interferometric acquisitions. Therefore the interferometric
phase term (12.35) is related not only to the position (ground-range and elevation)
of the considered pixel, but depends also on the permanent dielectric structure of the
target. This means that the features (dimensions, shape, permittivity) of the sources
of scattering present in the resolution cell perturb the interferometric phase, even if
they do not change between pairs of acquisitions. The issue is further analyzed in
Sect. 12.3.3.2.

12.3.2.2.2 Effect of Temporal Changes

So far, only the contribution to the interferometric product by the permanent
permittivity of the scattering cell has been examined. In fact, (12.23) contains also
terms relative to the variations F�0k of the free-space scattering function (12.22)
caused by the changes of the dielectric structure,42 that is, from the zero-mean43

40Vanishing, in the limiting case.
41The dependence of the moduli and phases on the polarization is still omitted to simplify the
notations.
42Note that the possible dependence of the scattering volume V0 on the acquisition may also
account for the fluctuations of the scattering function.
43As said, the average is intended over the ensemble of interferometric acquisitions.
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deviation ΔQ� 0 of the permittivity in correspondence of the k-th acquisition from its
permanent value ΔQ�.

The fluctuation of the permittivity affects the interferometric dyadic through the
three terms in (12.23):

�0�0 D F�m F�
�0s CF�

�s F�0m CF�0m F�
�0s : (12.37)

Given the definition (12.22),

F�0k ' �2
0

4 

•

V0

k

E?�k ΔQ�k
0 e j�0r 0 � r.s/0k dV 0; k D m; s ;

the first two terms of (12.37) produce fluctuations of the interferometric products44

which depend both on the average dielectric structure ΔQ� and on that, ΔQ� 0, in
correspondence of the individual acquisitions, while the third term takes account of
the permittivity changes for both individual acquisitions. To simplify the approach,
the scattering-effective internal field is assumed to be the plane wave (12.26) in the
permanent target, as before:

E?k D E0�k e�˛ 0
k z 0

e�jˇ 0
xkx0

e�jˇ 0
zkz 0

; k D m; s :

The ensuing component of the backscattering function is

F�0k ' �2
0

4 
E0�k

•

V0

k

ΔQ�k
0 e�˛ 0

kz 0
e�jˇ 0

xkx0
e�jˇ 0

zkz 0
e jk00

k � r 0
dV 0 ; k D m; s :

Since (12.27) holds for the inner propagation vector k00, which refers to
backscattering,

F�0k ' �2
0

4 
E0�k

•

V0

k

ΔQ�k
0 e�2˛ 0

k z 0
e�j2ˇ 0

xkx0
e�j2ˇ 0

zkz 0
dV 0 ; k D m; s :

(12.38)
The perturbation (12.38) of the backscattering function caused by the changes of the
dielectric structure is clearly a complex quantity, expressed, analogously to (12.34)
for the stable target, by

F�0k D jF�0kj e j˚�0k ; k D m; s :

where modulus and phase of F depend not only on the permittivity fluctuations, but
also on the horizontal and vertical components of the scattering vector.

44A general polarization of the field is considered.
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Equation (12.37) indicates that the change of permittivity between the master and
slave acquisitions perturbs the interferometric phase relative to a given pixel through
the three terms

˚�m � ˚�0s ; ˚�0m �˚�s ; ˚�0m � ˚�0s ;

the weights of which depend on the mixed products of the moduli jF�kj and
jF�0kj. For a given permittivity change, the phase perturbation depends on the
field polarization,45 as well as on the scattering vector, which affects (12.38). The
sensitivity to the wavelength brought about jointly both by the factor �2

0
and by the

phase constant ˇ0 should be noticed.
To evaluate the magnitude of the phase perturbation induced by the permittivity

changes, a statistical characterization over the ensemble of pairs (m,s) of inter-
ferometric acquisitions is suitable. A reasonable assumption is that the first two
terms of (12.37) approximately have zero mean,46 which suggests that they do show
their effect in a single pair of interferometric acquisitions, but the perturbation they
produce tends to vanish when a large number of interferograms is averaged. The
average of the third term

F�0m F�
�0s'

�4
0

.4 /2

•

V0

m

E?�m ΔQ�m
0 e j�0 r 0 � r.s/0m dV 0

•

V0

s

E�
?�s ΔQ�s

0� e�j�0 r 0 � r.s/0s dV 0 ;

containing the product of the permittivity fluctuations for the master and slave
acquisitions, does not vanish. Its statistical characterization is conveniently based on
the second-order moment of the co-polar backscattering function. In case of single-
polarization field,

F�0m �F�
�0s '

�4
0

.4 /2
E?�m � E�

?�s �
D•

V0

m

ΔQ�m
0 e�2˛ 0

mz 0
e�j2ˇ 0

xmx0
e�j2ˇ 0

zmz 0
dV 0

•

V0

s

ΔQ� 0
s

�e�2˛ 0
s z 0

e j2ˇ 0
xsx

0
e j2ˇ 0

zsz
0
dV 0

E
;

where the average is on the ensemble of pairs (k D m; s) of interferometric
acquisitions. The angles of incidence (and scattering) are very close for the master
and slave interferometric acquisitions, therefore, the reasonable47 assumptions

45Starting from (12.25) the subscript p has been dropped.
46The permittivity deviation ΔQ�k

0 is by definition a zero-mean quantity.
47Remember that the inner field is assumed to refer to the average dielectric structure ΔQ�.



502 12 Earth Surface Rendering from Images

E0�m ' E0�s � E0� I ˛ 0
m ' ˛ 0

s I ˇ 0
zm ' ˇ 0

zsI ˇ 0
xm ' ˇ 0

xsI r.s/0m ' r.s/0s I V 0
m ' V 0

s

for the refracted wave, are instrumental, for the time being,48 to highlight the effects
of the changes of permittivity.

As in Sect. 7.4, the product of integrals is reduced to an augmented-dimension
integral by singling out the integration variables r0

1 and r0
2:

˝
F�0m �F�

�0s

˛ ' �4
0

.4 /2
jE0�j2

•

V0

•

V0

˝
ΔQ�m

0 .r0
1/ ΔQ� 0

s
�
.r0
2/
˛

� e�2˛ 0.z0
1 C z0

2/ e�j2ˇ 0
z .z

0
1 � z0

2/ e�j2ˇ 0
x.x

0
1 � x0

2/ dV 0
2 dV 0

1 :
(12.39)

The expression (12.39) shows how the second-order moment of the random-
permittivity term of the interferometric product of the scattering function depends
on the space-time covariance of permittivity in the volume V 0 of the scattering
resolution cell, consistently with the theoretical results49 of Sect. 9.1. Then the
formal approach of Sect. 7.4.3 can be followed by setting

˝
ΔQ�m

0 .r0
1/ ΔQ� 0

s
�
.r0
2/
˛ D ¢2� B�.r0

1; tmI r0
2; ts/ ;

where tm and ts are the times of the master (m) and slave (s) acquisitions,
respectively. Statistical homogeneity is assumed in V 0 for the random process ΔQ� 0,
considered also independent of the azimuth coordinate y.

To make easier the interpretation of the results, first the permittivity covariance
is factorized, extending (7.45) to include the temporal factor B�t

B�.r0
1
; tmI r0

2
; ts/ D B�.x

0
1
; z0

1
; tmI x0

2
; z0

2
; ts/ D B�x.x

0
1
; x0

2
/B�z.z

0
1
; z0

2
/B�t .tm; ts/ :

Then some statistical properties are assumed for the factors, still following the
approach of Sect. 7.4.3. In particular, the dielectric fluctuations are considered to
be characterized by

• horizontal statistical isotropy, which implies that B�x depends on the horizontal
distance jx0

1
� x0

2
j only,

• vertical statistical stationarity, i.e., B�z depends, analogously, on vertical distance
jz0
1
� z0

2
j, irrespective of depth,

• temporal stationarity, so that B�t is a decreasing50 function of the time interval
Δt D jtm � tsj between master and slave acquisitions.

48This assumption implies neglecting the variation of the scattering function of the stable target
between master and slave acquisitions.
49As a matter of fact, single scattering is implicitly assumed.
50For instance, jB�t j decreases, while argB�t does not vary appreciably.
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The above assumptions allow the moment of the F�0 -part of the backscattering
function to be expressed by

˝
F�0m �F�

�0s

˛ ' �4
0

.4 /2
jE0�j2 ¢2� B�t .Δt/

•

V0

•

V0

B�z.jz0
1
� z0

2
j/B�x.jx0

1
� x0

2
j/

� e�2˛ 0.z0
1
C z0

2
/ e�j2ˇ 0

z .z
0
1
� z0

2
/ e�j2ˇ 0

x.z
0
1
� z0

2
/ dV 0

2 dV 0
1 :

The appropriate transformations of coordinates lead to a final result analogous to
that obtained in Sects. 7.4.4 and 7.4.6:

˝
F�0m �F�

�0s

˛ ' �4
0

.4 /2
jE0�j2 d2a ¢

2
� S�x.�x/Z�.�z/B�t .Δt/ : (12.40)

Equation (12.40) indicates that the moment51 of the part of the backscattering func-
tion relative to the random changes ΔQ�0 of permittivity is proportional to the spectral
density S�x.�x/ of the permittivity fluctuations52 in the ground-range direction to
which (7.53) reduces in the one-dimensional case. The spectral component which
contributes the moment is selected by the range-wavenumber �x determined by the
incidence angle and the wavelength, as discussed in Sect. 7.4.4. The vertical factor
Z�.�z/ tends to the Laplace transform of the z-dependent permittivity fluctuations at
the complex vertical wavenumber �z, also determined by wavelength and incidence
angle, in the often encountered case dz !1. For vanishing extinction, Z� tends to
be proportional to the spectral density S�z of the vertical dielectric fluctuations.

The temporal decorrelation of the permittivity expressed by the decreasing trend
ofB�t .Δt/ reduces the magnitude of the moment as the time interval between master
and slave acquisitions increases. This feature does not mean that the fluctuating-
permittivity part F�0m � F�

�0s of the individual interferometric product decreases
with increasing master-slave time lapse,53 rather it indicates that the randomness,
growing with time, reduces the magnitude of the average value

˝
F�0m �F�

�0s

˛
of the

complex54 terms of the interferometric pairs.

51Coarsely speaking, the magnitude of variation.
52It is important to keep in mind that the statistical ensemble is now the one of the pairs master/slave
acquisitions of a given target; in particular, the dielectric fluctuations result from the space-time
variability of the target between the dates or times of the data takes pairs.
53Besides, increasing the time lapse clearly enhances the variable part of permittivity, thus
increasing the variance ¢2� in (12.40).
54The average of the complex terms tends to vanish because the individual samples add with
randomly distributed phases.
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12.3.3 Coherence of the Scattered Field

A stable target, for which ΔQ� 0 D 0, obviously does not suffer from permittivity
changes. However, the dielectric invariance does not imply that the phase of the
interferometric product is stable, since Sect. 12.3.2.2 reminds us that the changes of
phase (12.35) are inherent to the interferometric observation technique and cannot
be neglected, not even for invariant targets. Indeed, the effect of the permanent
dielectric structure considered in Sect. 12.3.2.2.1 just combines with that of the
permittivity change (Sect. 12.3.2.2.2) in globally affecting the phase of the product
Fm�F�

s of the free-space scattering functions. Such an essentially random behavior of
the phase of the scattered field tends to distort the relation between interferometric
phase and target position on which the 3-D rendering is obtained from SAR images.
Therefore, the interferograms must be characterized from the point of view of the
phase stability to assess their suitability for retrieving the altimetric information on
the observed targets.

The space-time statistical characteristics of the electromagnetic field are
expressed by the moments introduced in Sect. 1.3.4 and, in particular, by the
coherency dyadic (1.39). Information on the interferometric phase stability of
a given target is contained in the second-order moment of the scattered field
acquired from the master and the slave positions. Therefore, the relevant measurable
statistical quantity is the coherency dyadic

ΓΓΓ.rm; rsI tm; ts/ D
˝
E.s/m



E.s/s

�H˛ˇ̌ˇ
ms
;

where, as indicated by the subscripts, average is over the ensemble of samples
of the field scattered55 by the considered target and taken from the master (rm)
and slave (rs) platform positions at the respective times tm and ts. Superscript H

is the Hermitian notation, alternative to � used in (1.36), to indicate conjugate
transpose. The elements of the coherency matrix Œ� � (1.40) contain the products
of the co- and cross-polar scattering functions averaged over the ensemble of
master/slave pairs (m, s) of acquisitions. With reference to the simple case of
single-component co-polar scattering involving scalar quantities, and disregarding
the changing atmospheric phase terms,56 the space-time normalized coherence, that
is the degree of coherence comprehensive of (1.43) and (1.44), is related to the
statistical properties of the scattering function F through (12.18) and (12.19) by

55Superscript .s/ denotes “scattered” and should not be confused with “slave”, denoted by
subscript s.
56The possible variations of the atmospheric path lengths are considered in Sect. 12.3.4.
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.rm; rsI tm; ts/D � .rm; rsI tm; ts/p
� .rm; rmI tm; tm/

p
� .rs; rsI ts; ts/

/
˝
Fm F�

s

˛
q˝jFmj2

˛q˝jFsj2
˛ D 
F :

(12.41)

Equation (12.41) indicates that the degree of coherence 
 is proportional57 to the
normalized moment 
F of the scattering functions of the considered resolution cell,
relative to the master and slave positions at the corresponding times. The attenuation
as well as the inessential phase factor due to the difference of geometric distances
are not considered.
By extending the definition (12.22),

Fk :D F C F 0
k ; k D m; s ; (12.42)

where F is the permanent part of the scattering function58 and F 0 its zero-mean
fluctuation, which accounts for the variations caused both by the stable part of the
dielectric structure and by the changes of the latter. Therefore, the moment of F is

˝
Fm F�

s

˛ D Fm Fs
� C ˝F 0

m F 0�
s

˛
;

and, realizing that

Fm D Fs � FI ˝ˇ̌
F 0

m

ˇ̌2˛ D ˝ˇ̌F 0
s

ˇ̌2˛ � ˝ˇ̌F 0ˇ̌2˛ ;

the normalized moment 
F of the free-space scattering function F to which the
coherence of the target is proportional, is expressed by


F D
1C ˝F 0

m F 0�
s

˛ ˇ̌ˇF
ˇ̌
ˇ
�2

r
1C ˝jF 0

mj2
˛ ˇ̌ˇF

ˇ̌
ˇ
�2 r

1C ˝ˇ̌F 0
s

ˇ̌2˛ ˇ̌ˇF
ˇ̌
ˇ
�2 D

1C ˝F 0
m F 0�

s

˛ ˇ̌ˇF
ˇ̌
ˇ
�2

1C ˝jF 0j2˛
ˇ̌
ˇF
ˇ̌
ˇ
�2 �

(12.43)
Equation (12.43) shows that the interferometric degree of coherence of the target
depends both on the magnitude of the fluctuating parts F 0

k ; .k D m; s/, with respect
to the permanent part F of the scattering function, and on how much the fluctuations
F 0

s for the slave acquisitions are correlated to the fluctuations F 0
m for the master

acquisitions.
In case the scattering function of the observed resolution cell has little variations

among the various interferometric acquisitions, F 0
k ! 0 and 
F ! 1. Instead, when

57The scattering function is reasonably independent of the wave propagation parameters in the
atmosphere.
58The conceptual difference between permanent part of the scattering function and permanent (i.e.,
dielectrically invariant) target should be clearly born in mind.
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the permanent part of the scattering function is relatively low, or, in the limiting
case, F! 0, then


F !
˝
F 0

m F 0�
s

˛
˝jF 0j2˛ �

If the effect of the atmosphere is negligible, in case F 0 ! 0, the modulus of the
degree of interferometric coherence j
 j ! 1, while, when F ! 0, j
 j tends to
the master-slave correlation coefficient59 of the fluctuating part of the scattering
function of the target. The previous expressions confirm formally that not only the
changes of permittivity but also the permanent dielectric structure of the resolution
cell affect the coherence of the field it scatters, as discussed in Sects. 12.3.2.2.1
and 12.3.2.2.2.

12.3.3.1 Effect of Changes and Temporal Coherence

The effects on the normalized moment (12.43) of the dielectric changes between
interferometric acquisitions are highlighted under the reasonable assumption that
the average scattering function F approximates the mean scattering function for the
average permittivity F�k at the incidence angle60 appropriate to the considered set
of interferometric data takes. Equation (12.30) yields

ˇ̌
ˇF
ˇ̌
ˇ
2 ' F�k ' C1 jQ�oj2 jX�j2 jZ� j2 ; (12.44)

where X� and Z� are respectively the average-permittivity horizontal and vertical
factors introduced in Sect. 12.3.2.2.1, and the factor C1 accounts for spatial resolu-
tion and wavelength. In turn, (12.40) provides the moment of the random component
of the scattering function

˝
F�0m F �

�0s

˛ ' C2 ¢
2
� S�x Z� B�t .Δt/ ; (12.45)

while the magnitude of the fluctuations, clearly independent of the acquisition when
the process is stationary, is

˝jF 0j2˛ ' C2 ¢
2
� S�x Z� : (12.46)

59In several instances 
F is a real quantity.
60Given the relatively short baselines, the incidence angles for master and slave acquisitions are
very close; this assumption clearly leaves out the effect of the baseline.
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By inserting (12.44), (12.45) and (12.46) into (12.43), the free-space degree of
coherence is related to the dielectric changes occurring in the scattering resolution
cell and to their temporal decorrelation described by B�t . In compact form,


 ' 1C Q ¢2� jQ�oj�2 B�t .Δt/

1CQ ¢2� jQ�oj�2
; (12.47)

with the assumed real factor Q � 1.
The simple model represented by (12.47) highlights the dependence of the degree

of coherence of the scattered field on the time interval Δt between interferometric
acquisitions and to the magnitude of the relative dielectric changes ¢2� = jQ�oj2
occurring in the imaged target. This latter is then characterized by its temporal
coherency, which depends not only on the temporal covariance of the permittivity,
but also on the relative dielectric variation. When the dielectric structure of the
scattering volume has little changes, in the sense that ¢2� � jQ�oj2, the degree of
coherence keeps high values. If strong variations of permittivity occur, such that
Q ¢2� 	 jQ�oj2, the temporal degree of coherence is simply approximated by


 ' B�t .Δt/

and decreases with time because of the random variations of permittivity, according
to the time autocorrelation function B�t of this latter.

12.3.3.2 Effect of Baseline

Section 12.3.2.2.1 points out that changes of the scattering function occur even if
no dielectric change intervenes in the target. This effect was found to originate from
the change of the angle of incidence, hence also of the angle of scattering, due to
the different positions of the radar platform. Both horizontal and vertical scattering
wavenumbers �xk and �zk, (k D m; s), vary, with consequent variations of amplitude
and phase between the scattered field sampled at the master and slave positions.
This aspect was neglected when discussing the effect of dielectric changes in the
previous Sect. 12.3.3.1, where, for simplicity, the scattering function for the average
permittivity was considered invariant.

How the angle of incidence affects amplitude and phase of the scattered field is
directly obtained from the expression of the part of the scattering function involving
both the Fourier transform (12.31) of the stable dielectric structure in the range
direction and the corresponding vertical factor (12.33), which tends to the Laplace
transform of the permittivity profile when the target is electromagnetically thick.

The field scattered by complicated structures, such as many that are encoun-
tered in the terrestrial environment, exhibits considerable phase variation with the
incidence/scattering angle. Therefore, even the slightly different positions of the
sensor required by the interferometric technique can result in appreciable changes
of the phase pattern, which corrupts the relation between phase and altitude. The
diagram in Fig. 12.30 suggests the dramatic changes of phase with incidence angle
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Fig. 12.30 Amplitude jX� j and phase ˚�x of the fourier transform of a symmetric off-set irregular
function simulating the horizontal permittivity random variation with ground range, vs. normalized
range wavenumber O�x D �xdr; note the dramatic changes of phase with O�x (Curves interpolate data
from [18])

that are expected when a complicated target with random-like dielectric structure
is observed. Although related to average, i.e., permanent, dielectric structures, the
phase changes are essentially random in practice, given the variety of the parameters
involved in actual terrestrial scenarios.

The feature is inherent to the interferometric technique and sets an essential
practical limit to the baseline. The limit depends on frequency, which affects the
propagation vectors and, correspondingly, the horizontal and vertical wavenumbers
�x and �z. For given parameters, higher frequencies are more affected, since the
same angular variation causes a larger change of the wavenumbers. The spatial
resolution, which is related to the radar system bandwidth, also affects the limit
baseline. A higher spatial resolution tends to quench the effect, since it decreases the
size of the scattering volume, thus both making less complex the scattering sources
corresponding to a given pixel, and smoothing the phase variations.

The phase may tend to remain constant with the change of incidence angle only in
the simplest and relatively rare case of a horizontally symmetric source centered on
the considered range, although the vertical structure may contribute a more or less
significant phase variation. Some man-made scatterers and peculiar natural objects
exhibit a relatively stable phase behavior, especially if scattering mainly originates
from the shallow surface layers only (cf. Sect. 7.4.7).
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12.3.3.3 Permanent Scatterers

As said, the variation of interferometric phase related to the permanent dielectric
structure of the scattering volume adds to the variation of phase caused by the
possible changes of its dielectric structure.61 In case the target is sufficiently simple
in space and stable in time, neither the amplitude of its scattering function nor
the interferometric phase change appreciably within the ensemble of acquisitions.
A resolution cell the backscattering of which exhibits these characteristics is
named permanent or persistent scatterer [13]. Emphasis is again on the conceptual
distinction between permanent scattering function and permanent dielectric struc-
ture, as well as on the prerequisite of symmetry and simplicity of the permittivity
pattern.

The interferometric phase of a permanent scatterer tends to be related essentially
to its position, hence these targets are quite useful geometric reference points on the
earth surface. To be permanent, scatterers must possess both spatial and temporal
phase invariance features: given the generally restricted number of realizations of
the stochastic process of field sampling, the empirical approach for identifying
stable scatterers uses the field amplitude together with the phase information [13].

12.3.4 Interferometric Coherence

The considered outcome of the interferometric technique is the production of maps
of altitude or of differential height. To this end, the exploitability of pairs of radar
acquisitions has to be evaluated by suitably characterizing the phase stability of
the scattering from the area or sub-area of interest. Since collective properties are
now involved, the measurements do not regard a given single resolution cell, rather
ensembles of pixels belonging to the area of interest. This implies that the statistical
ensemble over which the moments are computed is not that of the field scattered
by a single resolution cell sampled at different points of space and time, which,
as discussed before, is instrumental to the characterization of the features of a given
target. Rather, the second-order moment of the scattered field, sampled at two points
and times, needs to be computed over the ensemble of pixels belonging to the area to
characterize, formed by Na pixels in the azimuth direction and by Nr pixels in ground
range. Therefore, a single element of the ensemble is the dyadic interferometric
product (12.20) relative to the pixel Pij and to the pair of observations (m, s):

61The geometric changes can be regarded as modification of the dielectric structure.



510 12 Earth Surface Rendering from Images

�ij ms D E.s/ijm



E.s/ijs

�H D e�j2�0.Lijm � Lijs/

Rijm Rijs
Aijm Aijs Fijm F�

ijs

i D 1; : : : ;NaI j D 1; : : : ;Nr :
(12.48)

The interferometric product (12.48) is obtained from the values E.s/ijm and E.s/ijs of the
field backscattered by Pij measured at the master and slave platform positions m and
s, taking account of the corresponding atmospheric path length L and attenuation A.
The phase stability of the considered area is measured by the dyadic interferometric
coherence ΓΓΓ, which is the average of � over the ensemble of Na�Nr pixels belonging
to the area or class of environment to be characterized:

ΓΓΓms D
˝
�ij ms

˛ˇ̌
ij
D 1

Na Nr

NaX
iD1

NrX
jD1

E.s/ijm



E.s/ijs

�H
:

The number of pixels Na and Nr are set by the dimensions in azimuth and in ground
range of the area of interest62 and by the respective spatial resolutions. From the
theoretical point of point of view, to obtain a stable meaningful result, the ensemble
should include all the realizations of the stochastic process relative to the considered
area, that is, in principle, infinite pixels, with obvious loss of spatial resolution. In
practice, to follow the contours of the areas of interest, the estimates are carried
out over relatively small boxes including a limited number of pixels, with ensuing
instability of estimates, hence limited, albeit instrumental, accuracy of results. It
should also be considered that the estimate of ΓΓΓ from actual data is affected by the
atmosphere.

To single out the effect of the kind of terrestrial environment on the interferomet-
ric coherence, the atmosphere is left apart as before, and the effect of distance on
magnitude and phase is not considered. Then the approach of Sect. 12.3.2.2 indicates
that the interferometric coherence is proportional to the product of pairs of scattering
functions. With reference to single-component co-polar backscattering, for the pair
(m, s) of radar image acquisitions, (12.42) is written

Fijk D Fij C F 0
ijk; k D m; s ; (12.49)

i.e., the scattering function of pixel Pij is decomposed into the part Fij invariant63

with respect to the acquisition k, and the deviationF 0 fromFij for the single k-th data
take. Position (12.49) yields the average of the product of the scattering functions
over the ensemble of pixels Pij forming the area of interest:

˝
Fijm F�

ijs

˛ˇ̌
ij
D ˝

�
Fij C F 0

ijm

� �
Fij C F 0

ijs

��˛ˇ̌
ij
: (12.50)

62The target corresponding to a single pixel considered in Sect. 12.3.3 clearly Na D Nr D 1.
63Within the ensemble of master-slave acquisitions pairs.
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When the mean of the deviations of the scattering function tends to vanish over the
ensemble of pixels, (12.50) reduces to

˝
Fijm F�

ijs

˛ˇ̌
ij
' ˝ˇ̌Fij

ˇ̌2˛ˇ̌
ij
C ˝

F 0
ijm F 0�

ijs

˛ˇ̌
ij

and the degree of interferometric coherence (12.41) for the area of interest and
relative to the considered pair (m, s) of acquisitions is


ms /
˝
Fijm F�

ijs

˛
q˝ˇ̌

Fijm

ˇ̌2˛ q˝ˇ̌
Fijs

ˇ̌2˛

' 1C ˝F 0
ijm F 0�

ijs

˛
=
˝ˇ̌
Fij

ˇ̌2˛
q
1C ˝ˇ̌F 0

ijm

ˇ̌2˛
=
˝ˇ̌
Fij

ˇ̌2˛ q
1C ˝ˇ̌F 0

ijs

ˇ̌2˛
=
˝ˇ̌
Fij

ˇ̌2˛ �
(12.51)

It can be realized that the expression for the degree of interferometric
coherence (12.51) for an area including several pixels is formally analogous to
that (12.43) relative to a single scatterer. The substantial difference is that, when
the single scatterer has to be characterized, average is carried out over the ensemble
of acquisitions, whereas now, for extended target connotation, average is over the
pixels forming the region.

Apart from the random fluctuations of the electromagnetic path lengths caused by
the atmosphere, it is the inter-pixel stability of the scattering functions with respect
to the acquisition that determines the degree of interferometric coherence. In case
the variations of the scattering functions of the pixels composing the observed area
are small with respect to their permanent parts for the considered pair of master-
slave acquisitions, that is

ˇ̌
F 0

ijk

ˇ̌� ˇ̌
Fij

ˇ̌
; k D m; s ;

then

j
msj ! 1 :

Consistently with the results of Sect. 12.3.3, this is the case of pairs of images
acquired with short baselines over areas containing dominant small scatterers
with simple dielectric structure and the permittivity of which does not undergo
appreciable variation between the two data takes. On the opposite side, for labile
areas such that

ˇ̌
F 0

ijk

ˇ̌	 ˇ̌
Fij

ˇ̌
; k D m; s ;
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the degree of interferometric coherence becomes


ms /
˝
F 0

ijm F 0�
ijs

˛
q˝ˇ̌

F 0
ijm

ˇ̌2˛ q˝ˇ̌
F 0

ijs

ˇ̌2˛ � (12.52)

Since the average is over the ensemble of pixels Pij belonging to the area of
interest, (12.52) means that the interferometric coherence depends on how much
the variation F 0 of the scattering function of one pixel in the master acquisition
is correlated with the variation F 0 of another pixel in the slave acquisition. For
instance, when the scattering functions undergo similar inter-pixel variations over
the considered area, such that

F 0
ijk � Ck Fij; k D m; s ;

with the complex factor Ck generally randomly dependent on the acquisition k but
independent of pixel, then


ms ' C�
ms

jCmsj ;

whence j
msj � 1. The conclusion is that the scatter from the observed area shows
high coherence when the scattering functions undergo variations that are highly
correlated among the pixels.

Coming back to the general expression (12.48), by considering the effects of
the atmosphere reasonably64 uncorrelated with those of the scatterers, the degree of
coherence of an area of interest for the (m, s) acquisition pair is


ms /
1C ˝F 0

ijm F 0�
ijs

˛
=
˝ˇ̌
Fij

ˇ̌2˛
q
1C ˝ˇ̌F 0

ijm
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=
˝ˇ̌
Fij

ˇ̌2˛ q
1C ˝ˇ̌F 0

ijs

ˇ̌2˛
=
˝ˇ̌
Fij

ˇ̌2˛ �
˝
e�j2�0



L0

ijm � L0
ijs

�˛
;

(12.53)
where the averages are always intended to be carried out over the ensemble of pixels
Pij forming the considered region. Since the modulus of the average exponential
function decreases with increasing differences between the random path lengths
L0, the atmospheric propagation lowers j
 j. This was outlined in Sect. 12.3.2.1,
where it was also anticipated that the effects of the atmosphere become generally
negligible in case the master and slave acquisitions are taken simultaneously so
that L0

ijm � L0
ijs. What is important is that, when imaging is simultaneous, clearly

no dielectric changes occur that lower the target coherence (12.47) because of

64However, in some occurrences the state of the surface (e.g., the moisture) could be correlated
with the meteorological parameters.
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the temporal decorrelation introduced in Sect. 12.3.2.2.2. Therefore, the single-
pass interferometric coherence of a given area is higher than that for repeat-pass
acquisitions. The higher value of j
 j suggests that single-pass interferometry is
expected to reduce the errors caused by the overall time-dependent irregularities
of the interferometric phase.

12.3.4.1 Decorrelation Factors

The fluctuations of the backscattering functions are jointly caused by the change
of angles of incidence and scattering (Sect. 12.3.2.2.1), combined with the variation
of permittivity between interferometric acquisitions mentioned in Sect. 12.3.2.2.2
[45]. Modeling the effects of the baseline separately from those of the dielectric
changes is quite arduous in many real scenarios. Nevertheless, the factorization65 of
the degree of coherence (12.53), i.e.,


 / 
a 
B 
� ; (12.54)

is useful to put into evidence the roles

– of the turbulence of the atmospheric refractivity, expressed by the “atmospheric
decorrelation” 
a,

– of the baseline, through the “geometric decorrelation” 
B,
– and of the dielectric stability of the targets, described by the “temporal decorre-

lation” 
� .

When the effect of the atmosphere is negligible, that means L0 � 0 or L0
m � L0

s,


a D
˝
e�j2�0



L0

ijm � L0
ijs

�˛ � 1

and the interferometric coherence (12.53) carries information prevailingly on the
variable and stable parts of the scattering functions F, hence on the nature of
the observed areas. Indeed, several types of terrestrial environments show peculiar
phase and amplitude stochastic behavior of the backscattered field. Therefore, the
interferometric measurements, which have been previously characterized mainly
from the point of view of the stability of scattering and of the ensuing accuracy
of altitude retrieval, also provide means of discriminating among various kinds of
targets, as well as of estimating some of their relevant features. Figure 12.31 shows
the considerable difference of interferometric coherence that is usually observed in
areas including different types of terrestrial environments. Section 14.1.2 hints at
the coherence properties of some classes of terrestrial targets.

65Additional factors, often included into the degree of coherence, are outside the scope of this
outline.
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Fig. 12.31 The multi-pass interferometric degree of coherence is high (clear gray) over stable
areas, such as buildings and exposed rocks, and is low (dark gray) over labile areas, such as water
(lower right) and thick vegetation (Credit: ESA Earthnet Online [34])

Retrieving Height Information is Not a Simple Task

Transforming a two-dimensional map into a three-dimensional scenario is a clearly
ill-posed process, because both horizontal and vertical positions of the target concur
to determine the location of its image. Stereoscopy is a well-established technique
that is used for the altimetric restitution of terrain relief or of buildings from pairs
of passive optical images. 3-D rendering from radar acquisitions needs a different
processing approach, given the peculiar mechanism of image formation by active
systems. For the moment, we have to get used to the typical appearance of the radar
maps, which are affected in a reverse manner by the slopes. We also learn about
specific features, ascribed to lay-over and double bounce, especially observable
when vertical objects such as buildings are imaged.

Understanding the rationale behind the retrieval of the altimetric information is
facilitated by addressing the mechanisms that bunch up height and ground range into
single measurements of slant distance. Extending the concept of stereoscopy to the
coherent radar observations leads to the idea that the phase differences of the field
sampled at a master and at a slave locations are related to the height of the target.
SAR interferometry is thus introduced. Definitions and features of interferogram,
baseline, and phase fringes and unwrapping are presented.

The complexity of the procedure for retrieving height information from inter-
ferograms advises us to assess the accuracy of the obtainable digital elevation
models, if not even their feasibility. The quantitative approach to estimate the errors,
necessarily involving the phase of the scattered field, demands resorting to the
electromagnetic theory. First of all, we realize how the path delays undergone by
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the waves propagating in the atmosphere may degrade the relation between phase
and distance, hence height. Then we have to pay specific attention to the target.
The formulas relative both to coherent and to incoherent scattering are recalled to
estimate the interferometric phase stability of the observed object. The changes with
time of the permittivity is not the only source of uncertainty, since we recognize that
the dielectric structure itself, even if stable, may introduce unpredictable variations
of the phase of the scattered field. The random nature of the process requires a
stochastic characterization based on the second-order moments. Therefore, we put
into place basic quantities, such as the coherency dyadic of the scattered field,
to describe the phase stability at different polarizations. We have to endure the
thorough electromagnetic approach to grasp the concept of permanent scatterer
and to understand the rationale for using the interferometric coherence in the
identification of classes of terrestrial surfaces.
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Chapter 13
Sensing Surface and Underneath Features

It is now clear that both passive and active remote observing systems gain
information on the Earth’s environment by essentially capturing the power carried
by the electromagnetic waves1 that interacted with the terrestrial materials in
the sense outlined in Sect. 10.1.3. It should be added that the phase of the
waves, measurable by coherent radar observations, provides supplemental pieces
of knowledge. The information brought by the directly measured wave quantities
(power and/or phase) resides in the imprinting that the observed target exerts on the
interacting electromagnetic field. A few examples were occasionally met in previous
chapters, including the effect of moisture content on the fraction of microwave
power reflected by smooth terrain (Sect. 6.3.2), or of the sea surface state on
the intensity of backscattering (Sect. 7.4.5), the bearing of the temperature profile
upon the thermal power emitted by the atmosphere (Sect. 9.4.1.1), the spectral
changes of optical radiance related to vegetation (Fig. 10.15), or the effect of urban
features on the interferometric coherence (Fig. 12.31). The reader also knows that
the electromagnetic waves that interacted with the target always carry the drawn
information across all or part of the atmosphere. The extinction and radiative
contribution of the latter alter the information conveyed to the sensor. But the role
of the wave interaction with the atmosphere as itself source of meteorological and
climatological information cannot be even overlooked. Section 10.1.3 mentions that
these either noxious or productive interactions of the probing and carrier waves
with natural and man-made targets depend in a crucial way on the frequency (or
wavelength) bands at which the systems operate.

Regarding the targets of interest, three wide classes of terrestrial environment are
considered: solid land, water bodies and atmosphere. Solid land coarsely consists of
a more or less inhomogeneous bulk material bound by a surface with irregular height
fluctuations, over which substantially different materials possibly lie. The land

1Systems exploiting low-frequency or quasi-static fields are not considered.
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environment includes a large variety of frequently time-varying local structures,
met both in natural areas and in managed or developed zones. The structure of
water bodies is less varied, since it generally consists of a half-space of relatively
homogeneous bulk material with a rough boundary, the geometrical features of
which are related to the local or remote wind field. Water is covered by layers of
foam in high-wind areas, by permanent or seasonal ice, possibly with overlaying
snow, in cold regions, and by films of oil or of other slick-forming organic matter on
particular occurrences. Finally, the atmosphere is a coarsely homogeneous layer of
gaseous material with embedded solid or liquid inhomogeneities, representing dust
and aerosol particles, rain drops and ice particles.

Various physical and analytical elementary models have been introduced to
represent the basic interaction of electromagnetic waves and matter in its various
states of aggregation. Thereby, a first understanding of the primary origin of the
remote information has been gained. Nevertheless, the considered schemes are
sometimes far from the intricate nature of many real terrestrial environments and of
the wave interaction mechanisms. This is especially true if the models are supposed
to explain the actual behavior with respect to extended ranges both of observation
parameters and of bio-geo-physical features. Models that are still manageable, but
more comprehensive than some of the basic ones, are then attractive.

This further modeling effort regards the scattering and reflecting behavior of the
targets, because scatter and reflection are at the source of the optical and radar data.
On the other side, Chap. 8 clarifies that the other main data source, thermal emission,
is intimately related to reflection and scattering by the electromagnetic reciprocity
seen in Sect. 3.2.1.

13.1 Macroscopic Scattering Mechanisms

The variety of terrestrial targets, of observation techniques and of parameters to
monitor demands clever identification of the models best suited to understand the
information content of actual data and images. The analysis carried out in the
previous chapters suggests that the choice of a model is based not only on the
nature of the target and of the observables, but also on the frequency range at which
the observation is carried out. Nevertheless, the two comprehensive mechanisms of
wave-environment interaction introduced in Sect. 7.4.7 and described quantitatively
by (7.64), i.e.,

– interaction with surfaces separating different materials,
– interaction with inhomogeneous volumetric structures,

are suitable to substantially categorize and drive the interpretation of the data, as
well as to provide the basis of parameter retrieval. Reflection and scattering from the
surface and volume scattering are then the basic constituent models of macroscopic
wave interaction, which, together with wave propagation, are able to lead to the
essential comprehension of the radar and optical Earth observation data. Reciprocity
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suggests that they are also instrumental to understanding the radiometric passive
observations at microwaves and TIR. On these grounds, the following formulation
disregards thermal emission.

Both reflection and scattering are components of essentially the same general re-
radiation process of the incident power, neither their respective contributions to the
remote measures can be separated in a straightforward fashion. This consideration
advises using the term “scattering” in the broad sense2 of Chap. 7 to include
“reflection”, being understood the convenience of analyzing the reflecting properties
of a target separately from its pure scattering.

It is important to bear in mind that the strong dependence on frequency both
of the dielectric properties of the terrestrial materials and of the scattering features
changes the relative importance of the surface and volume scattering mechanisms
expressed by the two terms in (7.64) between microwave and visible or IR
observations. As an example, Sect. 9.1 shows that a target with bulk inhomogeneities
of given characteristic dimension D tends to behave as homogeneous at sensing
wavelengths markedly longer than D. Coarsely speaking, data collected in the
microwave spectral range on a land or sea target are then expected to be shaped
mainly by surface scattering. On the other side, the volume scattering mechanism
becomes essential to understand the measurements taken on the same target in the
optical range.

How the various factors in (7.64) are affected by the observing parameters
and target features can be scrutinized to examine in depth the expected behavior
of surface and volume scattering, as well as their relative weight in the image
formation. Nevertheless, the simply qualitative description that follows, together
with the examples presented in Chap. 14, can help the reader to get a sense of the
images that are produced by the Earth observing systems, even without delving
deeper into the bulky details of scattering models.

13.1.1 Surface Scattering

Air-material interfaces are ubiquitous components of the generally composite envi-
ronments on the surface of Earth. Moreover, exposed bare surfaces are frequently
found both in natural and in developed areas. Typical examples are

• exposed rocks,
• soil in arid areas or, seasonally, in temperate regions,
• sea or lakes outside high-wind regions,
• man-made structures, such as streets, parking lots, building walls and roofs.

2Indeed, as already noted, it is not even uncommon to find the term “reflection” denoting scattering.
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Bare surface denotes the physical boundary between air and a natural or man-
made material, the bulk of which can be regarded more or less homogeneous
according to the frequency at which it is sensed. As mentioned, many materials
tend to behave as uniform media at microwaves, at which frequencies the high
reflectivity caused by the generally large3 permittivity (cf. Sect. 2.2) keeps low
the sub-surface field. For these concurrent reasons, little scattering originates from
the volume below the surface: re-radiation mainly originates from the secondary
source defined by (7.4) located in correspondence of the air-matter transition layer,
according to the dielectric and geometric features of the latter. Scattering by these
surface-type sources occur through both coherent and incoherent mechanisms,
according to the approach of Sects. 7.2 and 7.4.7. Thus, the re-radiated wave is the
superposition of a coherent component reflected4 by the possibly plane average
surface transition layer (Sect. 7.3.3) and of a stochastic component diffused by the
random height irregularities. The coherent component evidently characterizes the
directional reflecting behavior of the target, while the incoherent component yields
its diffused scattering properties. It should be also considered that the periodic
components which are usually embedded in the surface roughness of water or
of agricultural plots enhance re-radiation at particular incidence and scattering
angles, which depend on the frequency of observation according to the results
of Sect. 7.4.5.

13.1.1.1 Reflection from the Surface Layer

The model presented in Sect. 7.3.3 relates the coherent reflecting behavior of the
air-matter interface to the transition layer thickness corresponding to the surface
roughness, for given permittivity of the material, wave frequency, polarization,
and incidence angle. The factor �0=d in the expression (7.34) indicates that, at a
given wavelength, the reflection coefficient increases with decreasing d. This means
that the wave is increasingly reflected around the specular direction as the surface
roughness decreases, and, correspondingly, that reflection especially occurs at the
lower microwave range. Such a behavior is consistent with the spectral approach of
Sect. 7.4.4, since scattering about the specular direction, corresponding to �t D 0,
is mainly contributed by the lowest spatial frequencies, the amplitude of which
enhance with decreasing roughness.

The encountered bare surfaces are often locally plane on average, with random
deviations of height characterized by the roughness parameters [23], which affect
the reflecting behavior. However, for a practical quick approach, a traditional
geometric parameter indicating how reflecting is a rough surface which on average is
plane, refers to the phase difference Δ˚ between rays (Sect. 5.3.1.2) evaluated over
a plane perpendicular to the specular direction ˇ00

0 (Fig. 13.1). The phase difference

3Extremely dry scenarios are disregarded.
4Given the finite dimension of the coherent source, the term diffracted could be more appropriate.
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Fig. 13.1 The Rayleigh criterion refers to the geometrical optics model in relating the height
deviation Δz of the random surface z D z.x0; y0/ to the phase of the reflected wave over the plane
perpendicular to the specular direction ˇ00

0 , the trace of which is represented by the oblique dashed
line

Δ˚ of a pair of rays in the (x z)-plane of incidence depends on the vertical path
difference according to

Δ˚ D 2�0Δz cos � D 4  Δz

�0
cos � : (13.1)

Equation (13.1) shows that Δ˚ is proportional to the difference of height Δz
between two reflecting facets for given wavelength and angle of incidence. When
the phase difference between specular rays originating from any reflecting facet is
below the Rayleigh limit5

Δ˚R D  

16
,

the surface is assumed to re-radiate an approximately plane wave in the specular
direction. In turn, taking account of the total path, the phase threshold Δ˚R

corresponds to a threshold ¢zR for the height standard deviation ¢z characterizing
the random function z 0 D z.x0; y0/ which describes the rough surface:

¢zR D �0

8 cos �
�

The surface is conventionally assumed to reflect like a smooth plane one if its height
standard deviation ¢z is below the threshold ¢zR. This condition on the roughness is
known as the Rayleigh criterion [11], [20, Chap. 5]. It should be noted that the
standard deviation ¢z of height z, for given roughness statistics, is directly related to
the mentioned thickness d of the transition layer introduced in Sect. 7.3.3 (Fig. 7.12).

The coherent reflectivity (8.19) decreases with increasing roughness (Fig. 13.2a–
13.2c), according to the simplified expression

5The more restrictive Fraunhofer criterium [22, Chap. 11] can be also adopted.
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Fig. 13.2 Examples of bare soil with different geometrical roughness: relatively smooth (a), rough
(b), very rough (c). Ground data acquired during MAC 91 [4]

Rp '
ˇ̌
qp

ˇ̌2
e�4 � 2z ¢ 2z I p D h; v ; (13.2)

where subscript p D h; v denotes locally horizontal or vertical polarization and

�z D 2 

�0
cos �

is the wavenumber in the direction perpendicular to the average surface, that is the
vertical wavenumber when the surface is horizontal. Equation (13.2) indicates that,
at a given wavelength,

– the specular reflectivity of a smooth surface tends to the modulus square of the
reflection coefficients introduced in Sect. 6.1.2;

– the specular reflectivity of a very rough surface tends to zero, thus denoting the
vanishing of the coherent component: re-radiation occurs almost exclusively in
the form of diffused field, consistently with the results of Sects. 7.3.3 and 7.4.7.1.

As expected, the coherent reflectivity for oblique incidence at horizontal and vertical
polarizations depends on the material permittivity,6 which affects the reflection
coefficients qp according to the results of Sect. 6.3.2. Given the tight relation
between water content and microwave permittivity, this means that, for given
roughness, wavelength and incidence angle, the amount of microwave specular
reflection contains the imprinting by the moisture content [8, 15] of the material,
typically of the soil (Sect. 2.2.4). It is worth recalling that the angular dependence of

6The reflection coefficients can be alternatively expressed in terms of refractive index.
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reflectivity (13.2) for the two polarizations differs substantially, with the vertical
one reflected less than the horizontal and presenting a marked minimum at the
pseudo-Brewster angle. Increasing moisture, hence complex permittivity, increases
reflection at all angles, included at the pseudo-Brewster one in case of vertical
polarization, as illustrated by the examples in Fig. 6.14.

Since the reflectivity at both polarizations decreases with increasing product
�z¢z,

– at optical wavelength, only polished materials (e.g., glass or metal) or relatively
calm water tend to behave as reflecting surfaces, yielding the sun glint, whereas
the other kinds of surfaces, generally having ¢z 	 �0, produce diffuse scattering;

– at microwaves, the encountered reflecting properties are varied, since, on one
side, the surfaces may have quite different roughness7 and, on the other, common
observing systems operate at wavelengths �0 in the range from a few to tens of
centimeters, often comparable with ¢z.

In operational applications, the systems observing the Earth in the optical range
generally avoid the sun glint, rather they exploit the incoherent bistatic scattering
of the solar radiation, actually originated by interaction with the skin layer of
the bulk material. On their side, neither the common side-looking radar systems
exploit specular reflection,8 because they operate in monostatic or quasi-monostatic
(Sect. 7.1.3.1) configuration, in the sense that they sample the scattered field only
in the neighborhood of the backscattering wavenumber (12.36). Sophisticated
multi-platform SARs [24, 25] on one side, and parasitic systems [16] based on
“illuminators of opportunity” on the other, can measure the surface reflection
by taking advantage of their actual bistatic observation geometry. Conspicuous
potential is anticipated in various applications [12].

13.1.1.2 Scattering from the Surface Layer

We know that surface scattering is the interaction mechanism that mainly affects the
radar echo, expressed by the backscattering coefficient (7.65), from the boundary of
a target the internal homogeneity of which makes negligible the scattering from its
bulk.9 Moreover, the results obtained in Sect. 7.4 indicate that

– the essentially random height deviation z 0 D z.x0; y0/ of the air-material interface
(Sect. 7.3.3) originates a scattered field that adds to the one coherently reflected
in the local specular direction by the average structure;

7The degree of roughness can be consequence of natural processes, as well as of agricultural
practices [28].
8Clearly apart from targets the surface of which has peculiar orientations, or which include corner
reflectors.
9As said, the second term in (7.65) is further reduced by the effect of the permittivity-dependent
attenuation in the surface layer.
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(a) (b)

(c) (d)

Fig. 13.3 The facet model, which approximates the rough surfaces (a) and (c) with ensembles of
portions of tangent planes (b) and (d), explains intuitively how the angular spread of the scattered
power increases with increasing surface roughness (c) and (d), i.e., with rising facet slopes

– the spatial spectrum of roughness Sz affects the scattering intensity for given
wavelength and incidence and scattering directions.

A further model helps one to interpret scattering measurements on somewhat more
intuitive grounds. It regards the scattered field as a superposition of elementary
contributions diffracted by ensembles of plane elements, named facets, locally
tangent to the rough surface, again assumed plane on average. Figure 13.3 sketches
such a representation of surface scattering. The facet model suggests in a quite
simple way the relation between bistatic scattering pattern and roughness features
of the surface, consistently with the proportionality between scattering intensity and
spatial spectrum discussed in Sect. 7.4.4.

Backscattering from a generally-oriented bare-surface pixel has been found
composed of a reflected component and a diffused one. The effect of roughness
on the relative contribution of reflection and scattering to the backward radar10

return differs substantially according to the incidence angle, determined by the
local orientation of the mean rough surface within the pixel. The field coherently
reflected from the surface is strong for normal incidence, that is when the plane
mean surface is locally perpendicular to the observation direction, and decreases
with increasing roughness because, roughly speaking, the number of perpendicular
facets contained in the unit area decreases. Instead, the trend is opposite for oblique
observation: consistently with the spectral approach of Sect. 7.4.4, backscatter,
which is negligible for a smooth surface, increases with increasing roughness, given
the augmenting number of oblique facets. This feature is depicted in Fig. 13.4 in one
dimension.

10Lidar returns behave analogously.
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(a) (b)

Fig. 13.4 The left part of the figure (a) suggests that increasing roughness, hence the local slopes
in the facet model, spreads the scattered power in angle, hence decreases the scattering in the
specular direction when incidence is normal; the right part of the figure (b) shows that, on
the contrary, the increasing angular spread of scattered power caused by increasing roughness,
enhances backscattering when incidence is oblique (cf. Fig. 13.5)

More precisely, if each facet is regarded as a re-radiating plane source diffracting
the field, the results of Sects. 7.3.1.2 and 11.1 point out that the maximum of
re-radiation occurs in the neighborhood of the direction specular to that of local
incidence and that the angular distribution of the diffracted power broadens as the
source dimension shrinks (Sect. 11.3.1). Therefore, the field scattered by the bare
surface depends on the dimensions and distributions of slopes of the facets: increas-
ing the areic number of facets with non-zero slopes and correspondingly decreasing
their dimensions increase the angular spread of scattering. The consequence is that
the field returning in the backward direction increases with roughness when the
average surface of the pixel is oblique to the direction of propagation of the incident
wave, whereas it decreases for perpendicular orientation of the pixel. Figure 13.5
complements Fig. 13.4 in visualizing the ambivalent effect of roughness.

It is worth adding that, in principle, measurements of bistatic scattering patterns
contain full information on the surface geometry, should this latter be of interest;
however, multi-angle observations of this kind [6] are substantially complicated,
while backscattering, i.e., the field returning in the backward direction, is readily
measured.11

13.1.1.2.1 Backscattering from Rough Surfaces

A quantitative approach relates the slopes of the facets both to the surface height
standard deviation ¢z and to the correlation distance `c of height, which represents
the characteristic horizontal dimension of facets, in case the usual Gaussian surface

11It is again pointed out that the multi-platform systems such as TanDEM, although named bistatic,
actually do not perform this kind of measurements, which should be carried out over an angular
range sufficiently wide to observe the complete features of bistatic “scattering”, including specular
reflection.
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(a)

(b)

Fig. 13.5 Increasing roughness lowers backscattering at normal incidence, (a), while enhances it
at oblique incidence, (b)

approximation holds [3, 7, 19]. The relevant parameter combining the two quantities
is the slope standard deviation m, defined as

m :D p2 ¢z=`c ;

which is used to describe the roughness of the surface. The effect of the material
permittivity is taken into account by the power reflection coefficient (6.7) for
normal incidence R.0/ D jq.0/j2. The co-polar backscattering coefficient �0pp.�/

for incidence angle � is then approximated, in the geometrical optics (GO) model
introduced in Sect. 5.1.1, by

�0hh.�/ D �0vv.�/ '
R.0/
2m2

e�Œtan2�=.2m2/� .cos �/�2 :

It is important to note that the geometrical optics model yields �0 independent of
frequency.12 Moreover, the assumption of optically diffracting plane facets does not
allow one to interpret possible differences between horizontal and vertical polariza-
tions, neither cross-polarization measurements. In fact, differences of backscattering
from rough surfaces do exist between vertical and horizontal polarization. However,
it is observed that the difference decreases with increasing roughness, so that, when
the surface is sufficiently rough (or the frequency is high enough) to satisfy the
condition ¢z �0 cos � > 1, the difference tends to vanish and the facet model yields

12Clearly apart from the effect of the frequency-dependent permittivity on R.
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an acceptable accuracy in interpreting co-polar backscattering from rough surfaces
at any polarization in terms of roughness and material permittivity.

In practice, backscattering from natural rough surfaces such as bare soil shows
little difference between polarizations when measured at frequencies above C-band,
typically at X-band and higher. For frequencies and/or roughness sufficiently low to
satisfy the condition ¢z �0 < 0:3 (for common natural surfaces, this occurs at L-band
frequencies and below), a higher value of the backscattering coefficient is measured
at vertical polarization. This observation implies that a different model is needed to
interpret low-frequency radar images.

A model frequently used to relate the co-polar backscattering coefficients
measured at low microwave frequency to roughness and permittivity is based on the
Small Perturbation Method (SPM) [22, Ch. 12], [5], which yields the approximate
expression

�0pp.�/ D 2m2�4
0

cos4�
ˇ̌
qpp.�/

ˇ̌2
e.�0`c sin �/2 I p D h; v : (13.3)

The reflection parameter qpp in (13.3) depends on polarization according to

qhh.�/ � qh.�/ I

qvv.�/ D .Q� � 1/ sin2 � � Q�.1C sin2 �/�
Q� cos � C

p
Q� � sin2 �

�2 ,

where Q� is the complex relative permittivity of the sub-surface material, assumed
homogeneous within the pixel area. It is worth pointing out that the roughness
of the surface tends to quench the pseudo-Brewster angle effect for the vertical
polarization.

Given the limitations of the models, care must be exerted in interpreting and
exploiting data at C-band, since the scattering from frequently encountered bare
surfaces behaves differently from that both at low (L-band) and high (X-band)
microwave frequencies. To this end, the C-band image interpretation can take
advantage of analytical expressions derived by the Integral Equation Method
(IEM) [1, 9, 10], which is an effective, though rather bulky, approach to scattering
estimation, less subject to wavelength or roughness constraints.

13.1.1.2.2 Backscattering from Periodic Surfaces

Section 7.4.5 mentions that surfaces with spatial periodicity are frequently encoun-
tered in the terrestrial environment, typically on the sea surface. Given the rather
regular spatial arrangement of the surface scattering sources, a field-based deter-
ministic approach is suitable.

The scattered scalar field E.s/ is regarded as the superposition in amplitude and
phase of the specular contributions from the individual facets contained in the pixel:
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Fig. 13.6 Backscattering of periodic surfaces is affected by the interference of the field contribu-
tions originating from regularly located facets: for given electromagnetic wavelength and spatial
period �0, enhanced backscattering is observed at the angle of incidence � that satisfies the Bragg
condition (13.6)

E.s/ D
M�1X
mD0

q E.i/0 e�j 2�0R0 e�j 2m �0ΔR � (13.4)

The field E.s/ given by (13.4) for the one-dimensional geometrical-optics backscat-
tering model sketched in Fig. 13.6, depends on the number M of spatial periods
of the surface contained in the pixel and on the coefficient q modeling the local
reflection. The phase factors in (13.4) are determined by the distance R0 from
the radar antenna13 to a reference point in the pixel (e.g., its center), and by the
difference ΔR of the path lengths between facets located in adjacent spatial periods.
The expression of E.s/ contains the sum of a geometrical progression, which yields

E.s/ D qE.i/0
sinŒ�0.M C 1/ΔR�

sin.�0ΔR/
e�j 2�0R0 : (13.5)

Equation (13.5) indicates that the amplitude of E.s/ varies with the radar frequency
and with the single-path length difference ΔR D �0 sin � , which depends on the
spatial period�0 of the surface and on the incidence angle. The backscattered field
peaks to the value

13As usual, the antenna is assumed collapsed in its phase center.
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ˇ̌
E.s/

ˇ̌ D M q
ˇ̌
E.i/0

ˇ̌
;

when the Bragg resonance condition

�0ΔR D 2 

�0
�0 sin � D n  I .n D 0; 1; 2; : : :/ (13.6)

is satisfied. This corresponds to the condition that the difference of total path length
for adjacent scattering facets be a multiple integer of the wavelength, so that the
M individual field contributions add in phase. In case the dimension dr in range
of the pixel is large with respect to the spatial period of the surface undulation, so
that M is a large number, the peak value of

ˇ̌
E.s/

ˇ̌
is quite high. Therefore, even if

the surface spectral component which satisfies the Bragg condition has a moderate
value, the field backscattered by that component prevails over the field backscattered
by the other spectral components, which, although possibly larger, do not satisfy
the Bragg resonance condition. It is worth observing that the deterministic model
considered here yields a result which is qualitatively consistent with the incoherent
approach followed in Sect. 7.4.5, relating the scattered power to the amplitude
of the spectral component of the dielectric inhomogeneities corresponding to the
horizontal scattering wavenumber set by electromagnetic wavelength and incidence
angle.

13.1.2 Volume Scattering

The second basic interaction mechanism has a volumetric character in the sense
that the re-radiating sources are distributed in a three-dimensional region of space.
A scattering source of this type arises when the incident wave interacts with
an inhomogeneous dielectric structure over a significantly long path. A variety
of environments are customarily14 characterized by volume scattering, like, for
instance,

• vegetation canopies permanently or seasonally present in non-arid regions;
• the terrain, which contains rock fragments, decomposed vegetation, water inclu-

sions and air cavities;
• snow covers, formed by inhomogeneous mixtures of ice aggregates and air;
• sea surf, a mixture of salty water and air;
• the turbid atmosphere.

In several instances of land and marine environment, the inhomogeneous material in
which the three-dimensional source is located forms a layer overlying a thick region
of space of different relatively homogeneous matter.

14Clearly according to the frequency of the interacting wave.
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The electromagnetic wave originated by the external primary source (radar
transmitter, laser, or Sun) enters the inhomogeneous material in which it induces
the secondary sources (7.4) originating the volume scattering. In some instances the
scattering sources are located within actual dielectric objects in air, like leaves, twigs
and branches of a plant canopy; in other cases they rather represent a more or less
smooth re-radiating current distribution associated with the deviation of permittivity
from the dielectric background. For instance, this occurs for the mainly continuous
distribution of air or water in the solid matrix of moist terrain.

The ensemble of dielectric elements forms a medium which, according to the
frequency of observation, may be either sparse or dense from the electromagnetic
point of view. When the elements are located at a mutual distance sufficiently large
with respect to the wavelength, scattering and absorption are essentially affected
by the characteristics of the single constituents, otherwise, interaction among
elements must be considered [27], given their short mutual distances. Because
of the generally random spatial arrangement of the dielectric inhomogeneities,
the electromagnetic fields scattered by the single elements in a sparse medium
[13] superpose incoherently, i.e., with random phase. Then, the general approach
followed in Chap. 9 basically applies.

13.1.2.1 Volume Scattering Source Function

The areic power density P sent in a given direction by scattering from the 3-D
inhomogeneities distributed in the observed volume is ruled by the radiative transfer
equation (9.33):

dP
ds
C ˛eP D �s J : (13.7)

The scalar15 source term J, which in absence of thermal emission corresponds to
Js in (9.31), expresses the collective contribution to the scattered power by the
inhomogeneity elements. In the single-scattering approximation of Sect. 7.4, J is
proportional to the power density P 0 of the “refracted” wave that, originated by a
man-made source or by the Sun, crosses the air-material interface and propagates in
the inhomogeneous medium, i.e.,

J.�0; s/ D S.�0; s/P 0.�0; s/ ; (13.8)

where S is the volume scattering phase function introduced by (9.28). The relations
(13.7) and (13.8) refer to narrow bandwidths around �0. Their validity is limited
to radar observations, but hold also for optical sensing when thermal emission is
negligible with respect to the scattered solar or laser radiation.

15The present simplified approach does not account for polarization.
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Fig. 13.7 Phase vector ˇ0 of “refracted” (downward) wave and phase vector ˇ00 of scattered
(upward) wave inside an inhomogeneous layer of thickness dz (cf. Fig. 7.37)

For discrete scatterers, based on definitions (7.16) and (9.28), the volume
scattering source function �s J is expressed through the bistatic scattering cross-
section h�i of the inhomogeneities, averaged over their ensemble

ks J D h�iP 0 : (13.9)

In case of monostatic or quasi-monostatic radar observation, �s J reduces to the
volume backscattering source function and correspondingly depends on the average
backscattering cross-section h�bi of the dielectric inhomogeneities in the unit
volume. Because of the loss of power caused by the combined effect of absorption
(Sect. 5.3.2.2) and scattering (Sect. 9.1), the primary wave is attenuated, hence its
power density decays with the traveled path s as

P 0.�0; s/ D P 0.0/ e
�
ˆ s

0

˛e.�0; s
0/ ds0

; (13.10)

where ˛e represents the specific extinction in the inhomogeneous lossy material.
With reference to the plane-parallel layer of earth-surface material with random
dielectric inhomogeneities depicted in Fig. 13.7, the power density P.0/ of the field
scattered in the direction � 00 reaching the top (z 0 D 0) of the slab is obtained from the
radiative transfer relation (13.7) by inserting the power density P 0 given by (13.10)
of the primary field into the scattering source function (13.9):

P.0/ D P 0.0/
ˆ dz

0

h�i e�˛e .sec � 0C sec � 00/ z dz C P 00.dz/ e
�
ˆ dz

0

˛e sec � 00 z dz
;

(13.11)
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where P 00.dz/ is the power density originated in direction � 00 from the bottom z D dz

of the layer, h�i is the volumic bistatic (or bi-directional) scattering cross-section
(7.16) for the pair of angles � 0 and � 00, which are, respectively, the angles that the
directions of propagation of the primary field and of the scattered one form with
the local perpendicular to the slab boundaries. For monostatic radar observation,
� 00 D � 0 and h�i � h�bi. The correspondence of (13.11) and (9.40) is readily
recognized.

The upward power density P 00.dz/ at the bottom of the inhomogeneous layer
takes into account the effect of the different material over which the layer possibly
lies, for instance:

– in observing a vegetation canopy, P 00 represents the power scattered from the
terrain in the direction � D � 00,

– when observing high seas, P 00 is the power scattered by the rough surface of the
ocean water entering an overlying foam layer,

– or, when sensing the atmosphere from space, P 00 takes account of the contribution
by the earth surface, consistently with the general approach of Sect. 9.3.

The power emerging from the layer where volume scattering occurs is thus
composed of the power originating from the scattering elements in the layer itself
and of the one contributed by the environment below16 it. The two contributions
superimpose with relative weights determined by the scattering and extinction
features of the inhomogeneities distributed in the random layer, as well as by the
average transmission properties of this latter [2].

In case the material is statistically homogeneous [17, Chap. 1], ˛e becomes the
extinction constant, independent of s. Then the power density of the primary field
simply decays exponentially as it progresses in the volume with random dielectric
fluctuations, according to

P 0.�0; s/ D P 0.�0; 0/ e�˛e.�0/ s :

The scattered power (13.11) at z D 0 correspondingly simplifies in

P.0/ D h�ih�ei P
0.0/

1 � e�˛e .sec � 0 C sec � 00/ d

sec � 0 C sec � 00 C P 00.dz/ e�˛e d sec � 00
;

where h�ei is the volumic average extinction cross-section (7.20). In the frequently
encountered case of statistically isotropic scattering, the emerging power17 is
expressed in terms of the albedo (7.21) and of the electromagnetic thickness (9.38)
by

16In ground-based observations, the contribution comes from the environment above the observed
layer.
17The upward scattered wave is assumed to emerge almost entirely: this implies that the inner field
has negligible stationary component and that total reflection (Sect. 6.4) does not occur.



13.1 Macroscopic Scattering Mechanisms 535

P.0/ D A P 0.0/
1 � e�. 0

o C  00
o /

sec � 0 C sec � 00 C P 00.dz/ e� 00
o : (13.12)

For bistatic observation, ordinarily carried out in the optical spectral range, the
electromagnetic thickness for the primary wave differs from that of the scattered
wave, since o depends on � :

 0
o D ˛e d sec � 0I  00

o D ˛e d sec � 00 :

In case of monostatic or quasi-monostatic radar observation, � 00 � � 0 � � ,
 00

o �  0
o � o and the power density at the top of the scattering volume is

P.0/ ' A P 0.0/
1 � e�2o

2 sec �
C P 00.dz/ e�o :

For given P 0 and P 00, the spectral features of the radiation scattered by a volume
of dielectric inhomogeneities are essentially determined by the extinction, which
affects the electromagnetic thickness o and, especially at optical wavelengths, the
albedo A in (13.12). The extinction constant depends on the physical and, to a lesser
extent, on the geometric characteristics of the materials forming the inhomogeneous
volume. Section 5.3.2 shows that the absorption constant is directly related to
the imaginary part of the permittivity of the material, while Sect. 9.1 relates the
extinction caused by scattering to the geometry of the dielectric inhomogeneities.
Therefore, due both to scattering effects and, especially, to wavelength-selective
absorption, the extinction constant, hence, in turn, albedo and optical thickness,
can vary dramatically with the wavelength. The corresponding variations with �
of the observed power (13.12) form the already mentioned spectral signature of
the material. From an extended point of view, the effect may also explain the
substantially different behavior between the power originated by volume scattering
at microwaves and the one at optical wavelengths.

It is worth pointing out that the dependence both of ˛e and of h�i on the wave
polarization has to be taken into account when the scatterers are not symmetrical,
neither isotropically arranged.

Analogous concepts hold for passive observation at microwaves and in the TIR:
to a first-order approximation, the power emerging from the layer is assumed to
originate uniquely by thermal emission from both this latter and the bottom material.
Equation (13.11) is easily converted into the analogous of (9.53) by recognizing that
P 00.dz/ is spontaneously emitted by the bottom bulk material and by replacing the
scattering term (13.8) with the thermal source, clearly still including scattering into
the extinction coefficient. The balance between emission and extinction affects the
global emitting features of the layer-over-bulk structure (cf. Sect. 14.1.4.2).
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13.1.3 General Features of Volume Scattering

The angle and the frequency at which a layer of inhomogeneous material overlying a
different one is observed affect the type of information carried by the measurements.

First of all, the angle at which the scattered power is measured changes the
relative balance between the contribution P 00.dz/ from the bottom of the layer and
that from this latter. Increasing � 00 increases the length of the path in the material and
consequently raises the electromagnetic thickness  00

o , thus quenching the amount of
power originated from the bottom that reaches the top: when  00

o 	 1, the emerging
power is approximated by

P.0/ ' A P 0.0/
sec � 0 C sec � 00 � (13.13)

The expression (13.13) indicates that the emerging power tends to carry information
mainly on the albedo of the material forming the inhomogeneous layer. Instead, at
low angles such that the electromagnetic thickness tends to vanish,18

P.0/ ' P 00.dz/ :

The emerging power now provides information essentially on structure and nature
of the material underlying (z 0 > dz) the layer.

The role of frequency is variegated, since it affects both electromagnetic
thickness and albedo through diverse physical mechanisms. At wavelengths falling
in absorbed bands of the material, the electromagnetic thickness is high, hence
the underlaying structure is not visible and the measured power originates almost
uniquely from the layer. At these wavelengths the volume scattering source is
correspondingly low, since both the albedo and the primary wave power density
decrease with increasing absorption.

Frequency has the further effect previously hinted at. The results obtained in
Sect. 9.1 indicate that scattering increases considerably with increasing dimensions
of the inhomogeneities with respect to the wavelength, thus enhancing the albedo.
Coarsely speaking, volume scattering is expected to be relatively low at microwaves,
at which frequencies the dielectric inhomogeneities of several materials have spatial
scales short compared to wavelength, and to be relatively large in the optical range.
Moreover, since the permittivity of moist materials has a trend generally decreasing
with frequency, reflection tends to be relatively high at microwaves, thus lowering
the volume source function. This trend is further strengthened by the behavior of
many air-material transition surfaces, which, as observed in Sect. 13.1.1.1, behave
like smooth at microwaves and quite rough in the optical range.

In practice, many natural and man-made (e.g., asphalt, concrete, plaster, painted
wood), materials are inhomogeneous at a micrometer scale, hence, essentially over

18For sufficiently low extinction.
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all the optical range, while only inhomogeneities at centimeter or decimeter spatial
scale are effective at microwave frequencies. Optical observations are then expected
to contain the imprinting almost exclusively of the volume scattering, whereas
only some kinds of earth cover, typically the vegetation canopies, contribute to
radar measurements through prevailing volume scatter. However, it should be born
in mind that, given the diverse extinction, the microwave and optical penetration
depths differ by orders of magnitude: optical observations are generally able
to gain information on very shallow layers, of the order of micrometers, while
radar measurements typically observe backscattering down to a few centimeters in
moderately moist and mildly compact materials and to several tens of centimeters,
or more, in loose dry matter (cf. Sect. 6.3.1.1).

13.1.4 Surface and Volume Scattering in Image Features

Many features of images acquired in different ranges of the electromagnetic
spectrum can be interpreted by resorting to the behavior of surface and volume
scattering, clearly bearing in mind their interdependence.

In a few words, radar images of essentially “bare” targets, i.e., excluding
composite environments such as vegetation, snow covers or sea foam, tend to
display the local backscattering features of the geometric surface, while optical
images carry the imprinting by the volume scattering originating from a more or
less shallow (depth of the order of wavelength, at most) layer of sub-surface bulk
material.

A surface the height standard deviation ¢z of which is above the Rayleigh limit
¢zR, behaves as rough: the coherent reflection is relatively low, while the power
scattered into the various directions is enhanced by the considerable amplitudes
of the spectral components (7.52) of the random height. The rough area is then
visualized by a cluster of relatively bright19 pixels in a backscattering power image.
Vice-versa, when ¢z < ¢zR, reflection is high and backscattering low, given the trend
of the roughness spectrum, which peaks at �t � 0 and rapidly decays with increasing
modulus of the lateral scattering vector. Since reflection occurs in the specular
direction, a smooth area returns little or no echo20 to an observing monostatic, or
quasi-monostatic (cf. Sect. 12.3.2.1) radar,21 and is thus characterized by a region of
dark pixels in the power image.

19Strong fluctuations of scattering intensity about high values are observed because of speckle
(Sect. 7.2).
20The relatively smooth surface of oil-covered water in the slick area considered in Sect. 14.2.2.3
is a typical target yielding reduced backscattered power.
21Except that when the mean surface is perpendicular to the direction of observation, or when its
shape corresponds to the dihedral or trihedral configurations considered in Sect. 6.6.
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On its side, the main mechanism on which the passive optical observations are
based is the sub-surface22 diffuse (bistatic) scattering of solar radiation outlined in
Sect. 9.3.1. Because of the absorption bands, this feature results in “coloring” the
observed target. Sufficiently smooth natural surfaces can affect the measurements
through specular reflection originating the nearly “white” sun glint23 only for
particular mutual positions of the sensor platform and of the Sun with respect to the
observed marine or lacustrine calm water area. Apart from such peculiar geometries,
the observed radiation is relatively independent of the macroscopic roughness of
the surface and, if anything, is affected by the orientation of the mean surface with
respect to Sun24 and to the sensor.

13.1.5 Scattering Mechanisms and Interferometric Coherence

The interferometric coherence has been analyzed in Sect. 12.3.4 from the point of
view of the impact it may have on the production of altitude maps or on monitoring
height variations. In fact, the phase stability of the scattered field carries information
on the kind of terrestrial environment and on its features, so that the measured
coherence is in itself useful in Earth observation. An example is shown in Fig. 12.31.
The two previously considered scattering mechanisms, of surface and of volume
origin, are characterized by essentially different magnitudes of interferometric
coherence. This latter depends on the dielectric structure of the observed target as
well as on its time stability, at least for repeat-pass interferometry.

13.1.5.1 Coherence in Surface Scattering

When surface scattering prevails, the scattering function is clearly determined by the
dielectric features only of the surface of the material. In case the surface has no or
little macroscopic variations with time, as is typically the case of exposed rocks and
man-made structures, the factor j
�j in (12.54) is high. Analogous is the behavior
of a homogeneous terrain when the acquisitions are carried out simultaneously
or at a sufficiently short time interval. It can be added that the two-dimensional
scattering source of the surface has a relatively simple structure and is expected
to be characterized by a scattering function moderately sensitive to the incidence
angle and weakly dependent on the interferometric baseline, so that also j
Bj is high.
Therefore, the modulus of the degree of coherence j
 j is expected to show relatively
large values in cases in which surface scattering is dominant.

22Clearly, down to the penetration depth (say, a few micrometers) of the optical radiation.
23Application details are given in Sect. 14.2.1.1.
24Especially at grazing angles.
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It is worth observing that increasing wavelength selects larger spectral compo-
nents (7.53) of the dielectric fluctuations. Since the larger structures change less
with time, the repeat-pass coherence is expected to be generally higher at the lower
microwave frequencies.25

13.1.5.2 Coherence in Volume Scattering

Fluctuating and stable parts of the scattering function are affected not only by the
dielectric structure of the surface but also, and sometimes in a prevailing way, by
the permittivity in the bulk volume of the resolution cell. The scattering function
of a random-like three-dimensional dielectric structure, such as that of a natural
environment, is clearly more complex than that of a two-dimensional one, thus it
is expected to be quite sensitive to the incidence angle, hence to the baseline. The
relatively low value of j
Bj contributes to keep low the interferometric coherence.
Moreover, appreciable changes of the spatial structure of terrestrial environments
characterized by significant volume scattering occur frequently. For instance, the
plant canopies undergo ceaseless seasonal variations (cf. Fig. 14.26), but also the
terrain is subject to changes mainly of its vertical permittivity structure, caused by
rain or, oppositely, by evaporation. The fluctuating part of the scattering function in
(12.51) can then be a considerable fraction of the average one, with corresponding
reduction of j
�j.

As a result, the magnitude of the degree of coherence j
 j is expected to be
moderate or low when volume scattering prevails.

Further Steps Toward Interpreting Images

By now we understand the primary information that the basic products delivered by
the remote sensing systems are expected to contain. We also suspect that the models
worked out to represent the sensing process may not be able to approach the reality,
given the physical complexity of many targets and the analytical intricacy of the
electromagnetic interaction. To progress further, the scattering mechanism, which
we know is at the basis of many types of observation, is rationalized in the two broad
classes of surface and volume interactions. We get hints that information originates
essentially from a volume mechanism at optical wavelengths, while microwave
systems probe the targets through both surface and volume interactions.

We can grasp a qualitative understanding of the reflecting and scattering behavior
of rough surfaces by using the concept of facet and by adopting the geometrical
optics model. Establishing the link between the geometric structure of the surface
and the predicted reflection and backscattering coefficients is approached quantita-

25This concept should be kept distinct from that of permanent scatterer outlined in Sect. 12.3.3.3.
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tively by introducing roughness parameters such as correlation distance and height
and slope standard deviations. We realize that tractable formulas have limited ranges
of validity, so that we must chose our computational scheme watchfully according
to the wavelength of operation. Periodic surfaces demand a separate approach,
considering the coherent superposition of elementary contributions from equidistant
facets.

Volumetric scattering is a complicate process, especially if we realize that the
sparse or dense layer of random elements frequently lays over the rough surface of
another material. We must resort to the radiative transfer formalism, subject to prior
identification of the volume scattering source function, as well as of the contribution
from the material underlaying the layer. The analysis shows us that long microwave
wavelengths and low observation angles allow observing the bottom material,
whereas data acquired at higher frequencies and angles carry the imprinting by the
covering layer.

The relative amount of signal contributed by the surface or by the bulk affects
the interferometric coherence characterizing the target. Coherence is relatively high
when surface scattering prevails, while low values are typically expected for targets
that scatter mainly through a volumetric mechanism.
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Chapter 14
Wave Interaction with Land, Water and Air

Much of the matter presented in the previous parts of this book aims at providing
a unified rationale within which the interaction of the electromagnetic waves
with natural and man-made materials and structures can be framed for the fre-
quency/wavelength bands at which common Earth observing systems operate. The
frame facilitates the understanding of the mechanisms through which the observed
terrestrial environment confers the bio-geo-physical information to the probing
wave and how this latter carries it to the sensor across the interfering atmosphere.
The interpretation of the images and of the data the more common Earth observing
systems acquire can be guided by the theoretical and empirical models that were
outlined and by the examples occasionally presented to anchor the abstract theory to
the complicated real world. This concluding chapter intends to provide a systematic
overview of the kind of information that the various remote observation techniques
are expected to gain on the three basic terrestrial environments, solid land, water
bodies and atmosphere. Several examples are reported, based both on numerical
simulations and on actual observations. The presented results are discussed on
the basis of the relevant electromagnetic models and interaction mechanisms, with
the intent of mitigating the feeling of fortuity or of inexplicable occurrence that a
possible inextricable and apparently inconsistent behavior of the observations may
sometimes raise in absence of a comprehensive rationale.

For each class of Earth’s environment, the theoretical or experimental results are
gathered according to the observation technique they refer to: the target imprinting
onto the scattered solar radiation is discussed first, followed by the radar response1

and then by the features of spontaneous emission in the thermal infrared and at
microwaves. Each method of observation includes examples relative to the more
relevant kinds of terrestrial targets, for instance, relative to bare soil, urban areas,
vegetation and snow, just to mention the solid-land environment class.

1Selected applications of lidar systems are mentioned when appropriate.
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14.1 Interaction with Land

The solid land presents a wide variety of scenarios, the observation of which is
carried out by almost all the available observation techniques and exploiting the
whole applicable electromagnetic spectrum. Understanding the relevant features of
the land images often requires a balanced consideration of the prevailing interaction
mechanisms, which may depend critically on the sensor parameters and on the
acquisition geometry. The reader is cautioned that the variability with time and
geographic location of the land environment is a further source of hurdle in
interpreting and exploiting the remote observations.

14.1.1 Passive Observation of Land in the Optical Spectral
Range

Sections 2.2.3 and 2.2.4 point out that at optical2 wavelengths the permittivity
both of moist and of dry organic and mineral matter has generally moderate and
close values because the dielectric polarization loses the librational contribution
by the permanent dipoles. Moreover, with the exception of polished materials and
calm water, the typical surface height standard deviation is large with respect to
wavelength. These dielectric and geometric features make reflection and direct
scattering of sunlight from the surfaces of many kinds of materials relatively low. As
a consequence, a large fraction of the incident radiation penetrates into the matter
below the geometric boundary.

Common natural and man-made materials are aggregates of substances having
different local properties and density, resulting in dielectric inhomogeneities. For
instance, soil [359, Chap. 1] contains tiny fragments of rocks and residuals of
vegetal matter, air cavities, unequal moisture distribution; asphalted road pavements
are mixtures of aggregate mineral particles, with sand, fly ash, bitumen, air and
water [226, 382]; leaves [7, 135] basically consist of upper and lower epidermises,
parenchyma layers rich of chlorophyll, loosely arranged spongy mesophyll and
vascular bundles. Given the short wavelengths, multiple scattering (cf. Sect. 9.1)
by the subsurface inhomogeneities in the three-dimensional matter is substantial,
so that part of the downwelling solar power is redirected back into the atmosphere.
The path traveled inside the material attenuates the wave according to the specific
extinction, essentially caused by absorption, which is a function of wavelength3

characteristic of the subsurface materials. The consequence is the modification of
the spectrum of the solar radiation that arrives at ground level (Sect. 10.2.1.1),

2Remind that the “optical” wavelength range includes ultraviolet, visible and near infrared.
3Scattering, which also contributes to extinction, is generally much less wavelength-selective than
absorption.
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penetrates below the boundaries of the bodies (soil, asphalt, leaves, etc.) present
in the observed area, and is finally scattered. The radiation that is sent upward into
the atmosphere by the subsurface volume-scattering process contains the imprinting
by the resonances of the matter composing the skin layer of the target: the returned
radiation has been colored (Sect. 10.3.2) by the material.

In essence, the upward solar radiation is composed of a generally low4 direct
contribution by scattering (including reflection) from the surface and of a substan-
tial contribution from the skin sub-surface matter through the volume scattering
mechanism discussed in Sect. 13.1.2.1. The spectrum of the upward polychromatic
radiation that reaches the sensor, apart from possible atmospheric interference, is
basically affected (colored) by the material present in the region of interest at
which the sensor aims (Fig. 11.21). The power captured by the receiving aperture is
sampled in wavelength by the channels of the spectrometric system and transformed
into values of the spectral reflectance R� defined in Sect. 10.2.1.1, which are
assigned to the “central” wavelength �0i of the i-th channel of the instrument. The
pattern R.�0i/ forms the spectral signature of the observed material, carried by the
scattered5 solar radiation. In the receiving process, the valuesR.�0i/ are transformed
into digital signals, which, in practice, provide information on nature and state of the
observed target and form the basis for substance identification, land cover inventory,
vegetation monitoring, just to cite a few common applications of optical passive
observation.

14.1.1.1 Optical Observation of Bare Surfaces

Bare surfaces, which include terrain and rocks, are always more or less discernible
on the solid earth surface, with the exception of areas seasonally or permanently
covered by snow. The soil features also affect the spectral reflectance of vegetated
areas, especially where vegetation is sparse or senescent. The terrain is the upper
part of the layer of unconsolidated material overlaying a rock bed, is exposed to
atmosphere and solar radiation and undergoes physical, chemical and biological
alterations. The terrain contains inorganic solid particles (most common are sand,
silt and clay) deriving from rock erosion, organic matter (remaining of plants
and living organisms), air, and water, which fill the cavities with time-variable
relative concentrations. Therefore, the downwelling solar radiation interacts with
an inhomogeneous, sometimes granular, material, with highly rough boundary
(Fig. 7.11). The global interaction features depend on the properties of the geometric
surface of the soil [27] and, mainly, of the underlying shallow (skin) layer. The
scattering from the surface is affected by its porosity and micro-roughness caused by
emerging fragments, agglomerates, and cleavages, as well as by the overall fraction
of exposed structure, while the volume scattering depends on the chemical nature

4No sun glint is assumed.
5As said, sometimes called “reflected”.
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and concentration of the subsurface composing substances and on the crystalline
structure and dimension distribution of the inorganic particles, that is, on the
terrain micro-texture. It has to be considered that roughness, composition and
overall structure are substantially affected by the climatic conditions, which strongly
modify the water and air content of the soil, with further modifications caused by
erosion and by growth and senescence of plants.

The results of Sect. 13.1.2.1 show that the spectrum of the scattered solar
radiation differs from the incident one because the albedo of the traversed thin
subsurface layer depends on wavelength, essentially due to selective absorption.
The absorption mechanisms introduced in Sect. 2.1 primarily involve vibrational
and electronic transitions, since, in the optical range, molecular translations and
rotations are quenched in most soil materials. The transitions between vibrational
states mainly affect the infrared: in particular, liquid water has three strong
absorption bands in the range 2.5–7�m, associated with fundamental vibrational
modes of the polar molecules, together with two weaker bands around 1.45 and
1.95�m. On their side, the electronic transitions determine the absorption bands in
the visible and ultraviolet.

The commonly encountered mineral substances, formed prevailingly by silicon,
aluminum and oxygen atoms, do not present energy levels that allow transi-
tions involving visible or near-infrared photons, rather, their presence affects the
reflectance spectra through electron transitions in the impurity centers, or through
vibrational transitions of the hydroxyl. Moreover, it should be considered that
many types of terrain contain iron ions which strongly absorb the shorter visible
wavelengths. On its side, even a moderate quantity of organic matter has a
strong influence on reflectance, given its water retentivity. Indeed, in presence of
precipitation or of irrigation, water takes the place of the air in the terrain, whereas
the opposite happens during drying out. Fairly common patterns of the spectral
reflectance of bare soil [346] show minima in correspondence of the wide water
absorption bands centered on 1.4 and 1.9�m. Lower reflectance of the soil with
higher organic matter content is also observed, as Fig. 14.1 shows. Indeed, the water
film that usually adheres to the solid particles of both organic and mineral origin,
traps the radiation through a total reflection mechanism (Sect. 6.4) and dissipates it,
thus lowering the scattered power over the whole band [32]. In general, for a given
kind of soil, the higher the moisture content, the lower is the spectral reflectance, as
clearly displayed by Fig. 14.2.

The soil is widespread and in many cases it overlays consolidated rock structures,
which, therefore, are not optically visible. However, the granular material which
is present in the terrain partly derives from erosion and alteration of rocks. Given
the soil formation process, its reflectance may contain various spectral components
of the underlying minerals, mixed with other spectral features, mainly those of
vegetal matter and of water. The spectra of pure rocky materials are usually less
complex than those of the soil, since they depend essentially on the interaction of
radiation with the relatively simple mineral lattice. Each type of mineral generally
shows a characteristic pattern of its spectral reflectance, which, at least in principle,
allows identification of the material [319]. As an example, olivine has a minimum
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Fig. 14.1 Qualitative spectral reflectance of fine-texture terrain with high, (a), and low, (b), organic
matter content vs. wavelength �0 in the visible and near infrared (Curves interpolate data from
[169])
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Fig. 14.2 Typical spectral reflectance of soil with diverse moisture contents (in percent) vs.
wavelength �0 in the visible and near infrared (Curves interpolate data from [169])

of spectral reflectance near �0 D 1�m, caused by absorption by the Fe2C ion,
while carbonates show strong oscillations in the 1.4–2.5�m range, associated
with the absorption bands of the CO3 ion. Other types of rocks show patters of
spectral reflectance which obey analogous general rules, i.e., the observed spectral
reflectance R� contains the imprinting of the absorption spectrum of the materials.
The maxima of R� clearly correspond to maxima of the albedo A and minima to
absorbed wavelengths. Figure 14.3 shows a few examples of the spectral reflectance
of rock-forming minerals.
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Fig. 14.3 Typical non-specular spectral reflectance of minerals vs. wavelength �0 in the visible
and near infrared: (a), Dolomite; (b), Obsidian; (c), Fayalite; (d), Hematite (Curves interpolate
data from [2])

It is worth adding that a considerable fraction of irrigated land is affected by the
presence of salts at the surface of the terrain, with corresponding degradation of
agricultural productivity [239]. Salinity modifies the spectral reflectance of the soil
surface according to its mineralogy and moisture content, thus allowing mapping of
affected areas and salt identification.

14.1.1.2 Optical Observation of Vegetation

The vegetation elements are typically arranged in canopies. In temperate and polar
climatic regions, the leaves of deciduous plant canopies form its largest fraction
of light-intercepting surface especially in summer, whereas the perennial wood
elements are exposed in winter. Being generally sparse [15], a canopy has negligible
specular reflection and scattering from its average upper boundary, while the
three-dimensional structure originates volume scattering, with multiple bouncing
[160, 175], as sketched in Fig. 14.4.

Leaves are composed of cellulose, lignin, proteins, carbohydrates, and, mainly,
water, which represents between 40 % and 80 % of the weight of green matter.
The amount of cellulose, which is a polysaccharide deriving from glucose chains,
varies between 10 % and 35 %, while pectin contributes to form the cell walls.
Clearly, green leaves also contain chlorophyll. The surface of an individual leaf is
optically rough, hence a considerable fraction of the incident light penetrates below



14.1 Interaction with Land 549

Fig. 14.4 Multiple scattering in a vegetation canopy. The dashed line denotes the upper boundary
of the average air-canopy transition layer; the light green background hints at the mean permittivity
in the vegetation layer (cf. Sect. 7.2), the brown one represents soil

the epidermis.6 The substances present in the vegetal matter cause wavelength-
selective absorption, essentially related to vibrational transitions in the water and
in the pigments, mainly the chlorophyll [88] of the palisade mesophyll. The internal
structure of a leaf, and in particular the spongy mesophyll, is inhomogeneous at
spatial scales comparable to wavelength, so that considerable multiple scattering
occurs [116]. The spectrum of the radiation that emerges from the leaf after multiple
inner refraction and volume scattering has a spectrum which differs from that of the
incident one according to the absorption and the albedo, the wavelength dependence
of which are peculiar of the plant and of its state [40, Chap. 17].

Three characteristic spectral regions [381] can be identified in the typical
reflectance of a “green” leaf sketched in Fig. 14.5:

– R� is relatively low at visible wavelengths, given the wide-band photosynthetic
absorption by chlorophyll, which peaks at �0 � 0:4 �m (blue) and �0 � 0:7 �m
(red): the moderate maximum of reflectance in the green gives visual indication
on the chlorophyll content;

– starting from the red edge and increasing �0, absorption by chlorophyll declines,
more incident radiation can reach the inner inhomogeneous cellular structure, a

6Reflection by the waxy cuticle can possibly lower the fraction of penetrating radiation.
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Fig. 14.5 Typical trend of spectral reflectance of green vegetation vs. wavelength �0 in the visible
and near infrared (The curve interpolate data from [172, 284])

larger fraction of the scattering by this latter7 emerges from the vegetal matter
and consequently the reflectance raises significantly, up to the plateau value in
the 0.8–1.2�m wavelength range: the relative NIR reflectance is an effective
indicator of vegetal matter, as specified by (14.1);

– at longer wavelengths, water absorption prevails and the reflectance drops: its
pattern yields information on possible plant water stress.

The vegetation elements usually do not cover entirely the observed area, so that part
of the solar radiation is able to reach the underlying terrain, the scattering of which
superimposes to that of the plants, yielding a soil-vegetation composite reflectance.
Therefore, R� of a vegetated area generally depends on the relative fractions [121]
of vegetation and of exposed soil: growing crops show the characteristic temporal
trend of their spectral reflectance, displaying the transition from R� of bare soil to
that of closed vegetation displayed in Fig.14.6. The main effects of the growth of
the plants are:

– a small relative maximum of R� appears in the green because of the plant
chlorophyll absorption at the lower and higher ends of the visible wavelength
range;

– in the 0:8 �m < �0 < 1:2 �m interval,R� considerably increases with increasing
phytomass density, which enhances the overall spectral reflectance;

– at longer wavelengths, the minima in correspondence of the water absorption
deepen, since the absorbing moisture in the plants is generally higher than that in
the soil.

7Scattering from the dielectric inhomogeneities is also enhanced by the relatively high values of
the permittivity of the vegetal matter in this wavelength range.
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Fig. 14.6 Typical temporal variation of the spectral reflectance of a crop at different development
stages vs. wavelength �0 in the visible and near infrared: (a), bare soil; (b), intermediate plant
growth; (c) fully developed vegetation (Curves (b) and (c) interpolate vegetation data from [71])

The relative value that the spectral reflectance has in the relatively flat 0.8–1.2�m
plateau is an effective indicator of the global phytomass and is useful to monitor
crop growth. The normalized difference vegetation index (NDVI) [286, 367], based
on this observation, is a widely used simple parameter.8 It is defined by

NDVI :D R�nir �R�vis

R�nir C R�vis
� (14.1)

in which R�nir denotes the spectral reflectance in the near infrared, where the green
vegetal matter scatters more, and R�vis is its value in the visible.

Given the sensitivity to microstructure and pigments [337], reflectance mea-
surements in this spectral interval are also effective9 in plant discrimination
[117, 264, 411]. Indeed, the spectral reflectance of different kinds of vegetation
differs scarcely in the visible, where the “green color” predominates for all plants,
whereas it differentiates significantly beyond �0 � 0:75 �m (Fig. 14.7).

Data acquired by visible and near infrared10 spectrometric channels also yield
information on possible plant diseases [46, 325], which cause loss of water and
a resulting increase of reflectivity, especially in correspondence of the absorbed
wavelengths. The curves in Fig. 14.8 suggest that a severe stress, implying a

8Methods such as the spectral mixture analysis (SMA) [3] may yield results more accurate than
NDVI [93] for particular conditions of vegetation and soil [342, 402].
9The sensitivity of reflectance to several environmental parameters combined with the similarity
between spectra of different vegetation species [294] may hamper the discrimination capability of
spectroscopic techniques.
10In particular, the range between �0 � 500 nm and �0 � 850 nm is generally exploited.
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Fig. 14.7 The trend of the spectral reflectance with wavelength �0 differs at the red edge according
to the type of plant (Curves interpolate data from [256, Chap. 3])
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Fig. 14.8 Effect of vegetation health on the spectral reflectance pattern vs. wavelength �0 in the
visible and near infrared (Curves interpolate data from [376])

substantial decrease of photosynthesis, also quenches the tiny reflectance peak in the
green. It is worth adding that the red and far-red spectral features of the fluorescence
induced by solar radiation are indicative of the photosynthesis state of plants and
provide means of detecting vegetation stress [249].

Finally, note that some plants have the capability of uptaking and accumulating
traces of chemical elements or inorganic compounds present in the terrain. As
a consequence, the high-spectral resolution reflectance of the leaves can exhibit
peculiar and indicative deviations from the typical shape, useful to identify the
elements in the soil [42, 53, 155], also when this latter is concealed by an overlying
closed canopy.
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14.1.1.3 Optical Observation of Snow

Snow is an aggregate of ice particles and air, which at temperatures T � 0 ıC may
contain a significant fraction of liquid water. Its visible and near infrared reflecting
properties are determined by the physical characteristics and morphology of the ice
granules, by the liquid water inclusions, and by the eventual impurities, such as
dust and combustion residues, which are possibly present. Following the properties
outlined in Sect. 2.2.2.2, ice is rather transparent in the visible, with an absorption
minimum around �0 D 0:5 �m, and becomes opaque in the infrared. The real part of
its refractive index is relatively flat over the optical wavelength band. The dielectric
properties of ice in the visible and near infrared are detailed in Fig. 14.9, with a
suitable comparison with liquid water.

Given the granular structure of the snow cover, its interaction with the solar radia-
tion is through a volume scattering mechanism. Therefore, the spectral reflectance of
pure snow depends essentially on the distribution of dimensions of the granules, as
the diagrams of Fig. 14.10 indicate. Liquid water has little effect in this wavelength
range, since its refractive index is not far from that of ice. In the visible, where ice
is fairly transparent, the spectral reflectance R� of snow does not vary appreciably
with the characteristic dimension D of the granules, while the effect of absorption
becomes important at wavelengths beyond �0 � 0:75�m. It is worth noting that
R� is fairly high up to �0 � 1�m: this feature allows discrimination between
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Fig. 14.9 Real (nr) and imaginary (nj) parts of ice refractive index vs. wavelength �0 (continuous
line) compared with those of liquid water (dashed) in the visible and near infrared (Curves
interpolate data from [86])
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Fig. 14.10 Spectral
reflectance R� of snow vs.
wavelength �0 in the visible
and near infrared for various
characteristic dimensions D
of ice particles (Curves
interpolate data from [86])
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snow and other earth surface materials, which have relatively low reflectance, so
that snow cover maps are effectively derived from observations in the visible.11 The
reflectance in the near infrared becomes sensitive both to the snow age, since the
dimensions of the granules are increased by the melting-refreezing process, and
to the liquid water in the wet snow matrix. Moderate thickness of the snow layer
makes it partially transparent and R� dependent on thickness, hence on its snow
water equivalent (SWE), which represents a quantity of considerable interest to
users. Figure 14.12 shows the spectral reflectance of layers of snow having different
water equivalents.

14.1.2 Radar Observation of Land

The microwave dielectric properties of natural and man-made materials differ
substantially from those in the visible and infrared wavelength range, mainly
because of the high values of the permittivity of liquid water, which is very often
present in the temperate terrestrial environment. Moreover, given the wavelengths
of the microwave radiation, which are larger than the optical ones by several orders
of magnitude, a crucial factor is now the macrostructure of the target. Basically,
the geometric properties of the air-material interface and the sub-surface dielectric
features affect both amplitude and phase of the backscattered field, according to
the respective spatial spectrum of inhomogeneities discussed in Sect. 7.4.7. The

11However, ice clouds, the spectral reflectivity of which is similar to that of snow, may hamper
snow mapping, as shown in Fig. 14.11.
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Fig. 14.11 Snow cover is readily discriminated against land and sea surface, but the analogous
spectral reflectance of ice clouds is a possible major source of ambiguity (MERIS image of Italy
credit: data, ESA; processing, courtesy C. Solimini)
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Fig. 14.12 Spectral reflectance R� of snow layers with different water equivalent w vs. wave-
length �0 in the visible and near infrared (Curves interpolate data from [86])

effect on the extinction of the random variations of permittivity outlined in Sect. 9.1
combines with that of the absorption in setting the depth below the surface down to
which a radar at a given frequency is able to gain information.

14.1.2.1 Radar Observation of Bare Soil

Given the high values of microwave permittivity of moist terrain and the usually
rough nature of its interface, the backscattering images of pixels of bare soil,
assumed of homogeneous material, contain shuffled information on both moisture
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Fig. 14.13 Horizontal co-polar backscattering coefficient �0hh vs. incidence angle �.i/ for two
different soil moisture content mV Œm3 m�3� and random surface standard deviation ¢z (Curves
interpolate data from [368])

and roughness. In general, increasing soil moisture content mV increases the
backscattering coefficient �0 at all incidence angles � for given surface roughness
¢z. The effect of this latter depends on � , as seen in Sect. 13.1.1.2.1: at low incidence
angles, typically for � . 15ı, increasing ¢z reduces the reflected component,
thus decreasing backscattering12; the opposite occurs for � & 15ı, where the
backscattered incoherent component is enhanced by increasing values of the spatial
spectral density that characterizes the surface roughness. Figure 14.13 shows typical
trends of the backscattering coefficient with the incidence angle. Backscattering
decreases monotonically with increasing incidence angle: the decrease is steeper
for smoother surfaces, for which coherent scattering, which peaks sharply at
low13 wavenumbers, dominates, while the curves flatten for high roughness, since
the spectral components maintain relatively high values over an extended range
of lateral wavenumbers (Sect. 7.4.4). Note that the value of the backscattering
coefficient in the neighborhood of the incidence angles (coarsely, between 15ı
and 25ı) at which the curves cross, is weakly dependent on roughness, hence it
is expected to be indicative of soil moisture. In the angular region in which the
incoherent scattering dominates, typically � & 15ı, increasing frequency increases
�0, whereas at angles at which coherent reflection prevails, an increase of frequency
reduces �0. However, it is important to bear in mind that the permittivity does depend
on frequency, hence when comparing �0 at substantially different frequencies,
inconsistencies with the above conclusion might be observed.

12Actually, the definition of �0 is based on the incoherent scattering component.
13Ideally, for �t ! 0.
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(a)

(b)

Fig. 14.14 L-band co-polar (left) and cross-polar (right) experimental signatures of bare soil: (a),
low surface roughness; (b), high roughness. The polarization parameters § and ¦ are defined in
Sect. 1.3.1.2

The electromagnetic interaction with bare soil clearly depends on polarization,
as mentioned in Sect. 13.1.1.2.1. For low roughness, or, equivalently, for large
wavelengths, and at angles at which scattering predominates on backward reflection,
�0hh < �0vv, while �0hh ! �0vv as ¢z (or the frequency) increases. On its side,
cross-polar backscattering is lower than the co-polar one, so that �0hv remains
always below both �0hh and �0vv, and can be quite low when the observed surface
is smooth. A comprehensive representation of the backscattering behavior for
variable polarizations is provided by the polarimetric signatures, an example of
which is shown in Fig. 14.14. The maxima of the co-polarized �0, which occur in
correspondence of the ellipticity angle ¦ D 0 (linear polarization) and inclination
angle § � 90ı (vertical direction), highlight that �0vv > �0hh for rough surface
backscattering. The pedestal, that is the values of �0 in correspondence of¦ D  =4,
represents the backscattering for circular polarization. At this polarization it is
prevailingly cross-polar, consistently with the surface scattering mechanism and the
definitions of co- and cross-polar components for circular polarization. In fact, the
propagation vector of the backscattered field is opposite to the that of the incident
one, hence the relative direction of rotation reverses.

As far as the phase difference between the field scattered at co-polarization
is concerned, the values of Δ˚hv D ˚hh � ˚vv for surface scattering remain
low, consistently with the results given by the applicable models outlined in
Sect. 13.1.1.2.1.
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14.1.2.1.1 The Interferometric Coherence of Bare Soil

The interferometric degree of coherence shown by bare soil areas depends both
on the random fluctuations of permittivity within the individual radar resolution
cells and on the roughness parameters of the soil surface. The effect of roughness
is negligible when the soil moisture content mV is fairly uniform, whereas high
dielectric variations in the single scattering volumes enhance the random phase
fluctuations, hence decrease the coherence [216] according to the roughness of
the surface, consistently with the results of Sect. 12.3.3.2. In general, j
 j � 1

for small variability of soil moisture content in the resolution cells, irrespective
of the variations the moisture undergoes globally between the multi-temporal
acquisitions.14

It can be added that separate information on moisture and roughness is not readily
obtainable from interferometric images of bare soil.

14.1.2.2 Radar Observation of Urban Areas

Backscattering from built-up structures can be much higher than that of natural
terrestrial environments. Indeed, as already observed in Sect. 12.1.2.5, man-made
structures are often characterized by smooth large plane surfaces forming dihedral
or trihedral configurations in combination with the horizontal surface. Then the
multiple-bounce mechanism involving coherent scattering yields a large angular
density of retroreflected power. Moreover, smooth curved surfaces and metallic
structures are generally characterized by flash points (Sect. 7.3.2). A pixel within
which such a large reflected power density originates is attributed a high backscat-
tering coefficient. Images of dense urban areas at decametric resolution are generally
characterized by a rather uniform distribution of �0, given the high probability that a
corner reflector or a flash point falls within each pixel. For this reason, the images of
dense urban areas acquired at such a spatial resolution appear characterized by fairly
uniform high backscattering, such as the city of Rome, Italy, shown in Fig. 14.15.
This feature makes decametric-resolution acquisitions suitable to delineate large-
scale urban environments with simple processing, or even by visual inspection.

On the contrary, images of dense urban areas taken at metric spatial resolution
are typically characterized by “bright” pixels, within which the high-intensity
backscattering sources associated with the above effects fall, commixed with
low-signal pixels, where shadowing and forward specular reflection occur. The
metric-resolution images have then the potential of differentiating buildings or
aggregates of buildings within the urban area and of singling out individual struc-
tures. However, the peculiar geometric effects introduced by the radar data takes call
for particular care in image interpretation and information retrieval. As example of
the difficulties that are encountered, Fig. 14.16 shows the tangled appearance of the

14The collective change of permittivity induces a corresponding phase shift [261].
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Fig. 14.15 Decametric-resolution SAR image of the Rome, Italy, extended area. This was the
last image taken by the ERS-2 SAR over Rome before its dysfunction (Credits: data, ESA, 2011;
processing, courtesy C. Solimini, and Tor Vergata University Earth Observation Laboratory)

Fig. 14.16 Metric-resolution images highlight minute details of the urban environment, here
around the St. Peter’s church, Vatican City and Rome, Italy; ground track is on the left (Credits:
COSMO-SkyMed data, ©ASI, 2011; image processing, courtesy A. Giardino, Tor Vergata
University Earth Observation Laboratory)

historic area surrounding the St. Peter’s church in Rome. The dramatic distortion
of the actual scenario, caused both by the radar location mechanism discussed
in Sect. 12.2.2 and by the mixture of flash points and low-backscattering areas,
is quite apparent and makes fairly hard the identification of objects and shapes.
Some further peculiar features of SAR very-high resolution images of buildings are
displayed in Fig. 14.17. A striking characteristic is now represented by the rows of
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Fig. 14.17 Metric-resolution �0hh COSMO-SkyMed image of two Engineering L-shaped buildings
of Tor Vergata University, Rome, Italy, oblique to the incidence plane. Ground track is on the
left. Note the sharp shadowing right of the buildings and the rows of high-backscattering pixels
corresponding to the window trihedrons in Fig. 14.18 (Credits: COSMO-SkyMed data, © ASI,
2008, 2011, 2012; multi-temporal processing, courtesy C. Solimini)

Fig. 14.18 (a) Windows imaged by the rows of bright pixels of Fig. 14.17 and (b), a window
trihedral corner reflector originating the high backscattering

high-backscattering pixels corresponding to the rows of windows of Fig. 14.18a and
originated by the trihedral corner reflectors formed by sill, wall and metallic frame
shown in Fig. 14.18b.

The high backscattering originated by built-up structures is analogous to the
one of bare surfaces oriented almost perpendicularly to the incidence direction.
However, amplitude and phase of the field carry pieces of nearly independent
information on the scattering source: in particular, the phase difference Δ˚hv

between the scattered fields for hh and vv co-polarizations provides means to
discriminate between the two kinds of scattering environments. Section 6.6.1.1
shows that Δ˚hv D  when the echo is originated by a double-bounce mechanism,15

15Provided the incidence angle is below �B for each surface of approximately lossless materials.
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whereas no phase difference originates from rough-surface scattering. Indeed,
images of urban areas, such as the one in Fig. 6.23, show a relatively frequent
occurrence of pixels for which Δ˚hv�  . Nevertheless, pixels with Δ˚hv� 0 are
also observed, because the built-up environment contains areas the return of which is
dominated by scattering from trihedral structures, which, as observed in Sect. 6.6.2,
behave like bare surfaces as far as Δ˚hv is concerned. The decametric-resolution
images clearly exhibit a phase behavior smoother than the very-high resolution ones,
for the reasons previously mentioned for the intensity.

It can be added that the tightly packed heterogeneous structures that characterize
the urban environment make lidars preferable to radars for generating the 3-D
city models required by infrastructure planning, and, in general, competitive for
ultrahigh-spatial resolution mapping of developed areas.

14.1.2.3 The Interferometric Coherence on Urban Areas

The majority of pixels of urban areas contain man-made structures or part of them,
which are relatively simple and stable scatterers. Therefore, a generally high (up
to j
 j � 0:8) long-term degree of interferometric coherence is shown by ordered
built-up environments, at least for small baselines. However, the presence of green
areas, the dimensions and density of which vary according to the geographic area
and to the section of the cities, introduces low-coherence patches into the urban
interferometric images. Moreover, buildings tightly packed in geometrically het-
erogeneous and irregular arrangements also exhibit low-coherence spots, especially
where meandrous narrow alleys originate electromagnetic canyons. The spatial
resolution has impact on the interferometric coherence for the reasons mentioned
above, especially because the definition of 
 involves spatial averaging. Ultimately,
taken also account of their geographic heterogeneity, the coherence values of the
urban environments are expected to span a wide range, say 0:1 . j
 j . 0:9,
according to the baseline (cf. Sect. 12.3.3.2), with the 0.3–0.6 range more frequently
observed [130].

14.1.2.4 Radar Observation of Vegetation

Vegetation essentially introduces a volume scattering component, which interacts
with the surface scattering from the ubiquitous soil. Both the vegetation parameters
and those of the underlying terrain affect the backscattering coefficient. From the
user point of view, particularly relevant are:

• the morphological parameters, water content and biomass of crops [252, 330];
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• the above-ground wood volume (related to the biomass density) [166, 207] of
arboreal vegetation.16

14.1.2.4.1 Backscattering from Crops

The variations with frequency undergone by the backscattering coefficients at a
given incidence angle are quite significant, mainly because the extinction and,
correspondingly, the penetration depth in the plant canopy change considerably. The
behavior depends essentially on morphology and density of vegetation, and on the
plant water content. Coarsely speaking, in case of herbaceous plants, such as field
crops or pasture, backscattering at shorter wavelengths (C-band and, especially, X-
band) mainly originates from the top of the canopy, that is from leaves, petioles and
twigs, while the underlying stalks and soil add a generally considerable contribution
at the less extinguished L-band. Indeed, given the typical dimensions of the leaves,
their scattering follows the general increasing trend with the radar frequency that
has been mentioned, for instance, in Sect. 7.3.4.1. The contribution from the stems,
which is low at the large P-band wavelengths, typically increases at L-band, but
subsequently decreases at C-band, when the lower part of the plants is shielded by
the leaves in the upper part of the canopy. Soil has a similar behavior, since its
contribution to backscattering is low both at P-band, at which it generally behaves
like a specular smooth surface, and at C-band, when the shielding by the vegetation
canopy becomes high. The diagrams of Fig. 14.19 suggest the trends with frequency
of the expected scattering contributions.17

The incidence angle affects backscattering, mainly because it modifies the
contribution from the underlying rough soil, according to the general features of
volume scattering discussed in Sect. 13.1.2.1.

At low incidence angles, especially at the longer wavelengths, the radar return
from the soil frequently dominates over the direct backscattering from the vegetation
canopy, which essentially behaves as an attenuating layer. For typical terrain
roughness, plants with higher biomass density, as, for instance, sugar-beet, show
a lower �0, since their dense succulent structure produces an extinction of the power
backscattered by the soil which is considerably larger than that of crops with small
leaves and tenuous structure such as alfalfa. A comparison between the observed
backscattering behavior of examples of the two kinds of crops is provided by
Fig. 14.20, while Fig. 14.21 helps visualizing the corresponding dimensions of the
vegetation elements.

16Global quantitative mapping of woods from space-based observations is beneficial to climate
dynamics modeling, given the uncertainty of estimate of the amount of carbon [157, 285] stored in
the world’s forests.
17The reader is warned to regard the numerical values in this and in the following analogous
diagrams as purely indicative. In fact, the numbers are the output of theoretical models that, no
matter how clever, have intrinsic limits in representing the electromagnetic behavior of complicated
real structures such as those shown in Figs. 14.21 or 14.26.
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Fig. 14.21 The upper vegetation elements of sugar-beet, (a), are relatively large with respect to
those of alfalfa, (b). Ground data acquired during MAC 91 [43]

As the incidence angle increases, two conflicting trends compete: on one side, the
extinction by the longer path in the canopy reduces the contribution from the soil,
while, on the other, the direct scattering from the plants grows, given the enhanced
interaction along the lengthening path. The resulting generally observed trend is the
decrease of �0 with increasing � . It can be added that, once the contribution from the
soil has fallen off substantially, backscattering from high-density wide-leaf crops is
higher than the one by low-density small-leaf plants.

For a given morphology, the magnitude of backscattering from herbaceous plants
depends on the surface density of the vegetal matter, hence essentially on the mass
of water wS stored in the vegetal matter present over the unit area of observed
surface. It is worth mentioning that the co-polarized backscattering has trends with
the plant water content opposite to the cross-polar one. For given canopy density,
at moderate incidence angles, �0vv and �0hh tend to decrease with increasing wS,
whereas �0hv increases. Indeed, the backscattering contribution from the terrain is
almost exclusively co-polar at linear polarization. The extinction by an overlying
increasingly moister canopy reduces the soil backscattering, thus counterbalancing
the augmenting direct co-polar backscattering from the plants. Instead, the linearly
cross-polarized backscattering originates almost solely from the randomly oriented
elements of the plants, hence it keeps increasing with the areic water content of
the canopy. The trend of �0hv, which is expected to tend to a saturation value
resulting from the balance between backscattering and extinction, is illustrated by
the diagrams of Fig. 14.22.
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Fig. 14.22 Simulated co- and cross-polar backscattering coefficients of a model alfalfa field
computed as linearly interpolated functions of the areic plant water content wS, representative of the
fresh biomass surface density, at X-band and � D 45ı: (T), total backscattering; (V) contribution
from vegetation; (G), contribution from soil (Data, courtesy P. Ferrazzoli)

14.1.2.4.2 Backscattering from Trees

The backscattering image of an area with arboreal vegetation also displays the
result of the combination of the volume-scattering contribution from the plants
and of the surface-scattering from the underlying soil. However, the structure of
trees, substantially different from that of herbs, calls for suitable adjustments of the
wave-vegetation interaction model and of the data interpretation criteria. In arboreal
vegetation, the electromagnetic field at X- or C-band interacts with the upper part
of the crown, composed of leaves, twigs and secondary branches, while at L-band
the field penetrates deeper into the canopy and interacts mainly with the principal
branches. At P-band the penetration is maximum18 and the electromagnetic field
interacts with almost all the tree structure, with significant reflection from the
boles, mainly through the trunk-terrain double bounce introduced in Sect. 12.1.2.5.1.
The main electromagnetic interaction mechanisms with arboreal vegetations are
sketched in Fig. 14.23.

The backscattering from a tree stand is essentially contributed by three mecha-
nisms, which show different trends according to frequency and polarization:

• the volume-scattering contribution by the crown, originates essentially from the
branches and increases with frequency;

18Clearly within the microwave band (cf. Table 10.2).
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Fig. 14.23 Main mechanisms of interaction between electromagnetic waves and tree stand

• the surface backscattering from the rough soil, including the vegetation-terrain
multiple scattering, increases from P-band to L-band, then tends to remain
constant or to decrease because of the shielding by the crown;

• the bole-ground double bounce reflection gives its main contribution at horizontal
polarization and low frequencies, while the values at vertical polarization are
quenched by the trend of the reflection coefficient with � discussed in Sect. 6.3.2.

Note that the double bounce does not contribute appreciable cross-polarized scatter-
ing. Figure 14.24 overviews the trends with frequency that are expected for the co-
and cross-polar backscattering of a tree stand.

The trend of the measured backscattering with the variation of the areic above-
ground biomass BS or of the wood volume surface density19 VS is of particular
interest to the user community [83, 410]. Although each tree species may have its
peculiar backscattering pattern at a given frequency, general trends can be identified.
Figure 14.25 shows an example of co- and cross-polar �0 against the above-
ground volume of wood; the diagrams refer to simulations at L-band, which, all
included, appears to be an effective frequency for arboreal vegetation monitoring.
The conclusions that can be drawn from simulated and experimental results are
basically the following:

19The surface density of above-ground tree biomass BS [kg m�2] in temperate climates is
indicatively related to the areic wood volume VS [m3 ha�1] by BS � 0:04VS.
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Fig. 14.25 Linearly interpolated backscattering coefficients of modeled deciduous arboreal
vegetation computed as functions of areic above-ground wood volume VS at L-band, � D 45ı:
(T), total backscattering coefficient, with contributions from tree crown (V), soil (G), trunk-ground
double bounce (D) (Data, courtesy P. Ferrazzoli)

– the volume-scattering contribution by the crown generally increases with increas-
ing spatial density of the vegetation elements, although a moderate decrease is
sometimes observed at vertical polarization, according to the tree geometry;

– co-polar backscattering from the rough terrain keeps decreasing as the enlarging
tree crowns shield the soil;

– the co-polar bole-ground double bounce reflection reaches a maximum, typically
between P- and L-band, above which the increasing extinction by the upper
vegetation elements prevails over the effect of the growing bole diameter.
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The general saturation of backscattering with increasing biomass density of the
tree stand is apparent. Rather, a decreasing trend [44] is also observed, since the
increase of co-polar scattering from the larger and more numerous branches in the
crown is counterbalanced by the decrease of the trunk-soil double bounce reflection
caused by the crown extinction. Indeed, direct measurements of dense forest stands
[77], say with biomass density higher that about 20 kg m�2, are difficult to perform
by monostatic techniques [97] even at the lower microwave frequencies, since
the electromagnetic wave is not able to interact with the trunks bottom, being
attenuated by the upper parts of the trees. Alternative microwave techniques, either
aiming at measuring the tree height, such as tomography [358] or polarimetric
interferometry [63], or at exploiting the tree stand extinction through specular
bistatic measurements [102], have some potential in forest inventory, which is one
of the crucial issues for monitoring the global carbon cycle [81, 278].

14.1.2.5 Lidar Observation of Vegetation

Lidars offer an efficient alternative to radars both in mapping the surface distribution
of vegetation and in providing information on the vertical profile of the plant
elements. However, the properties of the lidar measurements differ from those of
radars.

Microwaves have the capability of penetrating the vegetal matter, so that the radar
echo contains direct information on macroscopic parameters of the plant canopy as
a whole, such as the biomass density. Instead, light waves are backscattered to a
high degree from the skin of the biological materials, hence the lidar return is the
superposition of individual echoes originating from the single elements of the plants.
This means that lidars operate essentially as ranging systems that respond directly
to the spatial arrangement, that is to the geometric structure, of the observed canopy.
Parameters like biomass can be obtained indirectly by inverting the measured plant
height and closeness.

Taken the above clarification into account, it has to be mentioned that the high-
resolution altimetric capability of lidar systems prove quite effective in mapping
forested areas [203, 211], as well as in the monitoring of plant development
demanded by precision farming [361, 408].

14.1.2.6 Interferometric Coherence of Vegetation

The degree of interferometric coherence of areas containing vegetation is deter-
mined by the combined effect of the volume and surface backscattering sources
outlined in Sect. 13.1. Areas with little vegetation are characterized by the prevailing
surface scattering from the soil, which, when sufficiently homogeneous, is a rela-
tively simple scatterer, characterized by a more or less high coherence. Increasing
the amount of vegetation makes the dielectric structure of the scattering cells more
complicated and variable from pixel to pixel, hence the coherence is expected to
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Fig. 14.26 Temporal evolution of the upper crown of an acacia tree. From top and left: 10 April,
24 April, 8 May, 26 June, 18 November, 27 December. Note the fast growth of the canopy from
April to May and the development of inflorescence in June; note that also the thin branch structure
and arrangement undergo considerable variations across the April to December time span

decrease with the increasing quantity of plants [387], following the general trends
determined by the observation parameters, in particular, by baseline, wavelength,
angle of incidence and polarization, as discussed in Sect. 12.3.3.

The decrease of multi-pass coherence due to vegetation [136] is caused not only
by the increasing complexity of the scattering cells, but also by the substantial time
variability of plants [12]. In fact, the geometric and dielectric characteristics of vege-
tation change incessantly: deciduous plants, including trees, shrubs and herbaceous
perennials, lose all of their leaves for part of the year; evergreen plants also lose
leaves, although not all at the same time, or replace them gradually as they age and
fall. In addition, developing layers of vegetal tissues, growth of boughs or twigs, and
shoots continuously vary the ligneous structure of trees. Figure 14.26 highlights the
dramatic changes that the crown of a deciduous tree undergoes seasonally. On their
side, annual herbaceous plants change seasonally through germination, vegetative
growth, maturity and decay or harvest. Therefore, vegetation is a labile scattering
source, characterized by inherent low time coherence.

The multi-pass interferometric data show that, for a given time interval between
acquisitions, the coherence of areas including vegetation decreases with increasing
amount of vegetal biomass, because of the combined effect of the complexity of
the scattering sources and of their space-time changes. From the user point of
view,20 the trend of j
 j with the above-ground wood volume of a tree stand, such
as that displayed in Fig. 14.27a, yields a simple tool contributing to the global
forest biomass inventory [184], while the variation of j
 j with the canopy thickness
provides means for readily monitoring the coarse state of agricultural crops, as
Fig. 14.27b suggests.

20As mentioned, interferometric data acquired by a polarimetric SAR provide the users with quite
valuable information on the biophysical parameters of trees [363, 365] and crops [23, 214].
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Fig. 14.27 Qualitative trends of the modulus of the C-band degree of interferometric coherence
for varying amount of vegetation: (a), j
 j of a tree stand vs. areic stem volume VS; (b), linearized
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 j vs. height h of three kinds of crops (Curves interpolate data from [48, 96])

14.1.2.7 Radar Observation of Snow

Section 14.1.1.3 mentions that a layer of snow is composed of an ensemble of ran-
domly oriented ice granules in various states of aggregation, with either air or liquid
water in the interstices, depending on the snow being dry or wet. Since the local
microwave permittivity varies from that of ice to the one of air or of liquid water,
the layer is electromagnetically inhomogeneous. The volume scattering it originates
superimposes to the surface scattering contributions from the rough interfaces both
at the top (air-snow) and at the bottom (snow-terrain, or snow-ice) of the layer. The
results of Sect. 9.1 indicate that, given the small dimensions of the inhomogeneities,
the volume scattering from snow is expected to be quite low at large wavelengths
(typically, �0 . �50 dB, i.e., below measurement noise, at �0 � 6 cm), to increase
considerably with frequency, and to become high at Ka-band. The trend of �0 with
the incidence angle is shown in Fig. 14.28 for different frequencies.

Besides the dependence on temperature, backscattering from snow [334, 335] is
sensitive both to the content of eventual liquid water21 and to the ice volume fraction,
both of which determine the SWE w mentioned in Sect. 14.1.1.3. However, a
reliable relation between �0 and w , if at all, is hard to establish, given the entangled
effects of snow thickness, wetness and ice density and of the radar frequency, which
concur to set the balance between the contributions from the air-snow and snow-
ground surface scattering and the one from the inhomogeneities in the volume. For
certain sets of the aforementioned parameters, the backscattering coefficients of dry
snow increase with w (Fig. 14.29), whereas, apart from the effect of the air-snow
interface, the trend is opposite for wet snow, mainly because the bulk liquid water
enhances the absorption in the layer, thus reducing its global albedo.

21Especially to the wetness of the surface layer of the snow pack [28].
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Fig. 14.28 Trend of linear co- and cross-polar backscattering coefficients of snow-covered
surface vs. incidence angle �.i/ for Ka, Ku, and C bands; note the quite low values (below typical
system noise levels) of �0hv at C-band (Curves interpolate data from [113])

Fig. 14.29 Co-polar
backscattering coefficients at
X- and Ku-band, horizontal
polarization, �.i/ D 57ı, as
functions of water equivalent
w of dry snow (Curves
interpolate data from [368])
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14.1.3 Observation of Land in the Thermal Infrared

Section 10.2.2 points out that the infrared wavelength range at which thermal
emission is important spans the 3–100�m interval, but, in practice, only the 3.5–
4.0�m (for night measurements) and the 8–14�m spectral regions are relevant to
Earth observation from high-flying or space22 platforms, given the general atmo-
spheric opacity at the other wavelengths. At �0 & 5�m the power density emitted

22The 8–14�m range is only partially available to surface observation from space, being interfered
by ozone (Fig. 10.5).
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spontaneously by the terrestrial environment predominates over the scattered solar
radiation. In particular, more than 99 % of the power received by a radiometer
looking at the Earth’s surface in the atmospheric window 8–14�m is contributed
by thermal emission from the terrestrial environment.23

The natural or man-made media are characterized by their emissivity spectrum,
that is, by their capability to radiate spontaneously at the various wavelengths. Since
the electromagnetic reciprocity sets a complementary relation between emissivity
and reflectance (Sect. 8.1.5), it is often convenient for overall consistency to make
reference to this latter. Given the relatively low values of permittivity of the materials
and the roughness of common surfaces, the standard deviation of which is large
compared with TIR wavelengths, the emissivity is coarsely close to unity24 [190,
Chap. 1], so that the main information provided by the measurements is on the
temperature of the observed areas, as mentioned in Sect. 10.2.2.1. In fact, the
thermal radiation source is neither at constant nor at uniform temperature, but
this latter varies according to the state of the emitting environment at the time of
measurement and on previous history (stored heat), thus involving the energy budget
among absorbed solar radiation, emitted radiation, and conductive and convective
thermal exchanges. In many cases the TIR measurements form the input of thermal
models coupled with radiative ones, which finally yield the quantities of interest to
users. A suggestive example is the mapping of the bulk thermal inertia estimated
from the evolution of the surface temperature derived both from radiometric data
alternatively acquired at night and day, and by thermal and radiative models. The
Heath Capacity Mapping Mission (HCMM) [295, 386] was dedicated to this kind
of observations.

Although temperature is the quantity more directly retrievable from thermal
infrared measurements, identifying the spectral emissivity of terrestrials materials
[92] is of great interest, since many absorption bands corresponding to specific
molecular bonds occur in the TIR. Measuring the spectral features of the emissivity
provides effective means to remote identification especially of those materials that
are spectrally featureless in the VIS/NIR [374]. Knowing the TIR spectral charac-
teristics of natural materials is also relevant to understand and model the energy
exchange mechanisms among biosphere, lithosphere and atmosphere. However,
given the overall experimental difficulties, thermal infrared measurements of good
quality are less abundant than the optical and radar ones. A continuing relatively
scarce availability of reliable data sets, together with the complexity of the physical
models, hampers the general deeper understanding of the TIR spectral emissivity
behavior of terrestrial environments and somehow restrains the use of the thermal
infrared technique.

23Including the atmosphere.
24Enhancing the accuracy of surface temperature retrieval clearly requires a more precise and
detailed [177, 340] knowledge of emissivity.
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Fig. 14.30 Real (nr) and imaginary (nj) parts of refractive index of quartz, as defined by (4.17),
vs. wavelength �0 in the thermal infrared (Curves interpolate data from [124])

14.1.3.1 TIR Observation of Bare Soil

The emission properties of soil are determined essentially by chemical composition
and state of aggregation of the materials, as well as by their water content.
The silicates form the widespread rocky material and generally imprint their
features onto the spectral emissivity of bare soil [380]. Silicates show fundamental
vibrational modes in the range �0 � 8:5�m to �0 � 8:9 �m, and at �0 � 12:5 �m.
Because of the superposition of the effects of the various resonances, the refractive
index of silicates varies considerably and its module approaches the unit value
at some wavelengths, around which the spectral reflectance tends to vanish, with
corresponding maxima of the spectral emissivity. On the contrary, the relatively
high values of jnj in correspondence of the resonance wavelengths yield emissivity
minima (reststrahlen) [194]. The spectral characteristics of the refractive index of
quartz are sketched in Fig. 14.30, while main features of the emissivity of a mineral
of the same group are outlined in Fig. 14.31.

It is interesting to note that the results which are readily obtained for the
ideal case of an air-material plane interface are indeed indicative for the real case
of granular material, at least until the surface reflection prevails, as in case of
compact material or of granules large with respect to wavelength. With the exception
of particular areas showing exposed rocks, bare soil is generally composed of
various materials, including water, which, incorporated in the bulk matter, presents
fundamental vibrational bands around �0 D 2:9 �m and �0 D 6:1�m. The
sulphate ion, which has absorption bands on �0 � 9:1�m and �0 � 10:2�m is
also frequently present. Given the heterogeneity of soil, the spectral pattern of its
emissivity usually shows a rather complicated structure, although the silicate traits
are often present. It is known that the spectral features of non-crystalline matter
tend to be smoothed down, so that the wavelength dependence of the emissivity of
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Fig. 14.31 Spectral emissivity e� of granular Antigorite (a silicate member of the Serpentine
group) vs. wavelength �0 in the extended TIR; note the minimum of emissivity in correspondence
of the maximum of jnj in Fig. 14.30 (The curve interpolates data from [124])

Fig. 14.32 Spectral
emissivity e� of some earth
surface materials vs.
wavelength �0 in the thermal
infrared: (a), alluvium; (b),
lake sediments; (c), basaltic
lava (Curves interpolate data
from [217])
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an amorphous material such as the terrain tends to weaken. Nevertheless, discernible
peculiar features still show up, which may be sufficient to characterize the type of
surface constituents, as suggested by the curves in Fig. 14.32, in which, as said, the
emissivity minimum characteristic of silicates is still recognizable in the 9–10�m
wavelength range.
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Fig. 14.33 Emissivity e� of Sahara dust and of granular quartz in the radiometric channels 4
(10:5 < �0 < 11:5 �m) and 5 (11:5 < �0 < 12:5 �m) of the NOAA AVHRR sensor as a function
of observation angle � : (1), dust, channel 4; (2), dust, channel 5; (3), granular quartz, channel 4;
(4), granular quartz, channel 5 (Curves interpolate data from [354])

14.1.3.1.1 Emissivity vs. Observation Angle

Wavelengths in the thermal infrared are larger than in the visible or near infrared
ranges, hence, for given surface roughness, the coherent scattering component is
expected to increase, consistently with the model of Sect. 7.3.3. Correspondingly,
some dependence of emissivity on the observation angle25 (which, by reciprocity,
is related to the dependence of the reflectance on incidence angle) starts appearing.
As expected, a lithologically incoherent material presents angular variations which
are small with respect to the ones that would occur for a homogeneous half-space
of the same material and bounded by a plane surface. However, the examples
in Fig. 14.33 suggest that, as the granule dimensions increase, the decrease of
emissivity is accompanied by an enhanced angular dependence, in accordance with
the model.

14.1.3.2 TIR Observation of Vegetation

Like the spectral reflectivity of vegetation at visible and near infrared wavelengths,
the plant emission properties are affected by:

• spectral characteristics of the permittivity of the constituents of the vegetal
matter;

• near-surface microstructure of the plant elements;
• global morphology of the plant canopy.

25A diffuse radiator tends to behave as Lambertian typically for observation angles � . 50ı .
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Fig. 14.34 High-resolution spectral emissivity e� of vegetation constituents vs. wavelength �0 in
the thermal infrared: (1), pectin; (2), cellulose; (3), lignin (Curves interpolate data from [94])

Section 14.1.1.2 mentions the basic constituents of vegetal matter: cellulose, lignin
and pectin. Emissivity of cellulose varies in the 2.5–8�m wavelength range because
of the vibrational transitions of the OH, C-H e CH2 complexes, while the trend
is smoother in the 8–14�m window, with a slightly increasing drift at longer
wavelengths. A similar behavior is shown by lignin, in which the OH, C-H and
C=O complexes are responsible for the variations observed at �0 . 8�m and the
emissivity of which flattens at larger wavelengths. On its side, the emissivity of
pectin is smoother over the whole TIR spectral range.

Relevant spectral features of the main constituents are identified in the high-
resolution emissivity spectra shown in Fig. 14.34. The features of the constituents
reflect into the spectral emissivity26 of the leaves of the plants, some examples of
which are reported in Fig. 14.35. The spectra show the more or less marked effects
of the constituents of the vegetal tissue, interfered by the absorption bands of the
hydrocarbons in the cuticle. Note that some spectral peculiarities do not derive only
from the organic matter of the vegetal tissue, but also from chemical elements and
inorganic compounds that the plant may have absorbed from the soil, as observed
in Sect. 14.1.1.2 for the visible. As an example, the minimum of emissivity about
�0 D 9:3�m exhibited by Elymus leaves is due to the presence of silica in the
vegetal tissue.

Figure 14.8 shows how the plant disturbances alter the spectra of reflectivity in
the visible and near infrared. An analogous effect is expected in the thermal infrared
for the emissivity [269]. The diagrams in Fig. 14.36 indicate that dehydration and
alteration of vegetation constituents caused by senescence or disease modify the
emissivity spectra, mainly in the 2.5–8�m range, which tend to reproduce the
features of cellulose and lignin.

26TIR transmission-like spectra, obtainable by the “attenuated total reflectance” technique, provide
information on composition and structure of leaves [309], useful to identify species of plants.



14.1 Interaction with Land 577

4 6 8 10 12 14 16 18 20

1.00

0.96

0.97

0.98

0.99

(1)

(2)

(3)

/μm0

Fig. 14.35 High-resolution spectral emissivity e� of green shrub leaves vs. wavelength �0 in the
thermal infrared: (1), Manzanita; (2), Elymus, (3), Artemisia (Curves interpolate data from [321])
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Fig. 14.36 High-resolution spectral emissivity e� of senescent shrub leaves vs. wavelength �0 in
the thermal infrared: (1), Manzanita; (2), Elymus (dry); (3), Artemisia; (4), Elymus (“yellowed”)
(Curves interpolate data from [321])

In the 8–14�m atmospheric window, which, as noted, is of paramount impor-
tance for applications, the emissivity spectrum of leaves is generally high and rather
flat. However, some moderate diversification in the emission behavior of the various
types of plants is observed in the very-high resolution measurements displayed
in Fig. 14.37 referring to some types of tree. In addition to the senescent leaves
considered in Fig. 14.36, the other exposed parts of plants exhibit spectral trends that
essentially reproduce combinations of the spectra of basic constituents of vegetal
matter. In particular, the emissivity features of wood and bark shown in Fig. 14.38
are a mixture of those of lignin and cellulose, although some characteristics peculiar
of the type of plant may appear.

A word of caution is now suitable. It should be kept in mind that plants are
complex assemblies of numerous different elements with random spatial distribution
and orientation. Such chaotic structures tend to smooth the emissivity spectra,
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Fig. 14.37 High-resolution spectral emissivity e� of tree leaves vs. wavelength �0 in the 8–14�m
atmospheric window: (1), beech; (2), cherry tree; (3), oak; (4), senescent cherry; (5), senescent oak;
(6), maple. Note the highly expanded vertical scale (Curves interpolate data from [321])
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Fig. 14.38 Emissivity spectra e� of wood and bark vs. wavelength �0 in the thermal infrared:
(1), Manzanita bark; (2), Manzanita wood; (3), pine wood (Curves interpolate data from [94])

mainly because multiple reflections and scattering lead to a nearly black-body
behavior. This effect further reduces the spectral variations which are by themselves
already scant and difficult to measure from remote locations and, in particular,
from space [310]. Indeed, if spectra of vegetation are not of interest, the canopy
is often assumed to be a gray body with average emissivity between 0.96 and
0.97 in the 8–14�m atmospheric window. Moreover, as already mentioned, at least
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in temperate regions the surface is only partially covered by vegetation, hence
the sensed spectra are mixtures of those of soil and plants weighted by their
respective cover fraction. All these features are a serious hindrance to the operational
exploitation of TIR in remote monitoring of vegetation. The results presented in the
Figs. 14.34, 14.35, 14.36, 14.37 and 14.38 are essentially intended to delineate some
theoretical aspects as well as to suggest the potential of this observation technique,
rather than to present its operational performance.

14.1.3.3 TIR Observation of Snow

Ice behaves similarly to liquid water in the thermal infrared; however, being a
crystalline material, its absorption bands are narrower and the dielectric losses
considerably lower. Relevant features of the ice permittivity shown in Fig. 14.39
are produced by the vibration of the O-H complex around �0 D 3�m, by the
vibrational transitions around �0 D 11:7�m and �0 D 45�m, as well as by the
wide vibrational intermolecular band which begins at �0 � 31�m. In the 8–14�m
window Q�r � 1. The high roughness of the air-snow interface and the dimensions
of inhomogeneities combine with the almost unitary value of the refractive index of
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Fig. 14.39 Real (Q�r) and imaginary (Q�j) parts of relative permittivity of crystalline ice vs.
wavelength �0 in the extended infrared (Curves interpolate data from [144])
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ice to yield low TIR albedo, corresponding to high emissivity of the areas covered
by snow,27 in sharp contrast to the high albedo that the same areas exhibit in the
visible.

14.1.4 Microwave Passive Observation of Land

At visible and near infrared wavelengths, the thermal emission from the terrestrial
environment is negligible and the operational observation of the Earth from space
or from aerial platforms is based on measures of reflectivity which utilize the Sun
as source of radiation. The situation reverses in the TIR spectral range, where the
thermal emission from the terrestrial environment predominates. At microwaves,
thermal emission, although considerably reduced with respect to that in the infrared,
is still measurable with sufficient signal-to-noise ratio, and, on the other side,
radar systems are operationally available almost without interference28 from the
thermal environmental radiation. Therefore, both passive and active techniques are
operationally available at microwaves, although with inherent differences in space
resolution.

14.1.4.1 Microwave Passive Observation of Bare Soil

The theoretical curves of Sect. 8.1.3, based on electromagnetic reciprocity, effec-
tively summarize the mechanisms that control emission from the surface of the
Earth. For direction of observation locally perpendicular to the mean plane surface
of the observed area, microwave emissivity depends substantially on the water
content of the material: as moisture increases, permittivity increases (Sect. 2.2), with
a corresponding decrease of emissivity. The dependence of microwave emissivity on
polarization is apparent as the observation angle increases: emissivity at horizontal
polarization decreases monotonically and tends to vanish for the limiting theoretical
case � !  =2; vice-versa, the vertically polarized emissivity reaches a maximum
close to one at the pseudo-Brewster angle �pB before vanishing. Nevertheless,
the high permittivity of moist terrain implies high �pB values (see, for instance
Fig. 6.14), generally outside the angular range in which radiometric observations
are carried out from elevated platforms.

Natural and man-made surfaces clearly differ from the ideal plane case, since the
material is not homogeneous nor its surface is perfectly smooth: both factors act to
decrease reflection and to increase emission accordingly. The values of emissivity on
both horizontal and vertical polarizations increase with increasing roughness, while
their difference reduces correspondingly. On its side, increasing moisture decreases

27Taking account of fine features such as the effects of the viewing angle [87] and of the snow-cover
type [154], yields a more precise knowledge of the emissivity.
28Apart from the effects of direct solar radiation.



14.1 Interaction with Land 581

σz  = 0.9 cm

mv  = 8%

mv  = 24%

mv  = 27%

mv  = 34.9%

f = 1.4 GHz

0.4

0.6

0.8

1.0

0 10 20 30 40

θ/deg
10 20 30 40

f = 1.4 GHz
mv = 34%

σz = 4.3 cm

σz = 2.6 cm

σz = 0.88 cm

θ/deg

e
ev

ev

eh
eh

(a) (b)

Fig. 14.40 (a) Emissivity e of rather smooth terrain with different moisture content mV vs. obser-
vation angle � at L-band on horizontal (lower curves) and vertical (upper curves) polarizations;
(b), emissivity of moist (mV D 34%) terrain with different roughness ¢z vs. observation angle � ,
measured on horizontal (lower curves) and vertical (upper curves) polarizations at L-band (Curves
interpolate data from [368])

the emissivity of rough-surface terrain and enhances the differences between vertical
and horizontal polarizations. It is worth pointing out that the values of emissivity
may change, but the trends are quite analogous to those obtained for the simple
plane homogeneous model of Sect. 8.1.3, which therefore is a quite useful reference
for understanding the images of emissivity of the earth surface in terms of moisture
distribution [72, 170, 178, 328]. Figure 14.40a shows the trend of the emissivity of
soils with various moisture contents as a function of the observation angle, while
Fig. 14.40b considers terrains with different roughness.

The effect of frequency on the emissivity of bare soil is mainly related to the
variations undergone by permittivity, as well as to the changing effect of surface
roughness. Indeed, on one side, permittivity coarsely decreases with increasing
frequency and, on the other, the effect of surface geometric roughness is enhanced.
Both effects act concurrently, so that the soil emissivity is observed to increase
with increasing frequency and can exceed 0.95 at frequencies higher that K-band,
approaching those observed in the thermal infrared.

14.1.4.2 Microwave Passive Observation of Vegetation

Emissivity of terrain covered with vegetation is usually higher that of bare soil,
since the canopy of sparse lossy plant elements overlying the compact moist terrain
behaves as an absorbing layer over a rather reflecting half-space. The first-order
approximation outlined in Sect. 13.1.2.1 for backscattering is readily applied to
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emission, by considering the emitted power made up of the one contributed by the
soil and attenuated by the vegetation, added to the power originated by the plant
canopy.29 Emissivity is affected by the plant morphology and phytomass density
and by the characteristics (roughness and moisture, essentially) of the underlying
soil. Observed values are generally high, with some difference between denser and
thinner vegetation canopies caused by the diverse extinction.

14.1.4.2.1 Microwave Emissivity of Crops

As frequency increases, the contribution from the soil decreases, given the augment-
ing attenuation by the canopy, while the emission by the plants increases, because
the diminishing real part of permittivity (Sect. 2.2.3) reduces scattering and in turn
the albedo. The counterbalancing effects act to form shallow emissivity maxima
or minima at frequencies that depend on the electromagnetic thickness (Sect. 9.2)
of the crop canopy. The result is displayed in Fig. 14.41 for crops with different
geometric features. Plants with elements of large dimensions, hence causing higher
extinction, show a moderate maximum of emissivity at frequencies lower than crops
with smaller dimensions, hence more transparent at the relatively low frequencies.
The combination of the soil and canopy effects is also responsible for slight
emissivity minima shown by some crops, typically around X-band.

Of main interest is the sensitivity of emissivity to the PWC, which well represents
the fresh biomass of crops. Given the general properties discussed previously, the
emissivity is a function of PWC considerably dependent on both the radiometric
frequency and on the type of plant. The diagrams in Fig. 14.42 are representative of
the trends of the emissivity with the varying biomass of both wide-leaf and small-
leaf crops. At low microwave frequencies, typically L-band, increasing biomass
density generally implies decreasing albedo of a wide-leaf crop layer, with a
corresponding increase of the overall emission from the canopy-soil system. Instead,
at high frequency (X-band and beyond), the scattering from the large elements of
wide-leaf plants is relatively high, hence the increasing biomass density results
in a higher albedo of the crop layer, which corresponds to a decreasing trend
of emissivity of the canopy-soil system. On the other side, given the prevailing
absorbing characteristics of the canopies of plants with small elements, increasing
biomass corresponds to decreasing albedo and to the resulting increasing trend30 of
emissivity of crops like alfalfa or small grains.

Analogous considerations may facilitate understanding the behavior of the
emissivity of the more structured arboreal vegetation [101, 394], which is affected
by several mechanisms, with rather complex mutual interactions [103]. In short
summary, as frequency f increases, the emission from the leaves increases consid-
erably towards a saturation value, whereas that of the underlying terrain decreases,
with the result that the total emissivity increases only moderately with f , as outlined
by the diagrams of Fig. 14.43.

29To this end, the source term in (13.7) is approximated by the thermal source (9.25).
30At least for frequencies up to X-band.
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Fig. 14.41 Emissivity e of crop fields (top, maize; bottom, alfalfa) computed vs. microwave
frequency f at horizontal (left) and vertical (right) polarizations: (T), total emissivity, with
contribution of vegetation (V) and soil (G) (Data, courtesy P. Ferrazzoli)

14.1.4.2.2 Microwave Emissivity of Forests

Regarding the important issue of the sensitivity of the emissivity to the above-
ground woody biomass of forests, the emissivity both of deciduous and of conifer-
ous tree stands tends to increase progressively with increasing areic wood volume,
as shown by Fig. 14.44. A weak dependence on the observation angle is also found.

14.1.4.2.3 Effect of Polarization on Vegetation Emissivity

Since the emission of the canopy-soil system is the superposition of that originated
by the terrain shielded by the vegetation, and of the one coming fromthe canopy
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itself, the emissivity is expected to depend both on polarization (Sect. 8.1.3) and, as
seen, on amount of vegetation. Figure 14.45 indicates that, at a given observation
angle, higher emissivity is observed on vertical polarization and that the values
gradually depart from those of bare soil as leaf area index (LAI) increases, i.e.,
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Fig. 14.45 Indicative trend
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vegetation grows.31 The difference between the values of the emissivity e on the
two polarizations correspondingly decreases with increasing LAI because, given
the prevailingly random orientation of leaves and twigs, the extinction by the
canopy tends to be independent of polarization and its contribution to the emission

31LAI, the value of which is given by the area of total green matter per unit surface (m2 m�2), is a
further parameter commonly used to quantify the amount of fresh vegetation.
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unpolarized. The polarization-dependent features of the emissivity are utilized to
estimate the vegetation density from the polarization ratio (PR), defined by32

PR :D ev � eh

ev C eh

�

The polarization ratio PR is a normalized quantity [276, 277] analogous to (14.1),
which quantifies the deviation of the emissivities at horizontal and vertical
polarization from the ones of bare soil. Based on the model introduced in
Sect. 13.1.2.1, PR provides information on the amount of vegetation.

14.1.4.3 Microwave Passive Observation of Snow

The permittivity of a snow layer differs appreciably both from that of the air and
from the one of the soil. Therefore, wave reflection occurs not only at the bottom
(snow-terrain or snow-ice) interface, but also at the top (air-snow) boundary. This
implies that the microwave thermal radiation inside a snow layer results from the
superposition of the waves traveling in the upward and downward directions and
reflected by the top and bottom of the layer (cf. Sect. 6.5), and of the wave escaping
from the lower half-space, formed by soil, rock, or ice. The emission process is
related to the magnitude of these contributions, to the extinction of snow and to the
reflection and scattering characteristics of the snow-air and snow-soil interfaces.
Emissivity then depends on a variety of environmental parameters, including
dimensions of ice granules, thickness and density of snow layer, liquid water
content, roughness of top and bottom boundaries, parameters of underlying terrain,
ice, or rocky bottom, possible presence of vegetation. Additional difficulties are
contributed by the changes that phase in and out with the freeze-thaw cycles. These
factors make difficult both modeling snow-pack emissivity [393] and establishing
direct and unambiguous relations between snow parameters of interest to users
[111] and measurable brightness temperature. In a simplified frame, the diagrams
in Fig. 14.46 highlight the relevant features of emission from a snow layer. Given
the strong volume scattering at short wavelengths, emissivity is low at 35 GHz and
little dependent on the observation angle, while at 5 GHz, at which snow is fairly
transparent and emission from the underlying soil prevails, vertically polarized TB

peaks moderately around 60ı, i.e., in the neighborhood of the pseudo-Brewster
angle of the soil-snow interface.

Like the spectral reflectance and the backscattering coefficient, also the
emissivity depends in particular on the water equivalent w of the snow layer.
Since the albedo of dry snow increases with w , the emissivity tends to decrease
correspondingly (Fig. 14.47). The dynamic range, which depends on frequency,

32This quantity is also called microwave polarization difference index (MPDI) [26, 274] and can
be directly related to the brightness temperatures measured at the two linear polarizations.
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shows a maximum in the Ka band, which appears an optimal33 observational band
from this point of view.

14.2 Interaction with Water Bodies

The dielectric structure of the water bodies is relatively simpler that of the land
environments considered previously. The air-water interface frequently is a bare
rough surface and only beyond a wind speed threshold it becomes partially
covered by foam. The possible presence of oily films [8, Chap. 11] has also to be
considered. The turbid bulk matter includes dielectric inhomogeneities of generally
small dimensions, which affect the electromagnetic interaction only at the shorter
wavelengths, typically in the visible range. The complex permittivity is clearly
affected by the librational mechanism of the clustered water molecules, hence its
magnitude is high at microwaves (Sect. 2.2.2.3), at which frequencies the water
surfaces are highly reflecting (cf. Fig. 6.13) and the extinction caused by the bulk
absorption is large.

14.2.1 Passive Observation of Water Bodies in the Optical
Range

The spectral reflectance of water bodies depends on the combined effect of
scattering and absorption by water itself, by the suspended particles both of organic
(plankton) [352] and inorganic (sediments) [351] nature, and by thin layers (slicks)
of oily substances of natural [142, 397] and intentional [195] or accidental [270]
(oil spills) human origin possibly present on the surface [305]. The infrared intense
vibrational bands make water essentially opaque at wavelengths beyond �0 �
0:8�m, thus reducing its spectral reflectance, which differs appreciably from zero
only in the visible, where it exhibits a decreasing trend with wavelength. With
particular reference to ocean observation, phytoplankton modifies the trend [180]
by decreasing the sea reflectivity at wavelengths below �0 � 0:54�m and slightly
increasing it at larger wavelengths. Figure 14.48 indicates that at the higher concen-
trations of photosynthesizing plankton, the spectral features of chlorophyll appear,
with the reflectance minimum around �0 D 0:44�m and a second one just hinted34

about�0 D 0:66�m. Although the absolute values of reflectance depend on the kind
of phytoplankton, the shape of the spectrum and its variations with concentration
remain fairly stable. This feature makes feasible the measurement of phytoplankton

33The aforementioned difficulties in retrieving environmental parameters such as w from
microwave brightness measurements have to be taken into due account.
34The increase of reflectance caused by fluorescence at �0 � 0:69 �m tends to mask this latter
minimum.
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Fig. 14.48 Spectral reflectance vs. visible wavelength �0 of pure sea water (blue decreasing
curve) and of water with increasing concentrations, from (1) to (3), of phytoplankton (Curves
interpolate data from [314])

content from the ratio between the spectral reflectances at wavelengths at which
they differ suitably [253]. Figure 14.49 highlights the dramatic change of spectral
reflectance (“ocean color” [317, 399]) that may be associated with the presence of
plankton.

The effect of suspended inorganic sediments [259] is different, given their
large scattering section which causes the albedo, hence the spectral reflectance, to
increase with increasing concentration, except that at the lower wavelengths, where
the decreased albedo due to the concurrent chlorophyll absorption is generally
observable (Fig. 14.50).

14.2.1.1 Passive Optical Observation of Oil Slicks

Oil forms an unmixable layer35 on the sea surface, which modifies the spectral
reflectance of this latter, given the different physicochemical properties between
hydrocarbons and water. According to density, the real part of the oil refractive
index ranges from nr � 1:47 to nr � 1:55, while the absorption coefficient varies
correspondingly between ˛ � 6 � 103 m�1 and ˛ � 1:5 � 105 m�1 at �0 D 0:4�m
and sharply decreases with increasing wavelength. Given the larger refractive index,
the oil-covered sea surface tends to have an optical spectral reflectivity higher than

35A crude oil-sea water emulsion (mousse), formed by an assembly of tiny oil and water droplets
and organisms, possibly including air bubbles, is also encountered.
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Fig. 14.49 MERIS image of algal bloom (Credits: data, ESA; image processing, courtesy C.
Solimini)

Fig. 14.50 Effect of
inorganic sediment
concentration on the spectral
reflectance of sea vs. visible
wavelength �0: the blue
decreasing curve refers to
pure water; (1)–(3) denote
increasing sediment
concentrations (Curves
interpolate data from [314])

0.4
0.001

0.010

0.100

0.5 0.6 0.7
λ0/μm

(1)

(2)

(3)
λ

that of the clear water [11]. The radiation that penetrates into the hydrocarbon layer
is correspondingly lower and further reduced by extinction. Therefore, the radiance
scattered upward (Sect. 6.5.2) from the water volume below the oil surface is lower
than the one from clean water.

The contrast, that is the difference between the upward spectral radiance coming
from the oil-covered surface and the one from the clean sea provides the information
for detecting and characterizing oil slicks. The balance between surface reflection
and volume scattering is crucial in determining the contrast, since oil, on one side,
increases the radiation reflected by the surface, while, on the other, decreases the one
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scattered by the volume. The balance is made variable by several factors, including
oil complex permittivity, layer thickness, density of scattering centers (i.e., slick and
water turbidity), sky conditions, and mutual position of Sun, sensor and observed
area. Further complexity is added by the modifications of the surface roughness
[57, 58] with respect to the neighboring areas induced by the oil layer.

From the practical point of view, two coarse situations can be identified according
to the thickness of the oil floating on the water.

Oil layers having thickness dz less than a few tens of micrometers (sheens) are
better detected and characterized in the visible images under favorable lighting and
sea conditions. In particular, high contrast generally exists between oil slicks and
the background water within the sun glint areas, i.e., within the regions originating
specular reflection of the solar radiation: if the sensor looks at the slick about the
specular direction of the Sun, positive contrast is observed, that is, the oil-covered
area appears brighter than the oil-free water, while negative contrast is observed in
peripheral sun glitter areas. This behavior is attributed to the above cited dampening
of surface roughness [9, 68] (with ensuing increased specular reflectivity) caused by
the oil film, rather than to differences in the optical properties of the surface.

The thickness dz of the emulsion layer is typically larger than the penetration
depth (6.26) at visible wavelengths, hence the spectral reflectance changes little
with varying dz (Sect. 7.4.7). The extinction decreases substantially with increasing
wavelength, so that the reflectance becomes sensitive both to the thickness and to
the NIR spectral characteristics of the matter (organic compounds and water) in
the layer. Then the absorption features shown by the organic C-H bond around
�0 � 1:2, 1.7 and 2.3�m turn out useful to estimate composition and thickness of
the oil-water emulsion, thus providing means for quantitatively mapping the areas
of thick oil spills [60, 356].

In short summary, from the user point of view, passive optical detection of thin
oil slicks requires some degree of sun glint for clear-water (oligotrophic) sea. On
the other side, sun glint is not required when the oil layer is thick or overlays turbid
coastal waters, where substantial volume scattering occurs.

14.2.1.2 Lidar Observation of Oil Slicks

Active sensing, being independent of solar radiation, clearly removes part of the
hindrance of passive optical observation and, for instance, allows timely acquisi-
tions, day or night. Beyond this obvious feature, the introduction to Chap. 7 hints
at applications of fluorescence that utilize the re-emission spectral signatures to
identify the composition of the observed target. Certain compounds of petroleum,
excited by ultraviolet photons, decay through emission of visible radiation the
spectral features of which are peculiar to given types of oil. Laser fluorosensors
[36] operating in the ultraviolet provide information not only on the presence of the
pollutant against a variety of backgrounds [105], but also on its class [280] (e.g.,
light, medium, heavy oil). It can be added that Raman scattering has the potential
of measuring the slick thickness, which also affects the spectrum of the scattered
radiation [148].
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14.2.2 Radar Observation of Water Bodies

At microwave frequencies, a water body without foreign materials over it (such as
foam over rough sea), or in it, is regarded as a homogeneous half-space having
the permittivity of water and bounded by a rough surface. The observed field
is contributed only by surface scattering (Sect. 13.1.1), which is affected by the
spectrum Sz of the surface height deviation z.x; y/, as discussed in Sect. 7.4.7. The
shape of the surface depends on the inertial and gravity-capillary waves, which
produce components of Sz of corresponding periodicity, as already observed in
Sect. 7.4.5. The water surface spectrum Sz.~x; ~y/ is the two-dimensional Fourier
transform of the surface height deviation z D z.x; y/. Spectrum Sz is a function
of the angular wavenumbers ~x and ~y in the orthogonal reference directions x
and y, which can be identified in the radar image as ground range and azimuth,
respectively. The spectrum is alternatively expressed by the directional spectrum
Szd.~; '/ [145], function of angular wavenumber ~ and of the azimuth angle '. The
directional spectrum describes the shape of the water surface as generated by the
superposition of linear waves with angular wavenumber ~ D .2 /=� traveling in
the directions specified by the angle '. An example of the shape of the water surface
is shown in Fig. 14.51, in which waves of different origin traveling in different
directions clearly appear. Indeed, the types of waves [189, 201] that are present on
the surface of sufficiently extended water bodies, such as lakes or the sea, include:

Fig. 14.51 Gravity-capillary waves superposed to inertia-gravity waves: note that the locally
wind-driven capillary waves here move in a direction (from top left) different from that of
propagation of the inertial waves (from top right)
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• inertia-gravity waves [288], with wavelengths�0 larger than tens of centimeters
and relatively high energy, which exist also in absence of local wind, since they
may be generated in outer regions and propagate [181] into the observed area;

• gravity-capillary waves [407], with centimeter wavelengths, which are present
only when and where surface wind blows, since their energy is not sufficient to
allow them to propagate over appreciable distances.

Section 13.1.1.2.2 highlights that, consistently with the results of Sect. 7.4.5, peaks
of backscattered power occur when the horizontal component �t of the scattering
vector matches the spatial periodicity of the dielectric structure expressed by ~~~,
hence, at usual incidence angles, when �0 is of the order of �0. The typical
gravity-capillary spatial periods �0 are between 2 and 5 cm, so that, for incidence
angles 30ı . � . 60ı, the electromagnetic wavelengths satisfying the Bragg
condition (13.6) fall in the range 2–9 cm. This implies that side-looking systems
dedicated to the measurement of speed and direction of sea-surface wind through
backscattering from gravity-capillary waves are expected to operate in the 4–15 GHz
range. In particular, this important meteorological parameter is effectively retrieved
from radar measurements at C-band,36 as suggested by the detailed structure of the
multi-temporal sea surface roughness field appearing in Fig.14.52.

Monitoring swell [65] through direct backscatter from inertia-gravity waves,
the wavelength of which can attain hundreds of meters, would require low spatial
resolution and much lower frequencies to satisfy the Bragg condition. Rather, the
change of the backscattering intensity caused by the varying local angle of incidence
on a relatively large-scale undulating surface makes swell to appear in images
acquired at spatial resolution small with respect to the sea wave dimensions, at least
when the waves propagate in a direction which is not parallel to the satellite ground
track,37 Figure 14.53 shows an impressive image of very high sea acquired by the
ENVISAT C-band ASAR.

The coarse variation with the incidence angle of the backscattering coefficient
of a water-body surface exhibits typical features of scattering from rough surfaces,
with a steep decrease with � of the nearly specular component, values of �0vv higher
than �0hh, and low cross-polarized backscattering (Fig. 14.54). However, given the
directional periodic components often embedded in the roughness spectrum, the
water surface is anisotropically rough [31], what results in the dependence of �0 not
only on � , but also on the azimuth angle. Therefore, information on both intensity
and direction of the surface wind is contained in multi-azimuth radar images
of the sea surface. For a given elevation angle � , the backscattering coefficient
peaks when the horizontal component kt of the propagation vector of the incident
electromagnetic wave is parallel to the wind direction (up–wind or down–wind),
whereas it has a minimum when kt is perpendicular (cross-wind). A frequently used
relation [80] is

36Indeed, the C-band frequency of the ERS SAR was selected also for its relevance to ocean
observations.
37Note that interpretation of images of long fast sea waves requires a careful analysis of the effect
of moving targets on the image features of synthetic aperture radars.



Fig. 14.52 ENVISAT ASAR RGB multi-temporal C-band image of the Gulf of Naples: coloring
denotes changes of surface roughness essentially due to different wind speed fields on the dates of
acquisition (Data credit: ESA; processing and image production, C. Solimini)

Fig. 14.53 ENVISAT ASAR C-band image of high swell waves having peak height hsw � 15m,
length �0 & 700m and speed usw & 30m s�1 (Original image credit: ESA)
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Fig. 14.54 Typical trend of backscattering coefficients of sea surface vs. angle � at C-band for
vertical (�0vv), horizontal (�0hh), and cross (�0hv) polarizations (Curves interpolate data from [80])

�0 D a0.�; vw/C a1.�; vw/ cos'w C a2.�; vw/ cos.2'w/ :

The coefficients ai take account of the dependence of �0 both on the elevation
incidence angle � and on wind speed vw; the angle 'w is the azimuth angle between
kt and the wind velocity, with 'w D 0 for up-wind observation and 'w D   for
down-wind. Figure 14.55 highlights the behavior with the azimuth angle of the
backscattering coefficients of the sea surface, which have maxima in the upwind
direction, given the wave skewness.

The dependence of �0 on wind speed vw, indicates that the increase of �0 with vw

is steeper for low vw, while the curves tend to saturate at high speed, especially for
up-wind observation. This feature is illustrated in Fig. 14.56, which suggests how
the surface wind can be mapped from the intensity image of the sea backscattering.

14.2.2.1 Radar Altimetry and Lidar Bathymetry

The peculiar ranging capability of radars is exploited by climate-oriented missions
such as Jason-2 [266] to measure the distance between the space platform and the
average ocean surface. The high-precision altimetric acquisitions allow estimates of
the yearly variations of the sea level [265] to a few millimeters per year, as well as
of its anomalies, thus providing data crucial for seasonal-to-long-range weather and
climate forecasting.

It is worth adding that, in contrast with radar systems, dual-wavelength lidars are
able to provide not only the water surface topography, but also the bathymetry [168]
of the water body. The measurements exploit the relatively low absorption of green
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Fig. 14.56 C-band sea surface backscattering coefficient �0 vs. wind speed vw for different
elevation (� ), and azimuth ('w) angles of incidence; 'w D 0 denotes up-wind observation (Curves
interpolate data from [80])

(�0 D 532 nm, typically) radiation, which enables echoes originating from the sea
or lake bottom to reach the sensor when the local optical thickness, depending on
turbidity and depth, allows a serviceable signal-to-noise ratio [132].
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14.2.2.2 Radar Observation of Sea Ice

Ice has dielectric properties which differ according to its origin. Polar sea ice
[6] contains part of the salts dissolved in marine water, as well as inclusions of
water with high salinity content, whereas fresh-water ice [21] on land includes air
bubbles. The dimensions of the saline inclusions are fairly small (typically, of the
order of 0.2 mm), so that the backscattering of sea ice is essentially determined
by the roughness of its surface. Vice-versa, the non-negligible dimensions of the
air bubbles (typically 1–2 mm) produce considerable volume scattering in land ice,
which is originated by snow metamorphosis. Figure 14.57 shows that he dependence
of �0 on incidence angle and frequency is essentially similar to the one already
discussed for snow in Sect. 14.1.2.7.

14.2.2.3 Radar Observation of Oil Slicks

Section 14.2.1.1 mentions that the presence of a layer of insoluble liquid, such as
oil, over the water surface, considerably damps the gravity-capillary waves, given
the modification it induces on the surface tension. Indeed, even a monomolecular
film inhibits the formation of small (a few centimeters) waves and wave breaking,
and increases the rate of decay of capillary ripples. The ensuing reduced roughness
results in decreased backscattering. Therefore, in presence of wind, the oil slicks
are detectable by radar [76, 341], since they correspond to areas of the SAR image
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with lower �0, contrasting with that of the rougher surface of the adjacent clean
sea. However, it should be considered that low backscattering can be caused by
a number of natural phenomena, such as particular air circulation, rain areas, or
the oily biologic films produced by sea organisms. Additional features of such
look-alike areas must be analyzed to decrease the false alarm rate in operational
services.

Since monitoring oil spill by SAR exploits the contrast of backscattering between
contaminated and clean sea, a minimum amplitude of the roughness spectrum, hence
a minimum surface wind, is required. This implies that the observation system is not
performing over low-wind areas. On the other side, in high-wind areas, typically for
vw & 10m s�1, breaking waves, foam and fragmentation of the oil layer reduce the
backscattering contrast. Some extension of the range of wind speed of operation
may be expected by polarimetric systems, as well as by using cross-polarization.
Notwithstanding the above limitations, SAR appears to be a relatively efficient and
performing sensor for oil spills detection [19, 33, 75], though with relatively limited
capabilities in direct oil thickness estimation and type recognition.

14.2.3 Observation of Water Bodies in the Thermal Infrared

Liquid water shows an ensemble of absorption bands in the thermal infrared, which
are subdivided into two classes [22, 52]:

• intramolecular bands, associated with the structure of the single molecule and
which are found also in the water vapor;

• intermolecular bands, which depend on the interactions between the molecules,
also present in ice.

The intramolecular bands are of vibrational nature and occur at relatively short
wavelengths (�0 � 2:8 �m, �0 � 2:9 �m, and �0 � 6:1 �m), given the separation
of the energy levels involved in the transitions. The intermolecular bands are related
both to librational motion and to relaxation, and fall in the thermal (�0 � 12:5 �m,
�0 � 14�m, �0 � 18�m) and far (�0 � 22�m, �0 � 59�m) infrared, at
temperature T D 25 ıC. Real and imaginary parts of the relative permittivity of
liquid water are represented in Fig. 14.58 in an extended infrared wavelength range.
Because of the superposition and interaction of the bands, both real and imaginary
parts of permittivity vary appreciably with wavelength. In particular, it is important
to observe that Q�r approaches one and

ˇ̌Q�j

ˇ̌
< 0:4 in the atmospheric window

8–14�m. The salient consequence is that the refractive index is close to one,
reflectance is low, emissivity high and the water surfaces behave approximately like
black-bodies: the spectral emissivity averaged over the thermal band is e� � 0:98

for fresh water and e� � 0:975 for sea water [227]. Given the stability of these
values, as outlined in Sect. 10.2.2.1, thermal infrared radiometry is used to measure
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Fig. 14.58 Real (Q�r) and
imaginary (Q�j) parts of
relative permittivity of liquid
water vs. wavelength �0 in
the extended infrared (Curves
interpolate data from [4])
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the extremely important climatological parameter SST, as well as the water surface
temperature in lacustrine [218] and riverine [140] landscapes. Only very high
concentrations of sediments cause slight deviations of the emissivity of water bodies
from the above values (Fig. 14.59). However, it is worth mentioning that finer values
of water emissivity, possibly including polarization effects [333] are demanded by
enhanced temperature estimates.
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14.2.3.1 TIR Observation of Oil Spills

A contaminated sea surface has a TIR emissivity lower than the clean one, since
oil has a permittivity, hence a reflectivity, higher than that of pure water [324]. On
the other hand, the absorbed locally available solar radiation changes the daytime
oil temperature with respect to that of the water, according to the exchanges of heat
with water and air. As a consequence, a positive thermal contrast is shown by thick
layers and a negative one by slicks of intermediate thickness, while no appreciable
brightness difference is observed for oil films. Radiative cooling reverses the
nighttime contrast for thick slicks, which appear generally cooler than the clean sea.
The brightness contrast resulting from the combination of dielectric and thermal
features38 carries information on the oil layer [204]. However, oil weathering, sea
state and water temperature variations caused by currents, hamper identification
and characterization of oil slicks, at least if high-resolution TIR spectra are not
measured.

14.2.4 Microwave Passive Observation of Water Bodies

The sea surface emissivity, which is fairly close to one in the thermal infrared,
lowers considerably at microwaves, given the higher values of water permittivity, as
highlighted by Figs. 10.20 and 10.21. The microwave emissivity of the sea depends
on salinity [41, 234], as well as on the surface roughness [151, 164], which, as
discussed in Sect. 14.2.2, is clearly a function of wind speed [235, 395].

14.2.4.1 Radiometric Observation of Ocean Salinity

Section 2.2.2.3 shows that the dissolved salts cause the sea water conductivity to
differ appreciably from zero, thus further increasing the lower-frequency imaginary
part of permittivity with respect to that of pure water. As a result, sea water
has higher microwave reflectance and consequently lower emissivity than fresh
water. Since the ion mobility decreases with increasing frequency, the feature is
more pronounced at the lower microwave frequencies, typically from P- to S-
band. Figure 14.60, highlighting also the effect of the water temperature, shows
the sensitivity of microwave brightness temperature measurements to ocean salinity.
ESA’s SMOS [339] has been the first interferometric-antenna radiometric mission
dedicated to map this parameter [110, 114] of quite relevant climatic importance.

38The properties concur to form the apparent thermal inertia (ATI).
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14.2.4.2 Radiometric Observation of Ocean Surface Wind

The surface roughness induced by the wind decreases the sea reflectance, thus
increasing the emissivity, especially at horizontal polarization, high observation
angles � and high frequencies. It should be considered that high winds enhance
emissivity also because they create a lossy low-permittivity foam layer over
the water surface [250, 307, 377]. Figure 14.61 illustrates the sensitivity of the
microwave radiometric measurements39 to force [327] and direction [404] of sea
surface wind, parameters of interest in meteorological modeling.

14.2.4.3 Radiometric Observation of Sea Ice

The emissivity behavior of sea ice [138] shows physical analogies with that of
snow over land, since also in this case emission originates from an essentially
layered structure, bounded by the ice-air upper interface and the ice-water lower
interface. However, given the compactness of ice, volume scattering is relatively
low and the reflectance is mainly affected by the features of the upper ice surface.

39Polarimetric measurements [405] are needed to fully characterize the polarization state of sea
surface brightness temperatures, which carries information on the velocity vector of the surface
wind.
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Therefore, the microwave emissivity [100] of thick ice has a trend similar to that of
a homogeneous half-space, being higher for vertical polarization, with a maximum
in the neighborhood of the pseudo-Brewster angle (Fig. 14.62).

14.2.4.4 Radiometric Observation of Oil Slicks

An oil slick increases the brightness temperature of the water body, since the
microwave permittivity of hydrocarbons (a few units for the relative real part, some
hundredths for the imaginary part) is considerably lower than that of water. The oil
layer forms a dielectric slab on the water half-space, as outlined in Sect. 6.5.1.1,
hence a stationary field is created by the reflections from the oil-water and oil-
air interfaces. Section 6.5.2 shows how the features of the stationary field depend
essentially on the observation angle and frequency, as well as on the slick thickness.
The emitted power, and in turn the excess emissivity over clean water, vary
according to the amplitude of the field at the upper (oil-air) interface, resulting
from the interference between the two waves traveling in the upward and downward
directions in the oil layer. Oscillations of the brightness temperature are observed
with the variation of the thickness of the slick, between a maximum value when
the waves at the upper interface are in phase and a minimum when destructive
interference (cf. Sect. 3.1.2) occurs. The relevant features of the trend of excess
microwave brightness with the oil slick thickness are observed in the diagrams of
Fig. 14.63. For this interference effect to occur, relatively thick oil layers must be
observed at sufficiently high radiometric frequencies.
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14.3 Interaction with the Atmosphere

The noxious role of the atmosphere in sensing the surface of the Earth from space
has been discussed in Sects. 9.3 and 10.1.2.1. On the other side, Sect. 9.4 reverts
the perspective by focusing onto observing the atmosphere and hinting at the
complex and varied disturbing role of the surface background. In fact, the interaction
between the probing electromagnetic wave and the atmosphere originating the
signal exploited by the sensor is described by the same basic Eq. (9.40), the two
terms of which interchange their role and have different expressions according
to the type of system and of target. As for land, almost all the techniques of
remote sensing are exploited, spanning the entire part of electromagnetic spectrum
dedicated to EO, with less emphasis on the lower microwave range, perhaps
balanced by the outreach into the far ultraviolet (FUV). Most of the basic wave-
atmosphere interaction mechanisms that originate the useful signal clearly hold and
the formalism outlined in Sect. 9.3 needs only tuning to the peculiar observation. In
particular, subtle formalisms are generally required to cope at least with the three-
dimensional distributed nature of the atmospheric targets.

The wave-atmosphere interaction spawns a variety of information on climato-
logical and meteorological parameters of crucial interest to science, as well as to
the everyday’s life of human society [273]. The quantities observed from elevated
(space-based or aerial) platforms include atmospheric temperature [156, 287, 383,
391] and moisture [150, 197] profiles, geometric and microphysical structure
[38, 64, 271] and top altitude [141, 401, 403] of clouds [153, 243], precipitation
[179, 344, 396], abundance of trace species [167] and aerosols [108], and air
dynamics [262, 392]. On their side, weather radars are widespread ground-based
systems the institutional role of which, in several countries also includes providing
the community with images for public convenience and safety [258, 300].

14.3.1 Passive Observation of the Atmosphere in the Optical
Range

The availability of passive sensors operating in the optical range, that is from the
ultraviolet to the near infrared, with observations taken typically in the wavelength
range 0:24 �m . �0 . 3�m, allows measuring the effects of the electromagnetic
interaction with the various molecular species, as well as with particles of interest.
The spectrum of the upwelling solar radiation observed by a space or aerial platform
shows the combined absorption and scattering features of the molecules and parti-
cles present in the atmosphere, superimposed onto the “reflecting” spectral features
of the Earth’s surface. Information on the kind and corresponding abundance of the
gas or of the particles to monitor is contained essentially in the spectral location,
shape and intensity of the deviations of the observed reflectance from a reference
background.
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Atmospheric gas molecules, with size of the order of D � 10�5 �m are
sources of Rayleigh scattering (Sect. 7.2.1) in the ultraviolet and up to the blue in
the visible spectral range, whereas their re-radiation becomes negligible at longer
wavelengths. Aerosol and haze, the particles of which have dimensions D in the
range 0:1 �m . D . 1�m, scatter from the UV up to the IR depending on
their size. Scattering from cloud droplets, with dimensions up to some tens of
micrometers, and from hydrometeors occur over the whole optical spectral range.
In regard to the earth surface background, most natural surfaces have relatively low
optical spectral reflectance (a few percent), with little angular dependence. Snow
and ice, as well as some types of sand, are exceptions. The behavior of the water
and land surfaces in the optical range has been outlined in the previous Sects. 14.1
and 14.2 which stress the variety of reflectances that are expected by the multiplicity
of natural and man-made environments.

The reference model of interaction is the one outlined in Sect. 9.3.1, leading
to the relation (9.46), which involves the contributions by the surface and by the
atmosphere. The balance between the radiation “reflected” by the surface and the
one originated by the atmosphere varies according to the wavelength at which
the observation is carried out, because of the variations undergone by the several
quantities that affect the spectral radiance that the elevated sensors measure. The
information on the atmospheric parameters is contained in the albedo (9.34), the
phase function (9.28) and the electromagnetic thickness (9.38). Coarsely speaking,
the larger the value of the atmospheric contribution expressed by the second term
in (9.46), the higher is the signal-to-noise ratio and the more accurate is the estimate
of the quantities of interest, at least when the surface term is not known adequately.40

14.3.1.1 Observation of Trace Gases and Atmospheric Pollution

Remote spectrometry at ultraviolet, visible and near-infrared wavelengths is the
basic tool to detect and monitor trace gases in the atmosphere [379]. The radiative
transfer model including scattering expressed by (9.42) is clearly needed to interpret
the spectra of the upwelling solar radiation in terms of abundance of trace molecules.
The spectral features of absorption, which form a generally unique signature of the
molecular species, must be singled out from the measured I� against the relatively
stable spectral background of oxygen and water vapor, the scattering and absorption
pedestal from clouds and aerosols and the “reflection” by the surface. It should
be considered that the accuracy of the retrieval depends also on the temperature41

profile, which is generally unknown but can be estimated from climatology and
models. The general considerations and assumptions of Sect. 9.3.1 apply, bearing in

40It is understood that the effect of the surface requires consideration whenever assessing the
measurement noise.
41Temperature affects the parameters of the spectral lines of the molecules, introduced in
Sect. 2.2.1.
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mind that the quantity of interest is now mainly contained in the optical thickness
o.�/ present in the terms of (9.42), or, alternatively, of (9.46). It is worth recalling
that the second term in (9.42) represents the solar radiation scattered by the
atmospheric constituents, including the contribution by the trace gases that are now
the target of the observation, and that the thickness o at the resonant wavelengths
�0tg of the gas molecules contains the useful information, given its dependence on
the abundance of these latter.

The measuring concept is that the atmospheric gaseous species interact with the
electromagnetic radiation mainly through their absorption which depends sharply on
wavelength, as illustrated in Sect. 10.1.2.1. Suitable techniques retrieve the quantity
of interest by inverting the deviation of reflectivity observed at and outside the
resonant lines of the considered molecules from the corresponding reference, or
first-guess, values. Two main kinds of products are derived:

• the columnar content, that is the total amount of a molecular species contained
in the normalized column of atmosphere over a given geographic location;

• the profile, i.e., the density of molecules as a function of height over the location.

In principle, the retrieval of a single quantity as the total content needs less data
than the profiling operation, which requires measurements at a set of wavelengths at
which the weighting functions defined in Sect. 9.4.1.1 are apt to generate averaging
kernels (Sect. 10.2.2.2) able to scan the observed atmospheric layer.

The differential optical absorption spectroscopy (DOAS) [292] technique esti-
mates the vertical column density of the trace gas from measurements of the
reflectivity spectrum R� at different slant angles, corresponding to different values
of air mass [139]. The DOAS combines with the Dobson’s wavelength pairs method
[35] based on taking measurements on pairs of wavelengths at which absorption
is respectively strong and weak. Exploiting the rapid changing of the molecular
absorption with wavelength reduces42 the effects of the unknown background
reflectance contributed by Mie and Rayleigh scattering, which vary with wavelength
at a considerably lower rate.

Several molecules affect the properties of the Earth’s stratosphere and tropo-
sphere through interrelated photochemical processes which alter the composition of
the upper atmospheric layers and result in air pollution at the lower levels. Among
the active species, ozone is extensively monitored, given the crucial role it plays in
the biosphere evolution [349] and the concerning changes of concentration being
observed both in the stratosphere and in the troposphere. Nitrogen oxides, which
can severely affect air quality through oxidation mechanisms, are also subject of
careful observation [225, 311]. Ozone is a major responsible of the atmospheric
absorption in the ultraviolet, where the molecule presents two important bands, and
in the visible range. Also NO2 absorbs from the UV to the VIS, while NO3 presents
a pair of bands in the visible. Other trace gases of climatological relevance, such as
BrO, OClO, and SO2, present absorption bands in the UV range.

42Nevertheless, cloud screening is generally required.
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Various space-based instruments operating in different observation modes pro-
vide spectrometric data in the ultraviolet, visible and near infrared spectral range,
from which the concentrations of relevant trace gases are retrieved [30, 51, 275,
282]. The measurements at nadir [69] exploit the spectral features of the scattered
and “reflected” solar radiation, as outlined above. Limb sounding [109] is based
on the spectrum of the radiation scattered by the observed volume of air. On
its side, the occultation technique [240] observes the absorption signatures in the
directly transmitted sunlight43 or starlight. The list of nadir-looking spectrometers
in space44 include Total Ozone Mapping Spectrometer (TOMS) [263] on NASA’s
Nimbus [257], Global Ozone Monitoring Experiment (GOME) [1] on ESA’s
Meteorological Operational Satellite (MetOp) [238], Scanning Imaging Absorption
Spectrometer for Atmospheric Chartography (SCIAMACHY) [329] on ESA’s
ENVISAT, and Ozone Monitoring Instrument (OMI) [18] on NASA’s Aura [17].
SCIAMACHY has operated also as limb sounder [196, 242], a relevant example
of which is the Optical Spectrograph and Infrared Imager System (OSIRIS)
[268] on the Swedish National Space Board’s Odin [267], while Global Ozone
Monitoring by Occultation of Stars (GOMOS) [126] that flew on ENVISAT, was
a highly sensitive occultation-based instrument gaining information by observing
the spectral features of stellar light propagating through the atmosphere. The
NASA’s Stratospheric Arosol and Gas Experiment (SAGE) instrument [320] on the
International Space Station (ISS) uses the solar occultation technique to measure
not only ozone, nitrogen dioxide, and water vapor, but also stratospheric aerosols
(Sect. 14.3.1.2.1).

14.3.1.1.1 Monitoring Space Weather

The physical state of the space environment surrounding the Earth, i.e., the space
weather, impacts composition and density of the thermosphere and ionosphere
[281]. Significant spectral signatures of the neutral and ionized molecules and
connected processes fall in the FUV (115–180 nm) wavelength range [24], where
the Global Ultraviolet Imager (GUVI) [134] on the Thermosphere, Ionosphere,
Mesosphere Energetics and Dynamics (TIMED) [362] spacecraft, dedicated to
the systematic exploration of the coupled ionosphere-thermosphere system, makes
observations. The data [79] contain information on the morphology and dynam-
ics of the inhomogeneities of density and composition of the ionosphere that
determine the total electron content (TEC) irregularities (ionospheric bubbles).
It can be added that the UV observations contain information not only on the
ionosphere-thermosphere system [232], but also on features of its connection with
the underlying atmospheric region.

43The moon is also exploited as a secondary source of solar radiation.
44Including instruments on past missions.
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14.3.1.2 Optical Passive Observation of Clouds and Aerosol

Clouds are formed by a variety of ice and/or water particles, the dimensions45

D of which are distributed in a wide range, typically from estimated D �
10�1�m for condensation nuclei [90] in aerosol-to-cloud transition regions, to a
few millimeters for drops46 in rain. The broad distribution of particle size makes
scattering weakly dependent on wavelength throughout the visible and near infrared
interval. The upwelling radiation observed from space is the sum of the one
originated by the “reflection” of sunlight from the surface and of that scattered by
the crossed atmosphere. Under the assumption of low aerosol loading, the scattering
contribution by the air can be neglected and the spectral radiance of a cloud-free area
is approximated by the first term of (9.48):

I�.s0/ ' R�.s0; s0̌ / Iˇ
� .sH/ e�.ǎ C a/ ;

i.e., I� is proportional to the spectral reflectance R� of the surface introduced
in (8.27) and to the atmospheric attenuation, expressed by the exponential function
of thicknesses over the downward and upward paths. On its side, the upwelling I� of
a cloud-covered area is given by the second term of (9.42), if the total extinction by
the cloud is sufficiently high to make negligible the contribution from the underlying
surface. The observed spectral radiance originates along the electromagnetic path
inside the cloud according to the profiles A s.s0/ of the albedo47 (9.34) and S.s0/
of the phase function (9.28) determined by the local state (particle number density,
size, shape and phase) of the hydrometeors in the bulk. The measured values are
also functions of the spatial distribution of solar radiance Iˇ

� .s
0/ and of the optical

thickness o, which depend on extinction. When the latter is high, as it occurs
in the visible if the cloud is not particularly thin, the upwelling spectral radiance
originates only from the cloud’s upper part, which can be identified with the cloud
top. According to this model,

I�.s0/ ' A
4 

S.s0; s0̌ / Iˇ
� .sH/ e�.ǎt C at/ ; (14.2)

where ǎt and at are now the optical thicknesses of the air from the top of the
cloud48 z D zt to the top of the atmosphere z D Ha, for the respective (sun and
observation) directions. The radiance originated by the cloud clearly increases with

45A single dimension may be meaningless in case of the strongly asymmetric particles of ice clouds
[16, 193].
46Hail is disregarded.
47The single-scattering approach is retained.
48Actually, zt is a radiative height, indicative of the cloud top, given the problematic definition of
the latter, especially in the diffuse case [350].
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its albedo A , but also with the height of its top, because increasing zt reduces the
optical thicknesses

ǎt D
ˆ H sec �ˇ

zt sec �ˇ

˛e.z/ dzI at D
ˆ H sec �

zt sec �
˛e.z/ dz : (14.3)

Scattering from clouds can be considerably higher than that from the surface.49

The radiance contrast readily provides a map of cloudiness of crucial interest to
climatology, as well as to Earth observation [237, 248]. It can be added that the
combined effect of the particles’ size and nature and of the low extinction by the
upper air especially highlights the loftiest cloud tops, of particular interest to meteo-
rologists. Maps of cloudiness are acquired at short time intervals by instruments on
geostationary platforms, which are able to observe the corresponding fraction of the
terrestrial disc continuously. Figure 14.64 shows an example of cloud image at vis-
ible wavelengths highlighting the effect of height. The large radiance of the clouds

Fig. 14.64 Clouds over Italy and the Adriatic Sea mapped from observations at visible wave-
lengths: bright white areas denote high-radiance elevated clouds, lower clouds are dull yellowish,
the low-radiance surface is dark; shadowing by clouds at different levels is also apparent (Credit:
MSG Data, ©2013 EUMETSAT)

49For snow-free surface, outside sun glitter areas and with the exception of some kinds of low
clouds.
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stands up against the low scattering from the surface: the more elevated the cloud
tops, the higher is the radiance observed through the thinner atmospheric layers.50

The satellite-observed radiances are interpreted not only in terms of
the aforementioned macrophysical parameters, i.e., fractional cloudiness and
pressure/height,51 but also in terms of bulk cloud microphysical properties [244]. In
particular, they are related to the key parameters optical thickness, particle (droplet
or ice crystal) effective dimension and hydrometeor thermodynamic phase (liquid,
melting, or frozen), which affect the reflectance of the clouds, hence, impact the
Earth’s radiation budget and, ultimately, the climate. The characterization of the
cloud microstructure is based on the full model (9.42) or, when applicable, (9.48),
relating the cloud parameters, contained in the reduced term (14.2), to its radiative
properties. The latter are embodied by reflectance and transmittance,52 which are
obtainable from measurements of the downwelling and corresponding upwelling
radiation at different wavelengths [62, 243].

It can be added that satellite instruments operating at the wavelengths at which
the radiation emitted by the ionized air molecules are better distinguishable, detect
and locate lightning [128, 293], thus providing significant information on deep
convection activity in cloud systems (Sect. 14.3.2).

14.3.1.2.1 Optical Passive Sensing of Aerosols

Aerosols denote the ensemble of liquid or solid particles suspended in the atmo-
sphere, with the exclusion of the water droplets and ice crystals forming the
clouds.53 Aerosols are of both natural (sea salt particles launched from bursting
bubbles, wind-blown dust, organic matter in smoke from wild biomass combustion)
and anthropogenic (mainly industrial and automotive emissions) origin and tend
to concentrate in the lower troposphere. The aerosol mass concentration in the
atmospheric boundary layer affects air quality [375] and the microclimatic radiative
field, with possible adverse human health impacts, while the particles injected
into the stratosphere mainly by volcanic eruptive events, may impact the climate
evolution54 at global scale [107].

50Enhanced radiance is also due to high density of ice particles, correlated, albeit coarsely, with
height.
51The height of a cloud estimated from spectral radiance data (the radiative height) is often
considerably below the “physical” height of the cloud top boundary.
52Clearly the radiative characterization of a cloud requires the observation and analysis also of its
emissivity properties.
53The nucleation and growth phenomena in clouds [297] make difficult the clear-cut separation
between aerosols and hydrometeors [192].
54The particles in tropospheric volcanic plumes also call for careful identification and mapping,
given the threat they pose to air traffic [290].
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Aerosols affect the upwelling optical radiation in a fashion quite similar to
clouds. The mixture of akin spectral responses, superposed on the surface radiative
background, may hamper the retrieval of the aerosol properties by space-based
optical passive measurements [74, 225]. As for clouds, radiative transfer schemes,
now including aerosol models, are the basis of the estimates [73]. It is worth
cautioning that understanding cloud-aerosol interactions is a major challenging
issue [345].

14.3.2 Radar Observation of Clouds and Precipitation

The inherently three-dimensional nature of the atmosphere makes active techniques
particularly fit to its observation, as mentioned in the introductory Sect. 11.4.3.1.
The range discrimination capability intrinsic in the radar systems allows 3-D
mapping of clouds and precipitation without resorting to more or less cumbersome
profiling procedures. Moreover, although scattering is the origin of information
like at optical wavelengths, the coherence properties of the radar source as well
as the Doppler (Sect. 3.1.1.3) and polarimetric capabilities [34] of the system can be
exploited to gain a richer set of information than it is possible from the incoherent
and relatively unpolarized solar radiation. The data collected by the radars both from
the Earth’s surface and from space platforms provide information on the initiation
[29], composition and temporal and spatial features of precipitations [66, 233], as
well as on the interconnected atmospheric moisture field [313] and cloud dynamics
[25, 159, 208].

The basic radar operation [296] outlined in Sect. 11.4.3.1 relates the received
power Wr to the backscattering cross-section �b of the meteorological target
[133] through (11.41). The atmospheric target now consists of a three-dimensional
distribution of scattering hydrometeors55 filling the resolution cell of volume V 0
considered in Sect. 11.4.3.2 and sketched in Fig. 11.24. The wave radiated by the
radar impinges onto a generally large ensemble of individual objects, such as rain
drops, which originate the scattering in the backward direction. Given the random
space-time arrangement of the scatterers, the re-radiated power is the sum of the
power contributions from the single particles in V 0, as considered in Sect. 7.4.1.
Therefore, the backscattering cross-section of V 0,

�b D
NX

iD1
�bi

55Observation of the clear atmosphere [14], [112, Chap. 7] is not considered here.
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is the sum of the average56 backscattering cross-sections �bi of the N particles in V 0.
In radar meteorology, the radar reflectivity ˜ is introduced as the cross-section of
the unit volume

˜ D 1

V 0
NX

iD1
�bi ;

under the assumption that the scattering particles are uniformly distributed in V 0.
According to the results of Sect. 11.4.3, the received average power originated by
the atmospheric resolution cell at distance R from the radar is

Wr '
�2A A2g WT

4 �20 R4
V 0˜.R/ e

�2
ˆ R

0

˛e.�0; s/ ds
; (14.4)

The extinction coefficient ˛e in (14.4) is given by the volumic extinction cross-
section (7.20), dependent on the local density of scattering and absorbing hydrome-
teors present along the path between the radar and the scattering volume57:

˛e.�0; s/ D 1

V

N.s/X
iD1

�ei.�0; s/ :

where N.s/ is the number of particles present in the generic volume V at distance s
from the radar location.

The cross-sections �b and �e of a single particle are functions of its shape,
dielectric structure and dimension, as well as of wave frequency and field polar-
ization. Under simplifying assumptions, �b is related to the refractive index and
to the diameter Di of an equivalent sphere that represents the scattering behavior
of the particle, so that, in the Rayleigh scattering regime,58 the radar reflectivity is
expressed in terms of the particle dimensions. In particular, ˜ is proportional to the
reflectivity factor Z defined by

Z :D 1

V 0
NX

iD1
D6

i : (14.5)

The value of definition (14.5) resides in the property of the reflectivity factor of
being a function of the water contained in the unitary scattering volume, both in the

56Average is required because the hydrometeors, the shape of which is not spherical and changes
with time, are oriented in a nearly random fashion.
57The air absorption is assumed negligible at the radar frequency.
58The radar wavelength is assumed large with respect to the dimensions of the cloud particles.
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form of liquid and of ice. This feature allows mapping the precipitation intensity R
through empirical expressions [137] of the form

Z D AR R b ; (14.6)

where AR and b are suitable parameters. Equation (14.6) is the very basic relation
for producing rainfall maps over extended areas from data acquired by ground-based
[13, 230, 398] and space-borne radars [127, 199].

The satisfactory retrieving of the rain parameters from the received power is
subordinated to a sufficiently accurate estimation of the attenuation introduced
into (14.4) by the back and forth path between radar and observed atmospheric
target. Clearly, the latter is not a solitary group of particles in air, rather it is just
a small portion of a large region crowded of hydrometeors, and, furthermore, the
interaction mechanism originating the useful backscattered power is the same as the
one causing attenuation. This implies that increasing backscattering goes along with
decreasing useful signal. The hindrance can be mitigated by observing polarization
and phase features of the field by multi-parameter radars. However, the model,
system and calibration requirements for enhancing the accuracy of rainfall estimates
are rather strict and, mainly, frequency-dependent.59

Large-scale measurements of rainfall are routinely performed by ground-based
high-power polarimetric systems operating at relatively low microwave frequencies
(C- and, especially, S-band), at which the long-range rain-path attenuation does not
quench the signal. Dual-polarization X-band ground-based radars are used to detect
and monitor severe weather phenomena on limited areas with enhanced sensitivity
and, like systems at higher frequencies, are mainly apt to short-range observations of
fine details of precipitation [185, 210], which clearly merge with the microphysics
of clouds [61] mentioned in Sect. 14.3.1.2. It is worth mentioning that the scattering
cloud particles, which are directly sensed, are tracers of the air motion, so that the
wind field in weather systems is also retrievable by Doppler radars [299]. Indeed,
besides synoptic rainfall products, radar observations yield effective information
on the detailed structure of mesoscale weather systems [119, 347, 353]. At a fine
scale, the time-space changes of the observed reflectivity result in three-dimensional
dynamic maps of the cloud properties, from which the processes taking place in
storm cells are monitored [301].

On their side, space-borne radars monitor precipitation on a global scale [355].
Given the observation geometry, the attenuation along the path is not a limiting
factor, hence relatively high microwave frequencies (K-band) are employed, with
ensuing enhanced response to the cloud internal processes that affect the precipita-
tion formation. Extending the frequency range to the W-band allows also profiling
the vertical structure of complex cloud systems [241]. Figure 14.65 depicts the

59Given the dimensions D of the rain drops, ranging from hundreds of micrometers to a few
millimeters, rain backscattering, as well as path extinction, are both increasing functions of the
radar frequency.
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Fig. 14.65 Optical (MODIS, top) and 94-GHz radar (CloudSat, bottom) profile of Tropical Storm
Leslie: the radar reflectivity (increasing from light to dark blue) along the transect highlights the
detailed structure of the precipitating cloud system; the accumulation zone, where a particularly
high density of water is present, corresponds to the high reflectivity vault overarching the low-
reflectivity updraft large funnel (NASA Earth Observatory image by Jesse Allen, using CloudSat
FirstLook August 31 2012 data, provided courtesy of the CloudSat team at Colorado State
University)

impressive structure of a quite large tropical storm along a space-borne radar-
imaged60 transect across the center of the convection, where the strong updraft
creates the large vault above which the high-water density accumulation zone is
visible.

It can be added that radars installed on aerial platforms [378] join ground-
and space-based systems in observing the three-dimensional wind field in storms,
concurrently with the cloud microphysics. This latter appears to be interrelated both

60This radar uses a 3-mm wavelength, favoring mapping sensitivity with respect to quantitative
measurement.
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with precipitation and with lightining [219, 306], which is essentially located in the
areas of intensive convection within extended storms.

14.3.2.1 Lidar Observation of Aerosols and Clouds

Monitoring the vertical profiles of clouds and aerosols is crucial to determining
their mutual interaction as well as the impact they have on the Earth’s radiative
field. Section 14.3.1.2.1 mentions that the properties of aerosols are retrieved
from passive measurements taken from space platforms in the optical range in
cloud-free areas, whereas the overlapping of the spectral features of the clouds
with those of the aerosols makes difficult untangling the respective contributions.
Unlike radars, lidars operate at wavelengths at which the interaction of radiation
with the aerosol particles is substantial and originates measurable backscattered
power. The basic modeling is analogous to the one outlined for the radar response
to hydrometeors, hence, in particular, (14.4) applies with a few straightforward
substitutions. The heights of the aerosol layers are singled out from those within
which the clouds develop thanks to the range discrimination capability of the
active systems. Space borne sensors, such as NASA’s lidars Cloud-Aerosol Lidar
with Orthogonal Polarization (CALIOP) [400] aboard the Cloud-Aerosol Lidar
and Infrared Pathfinder Satellite Observations (CALIPSO) mission and Ice, Cloud
and Land Elevation Satellite (ICESat) [165], address global-scale monitoring of
aerosols.

Given the relatively high extinction by the liquid or ice particles,61 a lidar gains
information mainly on the outer (top or base, according to the position of the system)
boundary of the denser clouds. Top height along transects are directly observed with
enhanced spatial resolution by space-based or aerial instruments, while cloud-base
data clearly refer to a limited single area in correspondence of the ground-based
lidar location. The inner structure and possible layering parameters of clouds that
are not opaque at the lidar wavelengths are also retrieved [146].

14.3.3 Observation in the Thermal Infrared

Space- or air-based radiometric observations in the thermal infrared exploit spon-
taneous emission62 to gain information also on meteorological features and on
composition and thermal structure of the atmosphere. The upwelling spectral
radiance is now approximated by (9.53) within the common frame model introduced
in Sect. 9.3. Analogously to the observations in the optical range introduced in

61Apart from cirrus clouds.
62Active observations by CO2 lidars operating at wavelengths in the thermal infrared are not
considered here.
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Sect. 14.3.1, the information of interest is contained in the distributed atmospheric
contribution of thermal radiation expressed by the second term in (9.53). Different
types of parameters are extracted from the received radiance, according to the focus
of the observation.

14.3.3.1 Mapping Clouds and Water Vapor

When a cloud-free area is observed at the wavelengths at which the gaseous
atmosphere is sufficiently transparent, the generally large values of the emissivity eS

of the surface (Sect. 10.2.2.1) in conjunction with its relatively high temperature63

enhances the first term of (9.53), while the second term is correspondingly low,
because of the small value of the emissivity eT of the low-loss (at these wavelengths,
clearly) atmospheric constituents. The relative magnitudes of the two terms reverse
when a cloudy area is observed. The extinction caused by the particles forming the
clouds increases the electromagnetic thickness a, thus quenching the contribution
from the surface, while their absorption increases eT, hence the emission originating
from the atmospheric path. The atmospheric contribution depends on the height
distribution both of the geometric features and of the density of the liquid water or
ice cloud particles, as well as on the co-located temperature profile.64 Therefore,
nature and height of the clouds affect the balance between the two terms of (9.53)
and the corresponding contrast between clear and cloudy areas.

Following the common approach as in Sect. 14.3.1 and assuming negligible the
optical thickness of the atmospheric path, the radiance of a cloud-free area is

I� ' eS B�.TS/ ;

while the radiance of a cloudy area is approximated by

I� ' B�ŒT.zc/� ; (14.7)

if the extinction by the cloud particles is high. The quantity zc in (14.7) denotes
a radiative height close to the top of the cloud, as discussed in Sect. 14.3.1.2.
Given the high values of the surface emissivity eS, the difference of the measured
radiance between clear and cloudy areas is essentially determined by the difference
between the temperatures of the surface and those of the cloud tops. Therefore,
the more direct information carried by the observations in the thermal infrared
is on the cloud height [246], obviously provided approximation (14.7) holds.
Ultimately, several relevant structural features of cloud systems are well rendered by
thermal infrared images acquired at wavelengths at which the gaseous atmosphere is

63The case of extremely cold surfaces is left out.
64This model is oversimplified in case dense clouds are involved, because the substantial scattering
occurring in the bulk requires using (9.42) in place of (9.53).
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Fig. 14.66 Image acquired at �0 � 10:8�m highlighting the distribution of clouds over parts of
Europe and North Africa; dark denotes high-radiance (oppositely to Fig. 14.64) cloud-free areas,
light corresponds to low-radiance high clouds (Meteosat Data ©2013 EUMETSAT)

sufficiently transparent (Sect. 10.1.2.1.1), often without need of further sophisticated
processing.65 Figure 14.66 shows an example of the map of spectral radiance in
a TIR atmospheric window (cf. Fig. 10.4). The dark areas indicate high values of
spectral radiance, hence they correspond to the exposed surface, while the more
or less bright areas denote clouds. For a smooth understanding of this kind of
images of the atmosphere, it is important to bear in mind that the relation between
observed thermal radiance and cloud height is the opposite to the one between
optical radiance and height seen in Sect. 14.3.1.2, given the diverse locations of the
primary sources of radiation. Coarsely speaking, the lower the radiance, the higher is
now the top of the cloud. It is understood that care must be exerted in interpretation,
since cloud covers that are not sufficiently opaque to mask the surface contribution,
or that are at low altitudes, yield lesser radiance contrast. Multi-spectral observations
clearly have discrimination capability in this respect, so that the distribution of
height is retrieved.

Observation at wavelengths affected by gaseous absorption results in images
having similar features, since the emission by the cloud particles is replaced by
the absorption by the gas molecules, roughly without modification of the radiative
transfer mechanism, still modeled by (9.53). Mapping the spectral radiance in the

65Different heights of cloud tops are obtained by the CO2 slicing technique, which exploits [188]
the absorption increasing with wavelength around �0 D 14�m (Fig. 10.6).
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Fig. 14.67 Image acquired at �0 � 6:4 �m highlighting the distribution of atmospheric water
vapor over parts of Europe and North Africa; dark gray denotes low water vapor, light gray
corresponds to high values (cf. Fig. 14.66) (Meteosat Data ©2013 EUMETSAT)

neighborhood of the water vapor absorption lines highlights the distribution of
atmospheric moisture. Areas over which the columnar water vapor is low, essentially
show the large radiance of the surface, given the small value of the “optical”
thickness a that weakly attenuates the first term of (9.53). An increasing moisture
content reduces the surface radiance, while raising eT.z/, hence the contribution
originating from the “colder” atmospheric path.66 Figure 14.67 depicts the atmo-
spheric water vapor pattern through the radiance measured at �0 � 6:4 �m (cf.
Fig. 10.7). As the amount of vapor increases, the concurrently enhancing absorption
and emission lower the measured radiance,67 in accordance with the co-located
temperature and vapor density profiles which affect the second term of (9.53). It
is worth noting that the map of the spectral radiance at 6:4 �m in Fig. 14.67 has a
general appearance more diffused than that of the contemporary 10:8 �m radiance
map of Fig. 14.66. Indeed, the clouds can be considered a concentrated outcome
of the excess moisture, taking place locally in the bulk of the humidity field. In
particular, the water vapor tends to show a diffuse pattern with no sharp boundaries
and, mainly, without more or less definite tops as the clouds do. This latter aspect
suggests that the approximation (14.7) is instrumental for a simple interpretation of
the cloud radiance maps, but extending it to water vapor imaging has little meaning,

66In the frequently encountered case T.z/ < TS.
67Again, the case of particularly cold surfaces is not considered.
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given the substantially lower extinction of the vapor with respect to the one of the
hydrometeors.

In addition to synoptic maps, TIR observations provide information on cloud
physical properties, provided the extinction is sufficiently low to allow penetration
in the bulk. The thermodynamic phase of cloud particles is identified thanks to the
diverging behavior of the imaginary parts of the permittivity of liquid water and ice
for wavelengths �0 & 10�m [348, 406]. Extending the wavelengths of observation
into the FIR spectral region provides additional information that enhances the
particle phase discrimination potential of measurements taken both from space and
from ground [304].

A final remark regards the monitoring of emission of ash, aqueous aerosol and
gases from volcanos [316], demanded by transportation, infrastructure and human
security (cf. Sect. 14.3.1.2.1). The TIR key feature that allows discriminating the
volcanic clouds against the undisturbed background is the transmissivity, which
shows spectral patterns peculiar to each ejected substance [67, 385].

14.3.3.2 Atmospheric Sounding in the Thermal Infrared

The concept of weighting functions introduced in Sect. 8.1.4 and further discussed
in Sect. 9.4 is the basis for collecting quantitative information on the thermal vertical
structure of the atmosphere as well as on its composition.

The 15 and 4.3�m absorption regions of the CO2 molecule (Fig. 10.6) are mainly
exploited by the satellite infrared thermal sounders, because of the relative stability
of this absorbing atmospheric constituent.68 The contribution by the atmosphere
to the spectral radiance (9.53) measured in the thermal infrared at the angle # is
written as

I�.#/ D
ˆ H

0

WT.�0; #; z/B�ŒT.z/� dz :

For given # , the weighting function WT depends on the profile of the emission
(and corresponding absorption) coefficient eT.�0/. Sets of measurements are taken
in the neighborhood of wavelengths at which the absorption differs so that WT

peaks at different heights, which means that the different receiving channels pick up
the thermal information mainly from different altitudes. The height-discrimination
capability is enhanced by suitable retrieval algorithms, able to synthesize averaging
kernels [20], which maximize the sensitivity to the temperature profile.

Thermal profiling is an essential but not the only task performed by satellite
thermal infrared sounders. Atmospheric moisture profiles are an additional product
of great relevance to operational meteorology. The water vapordensity affecting

68This is a first-order approximation: indeed, the CO2 background shows seasonal and geographi-
cal variability, in addition to its long-term trend.
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the profile of the emissivity/absorption coefficient eT.z/ is now the unknown
quantity in (9.53). Retrieval of vapor requires measurements at wavelengths in the
absorption region around �0 � 6:4 �m at which the radiation strongly interacts
with the H2O molecule (Fig. 10.7). As for the temperature, the measurement
channels include spectral intervals which are especially sensitive to the vapor in
layers of the atmosphere located at different altitudes. The height distribution of
moisture is estimated by synthesizing the corresponding averaging kernels from the
wavelength-dependent absorption. The retrieval process clearly requires at least a
first-guess knowledge of the temperature profile, and often is based on a recursive
scheme.

Thanks to their large number of channels, instruments such as the NASA’s
Goddard Earth Sciences Data and Information Services Center (NASA GES
DISC) NASA/JPL’s Atmospheric Infrared Sounder (AIRS) [5] have the additional
capability of mapping carbon trace gases such as CO2 [221] and CO, as well
as ozone and methane in the middle-to-upper troposphere on global scales. It
is worth mentioning that the estimate of the various geophysical parameters and
quantities is often carried out concurrently, since the profiles of the constituents and
of temperature are coupled together in the radiative transfer model. Moreover, the
infrared instruments are generally complemented with microwave sounders, which
are able to contribute further pieces of independent information on the state of the
atmosphere. The dynamics of the latter is also obtained by tracking the clouds the
tops of which have been assigned to different levels, thus gaining information on the
wind vectors at the various altitudes [236].

14.3.4 Passive Sounding at Microwaves

Profiles of air temperature and moisture are retrieved from microwave mea-
surements taken from elevated or ground-based radiometers, clearly with less
interference from non-precipitating clouds than TIR observations. Information on
the atmosphere is gained from measurements at frequencies at which the interaction
with the air gases makes the second term in (9.56) or (9.57) significant and
exploitable. Radiometers aboard satellites measure the upwelling radiation at a num-
ber of wavelengths such that stable averaging kernels are synthesized. In particular,
the Advanced Microwave Sounding Unit-A (AMSU-A) [10] instrument takes mea-
surements in the 50–60 GHz oxygen band, in addition to the 23.4 GHz water vapor
line and two frequencies at which no appreciable gaseous absorption occurs. The
AMSU-A, which is primarily a temperature sounder, has operated in conjunction
with sensors exploiting the 183 GHz water vapor line, such as the AMSU-B [332],
the Defense Meteorological Satellite Program (DSMP) Special Sensor Microwave
Temperature-2 (SSM/T-2) [82], or the Humidity Sounder for Brasil (HSB), which
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are essentially humidity sounders.69 The data affected by the absorption features of
oxygen, as well as of water vapor and liquid, carry information on temperature and
moisture profiles, as well as on the vertical distribution of liquid water in clouds. The
ground-based radiometric profilers yield the vertical distributions of temperature
and water vapor from multi-frequency measurements [55, 70], although angular
probing [390] is also carried out, especially for monitoring the static and dynamic
state of the boundary layer [174].

Much of the preceding discussion regarding thermal infrared sounding can
be extended to the microwave passive observations, which take further practical
advantage of the Rayleigh-Jeans approximation (8.39). Summarizing, with respect
to the observations in the TIR, the interpretation of the microwave data profits from
the linear relation of the measured radiance with the thermodynamic temperature
and from the negligible amount of scattering by the clear atmosphere. However, the
relatively high contribution from the surface may harm the retrieval over land, given
the uncertain knowledge of temperature and emissivities of the different surface
types, especially under variable cloud cover [98].

A final remark regards the extension of the limb sounding technique to measure
the emission in the millimeter and sub-millimeter wave spectral ranges. The Earth
Observing System Microwave Limb Sounder (EOS MLS) [222, 384] observes
stratospheric parameters, trace gases and constituents, including ozone and water
vapor, which present absorption/emission lines in these regions of the spectrum.

14.3.4.1 Mapping Rain by Microwave Radiometry

Section 10.2.3.1 points out that the surface of the Earth can show very low values
of brightness temperature at microwaves, as it appears distinctly in Figs. 10.20
and 10.21. The figures indicate that TB over the ocean increases in the areas
where intense cloudiness occurs, as in the Intertropical Convergence Zone, which
experiences considerable precipitation. The low emissivity values of the water
bodies imply a high reflectance, given (8.42). Therefore, the brightness temperature
observed over the water surface results from the attenuated emission by this
latter and from the upwelling and reflected downwelling atmospheric radiation.
The generally lower reflectivity of land weakens the contribution of the reflected
downwelling radiation. The latter term is often negligible in the infrared because the
surface reflectivity is generally quite low, but at microwaves, the concomitant effects
of emission and reflection makes the surface a highly variable background, with
emissivities in the 0:5 . eS . 1 range, against which the atmosphere is observed.

The microwave brightness temperature of rain-free areas is close to that of the
surface, thus low over the ocean, generally high over land, consistently with the
outline of Sect. 10.2.3.1. Dense clouds and rain increase the absorption, hence
the electromagnetic thickness (9.58) of the atmosphere and, at the same time, its

69The HSB instrument broke down in 2003
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emission coefficient. Therefore, on one side the first term of (9.57) decreases, while,
on the other, the second term increases. The balance between the contributions
from surface and atmosphere determines the difference of brightness temperature
between clear and rainy areas. Apart from polarization, the difference is clearly
dependent on the frequency of observation [338], which affects both the emissivity
of the surface through its permittivity and roughness and the absorption/emission
coefficient of the atmosphere. At frequencies lower than the oxygen band mentioned
in Sect. 2.2.1, the clouds increase the brightness temperature over the ocean, while
they decrease it over land, given the relatively high emissivity of this latter. The
magnitude of the effect depends on nature and temperature of the land surface and
on the vertical profile of the cloud density. Rain enhances the brightness temperature
variability, especially when considerable amounts of large scattering ice particles
gather around the tops of precipitating clouds [131].

Rainfall estimation from space can be carried out through empirical relations
with the spectral radiances measured in the optical portion of the spectrum, which,
as discussed in Sect. 14.3.3.1, essentially originate from the top of the clouds. With
respect to the optical observations, microwave measurements are in a more direct
relation with the amount of water, given the ability of relatively large wavelengths
to interact with the bulk of precipitating clouds, consistently with the results of
Sect. 9.1. Modeling the microwave radiation field in hydrometeors [115, 254] is
made difficult by a number of factors, including the proximity of the wavelength to
the particles dimensions, the wide range of sizes and shapes [84, 118], the liquid/ice
coexistence [152, 336] and the complexity of the concentration and temperature
spatial structures [143, 312], especially in convective complexes [158, 220].

The frequencies at which the space-based radiometric observations are carried
out span the range from 10 to 183 GHz. The microwave brightness carries some
information on the amount of water present at different heights. In particular, sets
of dual-polarization measurements at both lower and higher K-band frequencies
perform satisfactorily in measuring liquid water in precipitating cells over adequate
dynamic ranges. On their side, the millimeter-wave data add information on water
vapor. The NASA/JAXA’s Global Precipitation Measurement (GPM), like its
predecessor Tropical Rainfall Measuring Mission (TRMM), carries out the rainfall
observations by actually combining microwave passive measurements70 with Ku
and Ka radar data [198, 228, 366]. Figure 14.68, depicting a product of TRMM,71

provides an example of the precipitation mapping capability of systems of this kind
[122].

With respect to TIR sensing, the coarser spatial resolution of microwave real-
aperture antennas leads to beam filling effects [129], with more frequent occurrence
of mixed pixels, resulting in less distinct image features. Dealing with the different
spatial resolutions of the measurements taken at different frequencies is a quite

70Measurements in the visible and infrared complement the microwave observations.
71Additional data from other satellites and sources are merged with the precipitation radar
measurements to extend the operational latitude range of the mission [162].
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Fig. 14.68 Map of TRMM-derived cumulative rainfall over Italy for a 7-day period, showing in
red the areas of Tuscany that received a particularly high amount of precipitation. TRMM is a joint
mission between NASA and JAXA (Image produced by Hal Pierce (SSAI/NASA GSFC))

common problem to solve when retrieving cloud properties and rainfall from
multifrequency passive microwave observations [303].

Paving the Road to Applications

We learned about wave-target interaction and how the systems observe the result
of the interaction, so we gained some ability in comprehending the information
contained in the observations. The remaining step regards the conversion of the
remote measurements into the bio-geo-physical parameters that we may need for
applications, in our role of EO users or decision makers. We can approach this
issue with the confidence that the unified wave-medium interaction frame can
reduce the risk of misinterpretation or of inadequate processing leading to dubious
operational results. A number of theoretical and experimental results are displayed
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and discussed on the basis both of the kind of interaction and of the type of
observation technique. In a sense, we are presented with a systematic catalogue
of techniques and spectral bands, to which we can anchor our enlightenment and
practice. This kind of catalogue is relatively comprehensive of the basic interaction
with the Earth’s main materials and sceneries, but it is by far short with regard to
the myriad of applications found by remote sensing data. From the users’ point of
view, the selection of the items in the following overview, however necessary, may
appear deficitary and questionable.

Data taken on bare land are of interest to mineralogists, who exploit the
spectral features of reflectance or of emission for mapping resources, including
mineral identification. We got suggestions on how advanced precision farming can
be grounded on data delivered by almost all kinds of remote sensing systems.
Analogous considerations hold for urban planners and ecologists, as well as, on
an enlarged scale, for climatologists. Observation of snow cover, the periodically
evolving water reservoir of several regions of the world, is relevant to hydrology
and to hydroelectric power generation. The capacity of human society to respond
to emergency situations, to reduce the loss of lives and to mitigate damages,
also decidedly relies on Earth observations data. From the heterogeneity of the
presented results we strengthen our conviction that choosing the right EO product
for the given land application demands careful analysis of the many facets of the
acquisition process, from the information content of the data, linked to sensor type
and wavelength, to the spatial and temporal resolutions.

The data on the ocean color originate from the wavelength-dependent interaction
of solar radiation with the biological or mineral substances and particles in the
water. The information they provide is used in mapping ecological and biochemical
parameters of the water bodies, as well as in monitoring the onset of biological
hazards. An oil spill is a type of hazard that can have heavy ecological impact on the
marine environment and cause important economic losses. Almost all the available
observation techniques have been tested for discovering and observing the affected
areas. We now know that synthetic aperture radar imaging, even though its inherent
limitations must be kept in mind, is apt to search and monitoring oil slicks over large
areas. On its side, microwave emissivity is crucial for observing the distribution of
the sea surface salinity, which we know affects the ocean circulation and, ultimately,
the climate in which we live. Sea surface wind is another parameter of climatological
interest that is obtainable by both radiometric and radar observations. Measurement
of the wind on the ocean surface is clearly concurrent with the survey of the
wave field, given the related mechanisms of backscattering and emissivity. As it
often occurs, here the remote sensing data find dual applications: the commercial
function of mapping sea waves for operational ship routing is mated by the scientific
objective of providing inputs to climatological and meteorological models.

Indeed, the meteorological community has been the first to benefit operationally
from data taken by open Earth observation systems. Atmospheric applications keep
on widening, as sensors and models advance and mature. Absorption spectrometry
helps monitoring air quality at regional scales, as well as it forms the basis for global
measurements of climatological interest. Water vapor density is the key parameter
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in meteorology, which, thanks to its absorption properties, is obtainable from the
radiometric temperatures both in the thermal infrared and at microwaves. Scattering
of solar radiation, associated with extinction, provides cloud maps, a popular EO
product of prompt comprehension, able to suggest the kind of meteorological
event people can expect. Radar mapping of precipitation is a main outcome of the
scattering and extinction processes that microwaves undergo in hydrometeors. The
accumulated precipitation is a derived product of renown value for human safety.
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Appendix A
Vectors, Coordinates and Operators

A.1 Recalling Vectors

A vector is usually denoted by a bold letter to be distinguished from a scalar
quantity. The vector contains information on amplitude (modulus) and direction
(versor) of the quantity it represents. For instance, the position vector r D r r0 has
modulus r (distance from the origin of coordinates) and versor r0 (angular position
with respect to the reference system).

A.1.1 Vectors in Cartesian Coordinates

In the Euclidean space, vectors are defined by their three components. In a Cartesian
coordinate system, the position vector r.x; y; z/, for instance, is expressed by

r D x x0 C y y0 C z z0 (A.1)

while a velocity field is

v.x; y; z/ D vx.x; y; z/x0 C vy.x; y; z/y0 C vz.x; y; z/z0

Note that each component vi .i D x; y; z/ of the vector field v generally depends on
all three coordinates.

© Springer International Publishing Switzerland 2016
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A.1.2 Vector Multiplication

A.1.2.1 Dot Product

The dot, or scalar product1 (denoted by �) of two vectors A and B results in the
scalar quantity

A � B D AxBx C AyBy C AzBz :

A.1.2.2 Cross Product

The cross or vector product (denoted by �) between A and B results in the vector
quantity

A � B D
ˇ̌
ˇ̌
ˇ̌

x0 y0 z0
Ax Ay Az

Bx By Bz

ˇ̌
ˇ̌
ˇ̌

D .AyBz � AzBy/x0 C .AzBx � AxBz/y0 C .AxBy � AyBx/z0 ; (A.2)

perpendicular to the plane containing A and B.

A.1.2.3 Outer Product and Dyadics

The outer product between A and B (denoted by AB or by A ˝ B) generates the
dyadic tensor DDD

AB � A˝ B D AB| D DDD D AxBxx0x0 C AxByx0y0 C AxBzx0z0

CAyBxy0x0 C AyByy0y0 C AyBzy0z0 (A.3)

CAzBxz0x0 C AzByz0y0 C AzBzz0z0 ;

where the superscript | denotes transpose. The dot product between a tensor DDD and
a vector C generates the vector

E D DDD � C D .AxBxx0x0 C AxByx0y0 C AxBzx0z0/ � .Cxx0 C Cyy0 C Czz0/

C.AyBxy0x0 C AyByy0y0 C AyBzy0z0/ � .Cxx0 C Cyy0 C Czz0/

C.AzBxz0x0 C AzByz0y0 C AzBzz0z0/ � .Cxx0 C Cyy0 C Czz0/

D .AxBxCx C AxByCy C AxBzCz/ x0

1The scalar product generalizes into inner product in abstract vector spaces.
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C.AyBxCx C AyByCy C AyBzCz/ y0

C.AzBxCx C AzByCy C AzBzCz/ z0 � ŒDDD�C :

Note that

DDD � C ¤ C �DDD ;

hence it is essential to specify the order of the product.

A.1.2.4 Double Products

The mixed double product between three vectors has commutative properties

A � .B � C/ D .A � B/ � C D B � .C � A/ ; (A.4)

while the double vector product is expanded as

A � .B � C/ D B.A � C/� C.A � B/ : (A.5)

A.1.3 Vector Circuitation and Flux

The circuitation (or circulation) CF of vector F along the closed line (circuit) ` is
the line integral of the component of F tangent to `

CF :D
˛
`

F � s0 ds D
˛
`

F � ds ; (A.6)

where ds is the elementary oriented arc.
The flux ΦF of vector F across the surface S is the surface integral over S of the

component of F perpendicular to S in each point

ΦF :D
“

S

F � n0 dS : (A.7)

A.2 Recalling Curvilinear Coordinates

The rectangular Cartesian coordinate system is widely used, but spherical coor-
dinates are quite useful in Earth observation, especially to describe radiation and
scattering. Also cylindrical coordinates find use in radiation and scattering from
cylinders. Thus, a short overview of the main features of curvilinear coordinates can
be convenient.
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A.2.1 The Metric Coefficients

Consider three continuous functions of space f1.r/, f2.r/, f3.r/. Equations

f1.r/ D q1I f2.r/ D q2I f3.r/ D q3 ; (A.8)

define three surfaces. For each triplet of parameters qi; i D 1; 2; 3, these
surfaces have one2 common point r.q1; q2; q3/, and three common lines, formed
by their intersections in pairs, along which only one of the parameters qi

varies.
As in (A.1), the position r of a point P in space is specified by the triplet

qi; i D 1; 2; 3, which can be regarded as coordinates in the reference system
formed by the considered surfaces (A.8). The intersection lines are the coordinate
lines and the versors q10; q20; q30, tangent to the coordinate lines at the intersection
P of the three surfaces, are the coordinate axes. If the three versors in P are
mutually perpendicular, the curvilinear coordinates are orthogonal (Fig. A.1). Note
that the coordinate axes are not in general fixed directions in space, as for the
Cartesian coordinates. The elementary arc length dsi of the coordinate line qi in
the neighborhood of P is proportional to the increment of the respective coordinate
dqi through the corresponding metric coefficient3 hi, i.e.,

dsi D hi dqi i D 1; 2; 3 : (A.9)

The metric coefficients, which are in general functions of space, determine the
volume dV of the elementary cell (Fig. A.2):

dV D ds1 ds2 ds3 D h1 h2 h3 dq1 dq2 dq3 ;

Fig. A.1 The tangents to the
coordinate lines in P form a
rectangular coordinate system

PP

q20

q30

q10

q2

q3

q1

ds1 ds2

ds3
f1(P)

f3(P)

f2(P)

2The three surfaces must intersect in only one point.
3Also named scale factors or Lamé coefficients. The metric coefficients tend now to be replaced
by the components of the metric tensor.
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Fig. A.2 Elementary cell in
orthogonal curvilinear
coordinates

ds1ds2 ds
3

while the areas of the facets that delimit the cell are

dS1 D ds2 ds3 D h2 h3 dq2 dq3

dS2 D ds1 ds3 D h1 h3 dq1 dq3

dS3 D ds1 ds2 D h1 h2 dq1 dq2 :

As the elementary volume, the areas of the facets depend on the coordinates because
the metric coefficients are functions of point.

A.2.1.1 Cartesian Coordinates

The Cartesian are the simplest curvilinear coordinates. The coordinate surfaces are
the planes

f1.r/ D x I f2.r/ D y I f3.r/ D z ;

with common point r.x; y; z/ and which intersect along straight coordinate lines,
forming the x, y, z axes.

The arc lengths are

ds1 D dxI ds2 D dyI ds3 D dz

with unitary metric coefficients:

h1 D h2 D h3 D 1 :

A.2.1.2 Spherical Coordinates

In a spherical coordinate system (Fig. A.3), a point is specified by the three variables
r, # , ', each referring to a coordinate surface.
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Fig. A.3 The point P.r; #; '/
in spherical coordinates is
singled out by the intersection
of the three coordinate
surfaces r D const,
# D const, ' D const. Pairs
of surfaces mutually intersect
along the coordinate lines, to
which versors r0, ª 0 and ®0

are tangent

r0

r

P(r,ϑ,ϕ)

ϕ
0

ϑ0ϑ0

ϕ

ϑ

x

y

z

A.2.1.2.1 Metric Coefficients for Spherical Coordinates

The coordinate surfaces are:

• spheres concentric to the origin f1.r/ D r,
• cones coaxial to the polar axis f2.r/ D # ,
• planes containing the polar axis f3.r/ D '.

The intersection of surfaces f2 and f3 are radial straight lines, along which the
coordinate r varies; intersection of f1 and f3 are circles in meridian planes containing
the polar axis, along which the latitude, or elevation, angle # varies; intersection
of f1 and f2 are circles perpendicular to the polar axis, along which the longitude or
azimuth angle ' varies.

The lengths of the elementary arcs are

ds1 D drI ds2 D r d# I ds3 D r sin# d' ;

with metric coefficients

h1 D 1I h2 D rI h3 D r sin# ;

which, in general, are not unitary and depend on the coordinates.
When the polar axis coincides with the z axis of a Cartesian system, the relations

between the coordinates of a point expressed in Cartesian and spherical coordinate
systems are

x D r sin# cos'I y D r sin# sin'I z D r cos#

and, inversely,

r D
p

x2 C y2 C z2I # D arccos
zp

x2 C y2 C z2
I ' D arctan

y

x
:
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Fig. A.4 Point P.r; #; z/ in
cylindrical coordinates is
singled out by the intersection
of the three coordinate
surfaces r D const,
# D const, z D const. Pairs
of surfaces mutually intersect
along the coordinate lines, to
which the versors r0, ª 0, z0
are tangent

r0

z0z0

ϑ0ϑ0

x

y
ϑ

z

A.2.1.3 Cylindrical Coordinates

The coordinate surfaces are (Fig. A.4)

• cylinders f1.r/ D r, coaxial with the z-axis,
• planes f2.r/ D # , passing through z,
• planes f3.r/ D z perpendicular to z.

A.2.1.3.1 Metric Coefficients for Cylindrical Coordinates

The arc lengths are

ds1 D drI ds2 D r d# I ds3 D z ;

whence the metric coefficients

h1 D 1I h2 D rI h3 D 1 :

A.2.2 Transformation of Vector Components

In several instances, a vector expressed in one system of coordinates needs to be
expressed in another system. The need typically arises when, in analyzing the field
radiated or scattered by planar structures, vectors given in Cartesian coordinates
must be transformed into vectors in spherical coordinates.
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A.2.2.1 Transformation from Cartesian to Spherical

In spherical coordinates, the vector field F.r/ at the point r.r; #; '/ is specified by
its components along the coordinate lines r, # , ':

F.r; #; '/ D Fr.r; #; '/ r0 C F#.r; #; '/ª0 C F'.r; #; '/®0 :

The components are the projections of F onto each versor of the spherical coordinate
lines, i.e.,

Fr D F� r0 I F# D F� ª0 I F' D F� ®0 :

If F D Fxx0CFyy0CFzz0 is the expression in Cartesian coordinates, the dot products
of the versors x0; y0 and z0 with r0, ª 0 and ®0 must be determined. The following
results are readily obtained:

x0 � r0 D sin# cos' I y0 � r0 D sin# sin' I z0 � r0 D cos#

x0 � ª0 D cos# cos' I y0 � ª0 D cos# sin ' I z0 � ª0 D � sin#

x0 � ®0 D � sin ' I y0 � ®0 D cos' I z0 � ®0 D 0 :
Therefore, F in spherical coordinates is given by

F D .Fx sin# cos' C Fy sin# sin ' C Fz cos#/ r0

C.Fx cos# cos' C Fy cos# sin ' � Fz sin#/ª0 (A.10)

C.�Fx sin ' C Fy cos'/®0 :

A.2.2.2 Transformation from Cartesian to Cylindrical

Analogously, F is given in cylindrical coordinates by

F.r; #; z/ D Fr.r; #; z/ r0 C F#.r; #; z/ª0 C Fz.r; #; z/ z0

D .Fx cos# C Fy sin#/ r0 � .Fx sin# � Fy cos#/ª0 C Fz z0 :

A.3 Recalling Operators

A.3.1 Gradient

Consider a scalar field T.r/ describing the spatial distribution of the quantity T (for
instance, the temperature field in the atmosphere). If in the point denoted by the
position vector r1 its value is T D T.r1/, at the point r2 D r1 C	r its increment is
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	T D T.r2/�T.r1/. For sufficiently small	r D r2� r1 D 	x x0C	y y0C	z z0,
	T can be approximated by a linear function of 	r:

	T ' @T

@x
	xC @T

@y
	yC @T

@z
	z : (A.11)

By introducing the gradient of T, defined by the vector field

grad ŒT� :D @T

@x
x0 C @T

@y
y0 C @T

@z
z0 ; (A.12)

the increment	T is written in the compact notation

	T ' grad ŒT� �	r : (A.13)

Equation (A.13) indicates that the variation of T between r1 and r2 is proportional
to the first derivative of T along the direction of the (sufficiently small) displacement
r2 � r1.

The gradient is a vector field the modulus of which represents the magnitude of
the spatial variations of the considered quantity and that contains information on the
direction and the sense in which the variations occur.

A.3.2 Divergence

Consider the vector field F.r/ and a closed surface S containing the point P in
Fig. A.5. The flux of F through S is defined by (A.7):

ΦF D
"

S
F � n0 dS :

If the surface S shrinks in P, the divergence of F in P is defined as

divŒF� :D lim
V!0

ΦF

V
D lim

V!0

"
S

F � n0 dS

V
(A.14)

Fig. A.5 Surface S encloses
the volume V around P and
has outward-pointing
normal n0

V

P

S

n0

F
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Equation (A.14) shows that the divergence is a measure of the density of sources
or sinks of a vector field. The divergence in P can be visualized by the density of
field (or flux) lines leaving (in case of a source) a small closed surface around P or
entering (in case of sink) into it.

When divŒF� D 0, the field F is solenoidal, and vice-versa. In this case the
number of field lines leaving S equals the number of lines entering in it. Divergence
vanishes in regions where the field lines are closed.

Equation (A.14) for a finite volume V expresses the Gauss’s theorem,4 or
divergence theorem.

"
S

F � n0 dS D
•

V

divŒF� dV (A.15)

The flux of vector F through any closed surface S coincides with the integral of the
divergence of F over the volume surrounded by S.

A.3.3 Curl

Consider now a vector field v.r/ (just as an example, the velocity field in a moving
fluid) and a plane closed curve ` in the neighborhood of P in Fig. A.6. By orienting
the elementary arc ds D ds s0 in the counterclockwise sense with respect to the
normal n0, the circuitation of v along ` defined by (A.6) is

Cv D
˛
`

v � ds

The component along n0 of the vector rotŒv�, named curl (or rotor) of v, in P is
obtained by shrinking the loop ` onto P:

n0 � rotŒv� :D lim
S!0

˛
`

v � ds

S
(A.16)

Fig. A.6 The plane closed
line ` surrounding the point P
has the tangent versor s0
oriented counterclockwise
with respect to n0, normal to
the plane of `

�

P

s0

n0 v

4Originally developed by Joseph Louis Lagrange in 1762.
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The three components of the curl of v in P are obtained by applying (A.16) to three
mutually orthogonal loops around P.

In the example at hand, the curl of the velocity field v is a measure of the vorticity
of the fluid motion. The modulus of the rotor of the velocity v in the neighborhood
of the point P can be visualized by the density of closed-loop flux lines of v that
wrap P. The field is irrotational when rotŒv� D 0, and vice-versa. The rotor vanishes
where the flux lines are radial or parallel.

Equation (A.16) for a finite surface expresses the Kelvin-Stokes’, or Stokes’, or
circulation theorem5:

˛
`

F � ds D
“

S

n0 � rotŒF� dS (A.17)

The relation (A.17) indicates that the circulation of a vector field F along a closed
line ` coincides with the flux of the rotor of F across any surface contoured by `.

A.3.4 Operators in Orthogonal Curvilinear Coordinates

The key issue is that the spatial derivatives in curvilinear coordinates involve the
metric coefficients. In fact, taking (A.9) into account, the derivatives of the scalar
field T.qi/; i D 1; 2; 3, along the coordinate lines are expressed by

@T

@s1
D @T

@q1

@q1
@s1
D 1

h1

@T

@q1
I

@T

@s2
D @T

@q2

@q2
@s2
D 1

h2

@T

@q2
I

@T

@s3
D @T

@q3

@q3
@s3
D 1

h3

@T

@q3
:

The operators outlined in Sect. A.3 involve the spatial derivatives, thus their
expressions depend on the system of coordinates.

A.3.4.1 Gradient

The gradient of the scalar field T.qi/; i D 1; 2; 3, is

gradŒT� D @T

@s1
q10 C

@T

@s2
q20 C

@T

@s3
q30

D 1

h1

@T

@q1
q10 C

1

h2

@T

@q2
q20 C

1

h3

@T

@q3
q30 ; (A.18)

5Originally developed by William Thomson.
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hence the gradient operator grad Œ � has expressions:

• in cartesian coordinates,

grad Œ � D x0
@ Œ �

@x
C y0

@ Œ �

@y
C z0

@ Œ �

@z
I

• in spherical coordinates,

grad Œ � D r0
@ Œ �

@r
C ª0

r

@ Œ �

@#
C ®0

r sin#

@ Œ �

@'
I

• in cylindrical coordinates,

grad Œ � D r0
@ Œ �

@r
C ª0

r

@ Œ �

@#
C z0

@ Œ �

@z
�

A.3.4.2 Divergence

The divergence of the vector field F.qi/; i D 1; 2; 3, is obtained by applying the
basic definition (A.14) to the elementary volume shown in Fig. A.7:

divŒF� D dΦF

dV
� (A.19)

The flux dΦF of F through the elementary surface dS delimiting the volume dV is
computed by adding the contributions of the three pairs of opposite facets. Flux dΦ1

outgoing from dS1 is

dΦ1 D �F1 ds2 ds3 D �F1 h2 h3 dq2 dq3 ; (A.20)

Fig. A.7 Elementary
volume to compute
divergence

dS2dS2 dS1dS1

q3q3

q2q2

q1q1

dS1dS1dS1
′dS1
′ dS3dS3
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while the flux dΦ 0
1 outgoing from dS 0

1, opposite to dS1, differs from the preceding
one, given both the change of sign of the outward normal and the variations
undergone by F1 and dS1 for the change of q1:

dΦ 0
1 D �dΦ1 C @.�dΦ1/

@q1
dq1 : (A.21)

Adding fluxes (A.20) and (A.21) yields the total flux leaving the pairs of facets dS1
and dS 0

1

dΦ 0
1 C dΦ1 D @.h2 h3 F1/

@q1
dq1 dq2 dq3 :

By proceeding in an analogous way for the other two pairs of opposite facets, the
total flux dΦF of F through the whole elementary surface dS wrapping the volume
dV is obtained as

dΦF D
�
@

@q1
.h2 h3 F1/C @

@q2
.h1 h3 F2/C @

@q3
.h1 h2 F3/

�
dq1 dq2 dq3 ;

from which, by the definition (A.19),

divŒF� D 1

h1 h2 h3

�
@

@q1
.h2 h3 F1/C @

@q2
.h1 h3 F2/C @

@q3
.h1 h2 F3/:

�
(A.22)

The general form (A.22) reduces to the following expressions:

• in Cartesian coordinates,

divŒF� D @Fx

@x
C @Fy

@y
C @Fz

@z
I (A.23)

• in spherical coordinates,

divŒF� D 1

r2
@

@r
.r2 Fr/C 1

r sin#

@

@#
.F# sin#/C 1

r sin#

@F'
@'
I

• in cylindrical coordinates,

divŒF� D 1

r

@

@r
.r Fr/C 1

r

@F#
@#
C @Fz

@z
�
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Fig. A.8 Elementary loops
to compute curl

ds2ds2
ds1ds1

ds1ds1
ds2ds2

q3q3

q20q20

q10q10

q30q30

q1q1

q2q2

dS1dS1

dS3dS3

dS2dS2

ds3ds3

ds3ds3

A.3.4.3 Curl

The components of the curl of the field F.qi/; i D 1; 2; 3, at a given point along the
three orthogonal directions qi0 are derived by applying the definition (A.16) to each
elementary facet shown in Fig. A.8

qi0 � rotŒF� D dCi

dSi
i D 1; 2; 3 ; (A.24)

in which each elementary surface dSi is perpendicular to the corresponding versor
qi0. Consider first the component along q10:

q10 � rotŒF� D dC1
dS1
� (A.25)

Taking into account the orientation of the integration path along the loop surround-
ing dS1 and the increments of both F2 and ds2, the contribution to dC1 from the sides
ds2 is

dC12 D F2 ds2 � F2 ds2 � @

@q3
.F2 ds2/ dq3 D � @

@q3
.F2h2/ dq2 dq3 :

Analogously, the contribution from the sides ds3 is

dC13 D @

@q2
.F3h3/ dq2 dq3 ;

so that

d C1 D dC12 C dC13 D
�
@

@q2
.F3h3/ � @

@q3
.F2h2/

�
dq2 dq3 ;
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whence, from (A.25),

q10 � rotŒF� D 1

h2h3

�
@

@q2
.F3h3/ � @

@q3
.F2h2/

�
: (A.26)

After computing the other two components in an analogous fashion, the vector rotŒF�
is formed by

rotŒF� D 1

h2h3

�
@

@q2
.h3F3/� @

@q3
.h2F2/

�
q10

C 1

h1h3

�
@

@q3
.h1F1/� @

@q1
.h3F3/

�
q20 (A.27)

C 1

h1h2

�
@

@q1
.h2F2/� @

@q2
.h1F1/

�
q30 :

Equation (A.27) yields the following specific expressions in the considered coordi-
nate systems:

• Cartesian coordinates:

rotŒF� D
�
@Fz

@y
� @Fy

@z

�
x0 C

�
@Fx

@z
� @Fz

@x

�
y0 C

�
@Fy

@x
� @Fx

@y

�
z0 I (A.28)

• spherical coordinates:

rotŒF� D 1

r sin#

�
@

@#
.F' sin#/� @F#

@'

�
r0

C 1

r

�
1

sin#

@Fr

@'
� @

@r
.rF'/

�
ª0 (A.29)

C 1

r

�
@

@r
.rF#/� @Fr

@#

�
®0 I

• cylindrical coordinates:

rotŒF� D
�
1

r

@Fz

@#
� @F#

@z

�
r0 C

�
@Fr

@z
� @Fz

@r

�
ª0 C 1

r

�
@.rF#/

@r
� @Fr

@#

�
z0 :

(A.30)

A.4 Recalling Nabla and Using It

Assume a Cartesian coordinate system and define the vector operator r

r :D x0
@

@x
C y0

@

@y
C z0

@

@z
(A.31)
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This definition allows gradient, divergence and curl to be expressed in alternative
notations.

A.4.1 Operators in Terms of Nabla

A.4.1.1 Gradient

Applying (A.31) to a scalar field T, (A.12) is obtained, so that

rT D gradŒT� :

The nabla operator applied to the scalar field T generates the gradŒT� vector field.
Clearly,

	T D rT �	r

A.4.1.2 Divergence

The result of the formal scalar product r � F coincides with (A.23):

r � F D rxFx CryFy CrzFz D @Fx

@x
C @Fy

@y
C @Fz

@z
� divŒF� :

The dot product r � F produces the divŒF� scalar field.

A.4.1.3 Curl

The formal vector product r � F coincides with (A.28):

r � F

D .ryFz � rzFy/x0 C .rzFx � rxFz/y0 C .rxFy � ryFx/z0

D
�
@Fz

@y
� @Fy

@z

�
x0 C

�
@Fx

@z
� @Fz

@x

�
y0 C

�
@Fy

@x
� @Fx

@y

�
z0

� rotŒF� :

The cross product r � F yields the rotor of F.
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A.4.2 Using Nabla

For a correct use of nabla, its vector character must be combined with that of
differential operator. In particular, when r operates on products between fields,
the rules of product derivatives must be obeyed, in addition to the vector correctness
of the result, as suggested by the following examples.

• If � and � are scalar fields,

r .� �/ D �r� C �r� :

• If F is a vector field,

r � .�F/ D F � r� C �r � F ; (A.32)

• and analogously,

r � .�F/ D .r� / � FC �r � F : (A.33)

• By using the properties of the mixed double product (A.4),

r � .A � B/ D B � .r � A/� A � .r � B/ : (A.34)

Regarding r as a vector allows interesting results to be obtained with formal
simplicity. For instance,

• since B � B D 0,

r � .rT/ D 0 ;

meaning that the gradient field rT is irrotational;
• also, since A � .A � B/ D 0,

r � .r � F/ D 0 ;

implying that r � F is a solenoidal field;
• while

r � .rT/ D r � rŒT� : (A.35)
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A.4.3 Laplacian

Formally, in (A.35),

r � r D r2 : (A.36)

The divergence of the gradient forms a second-order operator denoted by r2 and
named Laplacian.

A.4.3.1 Laplacian in Cartesian Coordinates

In Cartesian coordinates,

r � .rT/ D rx.rxT/Cry.ryT/Crz.rzT/ D @2

@x2
T C @2

@y2
T C @2

@z2
T :

Therefore,

r2 D @2

@x2
C @2

@y2
C @2

@z2
:

A.4.3.2 Laplacian in Orthogonal Curvilinear Coordinates

The expression of the Laplacian in orthogonal curvilinear coordinates is obtained
from its definition (A.36), taking account of (A.22) and (A.18):

r2 Œ � D div grad Œ � D
1

h1h2h3

�
@

@q1

�
h2h3
h1

@Œ �

@q1

�
C @

@q2

�
h3h1
h2

@Œ �

@q2

�
C @

@q3

�
h1h2
h3

@Œ �

@q3

��
� (A.37)

The expressions of r2 in the different coordinate systems are obtained from (A.37)
by introducing the corresponding metric coefficients defined in Sect. A.2.1:

• in spherical coordinates,

r2 Œ � D 1

r2
@

@r

�
r2
@Œ �

@r

�
C 1

r2 sin#

@

@#

�
sin#

@Œ �

@#

�
C 1

r2sin#2
@2Œ �

@�2
,

• while in cylindrical coordinates

r2 Œ � D 1

r

@

@r

�
r
@Œ �

@r

�
C 1

r2
@2Œ �

@#2
C @2Œ �

@z2
�
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The Laplacian is a scalar second-order linear differential operator that acts both
on scalar and on vector fields. In the latter case, given its linearity, it operates on
the single components. Note that in Cartesian coordinates the versors are space–
invariant, hence

r2F D x0r2Fx C y0r2Fy C z0r2Fz : (A.38)

In other coordinate systems, the Laplacian of a vector differs from (A.38), that is,
it differs from the vector resultant from the Laplacians of the single components
multiplied by the respective versors, because the latter generally vary with the
coordinates.

A.4.3.3 The Laplacian in Some Vector Identities

In addition to those previously overviewed, some vector identities involving the
Laplacian are encountered in certain theoretical issues of Earth observation.

A.4.3.3.1 Green’s Lemma

Given the scalar fields � and � , recalling (A.32)

r � .�r� / D r� � r� C �r2� : (A.39)

By integrating the two members of (A.39) over the volume V delimited by the closed
surface S, and taking the Gauss’s theorem (A.15) into account,

"
S

n0 � .�r� / dS D
•

V

.r� � r� C �r2� / dV : (A.40)

Equation (A.40) is named Green’s lemma.

A.4.3.3.2 Double Curl

The double curl r � .r � F/ can be formally treated as a double vector product,
yielding

r � .r � F/ D rr � F � r2F : (A.41)

Identity (A.41) originates the vector Helmholtz equation.



Acronyms

AGL above ground level. 347
AIRS NASA/JPL’s Atmospheric Infrared Sounder. 620
AMSU-A Advanced Microwave Sounding Unit-A. 620
ASAR ENVISAT Advanced Synthetic Aperture Radar. 368, 594
ASI Italian Space Agency (Agenzia Spaziale Italiana). 384
ATI apparent thermal inertia. 600
ATSR Along Track Scanning Radiometer. 377
AVHRR Advanced Very High Resolution Radiometer. 575

CALIOP Cloud-Aerosol Lidar with Orthogonal Polarization. 615
CALIPSO Cloud-Aerosol Lidar and Infrared Pathfinder Satellite

Observations. 615
CloudSat NASA/CSA’s Cloud Satellite. 614
COSMO-SkyMed ASI Constellation of small satellites for Mediterranean basin

observation. 384, 403
CSA Canadian Space Agency. 386

DEM digital elevation model. 153, 476
DGPS differential Global Positioning System. 152
DinSAR differential SAR interferometry. 153
DLR German Aerospace Center (Deutschen Zentrums für Luft-

und Raumfahrt). 493
DOAS differential optical absorption spectroscopy. 606
DSMP Defense Meteorological Satellite Program. 620

ENVISAT ESA Environment Satellite. 386, 593
EO Earth observation. 3
EOS MLS Earth Observing System Microwave Limb Sounder. 621
ERS ESA European Remote-Sensing Satellite. 377, 419
ESA European Space Agency. 368
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EUMETSAT European Organisation for the Exploitation of Meteorological
Satellites. 609

FDT Fluctuation-Dissipation Theorem. 288, 309
FIR far infrared. 356, 619
FUV far ultraviolet. 604
FWHM full width at half maximum. 37

GNSS Global Navigation Satellite System. 152
GO geometrical optics. 528
GOME Global Ozone Monitoring Experiment. 607
GOMOS Global Ozone Monitoring by Occultation of Stars. 607
GPM NASA/JAXA’s Global Precipitation Measurement. 622
GPS Global Positioning System. 152
GRD Ground-Resolved Distance. 433
GSFC NASA’s Goddard Space Flight Center. 623
GUVI Global Ultraviolet Imager. 607

HCMM Heath Capacity Mapping Mission. 572
HSB Humidity Sounder for Brasil. 620

ICESat Ice, Cloud and Land Elevation Satellite. 615
IEM Integral Equation Method. 529
IFOV instantaneous field of view. 439
InSAR synthetic aperture radar interferometry. 153
ISS International Space Station. 607

JAXA Japan Aerospace Exploration Agency. 623

LAI leaf area index. 584
LANDSAT Land Remote-Sensing Satellite. 371
lidar light detection and ranging. 152, 615
LTE local thermodynamic equilibrium. 288

MDA MacDonald, Dettwiler and Associates, Ltd.. 386
MERIS ENVISAT Medium-spectral Resolution Imaging Spectrometer.

368, 590
MetOp Meteorological Operational Satellite. 607
MODIS NASA’s Moderate-Resolution Imagine Spectrometer. 432,

614
MPDI microwave polarization difference index. 586
MPM MillimeterÐwave Propagation Model. 362
MSG Meteosat second generation. 609

NASA National Aeronautics and Space Administration. 11, 491
NASA GES DISC NASA’s Goddard Earth Sciences Data and Information

Services Center. 620
NDVI normalized difference vegetation index. 551
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NIR near infrared. 356, 550

OMI Ozone Monitoring Instrument. 607
OSIRIS Optical Spectrograph and Infrared Imager System. 607

PO Physical Optics. 230
PR polarization ratio. 586
PRF pulse repetition frequency. 449
PWC plant water content. 57, 582

QB DigitalGlobe Inc.’s QuickBird. 433

radar radio detection and ranging. 152
RADARSAT CSA/MDA Radar Satellite. 386
RF radio frequency. 402
RGB red green blue. 594
RPAP remotely piloted aerial platform. 363
RPV remotely piloted vehicle. 338
RTE radiative transfer equation. 328

SAGE Stratospheric Arosol and Gas Experiment. 607
SAR Synthetic Aperture Radar. 49, 152
SCIAMACHY Scanning Imaging Absorption Spectrometer for Atmospheric

Chartography. 607
SEASAT NASA’s Sea Satellite. 419
SIR NASA’s Shuttle Imaging Radar. 419
SMA spectral mixture analysis. 551
SMC soil moisture content. 62
SMOS ESA’s Soil Moisture and Ocean Salinity Mission. 419, 600
SOAR RADARSAT-2 Science and Operational Applications

Research. 386
SPM Small Perturbation Method. 529
SRTM Shuttle Radar Topography Mission. 492
SSAI Science Systems and Applications, Inc.. 623
SSM/T-2 Special Sensor Microwave Temperature-2. 620
SST sea surface temperature. 376, 599
SWE snow water equivalent. 554

TanDEM TerraSAR-X add-on for Digital Elevation Measurement.
273, 492

TEC total electron content. 607
TES temperature emissivity separation. 376
TIMED Thermosphere, Ionosphere, Mesosphere Energetics and

Dynamics. 607
TIR thermal infrared. 309
TOMS Total Ozone Mapping Spectrometer. 607
TRMM Tropical Rainfall Measuring Mission. 622



670 Acronyms

UAV unmanned aerial vehicle. 338
UV ultraviolet. 356

VHR very high-resolution. 338
VIS visible. 356

WKB Wentzel-Kramers-Brillouin. 157

XIR extreme infrared. 363



Symbols

Acir [m2] circular surface domain. 426
Ae [m2] antenna effective area. 417
Aell [m2] elliptic surface domain. 426
Ag [m2] source (antenna) geometric area. 100
Agt [m2] geometric area transverse to the observation direction. 293
AM [m2] boresight antenna effective area. 435
A0

T [m2] area of surface ΔS0
T. 300

A attenuation. 110
Aa attenuation by the atmosphere. 437
Am atmospheric attenuation for master acquisition. 488
As atmospheric attenuation for slave acquisition. 488
A albedo. 219
A s single-scattering albedo. 328
A [A] magnetic vector potential. 73
A.s/ [A] scattered vector potential. 212
Ai [m�1] magnetic vector potential impulse response. 75
A absorptivity. 187
A absorption coefficient. 170
a [Np m�1] specific absorption. 160
a electromagnetic thickness. 226
˛ [Np m�1] attenuation constant. 106
˛ [Np m�1] attenuation vector. 106
˛ 0 [Np m�1] attenuation vector of refracted wave. 179
˛1 [Np m�1] attenuation constant accounting for first-order scattering. 318
˛e [m�1] extinction coefficient. 325
˛ea [m�1] extinction coefficient due to absorption by inhomogeneities. 325
˛eb [m�1] extinction coefficient due to absorption by the background. 325
˛es [m�1] extinction coefficient due to scattering. 325
˛S [Np m�1] attenuation constant in the surface layer. 275
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˛s [rad] slope angle. 126
˛+ [Np m�1] attenuation constant of downward wave. 195
˛* [Np m�1] attenuation constant of upward wave. 195
’c [kg2m�1 s�1] conduction damping coefficient. 42
’d [kg2m�1 s�1] deformation damping coefficient. 35

B [T] magnetic induction. 1
B [m] interferometric baseline. 481
B?i [m] perpendicular baseline. 482
B?C [m] critical perpendicular baseline. 487
B� normalized autocorrelation of relative permittivity fluctuations. 257
B�t temporal normalized autocorrelation of relative permittivity fluctua-

tions. 502
B�t lateral normalized autocorrelation of relative permittivity fluctuations.

257
B�z longitudinal normalized autocorrelation of relative permittivity fluctua-

tions. 257
B�zS longitudinal normalized autocorrelation of relative permittivity fluctua-

tions in the surface layer. 275
B¥ correlation coefficient of phase fluctuations. 130
B� [Wm�2 sr�1�m�1] black-body spectral radiance. 309
BS [kg m�2] above-ground tree biomass per unit area. 566
Bs Besinc function. 424
ˇ [rad m�1] phase vector. 106
ˇ [rad m�1] phase constant. 106
ˇ1 [rad m�1] phase constant in single-scattering random medium. 318
ˇ.i/ [rad m�1] phase vector of incident wave. 229
ˇ
.i/
t [rad m�1] lateral component of incident wave phase vector. 228

ˇ.i/z [rad m�1] normal (longitudinal) component of incident wave phase
vector. 228

ˇ0 [rad m�1] phase vector of refracted wave. 166
ˇ0

t [rad m�1] tangential (lateral) component of refracted wave phase vector.
256

ˇ00
t [rad m�1] tangential (lateral) component of inner scattered wave phase

vector. 256
ˇ00 [rad m�1] phase vector of reflected wave. 166
ˇ
.s/
f [rad m�1] forward scattered propagation (phase) vector. 229

ˇ.s/s [rad m�1] specular scattered propagation (phase) vector. 229
ˇzS [rad m�1] vertical component of phase vector in the surface layer. 275
ˇ+ [rad m�1] phase vector of downward wave. 191
ˇ* [rad m�1] phase vector of upward wave. 191

Cs slab factor. 196
c segment of ray. 150
c 0 segment of curve. 150
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cdr direct ray path. 150
crr reflected ray path. 150
co [kg s�2V�1] forcing orientation coefficient. 40
c r [kg m s�2C�1] relaxation coefficient. 40
cd [kg m�3 s�2] restoring coefficient. 34
c0 [ms�1] speed of light in vacuo. 111
¦ [rad] ellipticity angle. 20, 557
� dielectric susceptibility. 32
�c dielectric susceptibility contributed by free charges. 42
�cj imaginary part of dielectric susceptibility contributed by free charges.

42
�cr real part of dielectric susceptibility contributed by free charges. 42
�d dielectric susceptibility due to deformation. 35
�dj imaginary part of dielectric susceptibility due to deformation. 36
�do dielectric susceptibility due to deformation and orientation. 41
�doj imaginary part of dielectric susceptibility due to deformation and

orientation. 42
�dor real part of dielectric susceptibility due to deformation and orientation.

42
�dr real part of dielectric susceptibility due to deformation. 36
�o dielectric susceptibility contributed by orientation (libration). 41
�oj imaginary part of dielectric susceptibility due to orientation. 41
�or real part of dielectric susceptibility due to orientation. 41
�s optical susceptibility of air at reference surface conditions. 51
�0 static orientation susceptibility. 41

D [C m�2] electric displacement. 1
D [m] lateral dimension of resolution cell. 259
DA [m] dimension of antenna aperture. 444
Dg [m] dimension of antenna footprint. 425
Di [m] diameter of i-th spherical particle. 224, 612
Ds [m] source transverse dimension. 89
d [m] layer thickness. 190
da [m] resolution in azimuth (along-track). 434
dd [m] offset distance between prevailing scatterer and pixel center. 498
dR [m] resolution in slant range. 464
dr [m] resolution in ground-range (across-track). 434
dS [m] thickness of surface layer. 274
D directivity. 408
DM antenna gain (boresight antenna directivity). 409
ΔA [m2] area of surface element. 219
Δ f [Hz] bandwidth. 21
ΔRg [m] difference of distance in ground range. 479
Δt [s] echo time of arrival. 444
Δts [s] synthetic antenna time. 449



674 Symbols

ΔS0
T [m2] surface of volume V 0

T. 295
ΔQ� deviation of relative permittivity from one. 213
ΔQ� average deviation of relative permittivity from one. 221
ΔQ� 0 fluctuating deviation of relative permittivity from one. 221
Δ˝ [sr] solid angle. 294
Δ! [rad s�1] deviation of angular frequency from resonance. 37
Δ˚ [rad] phase difference between interfering waves (interferometric

phase). 123, 481
Δ˚d [rad] de-ranged interferometric phase. 486
Δ˚hv [rad] phase difference between horizontal and vertical polarizations. 557
Δ˚ijf [rad] flat-earth interferometric phase. 483
Δ˚ 0

j` [rad] fluctuation of interferometric phase between pixels. 491
Δ˚ 0

ms [rad] fluctuation of master-slave interferometric phase. 491
Δ˚R [rad] phase Rayleigh limit. 523
Δ˚x [rad] horizontal phase difference. 125
Δ˚z [rad] vertical phase difference. 125
Δ�b [m2] radar scattering cross-section of surface element. 219
• [m�3] unitary Dirac delta function. 75
ı [rad] slope angle. 467
•n excess refractive index. 115
•nS excess refractive index at the earth surface. 147
•! [rad s�1] line width (FWHM). 37
•£ [s] time delay. 154
4� [m�1] gradient of average permittivity. 235

E [Vm�1] electric field vector. 1
bE complex number representative of harmonic E.t/. 16
bE complex vector representative of harmonic E.t/. 16
Ea representative analytic vector. 21
E.i/ [Vm�1] incident electric field. 211
E.s/ [Vm�1] scattered electric field. 211
E+ [Vm�1] electric field of downward wave. 191
E* [Vm�1] electric field of upward wave. 191
EA [Vm�1] electric field produced by source A. 97
EeA [Vm�1] electric field produced by source A on surface SeA. 98
E1 [Vm�1] electric far field. 90
ELK [Vm�1] vector term in the Luneburg-Kline expansion. 139
E`r [Vm�1] electric field in the antenna-receiver line for receive mode. 411
E`T [Vm�1] electric field in the source-antenna line for transmit mode. 405
Ea

p representative analytic p-component. 21

E.i/
k

[Vm�1] component of incident electric field parallel to spheroid axis.
240

E.i/
?

[Vm�1] incident electric field perpendicular to spheroid axis. 240
E? [Vm�1] internal field component perpendicular to scattering direction.

214
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E? [Vm�1] average perpendicular internal field component. 221
E 0

? [Vm�1] fluctuating perpendicular internal field component. 221
Es [Vm�1] electric field in the source volume. 8
ET [Vm�1] transmitted electric field on the outer side of the antenna

aperture. 406
Et [Vm�1] tangential electric field. 173
E�

T [Vm�1] truncated electric field. 428
ETH [Vm�1] thermal electric field. 289
Etot [Vm�1] total electric field vector. 122
E0 [Vm�1] electric field constant vector. 104
E0
0 [Vm�1] electric field vector of refracted wave. 167

E00
0 [Vm�1] electric field vector of reflected wave. 167

E0h [Vm�1] horizontal component of the electric field. 118
E0i [Vm�1] electric field amplitude at initial abscissa. 156
E0p amplitude of quasi-periodic temporal variation of p field component. 16
E0v [Vm�1] vertical component of the electric field. 118
ea [m�1] emission coefficient per unit length of inhomogeneities. 326
eb [m�1] emission coefficient per unit length of background. 326
ef emissivity at microwave frequency f . 310
e� spectral emissivity. 309
e�S surface spectral emissivity. 339
ep emissivity at p-polarization. 294
eS surface emissivity. 437
eT [m�1] emission coefficient per unit length of random medium. 326
eeej unit vector of quadrature electric field. 19
eee`r vector field transverse distribution in the antenna-receiver line. 411
eee`T vector field transverse distribution in the transmit source-antenna line.

406
eeer unit vector of in-phase electric field. 19
eee0 unit vector of electric field. 11
eee.i/0 unit vector of incident electric field. 215
eee0k unit vector component parallel to spheroid axis. 240
eee0? unit vector component perpendicular to spheroid axis. 240
E e [J m�3] volumic energy stored in the electric field. 10
E em [J m�3] volumic energy stored in the electromagnetic field. 10
Em [J m�3] volumic energy stored in the magnetic field. 10
E [m] Fourier transform of ground-range permittivity. 498
� [F m�1] permittivity. 2
Œ�� [F m�1] permittivity matrix. 3
Q� relative permittivity. 2
�b [F m�1] permittivity of bulk material. 234
Q�do relative permittivity due to deformation and orientation mechanisms. 45
Q�doj imaginary part of Q�do. 45
Q�dor real part of Q�do. 45
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�j [F m�1] imaginary part of permittivity. 56
Q�j imaginary part of relative permittivity. 37
�r [F m�1] real part of permittivity. 56
Q�r real part of relative permittivity. 37
�0 [F m�1] static permittivity. 56
�0 [F m�1] permittivity of vacuum. 2
Q©o magnitude of permittivity deviation. 497
"x range factor of permittivity deviation. 497
"z depth factor of permittivity deviation. 497
˜ [cm2m�3] radar reflectivity. 612
� [�] intrinsic impedance. 86
�A antenna aperture efficiency. 417
�B antenna beam efficiency. 437
�` [�] line wave impedance. 406
�S2 [�] surface impedance. 183
�0 [�] intrinsic impedance of vacuum. 114

Fes [N] force on source electric charges. 8
Fe [N m�3] electric force. 35
Fi [N m�3] inertial force. 35
Fr [N m�3] restoring force. 35
Fs [N m�3] frictional force. 35
f [Hz] frequency. 11
fD [Hz] frequency Doppler shift. 81
fpr [s�1] pulse repetition frequency. 449
f0 [Hz] central frequency. 21
F [Vrad�1] field radiation pattern. 91
Fell [V] radiation pattern of elliptic aperture. 426
Fh horizontal factor of separable antenna angular pattern. 429
Fv vertical factor of separable antenna angular pattern. 430
F0 [V rad�1] free-space scattering function. 213
F0c [V rad�1] coherent scattering function. 221
F 0
0 [V rad�1] incoherent scattering function. 221

F�k [V rad�1] scattering function of average target for k-th acquisition. 494
F�0k [V rad�1] scattering function of target fluctuations for k-th acquisition.

494
F normalized line shape. 48
F�1 inverse Fourier transform. 428

GGG [m�1] dyadic Green’s function. 76
ge [S m�1] effective conductivity. 44
G [m�1] Green’s function. 76
G [m�1] average Green’s function. 317
G 0 [m�1] Green’s function random component. 314
G )ı [m�1] single-scattering Green’s function. 315
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G )ı ı [m�1] double-scattering Green’s function. 316
G0 [m�1] primary Green’s function. 314
G1 [m�1] outward Green’s function. 77
G2 [m�1] inward Green’s function. 77
ΓΓΓ [V2m�2] space-time coherency dyadic. 23
Œ� � [V2m�2] space-time coherency matrix. 26
� [V2m�2] coherence. 26
�12 [V2 m�2] mutual coherence. 128
�G [m�2] Green’s function correlation. 321
” [rad] angle between r0 and the normal to elementary surface dA. 308

 degree of coherence. 26

12 degree of mutual coherence. 128

a atmospheric decorrelation factor. 513

B geometric decorrelation factor. 513

� temporal decorrelation factor. 513

F normalized moment of free-space scattering function. 505

p degree of polarization. 25

H [A m�1] magnetic field vector. 1
HA [A m�1] magnetic field produced by source A. 97
Ha [m] height at the top of the atmosphere. 336, 608
HE [A m�1] Earth’s magnetic field. 65
HeA [A m�1] magnetic field produced by source A on surfaceSeA. 98
H.i/ [A m�1] incident magnetic field. 211
H1 [A m�1] magnetic far field. 90
Hs [A m�1] magnetic field in the source volume. 8
H.s/ [A m�1] scattered magnetic field. 211
HT [A m�1] transmitted magnetic field on the outer side of the antenna

aperture. 406
Ht [A m�1] tangential magnetic field. 173
H0
0 [A m�1] magnetic field vector of refracted wave. 167

H00
0 [A m�1] magnetic field vector of reflected wave. 167

H* [A m�1] magnetic field of upward wave. 192
H+ [A m�1] magnetic field of downward wave. 192
h [m] height above a reference (sea, ground) level. 65, 116, 345, 362
h0 [m] refractive index characteristic height. 147
h0 versor of the horizontal field component. 118
hhh0 unit vector of magnetic field. 11
h [J s] Planck’s constant. 288

� [V2m�2] dyadic interferometric product. 489
�0 [V2m�2] interferometric scattering dyadic. 494
�0� [V2m�2] component of interferometric scattering dyadic relative to

mean permittivity. 494
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�0�0 [V2m�2] component of interferometric scattering dyadic relative to
permittivity changes. 494

I [VA] reaction integral. 95
I [V2m�2] interferogram. 484
I [V2m�2] field intensity. 24
I [Wm�2 sr�1] radiance. 295
Ib [Wm�2 sr�1] black-body radiance. 297
If [Wm�2 sr�1Hz�1] brightness. 308
I� [Wm�2 sr�1�m�1] spectral radiance. 308
I�b [Wm�2 sr�1�m�1] black-body spectral radiance. 309
I�M [Wm�2 sr�1�m�1] boresight spectral radiance. 435
I�Ma [Wm�2 sr�1�m�1] boresight spectral radiance originated by the atmo-

sphere. 436
Iˇ
� [Wm�2 sr�1�m�1] spectral radiance of solar radiation. 334

I*
� [Wm�2 sr�1�m�1] upward spectral radiance. 373

Iˇ+
� [Wm�2 sr�1�m�1] downward solar spectral radiance. 373

JJJ [V2m�2] polarization dyadic. 24
J Bessel function of first kind. 423
J [A m�2] conduction current density vector. 2
JA [A m�2] current density of source A. 97
J� [A m�2] dielectric inhomogeneities equivalent source current. 74
J�01 [A m�2] source of Green’s function random component. 315
J�02 [A m�2] further source of Green’s function random component. 316
JeT [A m�2] thermal electric current density. 287
Jm [Vm�2] magnetic current density. 4
Jms [Vm�2] source (impressed) magnetic current density. 4
JmT [Vm�2] thermal magnetic current density. 287
Job [A m�2] scattering object current density. 211
Job? [A m�2] effective scattering object current density. 230
Jobv [A m�2] vertical component of scattering object current density. 230
JS [Am�2] source (impressed) electric current density. 403
Jts [A m�2] total source current density. 74
Jt [A m�2] current density of test source. 96
J0 [A m�2] amplitude constant of impulse source current density. 75
JJJ [Am�1] local surface electric current density vector. 6
JJJeA [A m�1] equivalent surface electric current for source A. 98
JJJm [Vm�1] local surface magnetic current density vector. 6
JJJmeA [Vm�1] equivalent surface magnetic current for source A. 98
J [V2m�2] element of polarization matrix. 24
ŒJJJ � [V2m�2] polarization matrix. 24
ŒJJJ �.p/ [V2m�2] polarization matrix of polarized field component. 25
ŒJJJ �.u/ [V2m�2] polarization matrix of unpolarized field component. 25
Ja [Wm�2 sr�1�m�1] thermal source of inhomogeneities. 326
Jb [Wm�2 sr�1�m�1] background thermal source. 326
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Je [Wm�2 sr�1�m�1] effective source function. 328
Js [Wm�2 sr�1�m�1] scattering source. 326
JT [Wm�2 sr�1�m�1] thermal source function. 326
J [Wm�2] volume scattering source term. 532
jjj0 unit vector of electric current density. 11

K [m�8] kernel of intensity operator. 321
K0 [rad m�1] angular wavenumber of permittivity periodic variations. 267
k [JK�1] Boltzmann’s constant. 288
k [rad m�1] propagation vector. 104
� [rad m�1] propagation constant. 74
�1 [m�1] first-order propagation constant in random medium. 318
�t [rad m�1] lateral component of scattering vector. 261
�0 [rad m�1] propagation constant in vacuo. 107
O�x [rad] normalized range wavenumber. 508
›s [m�1] scattering coefficient per unit path length. 326
~ [rad m�1] horizontal angular wavenumber. 263
~� [rad m�1] cut-off angular wavenumber. 263

L�z [m] Laplace transform of vertical permittivity pattern. 498
Ls [m] length of synthetic antenna. 447
L [m] electromagnetic path length. 150
L [m] average component of electromagnetic path length. 490
L0 [m] fluctuating component of electromagnetic path length. 490
La [m] atmospheric excess path length. 154, 488
Ld [m] atmospheric dry excess path length. 154
Lw [m] atmospheric wet excess path length. 154
L0 [m] electromagnetic path length in vacuo. 154
` [m] spheroid length. 239
`c [m] rough surface correlation distance. 527
`d [m] displacement of positive with respect to negative charge system. 34
l [m] penetration depth. 182
� [m] spatial period of horizontal permittivity fluctuations. 263
�F [m] fringe period. 124
�0 [m] spatial period of permittivity periodic variations. 267
�c [m] channel central wavelength. 439
�M [m] wavelength of maximum black-body emission. 309
�0 [m] vacuum wavelength. 78
�0tg [m] trace gas resonant wavelength. 606

M number of periods in a scattering cell. 530
ŒMMM� [m�2] Müller matrix. 216
Mij [m�2] element of Müller matrix. 217
md [g m�3] mass of effective charge. 34
me [g] mass of the electron. 65
mc [g m�3] mass of free charge per unit volume. 42
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mV [m3m�3] volumic water content. 57
M [kg m�1 s�2] forcing torque per unit volume. 40
M c [kg m�1 s�2] relaxation torque per unit volume. 40
M s [kg m�1 s�2] damping torque per unit volume. 40
MMM [A m�1] momentum of point source. 85
Mt [A m] momentum of test source. 96
m slope standard deviation. 528
� [H m�1] magnetic permeability. 2
Q� relative magnetic permeability. 2
�0 [H m�1] magnetic permeability of vacuum. 2

N refractivity. 116
Na number of pixels in the azimuth direction. 485
Ne [m�3] volumic number of free ionospheric electrons. 65
NH2O number of interaction modes of water molecule. 48
NO2 number of interaction modes of oxygen molecule. 48
Nr number of pixels in the range direction. 481
Ns number of pulses in synthetic antenna time. 449
n refractive index. 109
n effective refractive index. 491
nev effective refractive index for vertical polarization. 279
ni refractive index at initial abscissa. 156
nj imaginary part of refractive index. 109
nr real part of refractive index. 109
n0 local normal to a surface. 5
r [m�1] nabla. 2, 661
r� [m�1] divergence. 2, 662
r� [m�1] curl. 2, 662
�0 principal normal to the ray. 145

˝E [rad] solid angle under which the Earth is seen. 435
! [rad s�1] angular frequency. 11
!D [rad s�1] angular frequency Doppler shift. 81
!p [rad s�1] plasma frequency. 65
!r [rad s�1] dielectric relaxation angular frequency. 41
!s [rad s�1] angular frequency of radiation at the source. 81
!0 [rad s�1] resonant angular frequency. 35

P Point in space. 1
P polarizability tensor. 237
P

k
element of polarizability tensor relative to along-axis electric field. 239

P? element of polarizability tensor relative to electric field perpendicular to
axis. 239

pt [hPa] total atmospheric pressure. 50
pw [hPa] partial pressure of water vapor. 50
p0d [m] unit vector of induced dipole. 34
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PPP [Wm�2] Poynting vector. 10
PPP 00 [Wm�2] Poynting vector of reflected wave. 169
PPP [Wm�2] time-average Poynting vector. 13
P [Wm�2] magnitude of time-average Poynting vector. 13
P .a/ [Wm�2] power absorbed through unit surface. 170, 187, 372
PeS [W m�2] solar power density at surface of Earth. 15
P .i/ [Wm�2] incident radiant flux or irradiance. 372
P .i/
� [Wm�2�m�1] incident spectral radiant flux or irradiance. 372

P 0
o [Wm�2] power per unit area entering the average scatterer. 258

P .r/ [Wm�2] reflected (scattered) radiant flux or irradiance. 372
P .r/
� [Wm�2�m�1] reflected (scattered) spectral radiant flux or irradiance.

372
P .s/ [Wm�2] scattered far-field power density per unit surface. 220
Pt [Wm�2] test power density incident onto ΔS0

T. 300
hPTi [Wm�2] thermal radiant flux or irradiance. 307
P ta [W m�2] power density at the top of atmosphere. 15
PPPTH [Wm�2] thermal Poynting vector. 292
hPTH�i [Wm�2 �m�1] spectral thermal radiant flux. 307
P 0

t .0/ [Wm�2] refracted test power density at z0 D 0. 300
P [Wsr�1] power radiation or angular power density. 87, 93
PPP [C m] induced electric dipole. 32
Pc [C m�2] electric dipole per unit volume associated with free charges. 47
PPPd [C m�2] electric dipole per unit volume induced by deformation. 34
bPd [C m�2] phasor of dipole induced by deformation. 35
PPPo [C m�2] electric dipole per unit volume induced by orientation. 39
P vector of geometric and physical parameters. 216
ΦF [[F] m2] flux of F. 649
˚ [rad] space-time phase. 78
˚d [rad] phase of downward or upward wave. 192
˚E [rad] phase of electric field. 11
˚Es [rad] phase of source electric field. 12
˚Fi [rad] phase of ith scattering function. 478
˚H [rad] phase of magnetic field. 11
˚h [rad] phase of horizontal field component. 119
˚hv [rad] phase difference between horizontal and vertical field components.

118
˚p [rad] phase of quasi-periodic temporal variation of p field component.

16
˚qv [rad] phase of reflection coefficient for vertical polarization. 184

R̊ [rad] phase due to distance. 83
˚v [rad] phase of vertical field component. 119
� eikonal function (normalized phase). 138
�t lateral component of eikonal function. 226
�z normal (longitudinal) component of eikonal function. 226
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'.i/ [rad] incidence azimuth angle. 216
'.s/ [rad] scattering azimuth angle. 216
'w [rad] azimuth angle of surface wind velocity. 595
®0 azimuth unit vector. 85
 [rad] angle between r0 and r0

0
. 90

 �n [rad] angle between �0 and �r0. 147
§ [rad] inclination angle. 19, 557

q reflection parameter. 529
Q field transformation tensor. 215
Q average field transformation tensor. 237
ŒQQQ?� orthogonal-component field transformation matrix. 215
Q? average orthogonal-component field transformation tensor. 237
Qpq element of field transformation tensor. 215
Q?pq element of orthogonal field transformation tensor. 215
qc [C m�3] free charge per unit volume available to conduction. 42
qd [C m�3] charge per unit volume available to deformation. 34
qE electric field reflection coefficient. 168
qe [C] charge of the electron. 65
q.12/E reflection coefficient at the interface between materials M1 and M2. 193
q.01/Es reflection coefficient of layered structure. 193
Q [m�5] kernel of Dyson equation. 317
Q 1 [m�5] first-order approximation of Q . 318

R [m] distance between source and observation point. 80
Rg [m] distance in ground range. 460
R0 unit vector of r � r0. 81
r [m] position vector. 1
r1 [m] location of secondary source. 315
roe direction along which the emitted power travels. 292
rs [m] position vector of point source. 314
rt [m] location where the thermal electric field is observed. 289
r0
T [m] position of the thermal source current. 289
r0

t [m] position vector in the transverse (horizontal) plane. 256
r0 radial unit vector. 85
r.i/0 unit propagation vector of incident wave. 213
r.s/0 unit propagation vector of scattered wave. 213
r.s/0f unit propagation vector of forward scattered wave. 229
r.s/0s unit propagation vector of specularly scattered wave. 229
r.i/0t tangential (lateral) component of incident wave unit propagation vector.

229
r.s/0t tangential (lateral) component of scattered wave unit propagation vector.

229
r.i/0z normal (longitudinal) component of incident wave unit propagation

vector. 229
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r.s/0z normal (longitudinal) component of scattered wave unit propagation
vector. 229

R power reflection coefficient. 169
Rc coherent power reflection coefficient. 275
Rch power reflection coefficient for horizontal polarization. 278
Rcp coherent reflectivity at p polarization. 303
Rcv power reflection coefficient for vertical polarization. 278
Rip incoherent reflectivity at p polarization. 303
R� spectral reflectivity. 334
R reflectance. 303
R� spectral reflectance. 372
rrr [m] mean lateral position of points in scattering volume. 258
rrr [m] oriented lateral distance between points in scattering volume. 258
r� [m] lateral correlation distance of permittivity fluctuations. 259
R [mm hr�1] precipitation intensity. 613
RH relative humidity. 48
� [C m�3] volumic electric charge. 2
% [m] radius of curvature. 145
�s [C m�3] electric charge density in the source volume. 8
u rectangle function. 423

ŒSSS� [m] scattering matrix. 215
S [V2m�2] Stokes vector. 120
S0 [m2] transverse section of scattering volume. 258
SeA [m2] surface wrapping source A. 98
Sext [m2] arbitrary surface enveloping the transmit/receive antenna. 406
Sg [ m2] portion of source-wrapping surface. 100
Si [V2m�2] Stokes parameter. 120
Sin [m2] flux tube section at initial abscissa. 156
S1 sphere at infinity. 95
Sint [m2] arbitrary surface enveloping the internal source. 403
S` [m2] section of the source-antenna line. 404
Sm [m] point of acquisition of the master image. 484
Spq [m] element of scattering matrix. 216
S0

r [m2] distance-transformed area. 258
S0
r [m2] position-transformed area. 258

Ss [m] point of acquisition of the slave image. 484
sd [kg m�3 s�1] deformation kinetic friction coefficient. 34
sg [m] abscissa at the ground level along s

0̌
. 334

sH [m] abscissa at the top of the atmosphere along s
0̌

. 334
si [m] initial abscissa. 156
so [kg m s�1C�1] orientation viscosity coefficient. 40
sp [m] abscissa of aerial platform along s0. 338
sˇ [m] path length along s

0̌
. 336

s0 unit vector of r�, perpendicular to eikonal surfaces. 138
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s0g versor of ground track. 434
s0M direction of antenna boresight. 436
s0r versor of ground range. 434
s
0̌

unit vector in the direction along which solar radiation travels. 334
S�t [m2] lateral spectral density of permittivity fluctuations. 261
S�tb [m2] lateral spectral density of permittivity fluctuations in the bulk

material. 275
S�tS [m2] lateral spectral density of permittivity fluctuations in the surface

layer. 275
S�z [m2] spectral density of vertical relative permittivity fluctuations. 503
Szd [m3] directional spectrum. 592
S electromagnetic frequency spectrum. 21
S volume scattering phase function. 327
S line intensity. 48
s ocean salinity. 601
¢ [Wm�2K�4�m�1] Stefan-Boltzmann constant. 310
� [m2] bistatic scattering cross-section. 218
�0 [m2m�2] backscattering coefficient. 219
�a [m2] (total) absorption cross-section. 218
�ap [m2] absorption cross-section for p polarization. 293
�b [m2] monostatic (radar) scattering cross-section. 218
�bi [m2] mean backscattering cross-section of ith object. 611
�e [m2] (total) extinction cross-section. 219
�s [m2] (total) scattering cross-section. 218
¢zR [m] Rayleigh height standard deviation limit. 523
¢2� covariance of relative permittivity fluctuations. 257
¢2�S covariance of relative permittivity fluctuations in the surface layer. 275
¢2¥ [rad2] variance of phase fluctuations. 130
&12 [m] vertical distance between two points. 271
&e [C m�2] local surface density of electric charge. 6
&m [T] local surface density of magnetic charge. 6
� two-dimensional rectangle function. 428

T [s] period of oscillation. 12
TA [K] antenna temperature. 438
TAS [K] signal temperature. 438
TB [K] brightness temperature. 310
TBa [K] atmospheric brightness temperature. 438
TBsl [K] off-boresight brightness temperature. 438
TC [K] temperature of cosmic background. 343
Tenv [K] environment effective temperature. 339
Tes [K] effective scattered temperature. 341
Tme [K] environment effective microwave temperature. 342
TN [K] noise temperature. 438
TS [K] effective temperature of the surface. 339, 437
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t [s] time. 1
tE electric field transmission coefficient. 168
t.01/Es transmission coefficient of layered structure. 198
tx conjugate angular variable in horizontal direction. 428
ty conjugate angular variable in vertical direction. 428
T channel spectral response. 439
T power transmission coefficient. 169
T transmission or direct transmittance. 117
Ta atmospheric transmissivity. 436
a optical depth of the atmosphere for the observation elevation angle. 337
ǎ optical depth of the atmosphere for the solar elevation angle. 337
ap optical depth of the atmosphere for the aerial platform. 338
at optical thickness of atmosphere above cloud top. 608
ǎt optical thickness of atmosphere above cloud top for solar radiation. 608
o optical thickness, or optical depth. 329
ǒ optical thickness from the top of the atmosphere to s0 along s

0̌
. 334

r dielectric relaxation time. 41
£ [s] travel time. 151
£p [s] radar pulse duration. 444
£pc [s] duration of compressed radar pulse. 449
‚ [J] mean energy of quantum oscillator. 288
� [rad] incidence angle. 172
�.e/ [rad] emission elevation angle. 304
�.i/ [rad] incidence elevation angle. 216
�.s/ [rad] scattering elevation angle. 216
�ˇ [rad] solar elevation angle. 336
�B [rad] Brewster angle. 177
�L [rad] limit angle. 188
�ob [rad] angle of scattering-source current. 279
�pB [rad] pseudo-Brewster angle. 184
# [rad] off-nadir angle. 147
#dl [rad] diffraction-limited angular resolution. 426
#h [rad] half-power angular width in the horizontal plane. 430
#if [rad] linear instantaneous field of view angle. 439
#v [rad] half-power angular width in the vertical plane. 430
ª0 elevation unit vector. 85

u [m s�1] velocity. 2
u [m s�1] velocity of propagation. 112
u0 [m s�1] propagation velocity of refracted wave. 189
u1 [m s�1] radial phase velocity of outward Green’s function. 79
uc [m s�1] velocity of free charge density. 43
uh [m s�1] velocity of propagation of homogeneous wave. 112
ui [m s�1] velocity of propagation of inhomogeneous wave. 112
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u� [m s�1] velocity of the source electric charges. 8
us [m s�1] velocity of the source. 81
ux [m s�1] phase velocity along x. 174
�F [m�1] fringe spatial frequency. 124

V 0 [m3] source volume. 76
Vg [m3] volume of lossy material. 9
Vr [Vm�1] received field parameter. 411
VS [m3 m�2] areic tree stem volume. 566
Vs [m3] source volume. 8
VT [Vm�1] transmitted field parameter. 405
v [m s�1] satellite orbital velocity. 481
vs [ms�1] satellite speed. 449
vw [m s�1] surface wind speed. 595
v0 versor of the vertical field component. 118
V fringe visibility. 129
V [V] electric scalar potential. 74

Wd total power dissipated by dielectric and conduction losses. 46
WE [W] power associated with changes of stored electromagnetic energy.

10
Wes [W m�3] power conveyed by electric field to current density. 8
Wg [W] electromagnetic power dissipated by Joule effect. 9
Wg [W] time-average dissipated power. 14
WgV [W m�3] volumic time-average dissipated power. 14
WN [W] noise power. 437
Wra [W] received power originated by the atmosphere. 437
WrS [W] received power originated by the earth surface. 437
Wrs [W] synthesized received power. 449
Ws [W] power conveyed by source to electromagnetic field. 9
Ws [W] time-average source power. 13
Wsc [W] total scattered power. 218
Wse [W m�3] power conveyed by source current to electric field. 8
Wsl [W] stray-radiation power. 437
WT [W] transmitted power. 403
WT [W] transmitted power averaged over the synthetic aperture time. 449
WTc [W] compressed-pulse power. 449
Wtdp [W] power absorbed at p polarization. 291
Wtg [W] geometrically incident power. 293

W.i/
tp [W] power incident onto volume V 0

T at p polarization. 303

W.s/
tp [W] power scattered by volume V 0

T at p polarization. 303
w [m] spheroid width. 239
wS [kg m�2] areic plant water content or fresh biomass. 564
W weighting function. 301
WT [m�1] temperature weighting function. 344
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xmin [m] distance of field minima. 124
X [m] horizontal factor of average scattering function. 497

Y [V2m�2] normalized Stokes vector. 121
Ym [V2m�2] modified Stokes vector. 121
Y.i/m [V2m�2] modified Stokes vector of incident field. 216
Y.s/m [V2m�2] modified Stokes vector of scattered field. 216

ZP [m2] longitudinal permittivity factor. 258
ZPb [m2] longitudinal permittivity factor in the bulk material. 275
ZPS [m2] longitudinal permittivity factor in the surface layer. 275
z12 [m] average depth of two points. 271
zp [m] altitude of aerial platform. 338
Z [m] vertical factor of average scattering function. 497
Z [mm6m�3] reflectivity factor. 612
z [m] height of random surface. 234, 525



Index

A
above-ground wood, 562
absorbance

spectral, 373
absorber

profile, 344
absorption, 34, 287, 320, 546, 553

atmospheric, 15
constituents, 606
gases, 358

atmospheric particles, 358
chlorophyll, 589
coefficient, 116, 170
constant, 108, 535
cross-section, 218, 293
function, 158
intramolecular band, 598
line, 618
resonant, 391
specific, 160
TIR, 572

absorptivity, 187
aerosol, 260, 337, 605, 615

extinction, 364
agricultural field, 267
air, 48

permittivity, 116
pollution, 606

aircraft observation, 338
albedo, 219, 333, 372, 534, 546, 605

cloud, 609
single-scattering, 328
snow, 580

dry, 586
suspended sediments, 589

alfalfa, 562
algal bloom, 589
amplitude, 11, 16, 18

surface, 158
angle

ellipticity, 20, 557
incidence, 562
inclination, 19, 557
off-nadir, 147
pseudo-Brewster, 580, 586, 602

anisotropy, 3
antenna

array, 403
beam

steering, 409
width, 426

directivity, 418
effective area, 417, 418
footprint, 425, 446
gain, 409, 436
high-directivity, 436
pattern, 401

separable, 429
real, 447
reflector, 402
synthetic, 447
temperature, 438

aperture
boresight, 409
diffraction-limited, 439
effective area, 417
efficiency, 417
geometric, 100, 407, 416
optics-limited, 439
synthesis, 419
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asphalt, 544
atmosphere, 15, 47, 115, 145, 331, 520

absorption, 605
constituents, 377, 606
correction, 332, 337, 340, 373, 376
emission, 377, 436
extinction, 357, 487
horizontally stratified, 336
interference, 379
non-scattering, 306, 340, 440, 487
opacity, 571
optical properties, 337
optical thickness, 334
path length, 154
profile, 371
reference, 48, 51
refractive index, 487
refractivity, 115
scattering, 436
thermal structure, 615
top, 334, 608
trace gases, 605
transmission, 355

microwave, 361, 436
microwindow, 361
optical, 358
windows, 362, 375

transmissivity, 358
turbid, 325, 364, 531

attenuation, 110, 159, 275, 319, 533
absorption, 160
atmospheric, 437, 608
constant, 171, 189
dB, 110, 115, 160
earth-space, 160, 362
vector, 106, 179, 189

Aura, 607
averaging kernel, 345, 606
azimuth, 477, 592
azimuth resolution, 447, 459, 497

B
backscattering

co-polar, 528, 557, 564
coefficient, 219, 277, 382, 450, 528,

556
cross-polar, 557
cross-section, 533, 612
function, 500
saturation, 568

band
narrow, 21
spectral, 324

bandwidth, 21, 435, 438
bark, 232

emissivity, 577
permittivity, 60

baseline, 481, 539
critical, 487
limit, 508
perpendicular, 482

beam
efficiency, 438
filling, 622

Beer-Lambert law, 325
Bessel function, 423
Bethe-Salpeter equation, 321
bi-directional

cross-section, 534
biomass

above-ground, 566
crop, 561, 582

biosphere, 606
bistatic

cross-section, 218, 327, 442
radar, 568
scattering, 243, 325, 525

black body, 293, 297, 374, 578, 598
brightness

microwave, 310
Boltzmann constant, 288
boundary conditions, 5, 7, 166, 173, 174, 179,

188, 191, 196
Bourret approximation, 318
Bragg condition, 270, 531
Brewster angle, 177

pseudo, 184, 296, 297, 525
brightness, 308

temperature, 310, 341, 378, 438
microwave, 346, 378
oil slick, 602
response, 345

BrO, 606
building, 385, 521, 558

C
C-band, 562
calibration, 370
canopy-soil system, 583
carbon cycle, 568
cellulose, 60, 548

emissivity, 576
charge deformation, 33
chemical composition, 369
chlorophyll, 548

fluorescence, 588
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cirrus, 615
city model, 561
climate

dynamics, 562
cloud

albedo, 608
base, 615
constituents, 608
emission, 380
extinction, 616
macrophysics, 610
mapping, 609
microphysics, 610
non-precipitating, 365, 381
phase function, 608
precipitating, 622
top, 377, 608

cloudiness, 609
CO2, 51

absorption, 619
coherence, 127, 321

degree of, 26, 128, 504
modulus, 26
phase, 26

interferometric, 511, 539
multi-pass, 569
mutual, 128
spatial, 26
temporal, 26

coherency
dyadic, 25, 323, 504
matrix, 25, 26, 323, 504
temporal, 507

color, 198, 277, 391
columnar content

atmospheric constituent, 606
complex plane, 123
component

in-phase, 17
quadrature, 17

conductivity, 3, 33, 43, 45, 109
effective, 44

conductor
ideal, 3, 6

coniferous
emissivity, 583

continuum, 48, 49
convolution, 76, 498
corner reflector, 178, 558

dihedral, 200
trihedral, 203

correction
atmospheric, 332, 337, 340, 376

correlation
radius, 320

correlation coefficient, 130
cosmic background, 343
coupling

intermolecular, 53
critical baseline, 487
crop

biomass, 564
emissivity, 582
monitoring, 569

cross-section
bistatic, 327

cross-wind, 593
crystalline lattice, 54
curl, 2
current

conduction, 43
equivalent, 4, 406

electric, 98
magnetic, 98

impressed, 4, 73
magnetic, 4
secondary source, 211, 227
surface, 6, 98
thermal source, 288

cuticle, 576

D
damping coefficient, 35, 65
Debye relaxation, 52, 61
decorrelation

atmospheric, 513
geometric, 513
temporal, 502, 513

deformation modes, 33
DEM, 153
detection

incoherent, 438
detector, 401

heterodyne, 438
dielectric

changes, 507
constant, 2
inhomogeneities, 74

macroscopic, 260
microscopic, 260

polarization, 32
deformation, 53
librational, 544
orientation, 39, 52

relaxation, 369
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diffraction
circular aperture, 425
elliptic aperture, 427
phase factor, 91, 222, 494
rectangular aperture, 431

digital number, 382
dihedron, 471
dipole

dielectric, 32
induced, 34
permanent, 38

Dirac delta function, 75
directivity

pattern, 408, 423, 435
main lobe, 424, 429
secondary lobe, 430
side lobe, 437

discrimination
angular, 419
spatial, 444

dissipation, 325
distance

correlation, 259, 472
electromagnetic, 157
far, 86, 103
geometric, 157
short, 86

divergence, 2
Doppler shift, 441
double bounce, 201, 383, 471

trunk-terrain, 565
wall-terrain, 473

down-wind, 593
downwelling radiation, 621
duality, 4
dyadic, 23
Dyson equation, 317

E
Earth

radiation budget, 610
echo

time of arrival, 479
eikonal

equation, 138, 144
complex, 157

function, 138, 158, 227
electric displacement, 1
electromagnetic

canyon, 561
duality, 4, 73
field, 1
interaction, 367

path length, 150, 488
power budget, 7
radiation, 10
reciprocity, 80, 95, 326
source, 4, 8, 45, 73

secondary, 74
thickness, 507, 605

electronic
modes, 33
transition, 546

emission, 325, 434
atmosphere, 615
coefficient, 326

emissivity, 294, 297, 388, 572
microwave, 305, 310, 341, 390, 621
oil

TIR, 600
polarization dependence, 305, 580
sea

microwave, 600
senescent vegetation, 576
spectral, 309, 374, 440
surface, 616
terrain, 297
TIR, 305
water, 297

energy
budget, 8, 10
electric, 10
level, 38, 369

transition, 369
magnetic, 10
rotational, 369
stored, 10

ensemble, 23
equiphase plane, 107
evergreen, 569
extinction, 108, 319

aerosol, 364, 373
atmospheric, 357, 438
canopy, 562
coefficient, 325, 327
constant, 319, 320
crop, 582
cross-section, 219
specific, 487, 533
total, 320
water vapor, 373

F
facet

model, 526
Faraday rotation, 66
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Fermat principle, 150
field

amplitude, 155, 370
average, 127
co-polarized, 415
coherence, 322
components, 15
covariance, 26, 291
deterministic, 24
diffraction pattern, 430
double scattered, 317
electric, 1, 141
emitted, 289
far, 86, 90, 99, 213, 295
incident, 211
internal, 229, 494
magnetic, 1, 141
moment, 290, 504
monochromatic, 16
non-monochromatic, 127, 308
paraxial, 421
phase, 139, 156, 370, 449
polarization, 157, 292, 381, 410, 414

horizontal, 378, 403
primary, 317
quasi-monochromatic, 20, 75, 313
radiation pattern, 93, 406
random, 23, 127
received, 411
reflected, 167
refracted, 167, 180
scattered, 211, 476, 488
single-scattered, 317
space-time, 110, 139, 171
stationary, 170, 602
time-harmonic, 11
transmitted, 406
unpolarized, 24
WKB approximation, 157

flash point, 231, 558
flattening, 484
Fluctuation-Dissipation Theorem, 373
fluorescence, 369
flux

radiant, 372
flux tube, 325, 327
foam, 534, 588

permittivity, 601
fog, 365, 367
foreshortening, 465
forest, 260, 568

biomass, 569, 583
carbon, 562

freezing-thawing, 61
stand, 565

Fourier transform, 428, 498, 592
free charge, 33, 42
free space, 75
frequency

angular, 11
central, 21
Doppler shift, 81
high, 36, 41, 110
low, 36, 42, 43, 53, 110

fresh-water
ice, 597

G
gain, 409
gases

atmosphere, 47
trace, 48

geo-location, 370, 419
geostationary platform, 609
GPS, 152

differential, 152
gravity-capillary waves, 593
gray body, 578
green area, 561
Green’s function

average, 317
correlation, 321
dyadic, 76
perturbation terms, 317
random, 314

first-order, 315
scalar, 76

ground range, 434, 447, 592

H
Hankel transform, 423
haze, 605
height

cloud top, 616
standard deviation, 523
top of atmosphere, 336

Helmholtz equation, 75, 105, 137
non-constant coefficient, 137

herbaceous perennial, 569
Hero of Alexandria law, 173
homogeneity, 3
hydrometeors, 611
hydroxyl, 546
hyperspectral image, 389
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I
ice, 54

granule, 570
permittivity, 579, 597
refractive index, 553

image, 259, 370, 432
color-composite, 385
hyperspectral, 389
intensity, 382
master, 485
optical, 461
phase, 382
slave, 485
stereoscopic, 476

impedance
intrinsic, 86, 113, 142

vacuum, 114
wave, 405

impulse response, 75
incidence

angle, 463, 507
normal, 528
oblique, 524
plane, 173

independence
statistical, 26

induction
magnetic, 1

inertia-gravity waves, 593
infrared, 48, 50

near, 51, 554
sounder, 620

InSAR, 153
intensity, 24, 26
interaction mechanism

collective, 369
microscopic, 369

interference
constructive, 83, 531
destructive, 83
fringe, 484

color, 194
frequency, 124, 486
intensity, 123
period, 124
phase, 126
slope, 126
visibility, 129

pattern, 129
interferogram, 484
interferometric

baseline, 481
coherence, 510

dyadic, 494, 509
image, 484
moment, 506
pair, 484
phase, 484, 491
product, 484, 502

dyadic, 489
interferometry, 50, 122

polarimetric, 568
radar, 153

differential, 153
repeat-pass, 130, 491
single-pass, 513

intermolecular
absorption band, 598

intertropical convergence, 621
intrinsic impedance, 166
ionosphere, 65, 95, 154, 607

bubbles, 607
plasma, 65

irradiance, 307
reflected, 372

isotropy, 3, 95

J
Jones formalism, 175, 216

K
Ka-band

backscattering, 570
emissivity, 588

K-band, 58
emissivity, 581

kernel
Q, 318
averaging, 345, 377, 619
intensity operator, 321

Kirchhoff’s law, 292, 326

L
L-band, 565

albedo, 582
lake, 383, 521
Lambertian surface, 575
land, 519

brightness temperature, 379
cover, 545
emissivity, 622

Laplace transform, 498
lay-over, 467, 474
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leaf
constituents, 548
permittivity, 58
structure, 544
transmission, 199

Leontovich condition, 181
libration, 33, 40, 389, 598
lidar, 152, 332, 443, 561, 568, 615
light

stellar, 607
lignin, 60

emissivity, 576
limb

sounder, 369
sounding, 607

microwave, 621
limit angle, 188
line

intensity, 48
shape, 37, 48
width, 37

linearity, 3
localization

angular, 444
range, 444

look-alike, 598
Lorentzian, 37
Lorenz - FitGerald gauge, 74
Luneburg-Kline expansion, 137

M
Müller matrix, 217, 382
mapping

3-D, 441
high resolution, 561

material
amorphous, 574
aqueous, 55, 111, 184, 198
composite, 38, 42
conductor, 42
crystalline, 579
dense, 40, 43, 53, 532
dielectric, 41
dry, 57, 390
granular, 573
high-loss, 181, 182, 197
high-permittivity, 6, 171, 178
homogeneous, 75, 318

emission, 300
statistically, 256

inhomogeneous, 63, 136, 155, 570
lossless, 318
low-loss, 158

random, 221, 255, 303, 318
statistically isotropic, 257
weakly, 137, 325

layered, 145, 190, 300
plane, 148
spherical, 145

lossless, 11, 47, 92, 107, 108, 288, 292
layered, 191

lossy, 14, 44, 105, 107, 169, 179, 180, 218,
228

homogeneous, 300
inhomogeneous, 157, 533
layered, 195

low-loss, 109, 180, 182, 304
moist, 168
non-polar, 34
polar, 38, 42, 52

conducting, 55
sparse, 40, 532
tenuous, 65, 111, 197, 257, 279
terrestrial, 47

Maxwell’s equations, 2
spectral, 22, 31, 73, 104, 287
stochastic, 288, 313

mean, 23
meteorology

parameters, 362
microphysics

cloud, 610
microstructure, 392
microwave, 43, 48, 54

frequencies
higher, 378, 391
lower, 378, 390

frequency bands, 357
sounder, 620

mist, 365
mixing ratio, 381
model

thermal, 572
modes

librational, 53
vibrational, 53

moisture, 390, 546
atmosphere, 618

molecular bond, 392, 572
moment, 317, 323

first, 23
scattering function, 501
second-order, 23, 120, 127, 222
stochastic, 23

momentum, 85, 289
multi-look, 255
multi-spectral, 308, 392
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N
Nabla, 2
Nimbus, 607
nitrogen

oxide, 606
noise, 323
Nyquist theory, 288

O
occultation, 607
ocean

brightness temperature, 622
color, 392

OClO, 606
off-nadir

angle, 336
oil

film, 588
permittivity

TIR, 600
reflectivity

TIR, 600
slick

backscattering, 598
opacity, 329
optical

depth, 329, 605
observation, 535
thickness, 329, 345, 605, 606, 608

optics
geometrical, 143, 324

optics-approximation, 137
orography, 383
oxygen, 48

absorption band, 622
ozone, 606, 621

absorption, 571, 606

P
P-band, 562
parameter

retrieval, 370
pasture, 562
path

delay, 154, 488
length, 150, 153, 319

excess, 154, 319, 488
excess dry, 154
excess wet, 154

pectin, 548
emissivity, 576

penetration depth, 182, 226, 305, 306, 477, 537
canopy, 562

period, 12, 77
permeability

magnetic, 2, 73
permittivity, 2, 32, 37, 47, 56, 211, 288, 494

air, 48, 49, 116, 153
dry, 50
wet, 50

autocorrelation function, 263
autocovariance function, 257, 304
correlation distance, 259
correlation radius, 259, 263, 306
covariance, 257, 270, 318, 502

Gaussian, 319
discrete vs. continuous, 264
fluctuations, 221, 319, 499

asymmetric, 278
spectrum, 263
symmetric, 278

Fourier transform, 498, 507
freezing, 61
imaginary part, 159, 288, 392, 535
land

microwave, 390
Laplace transform, 507
leaf, 242
liquid water, 598
microwave, 48
moment

second-order, 317
optical, 50, 58, 391, 544
orientation

static, 56
periodic, 267
profile, 153
relative, 2
rough surface, 235
sea water, 56
soil, 63
spatial spectrum, 303, 327, 503

three-dimensional, 319
spectral, 73
spectral density, 261
tensor, 3
TIR, 572
variance, 306

surface, 275
wood, 60

phase, 11, 16, 78
constant, 107, 189, 318, 319
cross-correlation, 130
function, 333, 342, 605
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hh-vv difference, 560
interferometric, 490

errors, 504
invariance, 509
noise, 323
random, 129
relative, 151
surface, 138
unwrapping, 486
variance, 130
vector, 106, 166, 180, 189, 421, 498
velocity, 79, 112, 141
wrapping, 486

phasor, 16, 35
photochemical process, 606
photon, 369
phytomass, 550, 582
pixel, 259, 295, 370, 432
Planck

constant, 288
function, 309, 373
radiation law, 309, 326

plankton, 588
plant

deciduous, 569
discrimination, 551
disease, 551, 576
height, 568
herbaceous, 562
water content, 57, 60, 561

plasma frequency, 65
Poincaré sphere, 121
polarimetric

signature, 557
polarimetry, 568
polarizability tensor, 237
polarization

distortion, 323
matched, 414
orthogonal, 415
parameters, 19
response, 436
vector, 17

potential
scalar, 74
vector, 73

scattered, 212
power

absorbed, 170, 187, 372
budget, 44, 327
density, 323, 370
diffraction pattern, 431
dissipated, 9, 45, 46, 218
emitted, 307

noise, 437
radiated, 93
radiation pattern, 93, 408
received, 410, 414, 416, 433, 434, 442
reflected, 169, 372
scattered, 303

incoherently, 318
stray-radiation, 437
transmitted, 406

power density, 127, 322
angular, 87, 93

scattered, 222
surface, 88

Poynting
theorem, 8, 44, 88, 170, 186, 403
vector, 10, 46, 87, 114, 143, 418

reflected, 169
stationary field, 172
thermal, 292

precipitation, 366
mapping, 613

precision farming, 568
pressure

atmospheric, 51
broadening, 50

product
outer, 24

profile
atmospheric constituent, 606

propagation, 112
constant, 78, 105, 318

complex, 318
vacuum, 107

vector, 104, 105, 213, 496
scattering, 229

velocity, 79, 112, 141, 189
properties

biological, 369
physical, 369

Q
quantum oscillator mean energy, 288
quartz, 573

R
radar, 152

cross-section, 218
echo, 441, 443, 476

time of arrival, 444, 463
equation, 443, 611
image, 382
imaging, 272
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radar (cont.)
meteorological, 444
meteorology, 612
monostatic, 537
penetration, 555
polarimetric, 382
pulse compression, 447
pulse duration, 444
quasi-monostatic, 273, 525, 535
range discrimination, 611
reflectivity, 612
space-based, 445
spatial discrimination, 444
synthetic aperture, 447
tomography, 568

radargrammetry, 480
radiance, 295, 308

reflected, 440
spectral, 308, 323, 435

black-body, 309
upwelling, 336, 436

radiant flux, 307
spectral, 307

radiation, 10, 46
correlation, 321
environment, 323
incoherent, 370
non-monochromatic, 323
solar, 13, 15, 25, 332, 371, 391, 434

downwelling, 334
scattered, 374, 440, 545, 572

spectrum, 16, 20
thermal, 323, 434
upwelling, 620

radiation pattern, 92, 422
field, 93
paraxial, 407
power, 93, 308

radiative
environment, 331
height, 608

radiative transfer, 324, 605, 620
equation, 329, 532
scatter-free, 343

radiometer
linear-response, 376
microwave, 422

polarimetric, 381
sounding, 381

radiometry, 301, 366
ground-based, 343

rainfall
mapping, 613
monitoring, 622

Raman scattering, 369
range

ground, 434, 447, 462, 477
slant, 462, 477

ray, 143, 150, 329
bending, 146
curvature, 145, 146

radius, 145
flux tube, 155
geometric length, 153
principal normal, 145
tracing, 149

Rayleigh
criterion, 523
scattering, 223, 363, 605, 612

Rayleigh-Born expansion, 317
Rayleigh-Jeans

approximation, 341, 378, 621
law, 310

re-projection, 462
reaction, 95, 97, 289, 409

integral, 95, 413, 418
receiver, 401
reciprocity, 80, 289, 326, 327, 366, 378, 413,

572
theorem, 95

red edge, 549
reflectance, 303, 311, 388, 572

spectral, 372, 545,546
surface, 605

reflection, 368
angle, 174
coefficient, 277, 524

corner reflector, 200
field, 168–170, 228
horizontal, 176, 183, 236
layered material, 193, 196
microwave, 184
periodic, 194
phase, 178, 184, 202
power, 169, 275, 295, 528
soil, 186
vertical, 177, 184

coherent, 389, 556
specular, 383, 465
total, 188, 546

reflectivity, 295, 297, 606
bi-directional, 334, 373
coherent, 303, 305, 523
factor, 612
incoherent, 303
radar, 612
spectral, 334, 336, 440

reflector antenna, 402
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refraction
angle, 174
index, 109

refractive index, 109, 137, 168, 319, 393
air, 489
effective, 279
excess, 115, 146
silicates, 573

refractivity, 116
anomalous, 147

relaxation, 598
frequency, 52
time, 41, 52
upper, 53, 58

renge
ground, 592

repat pass, 450
resolution

angular, 426
azimuth, 447, 459, 477, 497
cell, 291, 477
ground-range, 447, 464
high, 508
range, 477
slant-range, 464
spatial, 425, 561

resonance, 37, 545, 573
electronic, 51

resonant frequency, 35
reststrahlen, 573
river, 383
rock, 521, 546
rotation, 33
rotational

modes, 33, 48
transitions, 50

roto-vibrational
transitions, 50

roughness
correlation distance, 527
Gaussian, 527
parameter, 522
spectrum, 276, 526, 556
standard deviation, 527

RPV, 338
runway, 383

S
S-band

emissivity, 600
salinity, 57
SAR, 49, 152, 441, 479

antenna, 430

equation, 450
frequency, 58
multi-polarization, 415
polarimetric, 415

scatterer, 211
permanent, 509
persistent, 509

scattering, 209, 320, 368, 434
air molecules, 363
atmospheric

particles, 358
average, 273
bistatic, 525
canopy, 248
co-polar, 241, 278, 504
coefficient, 326
coherent, 228, 472, 575

street-wall, 475
constructive, 325
continuous approach, 253
cross-polar, 241, 278, 528
cross-section, 327, 382, 442

bistatic, 218, 243, 246, 534
co-polar, 243
monostatic, 218

destructive, 325
deterministic, 222
diffused, 525
discrete approach, 247
disk, 239
double, 318
facet model, 526
flash point, 231
forward, 229
function, 214, 487, 492, 499

coherent, 222, 229
incoherent, 222

incoherent, 261, 389, 556
large body, 228
matrix, 216, 382
Mie, 224, 606
multiple, 314, 544
needle, 239
phase function, 327, 532
polarimetric, 216
Raman, 369
Rayleigh, 223, 606
resolution cell, 446
small body, 223
source, 211
source function, 326, 533
specular, 229, 471
spheroid, 238
sub-surface, 275, 390, 545
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scattering (cont.)
surface, 228, 275, 390, 557, 592
vector, 261, 498, 593

backscattering, 261
specular, 261

vegetation, 562
volume, 276, 390, 445, 548, 553, 561, 570

vegetation, 276
wavenumber, 507

Schwarz’s inequality, 417
sea, 521

brightness temperature, 379
ice, 597
oil-covered, 589
surf, 531
surface, 381, 384

roughness, 370
scattering, 534
wind, 595

waves, 592
sediment, 588
sensor

active, 419
diffraction-limited, 422
optical, 525
passive, 49

shadowing, 467, 558
shrub, 569
signal, 323, 437

analytic, 21, 127
radiometric, 437
temperature, 438

signal-to-noise ratio, 437, 449
silica, 576
silicate, 573
Sinclair matrix, 216
single-scattering, 333
slab factor, 196
slant range, 447, 462, 477
slope

standard deviation, 528
Snell’s law, 174, 181, 188
snow, 531, 570

cover mapping, 554
emissivity, 580
layer, 586
temperature, 570
water equivalent, 554, 570

SO2, 606
soil, 62, 521

bare, 260
composition, 544
element identification, 552

emissivity, 573
freezing-thawing, 63
moisture, 556
moisture content, 62, 297, 369, 524
permittivity

microwave, 62
optical, 63

scattering, 562
sounder

height-discrimination, 619
source, 4, 8, 213

equivalent, 97
extended, 82, 88, 322
function

effective, 328
moving, 81
point, 76, 84, 96, 308, 314, 321
re-radiating, 211
secondary, 213, 315, 316, 318
test, 96, 97, 289, 409, 418
thermal, 326, 393

space weather, 607
spatial discrimination, 419
spatial resolution, 425
speckle, 222
spectral line, 16
spectral response, 439
spectrometer, 373, 545, 607
spectrometry, 605
spectrum

directional, 592
speed of light, 111
stationarity, 3
Stefan-Boltzmann

constant, 310
law, 309

Stokes
parameters, 120
vector, 120, 216, 381

modified, 121, 216
normalized, 121

storm cell, 613
stratosphere, 606, 621
street, 521
sugar-beet, 562
sulphate ion, 573
sun

glint, 375, 392, 525, 538, 591
spectral radiance, 373

surface
altimetry, 334
background, 604
bare, 522
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emissivity, 437, 581
random, 234, 522
rough, 234
roughness, 305, 389, 556
smooth, 226, 524
spatial period, 530
temperature, 437

surface impedance, 184
susceptibility, 32, 47

spectral, 35
swell

backscattering, 593
synthetic antenna

legth, 447
power, 449
time, 449

T
target, 211

coherency, 505
labile, 511
stable, 495

telescope, 324, 402, 439
temperature

brightness, 438
cloud, 616
effective, 339
environment, 342
mapping, 572
noise, 438
profile, 344, 619
sounding, 377, 381

terrain, 531, 545
emissivity, 297, 574
scattering, 534

thermal inertia, 572
thermal sounder, 619
thermodynamic equilibrium, 341

local, 326
thermosphere, 607
thickness

electromagnetic, 227, 329, 342, 377, 534
optical, 227, 329

THz band, 54
TIR, 340, 343
tomography

radar, 568
trace gases, 606
track

across, 434
along, 434

transmissiometer, 369

transmission, 117, 534
transmission coefficient

field, 168
layered material, 198
power, 169

transmissivity
atmosphere, 436

transmittance, 117, 169
atmosphere, 373
direct, 358

transport equation, 138, 155
travel time, 151
tree

bole, 565
branch, 565
crown, 565
deciduous

emissivity, 583
ligneous structure, 569
wood volume, 562

U
UAV, 338
ultraviolet, 51, 54, 546
up-wind, 593
urban area, 383

V
vector

analytic, 75
attenuation, 106, 180
complex, 16

unit, 19
Jones representation, 118
modulus, 18
orthogonal, 18
phase, 106, 180
polarization, 17, 119, 121, 557

basis, 18
circular, 17, 25, 120, 122, 557
co-polar, 216
complete, 24
cross-polar, 216
degree of, 25
elliptical, 17, 120, 122
horizontal, 119, 122, 473
left, 20
linear, 18, 25, 113, 121, 564
matrix, 24
parameters, 120
plane, 20
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vector (cont.)
right, 20
vertical, 119, 122

Poynting, 190
propagation, 104, 105, 173
radiation pattern, 92
Stokes, 120

vegetal tissue, 576
vegetation, 57, 545

albedo, 582
arboreal, 565
brightness, 381
canopy, 325, 384, 390, 531

extinction, 562
chlorophyll content, 549
dehydration, 576
density, 586
emissivity, 306, 575
green matter, 57
lidar sensing, 568
water stress, 550

velocity
phase, 79, 112, 189
propagation, 79, 112, 174

versor, 18
vibration, 33
vibrational

intermolecular band, 579
mode, 33, 573
transition, 546

visible, 51, 54

W
water

absorption, 598
body, 520
chlorophyll, 588
content, 580
emissivity, 297, 378

TIR, 598
equivalent, 586
free, 57
ice, 54
librational bands, 588
liquid, 38, 40, 52, 344, 369, 381, 389, 546

relaxation frequency, 58
marine, 597
molecule, 33
rough surface, 260

sea, 55
spectral reflectance, 588
surface, 267
suspended matter, 57
vapor, 48, 50, 51, 340, 344, 489, 621

columnar, 618
vibrational bands, 573

wave
attenuation, 320
coherent, 129
cross-polarized, 415
dampening, 597
downward, 191, 193, 226, 272, 532
equation, 76

deterministic, 314
random, 314

homogeneous, 107
propagation velocity, 112

incident, 166, 172, 498
incoherent, 129
inhomogeneous, 107, 180

propagation velocity, 112
interaction, 520
interference, 82, 122, 128, 194
phase, 478
plane, 79, 104, 165, 300
polarization, 535
propagation, 78, 487
reflected, 166, 173, 175
reflection

normal, 166
refracted, 166, 173, 175, 180, 181, 189,

256, 300, 495
spherical, 79
surface, 138, 140
upward, 191, 193, 196, 272

wavelength, 48, 78, 111, 140
Doppler shift, 82
vacuum, 111

wavenumber
angular, 498
backscattering, 499
sea, 592
spatial, 266
vertical, 524

waves
gravity-capillary, 270, 592
inertia-gravity, 593

weather system
mesoscale, 613
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weighting function, 301, 344, 377, 390, 606,
619

ground-based, 346
Wien’s law, 309
wind

sea-surface, 593
window

radar image, 560

wood, 60
emissivity, 577
volume, 566, 583

X
X-band, 562

emissivity, 582
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