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Preface

The contents of this book derive, first of all, from lessons lectured by both of the
authors to students of the course, “Principles of Industrial Chemistry and Related
Exercises,” taken for the Master’s Degree of Industrial Chemistry at the University
Federico II of Naples, Italy. The content is also the result of many years of
experimental and theoretical research work conducted by the authors in the field of
chemical-reaction engineering. During their 30 years of research and teaching,
science and technology have made an enormous progress, in particular after the
advent of very powerful personal computers. In the old textbooks, many problems
of industrial chemistry had approximated analytical or graphical solutions to avoid
long and tedious hand-made calculations. The first computers—which were slow,
expensive, and bulky—allowed for more rigorous calculations but were accessible
only to specialists using a rigid software language, such as FORTRAN. The large
diffusion of personal computers that are fast, cheap and small—combined with a
flexible and powerful software, such as MATLAB—allow everybody to solve
many complicated problems with a numerical approach that is simpler, faster, and
more satisfactory as to precision. Therefore, in this book, together with the theo-
retical approach to different topics, which is necessary to know for understanding
the chemical reactor behaviour (e.g., thermodynamics of physical and chemical
transformation, catalysis, kinetics, and mass transfer), many exercises are proposed
inside the chapters devoted to the mentioned topics. The solutions to the exercises
are described in detail inside the text, but the reader can find (at the Springer
website) the MATLAB codes related to any single exercise and can interact directly
with the proposed mathematical models and related solutions. The solutions are
based on a numerical approach. A brief description of the main algorithm used,
along with simple examples, is also reported on the Springer website with the
MATLAB codes for the exercises.

The book is organized into seven chapters. Chapter 1 is a brief introduction
describing what is important to know for developing industrial processes. Chapter 2
is devoted to the thermodynamics of chemical and physical equilibrium. Chapter 3
deals with the role of catalysis in promoting chemical reactions. Chapters 4 and 5
are related to the kinetics in, respectively, the homogeneous and heterogeneous
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phase and the relation between kinetics and the reaction mechanism. The last two
chapters describe the effect of mass and heat transfer in, respectively, gas—solid and
multi-phase reactors. In our opinion, this book could be useful for master’s and
doctoral students of chemical-engineering science and industrial chemistry but also
for researchers working in the field of catalysis, kinetics, reactor design, and
simulation.

Milan, Italy Elio Santacesaria
Naples, Italy Riccardo Tesser
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Chapter 1 )
Introduction to the Study of Chemical Skl
Industrial Processes

1.1 Structure and Characteristics of Chemical
Industrial Plants

The heart of any chemical plant is represented by the chemical reactor, a vessel in
which a chemical reaction occurs yielding a desired product accompanied by
eventual by-products formed as a consequence of side reactions. The reactor’s
shape is conditioned by several factors, such as the physical state of the reagents
and products, the heat released by the reaction, the adopted operative conditions,
etc. The materials used for building the reactors can be different, but generally the
most economic materials available from industry (1) that are compatible with the
corrosiveness of the reactants and (2) that are resistant at the temperature and
pressure adopted for performing the reaction are the ones chosen. However, we can
distinguish between the following types of reactors.

Batch reactors

All of the reactants are initially loaded in the reactor and kept at a determined
temperature until the reaction is completed. At the end of the reaction, the reaction
mixture is discharged, and the obtained products are separated from the un-reacted
reagents and the eventual by-products. The production is characterized in this case
by a cyclic operation as follows: (1) loading the reactor with the reactants;
(2) starting the reaction by heating and mixing; (3) discharging the reactor;
(4) separating the product from the other components in the reaction mixture;
(5) recovering and recycling the employed catalyst; and (6) re-loading the reactor
for a new cycle.

Electronic supplementary material The online version of this chapter (https://doi.org/10.1007/
978-3-319-97439-2_1) contains supplementary material, which is available to authorized users.
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Continuous reactors

In a continuous reactor, the reactants are opportunely purified, pre-heated, pres-
surized, and fed to the reactor. Normally, inside the reactor a catalyst promotes the
reaction; therefore, at the reactor outlet the product mixed with both un-reacted
reagents and by-products can be recovered. This mixture is then submitted to sep-
aration in other continuous units. When the reaction equilibrium is not favourable,
the conversion of the reagents is only partial, and the abundant un-reacted reagents
accompanying the product must be continuously recycled to the reactor after sep-
aration. Then, if an inert component is present inside the reagents (e.g., when
nitrogen from air is used as reagent, argon component gradually accumulates inside
the reactor), it must be purged by discharging a flow stream of an opportune entity to
avoid a frequent plant-stopping. Obviously, part of the reagents is normally lost in
this operation. A characteristic of the continuous plant is the achievement of a
steady-state condition, in which the composition at, respectively, the inlet and
outlet of the reactor, is rigorously constant along time. The concentrations and
temperature profiles inside the reactor are also constant. A continuous plant can be
described with a series of operations of the type (Fig. 1.1).

Semi-batch reactors

In semi-batch reactors, one or more reagents are preliminarily put into the reactor
and heated at the desired temperature. One or more reagents are then fed contin-
uously to produce the reaction. This type of reactor is frequently employed in the
case of gas—liquid reactions because it is simpler to feed a stream of gas kept at
constant pressure instead of loading all the gas necessary for the reaction com-
pressed at increased pressure. Another case for which this type of reactor is pre-
ferred is liquid-liquid reactions, in which the reaction is highly exothermic. By
opportunely dosing the flow rate of one of the reagents, the heat release, and
consequently the temperature inside the reactor, can be kept under control.

Con:muous Separation
reactor unit
Reagents
y > > — Product
Purification
unit Recycle of the reagents
Purge

Fig. 1.1 Scheme of a continuous process operating under steady-state conditions
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Chemical industrial plants and the unit-operation strategy

Any industrial chemical plant, even if it is very complex, can be regarded as an
ensemble of different unit operations that can be considered separately for the scope
of modelling and optimization. The “unit operation” strategy, as applied to the
industrial chemical plants, was introduced by the chemical engineer, Arthur D.
Little, of MIT (1915) [see Servos (1980)] and is still universally used. A large
variety of chemical reactions are performed in industrial processes under different
operative conditions, that is, we have thousands of different processes, but all of
them have in common some basic operations—such as mixing, heat exchange,
distillation, filtration, etc.—that are similar in each process. Therefore, whatever
process we consider, a limited number of unit operations must be considered to
completely describe the plant by independently modelling or simulating each single
unit.

An attempt also has been made to classify chemical reactions involved in
industrial processes by their similarity (polymerization, esterification, transesteri-
fication, sulphonation, nitration, etc.), but the success of this classification was
limited to the didactic scope. By drawing the sequence of unit operations occurring
in a plant, we have a scheme of the plant (flow sheet) that can be more or less
detailed. In these schemes, the devices used for each unit operation are drawn in a
standardized way and are normally easily recognizable. An example of a simplified
flow sheet is shown in Fig. 1.2,

As mentioned previously, the heart of the plant is the chemical reactor in which
the reaction occurs, thus yielding the desired product. The study of the chemical
reactor is the subject of this book. Let us consider, first of all, some variables that
must be absolutely known to follow the evolution of a reaction inside a reactor.

VINTGAS
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Fig. 1.2 Simplified scheme (flow sheet) of process for the production of isophthalic acid from m-
xylene
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Definition of conversion, yield, and selectivity

Consider a generic reaction:
oA + B — yC + 6D (L.1)
The yield of C with respect to A is given by:

C nc
=— 1.2
nA nC(O( ( )

being nc is the number of C moles that has actually formed; and nc,, is the number
of C moles that will be formed if the reaction goes to completion. If the initial moles
of A are ny, we can write that:

ny nc
4= 1.3
At (13)
Hence,
A
=-2 1.4
Ny =7 (1.4)
Consequently, the yield will be:
C onc
Ha = — (L.5)
AT

In the same way is the yield of D with respect to A:

onp

= (1.6)

na =

The yield of a process can be limited by three factors:

(1) The reaction rate,
(2) The chemical equilibrium, and
(3) The presence of side reactions.

In some cases, to limit the formation of by-products originated by a long reaction
time, it could be convenient to stop the reaction at a relatively early stage to recover
the product and recycle the reactant. By operating in this way, the overall yield
remains high because the conversion per passage is kept low but the reaction time is
decreased. The conversion of a reactant is the ratio between the amount reacted and
the initial amount of A, that is,
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»| ATB C+D
A —
Reaction

A 4

Separation unit

l Recycle A+B
Purge

Fig. 1.3 Scheme of a process working at low conversion of the reactants

o

o MAT A Reacted moles of A

(1.7)

o

ny " Initial moles of A

By operating at a low conversion level, un-reacted A must be continuously
recycled, and the process is shown in Fig. 1.3:

In this case, we can evaluate a conversion per passage (in some cases <10%) and
the corresponding yield per passage given by the amount of C + D produced with
respect to A + B fed to the reactor; the yield per passage must be distinguished by
the yield of product that is the ratio between C + D produced and A + B reacted.

The ratio between the yield and the conversion is called selectivity, a very
important factor indicating how much of a product is privileged in production with
respect to other possible products. Knowing selectivity in the production of dif-
ferent products means knowing the product distribution. The following example,
based on the reaction of benzene hydrogenation, better explains the concept of
selectivity:

(B) (CH) (MCP)
Benzene + 3Hjp = Cyclohexane > Methylcyclopentane
70% T
° +5/2 H,

20%
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Starting from 1 mol of benzene, we will have:

Benzene residual (10%) B 0.1 mol
Benzene reacted to give CH 0.7 mol
Benzene reacted to give MCP 0.2 mol

Conversion of benzene

A - 1 0.9 (1.8)
Yield
5= = =07 T = e =2 =02 ()
Selectivity
Son =" =01 = 0777 Sycp =" =02=0222 (1.10)

In conclusion, by the hydrogenation of benzene, we obtain 77.7% cyclohexane
and 22.2% methyl-cyclopentane.

These preliminary remarks make clear the importance of obtaining the highest
possible yield and selectivity in the industrial processes, but this goal can be
achieved only by studying all of the reactions occurring in a process: (a) the
reaction scheme and the stoichiometry of each reaction; (b) the chemical equilibria;
(c) the mass and heat balance; (d) the chemical reaction rate; (e) the role of
catalysis; and (f) the heat- and mass-transfer rates. Moreover, the most convenient
operative conditions must be individuated.

1.2 Thermodynamics, Catalysis, Kinetics, and Transport
Phenomena: Their Role in Modeling and Conducting
Chemical Industrial Processes

The first step in the realization of a chemical industrial plant is definition of the
sequence of operations (unit operations) that must be made to obtain a product with
the purity level required by the market. Then, it is necessary to design each apparatus
of the plant by defining its size and the operative modalities. This requires knowing all
of the chemical and physical phenomena occurring in any single apparatus.
Thermodynamics allow us to solve all of the equilibrium and energetic problems (both
chemical and physical) of any possible transformation (chemical reactions, changes of
physical state). Kinetics studies the rate of reactions and its dependence on temper-
ature and composition. The reaction rate strongly affects the size and productivity of
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the reactor. The catalysts have a key role in industrial processes because they can
greatly increase the rate of the desired reaction, therefore also positively affecting
selectivity. Transport phenomena are often important in limiting the reaction rate or
determining problems of heat removal. All of these aspects must be preliminarily
studied in the laboratory in plants of small size before passing to the scaling-up
project: it is wise to initially build a pilot plant and finally the industrial plant. In the
next chapters all of the mentioned aspects will be treated in detail, although it should
be noted that each of the mentioned topics could be the subject of a dedicated book.

1.3 Material and Energy Balances

To model and simulate the behaviour of an apparatus constituting a unit operation of a
chemical plant, it is necessary to solve a set of equations of material and energy
balance. The same also must be done for elaborating experimental data collected in a
laboratory device in the context of plant design. In both cases, we will apply the laws
of mass and energy conservation (i.e., matter and energy cannot be created or
destroyed but just transformed). The material balance can be made in moles or in mass
and can be related to a single component or to the overall mass. In the most general
way, we can write the balance in moles for a generic component “i” as follows:

Moles of i entering/time = (moles of i outgoing 4+ moles of i formed or reacted

+ accumulation of {)/time

In a continuous reactor operating under a steady-state regime, the accumulation
term is equal to O, whilst in a batch reactor, the flow rates at the inlet and outlet are
null. Last, in a semi-batch reactor the outlet term or, more seldom, the inlet one can
be null. In a device in which only physical transformations occur, the generation
term will be null. The material balance is most conveniently expressed in mass
because this balance is not affected by the stoichiometry. We can write for the
component “7” as follows:

Mass of i entering/time = (mass of i outgoing + mass of i formed or reacted

+ accumulation of i) /time
The material balance related to the overall mass can be written as follows:
Total mass entering/time = (total mass outgoing + accumulation) /time
The energy balance is strictly coupled with the mass balance because any
component goes in and out with its enthalpy of formation. In energy balance, the

reaction enthalpy change must be considered with accuracy. Some reactions are
exothermic and produce heat, whilst others are endothermic and absorb heat.
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Moreover, the eventual change of physical state (e.g., from liquid to vapour) also
must be considered.

1.4 Introduction to the Numerical Solution of the Most
Frequently Employed Algorithms with Examples
Developed in Matlab

In the following chapters, many different exercises will be reported inside the text
describing how to solve them. The related calculations were developed in
MATLAB, and the corresponding MATLAB codes of the solutions will be reported
for each chapter as Electronic Supplementary Material (ESM) accessible by this
Springer Link:

link.springer.com/chapter/10.1007/978-3-319-97439-2_n#SupplementaryMaterial

where “n” is the chapter number.

For example, it is possible to find the ESM of this chapter at:

https://link.springer.com/chapter/10.1007/978-3-319-97439-2
1#SupplementaryMaterial

You will find a brief description of the mathematical algorithms that will be used
in many exercises reported in successive chapters. Each of them has simple
examples of numerical solutions using the MATLAB software. In particular, the
following systems are considered:

system of linear equations,

single nonlinear algebraic equation,

system of nonlinear algebraic equations,
system of ordinary differential equations,
nonlinear least squares and optimization, and
numerical integration for definite integrals.

Simple examples of the mentioned systems will be proposed and solved, and the
corresponding MATLAB codes can be found in a file accessible at the previously
mentioned web link. This ESM is preparatory to face the more complex exercises
reported in the next chapters.

Reference

Servos, J.W.: The industrial relations of science: chemical engineering at MIT, 1900-1939.
JSTORE- J. Storage 71(4), 530-549 (1980)
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Chapter 2 )
Thermodynamics of Physical gt
and Chemical Transformations

2.1 Introduction to Physical and Chemical Equilibrium

A system can be considered in equilibrium when no change occurs inside it. The
equilibrium state for a system can be more or less stable, and consequently a system
can evolve spontaneously from an unstable to a more stable state as shown in
Fig. 2.1.

The transition from a less stable to a more stable equilibrium state occurs
through a transformation that can be accompanied by the following:

(a) a flux of energy in the form of heat (by conduction, convection, radiation) or
mechanical work;

(b) a flux of matter (by convective motion, diffusion); or

(c) a chemical reaction.

The rates with which these transformations occur are not relevant for thermo-
dynamics that consider only the equilibrium states both in the absence (physical
equilibria) and in the presence of a chemical reaction (chemical equilibria). Time is
a not considered variable in thermodynamics. Transformation-rate laws are studied
in a different ambit called “kinetics,” which will be treated later in a dedicated
chapter.

Considering a reactive system, thermodynamics provide three important pieces
of information:

(1) allow to establish whether or not a certain reaction under some defined con-
ditions of temperature and pressure is favoured and therefore can spontaneously
occur;

(2) allow to evaluate the amount of heat released or absorbed by the reaction under
different operative conditions of pressure and temperature; and

Electronic supplementary material The online version of this chapter (https://doi.org/10.1007/
978-3-319-97439-2_2) contains supplementary material, which is available to authorized users.

© Springer International Publishing AG, part of Springer Nature 2018 9
E. Santacesaria and R. Tesser, The Chemical Reactor from Laboratory
to Industrial Plant, https://doi.org/10.1007/978-3-319-97439-2_2
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Unstable equilibrium

Moderately stable equilibrium

Stable equilibrium

Fig. 2.1 An exemplification of the equilibrium states for a mechanical system

(3) allow to evaluate, on a theoretical basis, what could be the maximum yields
obtainable under different operative conditions and hence suggest what would
be the best operative conditions without recurring to extensive experimentation.

For transformations occurring in the absence of a chemical reaction, thermo-
dynamics allow to evaluate and foresee different physical equilibrium states useful
for the industrial processes such as:

(1) PVT behaviour of ideal and real gases,

(2) Vapour-liquid equilibria of pure components,

(3) Vapour-liquid equilibria of liquid mixtures,

(4) Solubility of gases in liquids,

(5) Partition of one or more components between two immiscible liquids, or
(6) Liquid-solid phase equilibria.

2.2 Thermodynamic Properties and Equilibrium
Conditions of Physical Tranformations

2.2.1 The First Thermodynamic Law

We can recognize in nature three different thermodynamic systems:

(1) isolated systems: systems characterized by the absence of any exchange of
matter and energy with the external environment;

(2) closed systems: systems that can exchange energy, but not matter, with the
environment; and

(3) open systems: systems that can exchange both matter and energy with the
environment.
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It is possible to ideally, or practically, build all the mentioned systems using
walls with opportune properties. If, for example, the walls of a recipient are rigid,
we have a system characterized by a constant volume; insulating walls do not
exchange heat and give place to an adiabatic box. Another property of the walls can
be high conductivity, which allows operating under isothermal conditions. Consider
then two systems, separated by a wall, characterized by two different equilibrium
states. The wall is a constraint allowing the existence of different equilibria in the
two separated systems. If the wall is removed, a transformation occurs, and a new
unique equilibrium state is reached. The physical transformations in a closed system
containing an ideal gas are governed by the first law of thermodynamics, that is, the
energy-conservation principle. According to this principle, we can write the energy
balance equation:

dU = Q+W (2.1)

where U is the overall internal energy of the system; and Q and W are, respectively,
the exchanged heat and the mechanical work. U is a function of state, that is, it
depends exclusively on the initial and final state of the system and is represented
here as an exact differential, whilst the contribution of Q and W in determining the
final U value can be defined only if we know the conditions under which a “re-
versible” transformation occurs (e.g., at constant temperature [isotherm], at constant
volume [isochoric], at constant pressure [isobar], and without heat exchange [adi-
abatic]). By imposing a condition for the occurrence of the transformation, it is
possible to evaluate both Q and W in each case. We consider here reversible
transformations involving a so-called ideal or perfect gas. A reversible transfor-
mation, involving a perfect gas, is an ideal process, occurring very slowly and
passing from a virtual equilibrium state to a successive one, and each transition can
go in one direction or in the opposite as a consequence of a very small change of the
applied conditions. An ideal or perfect gas is a gas constituted by spherical
molecules having negligible volume and not interacting with each other. The
motion of the ideal gas molecules occurs in all the directions with the same
probability, and the collisions between the molecules and the walls of the container
are perfectly elastic.

As mentioned previously, dU is an exact differential: This means that U = f (T,
P, V) where T, P and V are, respectively the physical variables temperature, pressure
and volume. Considering that only two of these three variables are independent, it is
enough to write U = f (T, P) or U = f (T, V) or U = f (P, V); by considering the first
function we have:

U, — U, =f(T»,P>) — f(T1,P1) (2.2)

If we consider then an infinitesimal variation of the variable U, we can write:
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sU sU
AU = (57) PdT+ (5—13) TdP (2.3)

The choice of the two variables, T and P, is arbitrary, and we can write other two
similar equations considering as variables (7, V) or (P, V).

Equation (2.3) allows calculating the change of U between two different ther-
modynamic states as:

2
/dU = Uy(T», P,) — Uy(Ty, Py) (2.4)
1

If we make a transformation that returns exactly to the initial state, we will have:

}{dU =0 (2.5)

Q and W are not exact differentials, and there are infinite possible transforma-
tions for going from state 1 to state 2 of U. In conclusion, to have the possibility to
integrate Eq. (2.3), we must impose the type of occurring transformation, as will be
shown in the next sections.

2.2.2 Transformations at Constant Pressure

W in Eq. (2.1) represents the mechanical work. Considering a gas kept at constant
pressure (isobaric transformation), we can have a work originated by an expansion
in which V, > V| or, alternatively, a work originated by a compression in which
V, < V. In any case, by considering an infinitesimal variation of the volume, we
can write:

2 2
dW = —PdV and / dW = —P / av (2.6)
1 1

The result of the integration is Eq. (2.7).
AW = —P(V, — V) (2.7)

that is, the compression work is positive and, on the contrary, the expansion work is
negative.

Q is the heat exchanged by the system, and also in this case we can have a
positive or a negative term if the heat is acquired or released by the system. By
imposing, as in the previous case, the pressure constant, we can write:
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AUp = Qp — PAV (2.8)
From this equation, we can deduce that:
Op = U, — U+ PV, — PV, (2.9)
By rearranging the expression:
Op = (U, +PV,) — (U, +PVy) =H, — H (2.10)
By observing this expression, with being P constant, it results that Qp depends
only on the initial and final state of the system. In other words, H is a function of

state such as U and is named enthalpy:

H = Enthalpy
= U + PV, Heat exchanged (P = constant) normally referred to 1 mol (2.11)

As it will be seen later, this thermodynamic property is extensively used more

than U because it can easily be measured experimentally. It is then possible to
evaluate both the specific and molar heat as:

Cp = @%{)P (2.12)

where H refers either to a unit of mass or to one mole of ideal gas.

2.2.3 Transformations at Constant Volume

Because V is constant, AV = 0; consequently, the mechanical work is null,
W = PdV = 0. In this case Eq. (2.1) reduces to:

AU = Qy (2.13)

Again, Qv becomes a function of state denoting the heat exchanged by a mole of
ideal gas in a system kept at constant volume. It is now possible to evaluate both the
specific and molar heat at constant volume, that is:

C, = @%)V (2.14)

where Qv refers either to a unit of mass or to one mole of ideal gas.
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2.2.4 Transformations at Constant Temperature

In this case, AT = 0, and for an ideal gas dU = 0. As a consequence:
Or+W=0 and Qr=-W=PdV (2.15)

Remembering that for one mole of an ideal gas, the general gas law PV = RT is
valid, we can write:

2
dv Vs
= —W=RT | —=RTIn— 2.16
Or % nVl (2.16)
1

As under isothermal conditions, the Boyle law is also valid (i.e., PV = constant),
some different expressions equivalent to Eq. (2.16) can be written as:

Py V, Py Vs Py
A =RTIn—=P{Vih—==P,Viln— =P,V In— = P,V In— 2.17
Or nP2 1 ]nV1 1 1HP2 zznvl 22HP2 ( )

The mechanical work, under isothermal conditions is a function of state
depending only on the initial and final conditions. The isothermal transformation
occurs at a prefixed temperature, T1-72-T3 or T4, as shown in Fig. 2.2, and the
surface area in the same plot represents the work of the transformation occurring,
for example, between A and B.

Fig. 2.2 Isothermal
transformations of an ideal
gas obeying to Boyle’s law

Increasing
temperature, T

Pressure, p

T4

T3
T2
T1

0 Volume, V
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Fig. 2.3 Comparison P A
between isothermal and
adiabatic transformation in a
P-V plot and the
corresponding mechanical
work

Isothermal work (A +A,)

Adiabatic work (A,)

2.2.5 Adiabatic Transformations

Adiabatic transformations are characterized by no heat exchange, that is, Q = 0.
Consequently, for the first thermodynamic principle:

dU = —PdV (2.18)

where U is an exact differential and in analogy with Eq. (2.3), we can write

oU oU
== — | dT 2.1
dUu (5V>Tdv+(5T>vd (2.19)
U

For an ideal gas (W)T: 0, therefore, considering Eqgs. (2.13) and (2.14), it is
possible to write:

oU
dU = | — | dT = CydT 2.20
(57) o7 =< 20
and also:
CydT +PdV =0 (2.21)

If Cy is independent of the temperature, it is possible to integrate Eq. (2.21) after
the substitution of P = RT/V related to one mole of ideal gas:

ar - dv
CydT +PAV = Cy =~ R~ =0 (2.22)
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by integrating between states 1 and 2, we obtain:

%)

=0 2.23
v (2:23)

T
CyIn— +RI1
VnTl + n

It is easy to show that C,, — C, = R and also that C,/C, = y where y = 1.666 for
a monoatomic ideal gas, 1.44 for a biatomic gas, and 1.33 for a polyatomic gas.
Equation (2.23) can therefore be rewritten as:

T, Cp Vs T V2
In— ——1)In—==In—= —1)In—=0 2.24
nT1+<CV )nvl “T1+(V )nvl (2.24)

. T v\t
which means: 7+ = (2
T Vi

and, with few steps, considering the state equation for an ideal gas, it is possible
to write the relation between pressure and volume for an adiabatic transformation:

P\V] = P,V], thatis, PV’ = constant (2.25)

The mechanical work for an adiabatic transformation can be calculated by
integrating Eq. (2.18). Other expressions can be obtained by converting the dif-
ference of temperature in a (PV) difference or opportunely involving C, and C,.
Figure 2.3 shows a comparison between isothermal and adiabatic transformations
in a PV plot and the corresponding works.

2.2.6 The Second Thermodynamic Law

The first thermodynamic law is important for individuating the correlation between
heat and work in well-established conditions that are far from practice (considering
the reversible transformations of an ideal gas). However, it is not adequate to
evaluate, for example, whether or not a reaction is possible, in what direction the
equilibrium is shifted by a change of pressure or temperature, the criterion for
recognizing an equilibrium state, or the nature of the equilibrium that can be
reached (more or less stable). For giving an answer to all the above-mentioned
questions, the second law of thermodynamics must be introduced. The second law
derives from the everyday observations of some natural events and can be
expressed in different ways. We observe, for example, in nature that, if there is no
hindrance, water spontaneously flows from a higher to a lower level in the same
way that heat always spontaneously flows from an object at higher temperature to
another at lower temperature. In a more general way, we can say that thermody-
namic systems give place to spontaneous transformations passing from a higher
energetic level to a lower one or, equivalently, all the systems spontaneously
change to reach a condition of more stable equilibrium. These spontaneous
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processes are not reversible, and to return from the final to the initial condition, we
must spend an amount of work greater than the energy change of the direct process.
In conclusion, in all the irreversible transformations, some energy is lost. All these
observations have been elaborated in decades of activity by three well known
scientists: Carnot, Clausius, and Lord Kelvin.

A new thermodynamic function of state, called “entropy,” was introduced for
better describing the irreversible transformations. This function can be defined as
the ratio between the heat exchanged and the temperature at which the exchange
occurs:

_g
S=7 (2.26)

S is a perfect differential, although both Q and T are not. As a matter of fact,
starting from the expression:

Q = CydT + PdV (2.27)
dividing all the terms by T

dS:%:Cvd% +Rd7V (2.28)
if Cy can be assumed independent of the temperature, we can integrate the
expression between states 1 and 2 giving a value of AS dependent only on the final
and initial conditions, that is, the entropy is a thermodynamic function of state and
has the advantage of being easily measurable. For a reversible process, Eq. (2.28) is
valid, and for an adiabatic process dS = 0, whilst for a spontaneous irreversible
process we can write:

as > 2 (2.29)
T

It is possible to conclude that for any irreversible process, the entropy always
increases. This is simply a different statement of the second thermodynamic law.
Moreover, it is clear that the product, T, in an irreversible process corresponds to
the lost and therefore not usable thermal energy. At this point, it is possible to
introduce two new functions of state, respectively, called Gibbs free energy “G”
(i.e., free energy at constant pressure), and Helmholtz free energy “A” (free energy
at constant volume). For this purpose, we can write:

G = Gibbs free energy = H — TS (2.30)

A = Helmholtz free energy = U — TS (2.31)
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A correlation exists between the different variables of state. We can write, for
example:

U=U(S,V) (2.32)

from which:

ou ou
dU = (—=| dS — | dV =TdS — PdV 2.33
(35),95+ (), 239
being:
T= ou and P = — ou (intensive variables) (2.34)
os )y V)

It can be observed that the energetic terms appearing in Eq. (2.33) are the
products of an intensive variable (7 and P), which can change in any point of the
system, and an extensive variable (S and V) having the property of the additivity of
mass or volume. The intensive variables constitute the driving force for any pos-
sible transformation.

All the previously described functions of state are, on the contrary, extensive
variables.

It is possible to write relations similar to Eq. (2.33) for all the functions of state,
such as:

dU = TdS + PdV (2.35)
dH = TdS+ VdP (2.36)
dG = —SdT + VdP (2.37)
dA = —SdT — PdV (2.38)

These equations are the basis for interpreting all the physical equilibrium states.
However, before proceeding in this respect, it is necessary to define the criteria for
considering a system in equilibrium. These criteria are related to both intensive and
extensive variables.

2.2.7 Criteria for Defining the Thermodynamic Equilibrium
of Physical Transformations

For a thermodynamic system to be in equilibrium, all intensive (temperature,
pressure) and extensive thermodynamic properties (U, G, A, H, and S) must be
constant. Hence, the total change in any of those properties must be zero at
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equilibrium. These criteria derive from the postulates of the second law of ther-
modynamics. Considering the intensive variables, we can write:

Thermal equilibrium is characterized by AT =0 (2.39)
Mechanical equilibrium is characterized by AP = 0 (2.40)

Then, according to the second law of thermodynamics, these criteria also suggest
how the system goes toward the equilibrium condition:

Heat flow .
Thigher ——— Tiower untilAT =0 (241)
Pyreaer flow of mass or energy Poter until AP = 0 (2.42)

Considering first of all the entropy, the conditions of equilibrium for this variable
of state are:

dSyy=0 d*Syy<0 (2.43)

That is, at equilibrium, the entropy does not change, and the first differential
suggests that an equilibrium condition is reached for both a minimum or a maxi-
mum value of the entropy, whilst the second differential suggests that a stable
equilibrium is reached only for a maximum value of the entropy. Similarly, if we
consider the free energy of Gibbs, the equilibrium condition is:

dGrp =0 d°Grp>0 (2.44)

The Gibbs free energy in a transformation will diminish until reaching a mini-
mum value corresponding to the equilibrium condition. A similar behavior can be
foreseen for the Helmoltz free energy A:

dAVA’T =0 dZAVJ‘ >0 (245)

2.3 Thermodynamic Equilibrium in Chemical-Reacting
Systems

2.3.1 Introduction to the Thermodynamics of Chemical
Equilibrium

If, together with a physical transformation, we have also the occurrence of a
chemical reaction, it is possible to write:
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U=U(S,V,n,ny,n;...n) (2.46)

That is, the internal energy in this case is also function of the chemical com-
position being ny, n,, n3 ... n; the number of moles of the components 1, 2, 3 ...
k. Obviously, the composition can change as a consequence of the reaction. The
exact differential of Eq. (2.46) will be:

oU oU K rou
dU = | —= dS+ | — dv — dn; 2.47
<aS>V‘n,- " (8V> S " ; <8ni>S‘V‘n] " ( )

The third term of this expression is again characterized by the product of an
intensive variable time an extensive one. The intensive variable is called “chemical
potential,” u, and is the driving force pushing the chemical reaction toward the

(31

equilibrium condition. For a generic “7” component, we can write:

ou
= 2.4
i (8”1') S,V (2.48)

By rearranging Eq. (2.47), we have:

dU = TdS — PV + ) _ pdn; (2.49)

This relation is fundamental for deriving other useful relationships that do not
contain new information but are easier to be used:

dH = TdS+ VAP + ) dn; (2.50)
dG = —SdT + VdP+ ) _ dn; (2.51)
dA = —SdT — PAV + ) _ pdn; (2.52)

As a consequence, the following identities are valid:

0= () ()= ()= () 253
On; S,V.n On; T.Py; On; S,Pn; On; T,V

Being the chemical potential the driving force for a reaction, we must add a new
specific criterion for the chemical equilibrium to the already mentioned criteria for
defining the physical equilibrium:
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Flow of mass .
Hgreater ™ Hiower until A.u =0 (254)

In conclusion, equilibrium is reached when Au = 0.

For what concerns the extensive variable n;, equilibrium is reached when the
composition of the reacting system does not change, that is, An; = 0.

Let us consider now a generic chemical reaction occurring in homogeneous
phase:

OCAA + OCBB — ocMM + OCNN (255)

More concisely we can write: X; o;A; = 0.

Where o; are the stoichiometric coefficients assumed positive for the products
and negative for the reagents. As the reaction proceeds, a defined amount of formed
M and N correspond to an amount of reacted A or B. For expressing this interde-
pendence between reagents and products, we can write:

d dnp d d
_Sa T T SN e (2.56)

oA OB oy N

In conclusion, only one variable must be defined to follow the reaction extent,
for example dny, but it is more convenient to define the “advancement degree” or
“coordinate” of the reaction &. Thanks to &, the composition of the system is always
known because:

n; = nf + ocif and di’l,‘ = O(idf (257)
We previously saw that the chemical equilibrium conditions are:
dGrp=0 and d*Grp>0 (2.58)

If T and P are constants, G will depend only on the number of moles of the
components, that is:

oG
_\(96 N s — 2.
4Gt Z (3%’) T,y jti i Z,: pidm =0 (2.59)

i
and hence:

dGrp =Y audé =0 (2.60)

By plotting Grp as a function of the reaction coordinate, &, the equilibrium
according to the first conditions reported in Eq. (2.59) is obtained for a minimum
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Fig. 2.4 Evolution of the Gibbs free energy along the reaction coordinate for a spontaneous
reaction

value of Gt p. From this plot, shown in Fig. 2.4, we can derive the value of ¢ at the
equilibrium, that is, the equilibrium composition.
The slopes of the curve give information about the direction of the reaction:

if AG <0 reaction is favoured and goes from left to the right;
if AG > 0 reaction is not favoured and goes in the opposite direction; and
if AG = 0 the reaction is at equilibrium.

2.3.2 Equilibrium of Reactions Between Ildeal Gases

Considering Eq. (2.55), there are four different equilibrium possibilities:

(1) Equilibrium in homogeneous phase between ideal gases,
(2) Equilibrium in homogeneous phase between real gases,
(3) Equilibrium in liquid homogeneous phase, and

(4) Equilibrium in heterogeneous phases.

For all these systems a unique relation is valid, which is:
Zatﬂi =0 (2.61)

but clearly the application of this relation is conditioned by the knowledge of the
dependence of the chemical potential of each component on the composition of the
system. For an ideal gas, for example, we can write:
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oG — . .
== = G; = Partial molar  Gibbs free energy (2.62)
ani T,Pn;
Differentiating G; with respect to the pressure:

9G; o (0G d (0G oV _
~or \om =—\25) = \3- =V 2.
( op ) Tonj or (an’> T,Pn; On; (81)) T,n; (anl> P.,T n; v ( 63)

With V; being the partial molar volume.
For an ideal gas, we can write that V = (81) 3" n;

V. = (‘9_") :E@”T) _RT (2.64)
ﬁn,- TP P 5‘n,- T.Pn; P

Moreover, p; = y;P and dp; = y,dP; therefore,

dG; = dy; = V,dP = (RT /p;)y,dP = RTd Inp; (2.63)

By integrating, it results in:

Y =Y +RTIn (;)—’) and assuming pp = 1 (2.66)
R
Y = ) +RT Inp; (2.67)

where pif is the standard chemical potential, that is, the chemical potential for which
p; = 1. pr is the reference state arbitrarily assumed equal to 1 atm and corre-
sponding to the standard state having chemical potential u;. Then, remembering
again the equilibrium condition:

Yi aip; =0

Yiou + RT Y a;lnp; =0

Xl + RTln]'[L-pi“" =0

(2.68)

AGSp=—RTIn[];p;"

pEMpIN 0
K, = ap _Pm PN _ ,—AG°/RT
P_Ilipi =—azag — € /
P4 Pp

Remember that for any term of pressure we have considered, a reference pres-
sure pr = 1 is at the denominator.



24 2 Thermodynamics of Physical and Chemical Transformations
Then we can also write:
AG = Gproducts - Greagents = oyGy +ayGy — aaGy — 0pGp (269)

(pm)™ (pw)™
(pa)™ (pB)™

At the equilibrium AG = 0; therefore: AG%,P = —RT In Kp and, consequently:

AG = AG® + RT InM.__NJ_ (2.70)

AGSp =RTIn][pf —RTInKp /Reaction isotherm// (2.71)
i

AG" is the change of standard free energy and corresponds to AG when K, = 1.
Finally, we can write the equilibrium constant for a reaction between ideal gases as:

oy 0N _AGO
Kp :plz‘pz} = exp( e ) (2.72)
A PB

AG"® for all the chemical elements is assumed equal to O in order to have a
reference point for calculating the standard free energy of the compound formation.

Some useful examples of a practical approach to chemical-equilibria cal-
culations for reactions between ideal gases.

A practical example of a spontaneous equilibrium reaction occurring without
changing the number of moles is the synthesis of HI studied by Bodenstein (1897)
and reported in many textbooks as a classic example of equilibrium-reaction pro-
ceedings without a change in the number of molecules. The reaction is:

H,(gas) + I, (gas) = 2HI(gas) (2.73)

Bodenstein studied both the synthesis and the reverse-decomposition reaction
and obtained the following results, which were successively confirmed by other
authors (Fig. 2.5).

Both of the reactions, at 448 °C, tend to a limit that is equal to approximately
21.4% of HI dissociation and 78.6% of HI conversion from the elements. This
means that equilibrium is somewhat shifted toward synthesis. However, thermo-
dynamic data for this reaction can be found, for example, in the book published by
Stull et al. (1969), and some of these data are reported in Table 2.1 for different
temperatures. Performing the reaction at low pressure and high temperature, we can
consider both reactants and products as ideal gases.

From Table 2.1 we can see, first of all, that AG; for the reaction:

1/2H;(gas) + 1/2I,(gas) = HI(gas) (2.74)

is always negative, meaning that in the range of the chosen temperatures, the
reaction of HI formation is thermodynamically favoured and spontaneously occurs
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Fig. 2.5 (Left panel) Approach to the equilibrium in the reaction of formation and decomposition
of HI. Reaction performed at 448 °C [data from Bodenstein and re-elaborated by Gerasimov
(1974)] and (right panel) isothermal evolution of the Gibbs free energy for the reaction
H2 + 12 < 2HI

;fqilr’lifoi-lnarsn‘;?em s o L[ (calimol K)_|5° (calfmol K) AH, | AG;

HI evalu};ted at giffgrent 500 7.11 52.98 -1.35 | 241

{emperatures 600 | 7.25 54.29 143 | 262
700 | 7.42 55.42 ~149 |-2.81
800  |7.60 56.42 ~1.55 |-3.00
900 | 7.77 57.33 158 |-3.17

but never completely. On the basis of the thermodynamic parameters, we can
evaluate what is the equilibrium constant at any temperature, calculating the cor-
responding value from the relation:

pHI —AG®

H, 1

Instead of using the partial pressure for expressing the equilibrium constant, we
can use the concentrations or the number of moles, remembering that:

RT
pi =i, = CiRT (2.76)

Clearly, introducing the concentrations C; or the number of moles #;, in this case,
the constant remains the same because the terms RT or RT/V are eliminated, that is,
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Table 2.2 Initial and equilibrium composition in the synthesis of HI

Initial concentration H, I, HI
n%, = 1.00 ng = 3.00 0.00
Composition at equilibrium ny, = ngy, * (1 —2) ny, = np, * (R° — 1) 20y /.

K, = K. = K,,. Bodenstein found an equilibrium constant at 444.5 °C of approxi-
mately 6.76 £ 0.2. Starting from the thermodynamic data of Table 2.1, we can
calculate with Eq. (2.75) a value of K, = exp (—AG°/RT) ~ 7.22, which agrees
with the experimental value.

Another observation is that AHj, the enthalpy change of HI formation, is also neg-
ative, that is, the reaction is moderately exothermic, whilst decomposition is on the
contrary endothermic. It is important to point out that if instead of considering Eq. (2.74)
we consider Eq. (2.73), the equilibrium constant becomes Kp' = K3 ~ 46 + 2.

Exercise 2.1. Equilibrium Calculation for the Synthesis of HI from the
Elements

Imagine putting in a vessel of 1 1, 1 mol of H, and 3 mol of I, bring the tem-
perature at 717.66 K, and wait enough time to reach equilibrium. As seen, the
equilibrium constant of Eq. (2.73), at that temperature is 46. Calculate the equi-
librium composition. Consider the conversion of hydrogen as unknown:

o _
gy~

0

/A = Reacted moles/initial moles = .
Hy

0
n,z
0

R° = Initial molar ratio between the reactants = = 3 (Table 2.2)

nHz

2
K, = Pnﬁzi} — 46 (2.77)
P g+ (1= 2)] * [ng, * (R° = 2)] '
Simplifying
2] 4,2
K, = A[ } = (2.78)
M—=A*R -4 2P—ixR+1)+R
46, — 1842 +138 =0
0.96 Correct result
4 o B8 TR T _ 7 (2.79)

84
\ 3.42 Impossible result
In conclusion, at equilibrium 96% of H, reacts and the residual moles are 0.04,
32.00% of I, reacts and the residual I, mole are 2.04, and 1.92 mol of HI have been
formed. These results can be obtained with a MATLAB calculation program that
can be found as Electronic Supplementary Material.
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Table 2.3 Some equilibrium constants experimentally evaluated by Neumann and Kolher (1928)
related to the water—gas shift reaction

T X Kp
673 0.080
873 0.410
1073 0.93
1273 1.66

Equilibrium results:
np, = 0.0393  np =2.0393  ny = 1.9213

Conversion = 0.9607.

With the synthesis of HI from the elements H, and I,, we have seen an example
of equilibrium reaction occurring without a change in the overall number of moles
as a consequence of the reaction. Other examples of this type are of greater
industrial interest. For example, the water—gas shift reaction useful for producing
H, from water and CO according to the following reaction:

H,(gas) + CO,(gas) = CO(gas) + H,O(gas) (2.80)

Some equilibrium constants for this reaction have been determined by Neumann
and Kolher (1928) and are listed in Table 2.3.

As can be seen, if we want to produce hydrogen, the equilibrium of Eq. (2.80)
must be shifted as much as possible to the left; this means to operate at low
temperature in the presence of excess water (law of mass action).

Exercise 2.2. Equilibrium of the Gas Shift and Yield in Hydrogen Production
Calculate the hydrogen yields starting from an equimolecular mixture of CO and
H,0 and from a mixture containing 10 mol of H,O and 1 of CO. The temperature
of reaction in both cases is 673 K. Produce a plot of equilibrium CO conversion by
varying the ratio R° = ngr0°/nco® from 0.5 to 10 at the same temperature.
Considering the reverse of reaction (2.80), at 673 K the corresponding equilibrium
constant will be 1/0.080 = 12.5.

Defining:
A = Conversion of CO = Reacted moles of CO/initial moles of CO = "C?fﬂ
CcO

nf 1

R° = Initial molar ratio between H,O and CO = —2** <
€ 10
o ) 2 12

K — cotm, (n&o4) _ ~ — 125

P nconmo  ngo k(1 —A)kngox (R —12) (1 —4)x (R —4)
(2.81)
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1152 = 12.5M(R° +1) + 12.5R° = 0 (2.82)

The correct solution for R° = 1 is A = 0.779, whilst for R° = 10 4 = 0.991, that

o
My,0

is, by keeping high the ratio all CO is transformed in H,, that is useful for

n¢q
producing ammonia. The results reported below can be obtained using a MATLAB

calculation program found as Electronic Supplementary Material.

Results

Case no. 1 Equilibrium

CcO H,O H, CO,
0.2205 0.2205 0.7795 0.7795
CO conversion = 0.7795

Case no. 2 Equilibrium

cO H,0 H, CO,
0.0087 9.0087 0.9913 0.9913
CO conversion = 0.9913

As can be seen, by dosing the amount of water, the thermodynamic allows to
evaluate the extent of the reaction (see Fig. 2.6). Clearly if the reaction occurs at
high pressure, we cannot consider reactants and products as ideal gases; this aspect
will be examined in a next section. However, many reactions exist in which the
number of moles passing from reactants to the products changes by increasing or
decreasing. For example:

NO + 0, = NO, (2.83)
N,0, = 2NO, (2.84)
SO, +1/20, = S0; (2.85)
N + 3 H, = 2NHj (2.86)

In these cases, we cannot write (as previously) K, = K. = K,,, but remembering
Eq. (2.76) and considering the synthesis of ammonia, we can write:

P 12\IH3 _ y12\1H3 ”12\1H3 (E ) - CI%IH3

(P) = =
v Cn, G

= = = (RT)>  (2.87)
P Pszlsrlz yNzyISrlz nN, Ny,
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Fig. 2.6 Conversion of CO at equilibrium in the gas-shift reaction for different initial mole ratio
ny,0/Mcoe

That is:

KP = KX(P)_2: K, (g) 72: Kn(ntolp)_2: KC(RT)_Z (288)

It is again convenient to consider, as a reference, the conversion of one single
component fixing its stoichiometric coefficient to 1. Consider, for example, the
conversion of N. We have an initial condition defined by ny, and nj}, being the
moles of NHj initially equal 0. The reacted moles will be ng 4 and the residual
moles of N, = nf\jz(l — A). For each mole of reacted N,, 3 mol of H, disappear; the
moles disappearing are therefore 3ng, 4 and the residual moles of hydrogen are

ng, (1 —3ny, i). The moles of formed NH; will be 2n%;, 4. The total moles initially
are (ny, +nf,), whilst at equilibrium: n = ng, (1 — 2) +ng), (1 - 3n"N2)v) +

3nf'\12/1.

2
K, = K,(noP) >= (2n§2/1) (noP) > (2.89)
P e e (U= gy, (1= 3ng 7). '
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o

. . . . . . . n
If we start with the reactants in a stoichiometric ratio, that is, nﬂ =3
Ny

e |
& =300 3w "ol (290)

This reaction is thermodynamically favoured by the pressure because for
obtaining a constant value of K, by increasing the total pressure P, the value of K,
must be increased, and therefore the yields in the formation of NHj; will also
increase.

Exercise 2.3. Thermodynamic Equilibrium of Ammonia Synthesis at Low
Pressure (Reaction Between Ideal Gases)
Stoichiometric amounts of N, and H, are reacted at 350 °C (K, = 7.07 x 107%) at
1 and 10 atm and at 500 °C (K, = 1.45 x 107°). Determine the equilibrium
composition expressed in molar fractions. Consider a reaction starting with 1 mol
of nitrogen.

Initial reacting moles: n{,  ny), = 3ng,

Reacted moles: Nitrogen = ng, 4 Hydrogen = 3ng 4

Residual moles:

Nitrogen = ng (1 — 4) Hydrogen = ngy, — 3ng 4 = 3ng (1 — 4)

Moles of NH; obtained: 2n%, 4

Assuming ”Klz =1 and P = 1 atm, it results in:

4)*
T (maP) P=7.07 x 1074 ngy = (4—22) (2.91)

Ko = Kolnal) =

4,2 »
Kp = . > =7.07x 10 (2.92)
27(1 — )44 —22)

At P = 1 bar, it results 4 = 0.17. As a consequence, the equilibrium composition
is:

3(1-7) 3(1-0.17) 249

_ _ — = 0.680 2.93
Y T 4—27)  3.66 (293)
_(1=4
M =5 = 0.226 (2.94)
2)
I, = 5 o= = 0.093 (2.95)
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At P = 10 atm, we have:

B 4)?
2700(1 — A)*(4 — 24)

Kp > =7.07x 107" (2.96)

The conversion at equilibrium results in A = 0.505, and the equilibrium com-
position will be:

yi, = 0497 yx, =0.165 ynp, = 0.338

The conclusion is that the pressure favours the ammonia yield. If we consider
now a temperature of 500 °C, K, in this case is 1.45 x 1073 therefore:

B 4)*
2700(1 — 7)*(4 —22)

Kp > =145x10"° (2.97)

and 4 = 0.215, and the new equilibrium composition will be:
yu, = 0.659 yn, =0.219 ynp, = 0.122 (2.98)

that is, increasing the temperature the yield of ammonia strongly decreases so the
problem is:

(1) to find a catalyst promoting the reaction at low temperature; or
(2) to operate at high pressure.

As can be seen, thermodynamics suggests the best strategy to follow for
obtaining the optimal performance for a reaction. Last, it is opportune to mention
that we have considered an ideal system; however, clearly by increasing the
pressure we must consider for this reaction, occurring in gas phase, the effect of
non-ideality, as will be seen in the next sections. The described results were
obtained with a MATLAB calculation program available as Electronic
Supplementary Material.

2.3.3 Generalities About Chemical Equilibrium
Jor Reactions Between Real Gases

Real gases have a rather different behaviour with respect to the perfect gas. As a
matter of fact, the molecules of a perfect gas are considered like points of negligible
volume without any reciprocal interaction. In contrast, the molecules of a real gas
are characterized by a small but not negligible volume, and the molecules interact
with each other more or less. Pressure, as a consequence, is attenuated by the
reciprocal attraction of the molecules, whilst there is a portion of volume
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Pressure p

mixed liquid vapor
region

Volume V

Fig. 2.7 Isotherms of real gases according to Van der Waals EOS

(co-volume) that cannot be compressed corresponding to the overall incompressible
volume of the molecules.

Therefore, instead of the general equation of state (EOS) PV = RT, which is
valid for one mole of ideal gas, other equations must be used. Van der Waals
(1873), for example, in a pioneering work suggested the relation for real gases:

<P+ %) (V —b) =RT (2.99)

where “a” is an attractive term meaning that molecules are attracted each other, thus
affecting the total pressure, whilst “b,” the co-volume, is a repulsive term that
considers that molecules have their own volume and when molecules are very close
strong repulsive forces hinder any further compression.

The isotherms corresponding to the Van der Waals equation (Fig. 2.7) are
somewhat different from the isotherms of ideal gases shown in Fig. 2.2.

As can be seen, real gases approximate the behaviour of ideal gases only at high
temperature over the critical temperature, 7.. Moreover, C is the critical point
individuated by the values of P. = critical pressure and V. = critical volume at the
critical temperature 7. The critical point, C, is a characteristic point corresponding
to a flex in the isotherm. Over these points only the gaseous phase exists, whilst
below this point liquid and vapour phase coexist. The Van der Waals equation has
been a pioneering breakthrough for describing real gases but Eq. (2.99) is inac-
curate, in particular at high pressures, and normally other equations of state are
currently used for obtaining more correct results.

For determining the equilibrium of the reactions between real gases, as previ-
ously mentioned, the condition:

> o =0 (2.100)
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is still valid, and the formalism developed for expressing the chemical potential of
Eq. (2.66) is conserved by writing, as suggested by Lewis (1901):

W = i +RTIn ﬁ) (2.101)
R

where the term f;, named “fugacity,” has been placed in the expression instead of
the pressure. The fugacity can be identified with the pressure, as for an ideal gas,
only at very low pressure (p; near to 0). By comparing f; with the pressure, we have
that:

fi/pi — lforp; — 0

The most convenient reference state is fg = 1 atm = reference fugacity of the

component “i,” which arbitrarily assumed equal to 1. Hence, in analogy with
Eq. (2.67) we can also write:

;= u¢ +RT Inf; (2.102)

According to the Lewis and Randall (1961) approximation, the fugacity of a
component, Z, in an ideal mixture of real gases can be regarded as the fugacity of the
pure component, f;, at the same temperature and pressure of the mixture times its
molar fraction. An ideal mixture has a null mixing heat and does not show any
change of volume for the mixing. In this case, we can write:

fi =1y = pio; = Pyio; (2.103)

where p; is the partial pressure of i; and @; is the “fugacity coefficient” of the
i component.

Calculation of the fugacity of a mixture is realized, in this case, through cal-
culation of the fugacity of the pure components. The chemical equilibrium between
real gases will be made as it follows:

i aip; =0
Yiaif + RT Y a;Inf; =0
Yiapl + RTInI[ £ =0

(2.104)

AGS = —RTIn[]; ;™

ay cay am AN OM AN
H.fai_fM SN _PuM PN Py PN = K.K
i = ap g ap ap — DPRe
B

a a
fAlfs B paArEE 0yte

where K, is the thermodynamic constant assuming the reacting gases as ideal. K,
grouping all the fugacity coefficients, is not a constant because is dependent on the
composition.
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2.3.4 The Van der Waals EOS and the Corresponding
State Law

We have seen that the calculation of fugacity is important for a correct evaluation of
the equilibrium constants in reactions occurring between real gases; however, as
will be seen later, the same calculation is also useful for describing vapour-liquid
equilibrium (VLE) of both pure compounds and their mixtures. Considering the
fugacity of an i component in a mixture and remembering Eq. (2.63):

ki) _ V; Partial molar volume (2.105)
oP),
[dy; = VidP = RTdInf;] (2.106)
By integrating:
P
; — RT
RT 1n ¢, :RTlan /(V,- ——)dP (2.107)
Pyi P
Q; = % = }:—y' = coefficient of fugacity of i in a gas mixture

For a pure component V; = V; = molarvolumeofi, then by assuming Z; = 1;‘;" we

obtain:
0 r RT r Z;— 1
RT1n<L> :/(Vi——>dP:/( = Dgp (2.108)
p pure i p p
0 0

Z; = Compressibility factor of the i component

As seen, the fugacity of the i component in a mixture, according to the Lewis—
Randall rule is equal to the fugacity of a pure component times its molar fraction
f: = fiy; according to Eq. (2.103). The molar volume of a gas mixture normally
follows the Amagat law (1880) (see also Wisniak 2005), i.e., at a fixed temperature
and pressure, the total volume of the mixture is equal to the sum of the volumes of
the components V = Zi n;v;, where n; = number of i moles. According to the
Amagat law, if there is no volume change by mixing different gases, the partial
molar volume of each component is equal to the molar volume of the pure
component.

The integration of Eq. (2.108) can be made if the dependence of the volume V;
(or of the factor, Z;) on the pressure is known, that is, we need an EOS as the Van
der Walls or a more accurate one. However, by rearranging the Van der Waals
equation (Eq. 2.99), we can write, for example:
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RT a

P=———-— 2.109
V—b V2 ( )
by differentiating:
RT 2a
dP = |——5 + | dV 2.110
(- 3) 2110)
hence,
VRT 2a
RTdInf = | = ———= + — |dV 2.111
f ( oo Vz) @.111)
Integrating in the range V* — oo and V:
f b b N 2a 2a
In"-=——— —In(V—->0)+ In(V* —b) — — 2.112
NSy —p vop MV —b)FIn( ) =xv TRty 2112

Considering that when V' — oo, P—0andV —b=RTIP, P =f1/V* =0,
we have:

RT b 2a

Inf =1 _
=t v TRy

(2.113)

As mentioned before, the Van der Waals equation is not accurate in describing
the behaviour of real gases because the constants “a” and “b” are characteristic of
any single compound. Its performance can be greatly improved by determining the
constants “a” and “b” as a function of the critical variables. This can be performed
by applying the relation at the critical point (see Fig. 2.7), that is, in the point at
which we have, for any compound, known values of P, V- and T¢. By equating to
zero the first and second derivative of Eq. (2.109) and writing Eq. (2.109) with the
critical variables, it is possible to determine “a” and “b” of Van der Waals equation
as a function of the critical variables resulting in:

27R2T2
a=3PcV2 = 64PCC (2.114)
Ve RT

Because T and Pc experimental data are more precise than V- data, normally
the relations of a and b containing Pc and T¢ are preferred. The Van der Waals
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equation, with a and b constants determinable from critical variables, has a more
general validity but it is still not sufficient. In fact, the “compressibility factor” Zc at
the critical point becomes a constant equal to:

_PcVe 3

- 2037 2.11
Rie =g = 0375 (2.116)

Zc

Considering that the compressibility factor Z for one mole of an ideal gas is
equal to 1, Z¢ is an index of the deviation of real gases from ideality. In practice, the
experimentally observed values of Zc are in the range of 0.23-0.30, and many
substances show a value of 0.27. The conclusion is that other refinements of the
Van der Waals equation are necessary. A further improvement can be obtained by
considering the reduced critical parameters, which are:

P \% T 8PV
Pr = E Vr = V_c Tr = T_c and remembering that R = % (2.117)

By substituting the reduced variables and R in Eq. (2.109) we obtain, at last:

3
(PR + —2) (3Vk — 1) = 8T (2.118)
VR

This is an equation of universal validity because we do not care which fluids we
are considering: we just need to know the reduced conditions. Equation (2.118) is
the basis of the principle of corresponding states, according to which different
substances behave alike at the same reduced state. Therefore, real gases under the
same conditions of reduced pressure and temperature would have the same reduced
volume.

It is important to point out that hydrogen, helium, and neon (quantum gases)
deviate from the common behaviours. Calculations for these gases must be made by
introducing pseudo critical reduced parameters:

T
and Tr =

P =
R™p.+8 T.+8

(2.119)

However, Standing and Katz (1942) constructed a generalized plot (Z-chart) to
obtain Z values from the reduced variables P, and T,. In Fig. 2.8, it is possible to
appreciate the agreement obtained by the corresponding state law for many different
compounds in an intermediate range of pressure (see Su 1946). As seen in Fig. 2.8,
the value of Z tends towards 1 as the gas pressure approaches 0. However, all gases
tend toward ideal behaviour (<1) at intermediate pressures because the inter-
molecular forces of attraction between the molecules cause the actual volumes to be
less than the ideal values and toward less ideal behavior (>1) at very high pressures
because the intermolecular repulsive forces cause the actual volumes to be greater
than the ideal values. In Fig. 2.9, the generalized fugacity coefficient as a function
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of the reduced pressure for different pressure ranges (see Hougen and Watson 1947,
see also Lee and Kesler 1975).

All the developed concepts also can be applied to mixtures of real gases by
determining pseudo critical variables with the Kay rule (1936):

P
Pcm = Pci Pr=— 2.120
C Zi:y fo R Pew ( )
Tem = Z%‘Ta Tr = T (2.121)
i TCm

where Pcp, and Tc, are, respectively, the pseudo critical pressure and temperature
of the mixture.

Not all the fluids obey the law of the corresponding states, in particular, fluids
constituted by non-spherical molecules or strongly asymmetric molecules having
great polarity. However, in both cases, the introduction of one or two new
parameters allows to expand the validity of the corresponding state law. In par-
ticular, one of these parameters is the acentric factor, ®, introduced by Kenneth
Pitzer (1955). This parameter is related to the non-sphericity of a molecule. For
spherical molecules, ® is almost zero (noble gases). Non-spherical molecules have
values >0, but only the most severely non-spherical molecules have values
approaching unity. The acentric factor is defined as:

e}

P
w=-1- loglop—C (2.122)

where P° is the vapour pressure of a liquid at the reduced temperature T = 0.7. If
o is <0.2, the departures from corresponding states are approximately linear in .
In this case, the compressibility factor, Z, can be written as:

Z(Pr, Tr) = Z,(Pr, Tr) + wZ (PR, TRr) (2.123)

where Z; is the compressibility factor of a substance comprising spherical mole-
cules; and Z; is the correction for non-sphericity. Values of Z, and Z; have been
tabulated or plotted in different publications and books (see, for example, Reid et al.
1987).

In a mixture, the acentric factor can be determined from the values of the pure
components as:

Wy = Zy:‘wi (2.124)

In the case of polar molecules, the corresponding state law can be applied only
after the introduction of at least one additional parameter.
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Table 2.4 Reduced variables at 673.16 K and 300 atm®

Gas T. (K) P. (atm) T, P, fiIP £ (atm)
H, 33.2 18.8 16.33 14.42 1.10 330
N, 126 335 5.34 8.95 1.15 345
NH, 405.5 111.5 1.66 2.69 0.88 264

“Fugacities of pure components and related fugacity coefficients were determined by graphical
approach

Exercise 2.4. Thermodynamic Equilibrium in Ammonia Synthesis at High
Pressure (Reaction Between Real Gases): The Graphical Approach of the
Principle of the Corresponding States

Repeat Exercise 2.3 related to the ammonia synthesis by assuming a temperature of
400 °C and a pressure of 300 atm; then also calculate the composition at 450 °C
and 300 atm. In this case, we begin collecting the critical parameters of the sub-
stances involved in the reaction; calculate the reduced pressure and temperature;
and individuate the fugacity coefficients on the plots of Fig. 2.9. Remember that the
reduced pressure and temperature for hydrogen must be calculated with
Eq. (2.119). All these data are listed in Table 2.4.

Consider now the following stoichiometry:

1/2N, +3/2H, = NH; (2.125)
le‘h fﬁH% YNy 0
Ke = 32, N2 32 o N1/2 s, ip = Ki Ky o (2.120)
)20 (1) (7)Y o) o)
g 264
= I =237l x 1073 (2.127)

If;2)3/2 (fNOZ) 1/2 - (345)1/2(330)3/2
According to Glasstone (1947):

AG® = —9130+7.46TInT — 3.69 x 1073T? +2.35% 107'T> — 12.07RT
(2.128)

AtT = 400 + 273.16 = 673.16, it results in AG° = 5831 cal/mol (2.129)

AGgr3.16 = —RT InK; = 5831 (2.130)

5831 5831
Ki—exp( =20} —exp(———" ) —0.0128 2.131
f “p( RT> “p< L9m*6B46) (2.131)
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Ki = K¢K, = 2.371 x 107K, = 0.0128 (2.132)

YNew 0.0128

Ky = =
)22 2371 % 10

— =539 (2.133)

Remembering the mass balance reported in Exercise 2.3, we have:
Moy = 1y, (4 — 24) (2.134)

where A is the conversion = reacted moles/initial moles of nitrogen. The molar
fraction will be:

moles obtained of NH;  2ng, 4 24

= = = 2.135
YNH, total moles ng,(4-27) (4-22) ( )
residual moles of H,  3(1 — 1)
= = 2.136
i, total moles (4-22) ( )
residual moles of N, (1 —2)
= = 2.130
e total moles (4 -2 ( )
2
= A4 -2
B0 )ﬁ(y 2T (a0 Szyzl_» 7 = 08 (( - ?)2) —
o : ((4721)) ((472;.)
(2.137)
A4 =24
14 = ﬁ developing : 162 —32.4+14=0 /= 0.64 (2.138)
The equilibrium composition will therefore be:
yai, = 0477y, = 0399 yy, = 0.133 (2.139)

The obtained value of ammonia yield is in good agreement with the value of
0.48 found by Larson (1924) and by Gillespie and Beattie (1930) as well as
reported by Vancini (1971), as can be seen in Table 2.5.

Let us consider now what happens for a temperature >450 °C leaving all the
other conditions unchanged. In this case, some data of Table 2.4 must be recal-
culated as shown in Table 2.6.

AGSy; 1 = —RT InK; = 7212 (2.140)
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Table 2.5 Ammonia yields at equilibrium in percent of ammonia

41

Pressure (atm)

T (°C) 10 100 300 600 1000
300 14.73 52.04 70.96 84.21 92.55
400 3.85 25.37 48.18 66.17 79.82
450 2.11 16.40 35.87 54.00 69.69
500 1.21 10.51 25.80 42.32 57.47
550 0.76 6.82 18.23 32.18 41.16
600 0.49 4.53 12.84 24.04 31.43
700 0.23 2.18 7.28 12.60 12.87
Table 2.6 Reduced variables at 723.16 K and 300 atm®
Gas T, (K) P, (atm) T, P, fiIP f; (atm)
H, 332 18.8 17.6 14.42 1.09 327
N, 126 335 5.7 8.90 1.14 342
NH; 405.5 111.5 1.78 2.69 0.91 273
“Fugacities of pure components and related fugacity coefficients were determined by graphical
approach
7212
K; = exp( — == = 0.00661 (2.141)
RT
K; = KK, = 0.00661 (2.142)
N 273
0 — 3];“21”3 7= 7 o = 2497 x 107 (2.143)
()" () (342)70627)
A4 —22 0.00661
Ky=——2m 0385 ( ) =2.647 (2.144)

o) 20w (1—7? 2497 x 1073
Developing : 8.86/% — 17.72/.4+6.86 =0 /. = 0.524

The equilibrium composition will therefore be:

v, = 0.355  yu, =0.484 yn, =0.161

(2.145)

(2.146)

This value of ammonia yield agrees with the experimental value (see Table 2.5).
Again, we can conclude that the production of ammonia is favoured by low temperature
and by high pressure: The problem s just to find a catalyst able to promote the reaction at
alower temperature at a reasonable rate. All the described results can be obtained using a
MATLAB calculation program available as Electronic Supplementary Material.
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Exercise 2.5. Calculation of the Compressibility Factor of a Real Gas with an EOS
Calculate the compressibility factor Z of ammonia using the Redlich-Kwong EOS.

RT a
P= V=0 — V(V+b)\/_T_ (2.147)

In this expression, a and b can be calculated from the critical constants as:

2725
u— 0.42748R°T¢ b 0.0866RT: (2.148)
Pc Pc

The critical constants for ammonia are T, = 405.6 K and P, = 112 atm.

Make the calculation for different reduced temperature, Tg, from 1 to 1.6 with a
step of 0.1, and construct a plot of Z as a function of the reduced pressure, Pg, for
each considered Ty in a range of Pr from O to 8. To facilitate calculation, the
RK-EOS equation can be expressed in the following form:

(V = b)PV(V +b)WT = RTV(V +b)VT — a(V — b) (2.149)
without the denominator.

The result is the plot shown Fig. 2.10 obtained using the MATLAB program
reported as Electronic Supplementary Material.
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Fig. 2.10 Compressibility factor as a function of the reduced pressure calculated using the
RK-EOS for ammonia
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2.3.5 Alternative Equations of State

Equations of state are useful for determining different thermodynamic properties, such
as heat capacities, enthalpies, entropies, etc., and for studying thermodynamic equi-
librium properties. For these reasons, hundreds of equations of state (EOS) have been
proposed to improve and substitute the Van der Waals equation. Redlich and Kwong,
for example, proposed a modification of the Van der Waals equation that resulted
more accurate in determining the fugacities at higher pressures:

__ RT a __ RT a
P=y5— P =95 — vwamms (2.150)

Van der Waals (1873) Redlich and Kwong (1949)

The values of a and b for the Redlich and Kwong equation can be determined as
a function of the critical variables as was previously made for the Van der Waals
equation:

R2TZ RT,
a=042748—"C b =0.08664—C (2.151)
Pc Pc

Many other improvements have been successively introduced, creating a class of
“cubic equations of state,” being equations of the third order with respect to the
volume. In particular, the Redlich and Kwong equation was modified by Soave by
substituting the terms (a/T°%) with the term a = a(T), thus obtaining the popular
Redlich—-Kwong—Soave (RKS) equation (1972):

RT a(T)

P = _
V—b V(V+b)

(2.152)

where:

R’T?
a(T) = 0.42748( 5 C> {1 +m

C

- <T—TC>OS] }2 (2.153)

RT,
m = 0480+ 1.57w — 0.1760 and b = 0.08664P—C (2.154)

C

where o is the already seen acentric factor.
Another interesting modification of the Redlich and Kwong equation is the one
proposed by Peng and Robinson (PR) (1976):

RT a(T)

P T Vv (V=0

(2.155)
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PR redefined a(7T) as:

R’T?
a(T) = 0.45724( 5 C) {1 +k

C

- (T_TC>OS] }2 (2.156)

k = 0.37464 + 1.54220 — 0.269220)” (2.157)

RT,
b= 0.077801)—C (2.158)

C

The RKS and PR equations of state are widely used in industry because they are
easy to use and represent satisfactorily the P, T and phase composition in both
binary and multi-component systems. The only necessary information is the critical
properties and the values of the acentric factor of the pure components. These
equations well reproduce the equilibrium phase pressure, but they normally fail in
calculating the saturated liquid volume. Cubic equations of state well reproduce
VLEs, but they have scarce accuracy in reproducing the volumetric properties of
pure fluids, particularly under super-critical conditions. For this purpose, Peneloux
et al. (1982) improved the volumetric behaviour of cubic equations of state by
introducing a volume-shift parameter. This modification was applied by Soave et al.
(1993) to the original RKS-EOS to obtain a relation able to predict high-pressure
fugacity coefficients with a great accuracy:

p_  RT a(T)
V4ce—b (V+e)(V+c+b)

(2.159)

This modification has the great advantage that the values of the parameters
a(T) and b need not be changed. This allows use of the RKS equation for calcu-
lating a and b parameters, whilst the correction, ¢, is useful just for evaluating the
density of the fluid and to evaluate more correct equilibrium compositions (see
Bertucco et al. 1995).

Another important EOS is the virial equation because it can be derived directly
from statistical thermodynamic. It was introduced by Heike Kamerling Onnes in
1901 as a generalization of the general law of ideal gas. According to Kamerling
Onnes, for a gas containing N molecules we can write:

P
—— =0+ By(T)0* +B3(T)& + - - (2.160)
ksT

where P is the pressure, kg is the Boltzmann constant, 7' is the absolute temperature
and 6 is the density of the gas expressed as N/V = number of molecules for volume
unit. It must be pointed out that if we consider only the first term of the virial
expansion, assuming Na = Avogadro number (number of molecules/mole), we
obtain pV = nNkgT = nRT, that is, the law of ideal gas. Therefore, the terms after
the first describe the deviation of real gases from the ideal one, and each virial
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Fig. 2.11 Second virial coefficients calculated with Eq. (2.164) fitting the behaviour of 14

different compounds

coefficient interprets the deviation as a consequence of a particular type of inter-
action between the molecules and depends only on temperature. Clearly, the
accuracy of the equation increases by increasing the number of coefficients intro-
duced in the expression. From Eq. (2.160), it is possible to obtain the expression

related to one mole of gas:
PV B(T) C(T) D(T) o (2.161)

=1
RT * Vv V2 V3

where B, C, D are, respectively, named “first,” “second,” and “third virial coeffi-
cients.” B describes the interactions between two molecules, C the interactions
between three molecules, and so on. An advantage of the virial equation is that the
coefficients have physical meaning and can be derived theoretically from the
intermolecular potential function. Often the virial equation is truncated at the sec-

ond term, that is:

v B0 (2.162)
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To evaluate B(T), different methods have been proposed based in particular on
the integration of the expression of the intermolecular energy to the distance
between the molecules. Unfortunately, our knowledge of the intermolecular ener-
gies is limited; therefore, the estimation of B is more usually made by employing
the corresponding state relations. According to Van Ness and Abbott (1982), for
non-polar molecules we can write:

BP,

=B + B 2.163
RT, to (2.163)
0.422 0.172
0) _ |-
B© =0.083 - 15 B =0.139 - T (2.164)

where w is an acentric factor (see Eq. 2.122). In Fig. 2.11, the agreement obtained
for the second virial coefficient by Van Ness and Abbott (see Reid et al. 1987) can
be appreciated.

For describing the behaviour of polar molecules according to Tsonoupolos
(1974), another term must be added to Eq. (2.163):

) “* B
B? =75 78 (2.165)

with f# = 0 when the molecules do not form hydrogen bonds. o is described by
equations that are functions of the reduced dipole moment:

103 12P
py = — € (2.166)
s
where i, is the dipole moment (debyes); P, is the critical pressure (bars); and T is
the critical temperature (K).
An example of « relation that is valid for ketones, aldehydes, nitriles, ethers, and
esters is:

a=—2112 x 10"*y, —3.877 x 107" (2.167)

However, a limit of this approach is that « and f§ are expressed with different
relations for different classes of compounds.

McCann and Danner (1984) developed a method based on the group-
contributions method for determining the second virial coefficient. The method
has the same accuracy of the one suggested by Tsonoupolos, but it also can be
applied to compounds for which little information is available.
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2.3.6 Fugacity Evaluation from an EOS

As has been seen, when a gaseous system is kept at pressure >10-20 bars, it cannot
be approximated to an ideal system, and for describing correctly the gaseous phase,
we must evaluate the fugacity of all the components of the system. The fugacity of a

“ *99

pure component can be determined starting from Eq. (2.107):

(ﬁ - 1) ap (2.168)

where f; is the fugacity; and ¢; is the fugacity coefficient for the ith component.
The fugacity of a component “7” in a mixture, by applying the Lewis—Randall
approximation, can be determined as:

P
; Vi 1
lnq)im:lnL:/(—’——)dP (2.169)
' Y
0

where y; is the molar fraction of i; and V; is the partial molar volume of i.
Remembering that for one mole of an ideal gas we can write:
PVi—idea] = RT, that iS,

1V (2.170)
P RT
Equation (2.168) becomes:
P
Ing; = ]Ii;:%/ (Vi = Vi-idea)dP (2.171)
0

This equation allows to evaluate the fugacity of a real gas or a non-ideal vapour
for a given temperature and pressure. To solve this equation, we need an EOS that
allows evaluating V; as a function of P. In the simplest case, we can use the virial
equation:

PV = RT +BP+CP*. .. (2.172)

RT
V=" +B+CP+ - (2.173)
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In this case, Eq. (2.171) can be solved analytically, and we will have:

P
S|
1n(pi:1n§azﬁ/(3+CP+ --+.)dP (2.174)
0
fi BP CP?
Inp, =In2 =— + — + ... 2.175
R A T T (2.175)

Because the virial equation is not accurate at higher pressures, the problem can
be solved by using another EOS coupled with a numerical approach or the principle
of the corresponding states with a graphical approach.

To apply the corresponding state principle, we can write Eq. (2.171) in the
following form:

P P P
1 RT RT zZ-1
lnq)izlnji:—/ zZ— - dP:/ S dP:/(Z—l)dlnP
P RT P P P
0 0

(2.176)
If the critical variables of the component “i” are known, from the plots of
Figs. 2.8, giving Z as a function of the reduced variables, Tz and Pgr, we can
evaluate how Z changes in a given range of Pg, at a certain Tg value. When the
fugacity of the pure components is known, it is possible to evaluate the fugacity of a
mixture by applying Eq. (2.169).

An alternative approach is to apply directly a more accurate EOS. The most
employed equations of state in industry for the calculation of gas-phase non-ideality
are the RKS-EOS and the PR-EOS equations because they are easier to employ,
accurate in their results, and also can be applied to the liquid phase. Considering
again the RKS-EOS equation:

RT a(T)
pP— — 2.177
V—b V(V+b) ( )
Defining the dimensionless factors A and B:
aP
bP
B (2.179)

T RT
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and remembering that:

RT
V=72— 2.180
- (2.180)
Equation (2.140) also can be written as:
72-7"+Z(A-B—-B*)—AB=0 (2.181)
Considering then a pure component “i”, we have:
2
RZTZ- T 0.5
a; =042748( — S ) S 1+m |1 — | — (2.182)
Pc; Tci
2 RTGi
m; = 0.480+1.57w; — 0.176w; and b; = 0.08664 (2.183)
Ci
o = —Logy (PR}) 1, —1 (2.184)
P = ﬁ—;ﬁ = Reduced saturation vapour pressure
Ps; = Vapour pressure of i at the reduced temperature Tg.
Pc; = critical pressure.
The dimensionless terms A and B for the pure component “i”” become:

P/Pg
Ai:O.42748/7C2{1+m

- (%)05] }2 (2.185)

Tci
B; — 0.08664 /LG (2.186)
L T/Tci '
The fugacity coefficient for the pure component will be calculated as:
Ji A, B;
In—=Z-1-In(Z—-B;) —=In( 1+ = 2.187
"y n(Z - B) - pn( 1+ (2.187)

The compressibility factor Z to be used in Eq. (2.187) is obtained by solving
Eq. (2.181) taking the highest root that is related to the vapour phase, whilst the
smallest one is related to the liquid phase when we have a VLE.

For a multi-component mixture, we must adopt appropriate mixing rules to the
parameters a and b such as:

i

a= Zzaijinj a; = (l — ki-),/aiaj (2.1838)
J
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where, k;; is a binary interaction coefficient considering the deviation from the
geometric mean. For b, we can write:

bi+b;
i

The calculation of fugacity is laborious, but by using the RKS-EOS equation, the
only required parameters are the critical constants and the acentric factor for each
component plus k;; for all possible binary components. k;; for non-polar components
can be assumed equal to zero as a first approximation.

Exercise 2.6. Determination of the Fugacity Coefficient of a Pure Component
and a Mixture

Part A: Fugacity coefficient of a pure component

Calculate the fugacity coefficient of pure gaseous ammonia at 7 = 600 K and at
P between 10 and 600 atm using the RKS-EOS. Compare the obtained results with
the correlation proposed by Dyson and Simon (1986). Data for ammonia are listed
in Table 2.7.

Correlation of Dyson and Simon (1986):

¢y, = 0.1439 4-0.002029T — 0.0004488P — 0.1143 x 10°T* +0.2761
x 107°p?
(2.190)

Solution

The RKS-EOS and related parameters for pure components are the following
expressions:

RT oca
P= - 2.191
V—b V(V+b) (2.191)
RTc)?
o — 0.42748 “BTC)” (2.192)
C

Table 2.7 Some thermodynamic data of pure ammonia

Properties Value
Critical temperature (K) 405

Critical pressure (atm) 115.3
Acentric factor 0.253
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RT,
b = 0.8664 K1) (2.193)
Pc
m = 0.480 + 1.574w — 0.170* (2.194)
o= [1+m(1 — 1)) (2.195)
The EOS can be rearranged in the form of compressibility factor as:
22—+ (A-B-B)z-AB=0 (2.196)
with A and B defined as:
P bP
A=—2 p="" (2.197)
(RT) RT

This polynomial of the third degree can be solved numerically obtaining three
roots. The highest root corresponds to the compressibility factor related to gas
phase. Finally, with the value of the compressibility factor, the fugacity coefficient
can be calculated with the expression:

ln(]bz(z—l)—ln(z—b)—%1n<l+§) (2.198)

The results obtained by calculations are shown in Fig. 2.12.
The described results were obtained with a MATLAB program reported as
Electronic Supplementary Material.

1 T T T T T T T T T T T

RKS
Ref. [1]

Fugacity coefficient

0.6

50 100 150 200 250 300 350 400 450 500 550 600
Pressure (atm)

Fig. 2.12 Fugacity coefficients calculated for pure ammonia using, respectively, the RKS-EOS
and the Dyson and Simon (1986) correlation
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Table 2.8 Some thermodynamic properties of the components of a mixture

Properties NH; H, N,
Critical temperature (K) 405 33 126
Critical pressure (atm) 115.3 13.2 34.6
Acentric factor 0.253 -0.21 0.037

Part B: Fugacity coefficient of a mixture of real gases

Calculate the fugacity coefficient of a mixture of ammonia, hydrogen, and nitrogen

at T =600 K and at P between 10 and 600 atm using the RKS-EOS. The molar
composition of the mixture is 0.333, 0.555, and 0.167 for, respectively, ammonia,
hydrogen, and nitrogen. Data of the pure components are listed in Table 2.8.

Solution

The RKS-EOS and related parameters for a mixture will be:

RT oy
pP= - 2.199
V—bn V(V+bn) ( )
OCi(RTCi)Z

a; = 0.42748 0G0 (2.200)

Ci

RTg
b; = 0.8664 KT (2.201)

Ci
m; = 0.480 + 1.574w; — 0.1760)? (2.202)
o = [L+m(1 = 1)) (2.203)

The parameters for a mixture can be evaluated through suitable mixing rules,
such as, for example:

NC NC
am = Z Zy,-yj, /a;a; (2.204)
i=1 j=1
NC
b =Y yib; (2.205)
i=1

The EOS can be rearranged in the form of compressibility factor as:

2 — 22+ (Am — B — B2)zm — AnBm =0 (2.206)
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Fig. 2.13 Fugacity coefficients of the components of a gaseous mixture

with A, and By, defined as:

Ap = By = 2 (2.207)

This polynomial of the third degree in z,, can be solved numerically obtaining
three roots. The highest root corresponds to the mixture compressibility factor
related to the gas phase. Finally, with the value of the compressibility factor, the
fugacity coefficient for each component in the gaseous mixture can be calculated as:

0.5 )
gy = (1)~ In(en — Bu) 57 (2 4 ﬂ) ln(l + B—“‘) (2.208)
A

bi
b B b Zm

The obtained results are reported in Fig. 2.13.

The described results were obtained using a MATLAB program reported as

Electronic Supplementary Material.

Exercise 2.7. Determination of the Equilibrium Composition of Ammonia
Synthesis Calculated Using the RKS-EOS

As previously seen, ammonia synthesis occurs through the following equilibrium
reaction:

1 3
N2+ S HySNH; (2.209)
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The experimental data for the equilibrium constants at different temperatures are
listed in Table 2.9:

For this reaction, the variation of Gibbs free energy can be expressed as a
function of temperature by Eq. (2.210):

AG; = —31.035 % X (1 — In(X)) — 25.341  X*/2

; 4 (2.210)
— 13512 X°/6 4+ 13.148 « X" /12 — 37.904 + 144.635 x X

where X = 7/1000.

Data for pure components are listed in Table 2.10

Experimental data of the equilibrium conversion for this reaction are also
available at different temperatures and pressure. In Table 2.11 two data sets,
respectively, T = 617.15 and 713.15 K, are reported as a function of pressure.

Build two plots: (1) one in which K}, is reported as a function of absolute
temperature and (2) one, in the usual way, in which In K, is reported as a function
of the inverse of temperature (between 300 and 1200 K). In both of these plots also
put in the experimental data from Table 2.9. Then build two other additional plots
(T =617.15 K and T = 713.5 K), in which the equilibrium conversion is reported
as a function of the total pressure between 50 and 900 bar. In these plots, consider
both the cases of ideal- and real-gas behavior described by the RKS-EOS. The first
part of the exercise is easy to solve. The only relation that we need is the expression
between AGy, absolute temperature and equilibrium constant, K¢

Table 2.9 Equilibrium constants for ammonia synthesis from experimental data

T (K) |298 300 400 500 600 700 800 900 1000
InK,, 2.831 [2.783 |0.749 |-0.522 |-1.400 |-2.044 |-2.537 |-2.928 |-3.245
Table 2.10 Some thermodynamic properties of the pure components

Properties NH; H, N>

Critical temperature (K) 405 33 126

Critical pressure (atm) 115.3 13.2 34.6

Acentric factor 0.253 —0.21 0.037

Table 2.11 Experimental conversion data for ammonia synthesis under different conditions of

pressure and temperature

Data set P (atm) 101.32 | 202.65 |303.97 | 4053 |506.62 | 607.95 |709.27 |810.6

T =617.15 K | Equilibrium 56.71 70.28 77.47 82.15 | 85.51 88.06 |90.04 |91.63
conversion

T =713.15 K | Equilibrium 30.39 | 45.51 5526 | 62.32 | 67.77 72.15 75.77 78.81
conversion
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InK; = ——— (2.211)

The other tasks of the first part consist only of simple data calculation and
plotting.

For each of the required temperatures (617.15 and 713.15 K), the procedure is
the same. Considering the initial and the final (equilibrium) state, the relation
between the moles of each component and the reaction extent is the following:

n;d =n? +v;¢ v; = stoichiometric coefficient ¢ = reactionextent  (2.212)
The equilibrium relation to be solved for reaction extent is then:

Ki = KyK¢>PZ Ky = yg}I;I—SIS K4 = 1(ideal gas) Ky = H ¢; (real gas)
N; 'H, J

(2.213)

Fugacity coefficients for describing real-gas behavior can be evaluated by using
the RKS-EOS. The RKS-EOS, and related parameters for the pure components, are
summarized in the following expressions:

RT a;
P= - 2214
V—b V(V+b) ( )
OCi(RTCi)Z
a; = 0.42748 "2 (2.215)
Ci
RTi
b; = 0.8664 K1) (2.216)
Ci
m; = 0.480 + 1.574w; — 0.17w? (2.217)
o = [L4+m(1—T)] (2.218)

The parameters for the mixture can be evaluated through suitable mixing rules,
such as, for example:

NC NC

am =YY y/ai (2:219)

i=1 j=1

NC
b =Y yib; (2.220)
i=1
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The EOS can be rearranged in the form of compressibility factor as:
2~ 22+ (An — Ba — B2)zm — AnBn = 0 (2.221)

with A, and B,, defined as:

This polynomial of the third degree in z,, can be solved numerically obtaining
three roots. The highest root corresponds to the mixture compressibility factor
related to the gas phase. Finally, with the value of the compressibility factor, the
fugacity coefficient of each component in the gaseous mixture can be calculated
using the expression:

Am Q.S ; Bm
In¢; ==(zm — 1) = In(zm — Bn) — 2= (2 Zé»s —~ b—) ln<1 + —) (2.222)

b;

The plots obtained with the calculations are shown in Fig. 2.14.

It is interesting to observe that the RKS-EOS, which is successfully employed
for describing VLEs under sub-critical conditions, is not accurate in this type of
calculation because it does not reproduce well the molar volume. A third parameter,
as suggested by Peneloux (1982) and by Bertucco et al. (1995), is necessary
(Eqg. 2.159) to obtain greater accuracy.

The described results were obtained using a MATLAB program reported
Electronic Supplementary Material.
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Fig. 2.14 Plots obtained with the calculations described in Exercise 2.7
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2.3.7 Evaluation of Critical Parameters
with Semi-Empirical Methods

When the critical parameters for a given substance are not known, it is possible to
estimate them using some empirical methods. The most popular ones are the methods
based on the groups contribution, such as the ones suggested, respectively, by Lydersen
(1955), Ambrose (1978, 1980), Joback (1987), and Constantinou and Gani (1994).

Ambrose Method
In the Ambrose method T¢, Pc, and V¢ are estimated using the following relations:

Te =Ty [1 n (1.242+ ZAT)_I} (2.223)
Pc = M(o.339 +3 Ap) - (2.224)
Ve =40+ > Ay (2.225)

where T¢ is expressed in Kelvin, P¢ in bars, and V¢ in cm’/mol. Tg is the boiling
point at 1 atm; and M is the molecular weight. A values are determined by adding
the tabulated group contributions.

Joback Method
The equations, in this case, are:
-1

Te =Ty {0.584 +0.965 5 Ay — (Z ATﬂ (2.226)
Pc = (0.113 +0.0032m, — 3 Ap) - (2.227)
Ve=175+ ) Ay (2.228)

where Tc is expressed in Kelvin, Pc in bars, and V¢ in cm’/mol. Ty is the boiling
point at 1 atm; and n, is the number of atoms in the molecule. A values are
determined by adding the tabulated group contributions.

Lydersen Method
In this case, the equations are:

Te =Ty [0.567 +3 A (Z AT)Z} h (2.229)

Pc = M<0.34+ 3 AP) - (2.230)
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Ve =40+ ) AV (2.231)

where Tc is expressed in Kelvin, Pc in bars, and V¢ in cm’/mol. Ty is the boiling
point at 1 atm; and n, is the number of atoms in the molecule. A values are
determined by adding the tabulated group contributions reported in Appendix 1.

2.3.8 Chemical Equilibrium in Liquid Phase

For defining the equilibrium of the reactions in liquid phase, the following con-
dition is always valid:

> o =0 (2.232)

and again the formalism developed for expressing the chemical potential of
Egs. (2.66) and (2.88) is conserved by writing:

= i +RT 111]{i (2.233)

R

However, it is convenient to choose as standard state for the liquids that of a
pure substance at an opportune pressure, normally the atmospheric pressure or
the vapour pressure of the pure component, because in this case the standard
chemical potential depends only on the temperature. The fugacity for a liquid can
be written as:

fi = yixif? (2.234)

where y; is the “activity coefficient.” It is easy to show that the following rela-
tionship can be written:

P

V
;= — 2.235
—exp [ prap (2235)

P,
where 7;, is independent of the pressure. Then we can write:
fi

a; = — = x;;, I = activity (2.236)

f{)
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where I'; reflects the importance of the pressure in affecting the activity; however,
as commonly occurs, I'; ~ 1; therefore:

a; = Xi'Yi (2237)

where x;, the molar fraction, can be substituted more conveniently by the molarity
(mol/L) or by the Molality (mol/1000 g of solvent). In any case, the chemical
potential is more usually written as:

W= +RTIng; (2.238)

And by following the same procedure used before, we can write the equilibrium
constant in liquid phase as:

m n nM n m n
_dyay _xyxy Mmn Tu Ty

- — : =K, K, Kp = e AC/RT 2.239
day Xy 940k TiTy e (2239

Considering that normally Kr ~ 1, a rigorous determination of the equilibrium
constant requires evaluation of the activity coefficients of each reactant and product 7.
The activity coefficients express the deviation from the ideality of a component in a
liquid mixture, that is, they suggest degree to which the activity is different from the
concentration. The procedure for calculating the activity coefficients in liquid solu-
tions will be described in more detail later in the text in a dedicated section.

2.3.9 Equilibrium Constants and the Reference Systems

The condition ) ; o; y; = 0, describing the chemical equilibrium, is independent of
the chosen standard states. It is possible, therefore, to write an equilibrium constant
also using non-homogeneous concentration units. This concept can better explained
with an example. Consider the reaction of the synthesis of urea, starting from
ammonia and carbon dioxide, dissolved in aqueous phase:

2NH;(g) + CO,(g) <+ CO(NH,),(sol) + HyO(1) (2.240)

The equilibrium conditions at 25 °C will be:

Standard states u; (cal/mol)
NH; (g) fugacity = 1 —3.976
CO; (g) fugacity = 1 —94.260
H,O() pure liquid at 1 atm —56.690
CO(NH,), molar solution ideal at 1 atm —48.720
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fnp, = M, + RT Infum,

Kco, = Heo, +RT Infeo,

0 = Mo + RT Inpy,0xu,0

Hco(NHy), = NEO(NHz)Z + RT In Py Xurea

AG® = ey (m) + pi51,0(X) — Ko, — 24y, = —3.200

AG°
K. = exp(— RT> =222

Hurea + 1,0 — 2UNH;, — Hco, = 0 Equilibrium condition

VureaureaVH,0XH,0
f COzf NH;

non-homogeneousconcentration units

AG°
K. = = exp < ) Equilibrium constant with

RT

2.3.10 Heterogeneous Equilibrium

As stated previously, for defining a reached chemical equilibrium we can write:

N
Reaction Z ouM; =0 (2.241)
[

N
Equilibrium condition "oy g; =0 (2.242)

i=1

Considering the possibility that the substances from 1 to n are gaseous and from
n + 1 to N are in a condensed phase, Eq. (2.172) can be re-written as:

sz, w + Z ol = (2.243)

n=n+1

RTzn:Inp "+ Zoc,u, + Z oipt; = 0 (2.244)
i=1

i=n+1

Define a partial equilibrium constant exclusively related to the gaseous phase K}’)
fori=1,n

—RTan’Zw, + Z ol (2.245)
i=n—+1
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The components in the condensed phase can be considered as pure components
—in this case u; = u ; (chemical potential of a pure solid or a liquid at 1 atm.)—and
then we have:

N
—RTInK, = "y, = AG; (2.246)
i=1
Therefore,
n
Ky =]]r (2.247)
i=1

In conclusion, in the presence of solids, the equilibrium constant is determined
by considering only the partial pressures of the gaseous components.

2.3.11 Dependence of the Chemical Equilibrium Constant
on Temperature

We have seen that the chemical equilibrium constant is strictly related to AG®, i.e.,
the standard free energy of Gibbs. Starting from the following equation:

AG° = AH° — TAS’ (2.248)
It is possible to derive from this the Gibbs—Helmholtz equation:

d(AG°/T)  AH°
= (2.249)

and remembering that K, = ¢ AG°/RT

most general case:

, we can obtain the Vant’ Hoff equation for the

dIn K, AH°
dT ¢ - _ﬁ (2250)

which gives the dependence of the equilibrium constant on the temperature pro-
vided that AH® and AS° are constant in the considered range of temperature. In fact,
this relation can be used for small intervals of temperature where both AH® and AS°®
can be considered approximately constants.

More rigorously, we can start from the following relationship:

OH, .
= Cp, = Molar thermal capacity (2.251)
aT ) » :

where H; is the molar enthalpy of i pure at temperature 7.
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By considering the standard conditions, it possible to write the following
equation:

dAH® _d Z oc,H" )
T = %cCy, (2.252)

The dependence of the thermal molar capacity on temperature is normally
expressed with empirical polynomial relations of the following type:

Cy = ai+bT+cT + - (2.253)

with parameters a;, b;, ¢; ... being tabulated for each compound. It follows that:

dAH®
dT

=Y ai(ai+bT+cT+ ) (2.254)

By integrating:

(AH®) = (AHO)TOJF[Z%-(I- b"ZTZ C"?---H (2.255)

The dependence of the reaction heat on the pressure is null for ideal gases and
very small for solids and liquids, but it cannot be neglected for real gases. Then,
remembering that:

dinK, AH°
dT ~ RT?

(2.256)

with K, being the thermodynamic equilibrium constant calculated by considering
the partial pressures of the components involved in the reaction, we obtain:

RdInKp (AH®), a b ¢
= +Za1?+§+§r... (2.257)

The integration of this relation gives the dependence of K, on temperature, for
any temperature range, considering the integration constant C.

T T°
bz 06) (2.258)

AHP
Rlnkp:C—( ), + Z ,(a,lnT

T

. . . d(AG°
Then, by integrating the relation (AET/T) A{{

—RTInKp = AG).

or remembering that:
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we obtain:

AGY = oy = —CT+AHy = > o aTIn T+ biT? + o’ (2.259)
T — l:ui - 0 il ai ) 6 .

The standard free energy of formation, as well as the corresponding standard
enthalpy and entropy at 25 °C and 1 atm of pressure for several compounds, have
been tabulated in many textbooks and data banks. The values of these thermody-
namic properties for the chemical elements are conventionally assumed to be equal
to O in their physical state (fundamental state) at 25 °C and 1 atm.

As mentioned previously, the constants a, b, c etc. for calculating the values of
Cp are also tabulated for many compounds, but when the values are not available
there are calculation procedures for an approximate estimation of this parameter,
which we will see in the next section.

2.3.12 Estimation of Thermodynamic Properties Starting
Jrom Molecule Structure

Two very important data can be derived from thermodynamic calculations: (1) the
equilibrium condition, which means to know the equilibrium composition at a given
temperature; and (2) the pressure and the heat required or released by the reaction
from the initial to the equilibrium condition. These calculations can be made pro-
vided that the thermodynamic data of each component of the reaction are known.
For many organic and inorganic compounds, few thermodynamic data (free ener-
gies of formation, formation enthalpies, heat capacities, etc.) are available and
tabulated. In addition, in some cases data are not available at all. Equilibrium- and
enthalpy-change calculations can be made, in these cases, by estimating the
unknown thermodynamic properties with the help of empirical or semi-empirical
methods. In particular, two class of methods are used:

(1) methods based on the bond energy of the molecules; and
(2) methods based on group contributions.

The first method consists of evaluating the formation heat of the compounds as
the sum of the energy of the bonds appearing in the molecular structure. The
method, if applied in the described way, is simple but not precise. Attempts to
obtain greater precision require complicated and tedious calculations. For this
reason, the methods based on the group contributions are usually the most popular.
Different methods based on group contributions have been proposed by, respec-
tively, Anderson et al. (1944), by Franklin (1949), and by Van Krevelen and
Chermin (1951). The best approach is to use of a combination of some of the
available methods to have the possibility of evaluating all the properties necessary
for the calculations.
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2.3.13 Heat of Formation

The standard heats of formation, AH°;, are the most commonly available data
reported in many textbooks. The standard condition is normally referred to 298 K
(25 °C). Different group-contribution methods have been proposed for the calcu-
lation of AH®; 593x. A good compromise between complexity and precision can be
found in the method suggested by Verma and Doraiswamy (1965), the values of
which are reported in Appendix 2. AH®k 93k determined with this method is
expressed in kcal/mol. The standard enthalpy change, at a temperature different
from 25 °C, can be calculated with the following relation:

T
AHY = AHfgqy + / codr (2.260)
298

C; will be calculated as described in the next chapter.

2.3.14 Heat-Capacity Calculation

The thermal capacity of ideal gases is a function of the temperature and different
relations, were proposed to describe this relation. The most commonly used is a
polynomial of the following type:

C)=a+bT+cT* +dT". .. (2.261)

The parameters—a, b, ¢, and d—are tabulated for many substances. Rihani and
Doraiswamy (1965) gave the possibility to calculate these parameters by the
additive group contributions, which is also reported in Appendix 2. The temperature
is expressed in Kelvin, and the value of C°p is calculated in calories/mol K. The
calculation can be made for 7 > 270 K.

2.3.15 Gibbs Free Energy

Gibbs free energy, useful for evaluating equilibrium constants, can be estimated
with the relationship:

AG? = AH? — AS¢T (2.262)
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An estimation method is the one suggested by Van Krevelen and Chermin
(1951)—which considered AH°; and AS°; to be constant inside the two ranges of
temperature—which are, respectively, 300-600 and 600-1500 K; therefore:

AG} =A—BT (2.263)
where A and B are calculated with the group contributions reported in Appendix 2.
T is expressed in K and the result in kcal/mol. Some corrections must be made that
are related to the symmetry of the compounds. The correction Rlng must be added
to the constant B, for example, ¢ = 4 for methane and ¢ = 2 for acetone. A further
correction, —RlInz, which is always to be added to B, must be made in the case of
optical isomers, and # is the number of such isomers. The error in the evaluation of
AG°®; with this method is <=5 kcal/mol.

Exercise 2.8. Mass and Heat Balance for the Reaction SO, + %2 O, — SO3
Consider the equilibrium of the following reaction:

1
S0, + 50,580 (2.264)

The equilibrium constant, K, is a function of the temperature according to the
following equation:

4956

log Ky =—— ~4.678 (TinK) (2.265)

Build a diagram in which the equilibrium conversion is reported as a function of
the temperature between 300 and 1200 °C assuming an initial gas composition of
12 mol of SO,, 10 mol of O,, and 78 mol of N,. Assume a total pressure of 1 atm.

Calculate then the equilibrium conversion and the adiabatic temperature reached
when a mixture with the previously reported initial composition is held at a tem-
perature of 400 °C. Represent the calculation results as a straight line on the same
previously constructed plot. Table 2.12 lists some thermodynamic properties of the
components involved in the reaction.

For the material balance, Table 2.13 can be written, related to initial and equi-
librium state, introducing the extent of reaction ¢.

Table 2.12 Constants for determining specific heat of the involved components

Constant for specific heat A (x10%) B (x10%) C (x10%) D (x10'?)
SO, 3891 3.904 —3.1040 8.606
O, 29.10 1.158 —0.6076 1.311
SO; 48.50 9.188 —8.540 32.40

N, 29.00 0.2199 0.5723 —2.871
Heat of reaction: —100 kJ/mol

Note: specific heat is expressed as Cp = A +BT? + CT? + DT>  cal/(mol K)
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Tal?l? 2.'13 Initial I.nloles and Components Initial moles Equilibrium
equilibrium composition as a SO , 2
function of the reaction extent 2 1 <
0, 10 10-0.5 ¢
SO; 0 ¢
N, 78 78
Total 100 100-0.5 &

Mole fractions and partial pressure can be calculated according to the following
relations:

Yi = nlgq/nle‘(}t P; = yiP (2-265)
For the solution of part 1 of the exercise, it is sufficient to write a Matlab code in

which a loop of temperature from 300 to 1200 °C is implemented. At each tem-
perature, a nonlinear equation, with & as unknown, must be solved:

P
£ = POTSS;);O ~Kp=0 (2.266)

Conversion of SO, can be calculated as:

XS0, = f (2267)
SO,

For the solution of the second part of the exercise, material and energy balances
must be solved simultaneously. These balances are represented by two equations in
two unknowns as follows:

Pso,

fi(&Teg) = PPso, Kp(Teg) =0 (2.268)
N N
F(ETeq) = EAHg + > " niBH" = " nfH? =0 (2.269)

i=1 i=1

where H are the enthalpies of various components evaluated, respectively, at 400 °C
and at Tq as follows:
400 Teq
0 __ i eq __ i
H! = / Cp(T)dT H = / CP(T)dT (2.270)

25 25
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S02 +1/202 <--> SO3
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Fig. 2.15 Equilibrium conversion of SO, as a function of temperature. The straight line
corresponds to the increase of temperature occurring starting from 400 °C and a fixed initial
composition under adiabatic conditions

The results of the calculations are;

E=77564 Xeq=0.6464 T =621.9257°C (2.271)

and the following plot (Fig. 2.15) is obtained.
The described results were obtained using a MATLAB program reported as
Electronic Supplementary Material.

2.3.16 Simultaneous Chemical Equilibria

If different reversible reactions occur simultaneously, determination of the equi-
librium composition requires, first of all, to individuate what reactions can be
considered thermodynamically independent. Then a system of algebraic equations
with a number of unknowns equal to the number of the components involved in the
equilibrium reactions must be solved.

To individuate, in a complex reaction system, the independent reactions, we can
follow this procedure:

(1) Write the reaction of formation of each involved chemical species starting from
the elements in their atomic state.
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(2) Combine the reactions in such a way as to eliminate all the atomic species.
(3) Rewrite the obtained equations that are thermodynamically independent.

Example Methane dehydrogenation.
In the equilibrium mixture, we have H,, CH4, C,H¢, and C3Hg
According to the previously illustrated procedure it is possible to write:

2H — H,

C+4H — CH,4
2C+ 6H — CyHg
3C+8H — C3Hg

As in our system, there are no elements in the atomic state, so we eliminate first
the atomic hydrogen (for example, 4H means 2H,) writing:

(2.272)

C+2H, — CHy4
2C +3H, — CoHg (2.273)
3C + 4H2 — C3H8

Then we eliminate the atomic carbon by multiplying all the components of the
first reaction by 2 and subtracting it from the second. The same operation is per-
formed by multiplying all the components of the first reaction by 3 and subtracting
it from the third. Finally, we obtain:

2CH4 — C,Hg +H, (2.274)
3CH4 — C3H8 + 2H2 (2275)

These reactions are thermodynamically independent, thus giving the stoi-
chiometry of the system. It is opportune to point out that these reactions allow to
calculate the equilibrium composition, which is a thermodynamic constraint, but
they give no information about the mechanisms and the rates with which methane is
dehydrogenated because this is the domain of kinetics.

2.3.17 An Example Calculation of Equilibrium Composition
in a Complex System Characterized by the Presence
of Multiple Reactions

After determination of the thermodynamically independent reactions, it is possible
to calculate the equilibrium composition by solving the corresponding mass balance
equation system. This calculation seems simple to sketch out; however, in the
presence of two or more simultaneous equilibria, the systems obtainable are highly
non-linear and therefore soluble only by adopting a numerical procedure. Let us
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consider, for example, the production of synthesis gas (a mixture of CO + H,) from
methane. Assuming that under the reaction conditions the formation of elemental
carbon is negligible, the thermodynamically independent reactions are:

CH, + H,0 2 CO + 3H, (2.276)
C02+H202C02 + H2 (2277)

The determination of the equilibrium composition requires to know the number
of moles of respectively ncy,, 71,0, Rico, 1, , co,, that is, 5 components.
If we start from 1 mol of CH4 and 4 mol of H,O, the following balance can be
written:
ncy, = 1 —x  x = moles of CHy reacted in the first reaction
ni,0 =4 —x —y y = moles of CO reacted in the reaction 2
nco =X—Yy
nyy = 3x+y

nco, =Y

The two equilibrium expressions are:

3 3 2
neon P
Ko, — _PCOPi,__ _Mcomi, ( TOT) (2.278)
Pcu,Pu,o  newnm,o \ D R
Kpy = Pco,PH, _ nco,NH, (2.279)

pcoPu,0  nconmo
total moles = Zn,- =1l—-x+4—x—y+x—y+3x+y+y=5+2x (2.203)

By substituting:

_ (x=)0Bx+y)’ ([ Pror )’
Kpi = (I-x)4—x—1y) (5 +2x> (2.280)
Koy = — 23T (2.281)

(x—=y)4—-x—-y)

As can be seen, we have only two equations with two unknowns x and y, but the
first equation is of the fourth order in y and can be easily solved only by a numerical
procedure.

Exercise 2.9. Calculation of the Composition for Multiple Equilibria
Methane-steam reformation and water—gas shift equilibrium are represented by the
following reactions:
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(1) CH, +H,0=CO +3H, (2.282)

(2) CO+H,O2H;+CO, (2.283)

The equilibrium constants for the two reactions can be calculated by the fol-
lowing two relations as a function of temperature:

27,106

In Ky = 30.420 — (2.284)

(2.285)

31,266
In Kpp = 34.218 — =

Part 1: Calculate the conversion of reactions 1 and 2 starting from 1 mol of
methane and 4 mol of water. Assume a temperature of 900 K.

Part 2: Repeat the calculation as in part 1 but varying the temperature between 600
and 1200 K and producing a plot of the conversion of the two reactions as a
function of the temperature in the assigned range.

(see: http://www.treccani.it/portale/opencms/handle404 ?exporturi=/export/sites/
default/Portale/sito/altre_aree/Tecnologia_e_Scienze_applicate/enciclopedia/italiano_
vol_2/469-500ITA3.pdf&%5D).

For the solution of the first part, we must evaluate the partial pressures of each
component under equilibrium conditions:

€q _ o0 eq  __ o eq __ o eq __ o
oo =Nog — X Nygyo = Nyyo —X Ay, =Ny, +X Ao, = Neg, TX
eq _ _eq eq eq eq
nr = Neg + Ny, + 1y, +7cg, (2.286)
_ e /.eq ’
yi=n; [ny

P; = Pyyy;
The equilibrium relation, that is, the function of the only unknown x, becomes:

Py, P
HTCOo, K, =0 (2.287)
PcoPu,0

This function can be solved numerically obtaining the value of x.
Solutions

First reaction = 0.4533

Second reaction = 0.2488

The solution of the second part allows to obtain the plot shown in Fig. 2.16.

The described results were obtained using a MATLAB program reported as
Electronic Supplementary Material.


http://www.treccani.it/portale/opencms/handle404%3fexporturi%3d/export/sites/default/Portale/sito/altre_aree/Tecnologia_e_Scienze_applicate/enciclopedia/italiano_vol_2/469-500ITA3.pdf%26%255D
http://www.treccani.it/portale/opencms/handle404%3fexporturi%3d/export/sites/default/Portale/sito/altre_aree/Tecnologia_e_Scienze_applicate/enciclopedia/italiano_vol_2/469-500ITA3.pdf%26%255D
http://www.treccani.it/portale/opencms/handle404%3fexporturi%3d/export/sites/default/Portale/sito/altre_aree/Tecnologia_e_Scienze_applicate/enciclopedia/italiano_vol_2/469-500ITA3.pdf%26%255D

2.3 Thermodynamic Equilibrium in Chemical-Reacting Systems 71

08r

0.7

05

Conversion

03r

011

0 L
600 700 800 900 1000 1100 1200
Temperature (K)

Fig. 2.16 Evolution of the equilibrium conversion with the temperature for, respectively, CHy
and CO

2.3.18 Influence of Operative Conditions on the Yields
of a Process: A Qualitative Approach

The yields of a process can be affected by the following factors:

(a) temperature,

(b) pressure,

(c) presence of an inert gas, and
(d) the law of mass action.

Effect of temperature on the yields of a process.

The equilibrium constant depends only on temperature through the enthalpy of the
reaction. If we increase the temperature, the formation of the product is favoured if
the reaction is endothermic; the opposite occurs if the reaction is exothermic. The
obtainable composition for any temperature can rigorously be obtained by applying
the previously described equations.

Effect of pressure on the yields of a process

Pressure influences yields only in the case of reactions occurring between reactants
in gaseous phase when a change in the overall number of moles occurs and the
system is far from the behaviour of ideal gas. In this case, the equilibrium constant
can be written as:
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Pror\ ™
Ke :Kny ﬁ (2288)

where Ky =[] ¥ is the ratio of the fugacity coefficients elevated at their

1
stoichiometric coefficients; and Ky =[]y} is the ratio of the molar fractions
i

elevated at their stoichiometric coefficients. Pressure can exert influence on both the
value of K; and the term P4, in the case of An # 0. Clearly, for the remaining
constant K, the composition must change because K, changes when K; and/or P,
change. The reactions occurring with a volume contraction will be favoured by
pressure; the opposite occurs with an increase of the overall number of moles.
Effect of an inert gas

An inert gas changes the number of total moles, and—as in the previous case—the
equilibrium composition can be affected only for reactions occurring between
reactants in gaseous phase when a change in the overall number of moles occurs
and the system is far from the behaviour of ideal gas. By considering Eq. (2.288), it
can be seen that the effect of the inert gases is that of modifying the value of > n;
and the composition changes only when An # 0.

Effect of components on the equilibrium composition: The law of mass action
An excess of one of the reactants shifts the equilibrium towards the formation of
products (law of mass action) . A similar effect can be obtained by subtracting a
product from the equilibrium.

2.3.19 Thermodynamics of Some Hydrocarbons
Transformations

We have already seen the importance of thermodynamics for evaluating the best
operative conditions for many different reactions of industrial interest, such as
ammonia and methanol synthesis or the production of synthesis gas. However,
thermodynamics is fundamental for some chemical processes. This occurs when the
kinetics and eventual mass transfer for the occurring reaction are very fast. In this
case, the reaction goes rapidly towards thermodynamic equilibrium, and the
knowledge of the thermodynamic data is just what occurs for modelling the reactor.
For example, many hydrocarbon transformations occur at very high temperatures,
and the reactions are ruled by the thermodynamic properties of the involved
molecules. In these cases, for having a general idea of the subject, it is useful to
view a diagram introduced by Francis (1928) giving the standard free energy of
formation referred to any g-atom of carbon for different temperatures (see Rossini
et al. 1953; Guéret et al. 1997), as reported in Fig. 2.17. By observing this figure it
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Fig. 2.17 Variation with temperature of the formation of standard free energy for different
hydrocarbons expressed as kcal/g-atom of carbon (Francis diagram). Re-elaborated with permis-
sion from Guéret et al. (1997) Copyright Elsevier (1997)

is possible to note, first of all, that almost all the hydrocarbons are less stable than
the elements, carbon and hydrogen, whose standard free energy of formation is
conventionally assumed to be equal to zero. This means that any hydrocarbon
transformation has the problem of forming carbon black, which can be prevented by
limiting as much as possible the rate of this thermodynamically favoured reaction.

Another observation is that alkenes have slopes more minor than the corre-
sponding alkanes: This means that alkenes are more stable than alkanes at higher
temperature. This suggests a way to produce ethylene, propylene, butylenes, and
butadiene by the cracking of alkanes.

Looking at the plots shown in Fig. 2.17, if we want to produce, for example,
propylene from propane, we must operate at temperature much >1100 K, which is
the point at which the two curves intersect. We must operate at temperature much
>1100 K to achieve a high reaction rate that rapidly reaches equilibrium. Then the
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products are rapidly quenched to limit the formation of carbon black. The procedure
also is the same for producing ethylene from alkanes of higher molecular weight or
for the production of acetylene. Acetylene, in particular, is more stable than other
hydrocarbons at very high temperatures. If we want to produce acetylene from
methane, we must operate at a temperature >1450 K, whilst starting from butane
the temperature of stability inversion is 1120 K. However, the higher the temper-
ature, the higher the equilibrium constant and the rate of acetylene formation. In
fact, the temperatures employed in industry are >1500 °C, and the reaction occurs
in a few milliseconds.

2.3.20 Procedures for Calculating the Components
Activities of a Liquid-Phase Mixture and Related
Coefficients

The activity coefficients give information about the deviation from ideality of the
concentration of a component in a liquid mixture as a consequence of the inter-
action between the molecules. To find a correlation between the activity coefficient
and the molecular interactions, Hildebrand and independently Scatchard (1949),
studied the behaviour of the “regular solutions” (see Hildebrand et al. 1970).
Regular solutions are constituted by liquid mixtures of non-ionic, non-polar com-
pounds and have comparable dimensions. For these solutions, Hildebrand sug-
gested the following relation:

RTIny, = Vi(8; — 3)° (2.289)

where V; is the molar volume of #; and 9; is the solubility parameter (characteristic
of each component). It can be determined as:

5[ _ /lev,'

(2.290)

=

where /.; is the cohesion energy of i ~ heat of vaporization. Then, we also can
write:

< iVi . .
0= Z ¢;0; ¢; = 5 7 volumetric fraction (2.291)

1

i

Another useful example of activity-coefficient calculation is the one developed
by Debye and Huckel (1923) for ion solution. The activity, in this case, is usually
expressed in “molality” (moles of solute/in 1000 g of solvent). Molality has the
advantage of being independent of temperature. Hence:
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a; = y;m; (2.292)
Debye—Huckel derived the following expression:

72

=1t 2.2
26kT (1 + ka) (2:293)

Iny,

where a is the diameter of the ion; Z is the dielectric constant of the solvent; e is the
charge of the electron; and & is the Boltzmann constant; Then:

[8me? 1
p= 87:; with I = ionic strength = EXJ: anjz (2.294)

where n = ionic density = number of ions/volume.
More frequently, 7; is calculated starting from the “free energy of excess” g”.
The significance of g can be argued from the following expression:

Gum = Gia+nrg" (2.295)

that is, the free energy of the mixture, Gy, is the sum of the free energy of the ideal
solution plus a value of excess. The relation between the activity coefficient and the

excess free energy is:
1 (Onrgt
Iy, =—— ( T8 ) (2.296)
T,P,n;

RT 8n,-

The excess free energy, gE, can be considered the result of two different con-

tributions, one enthalpic and the other entropic:
gE = hE — TsE

l |—> Difference in the shape and (2.297)

dimension of the molecules

| Molecular interactions |

The methods of calculation for determining g“ were developed starting from two
different limit approaches: One was originated by Hildebrand and which considers
s = 0 (solution of components having molecules of similar size with non-specific
interactions), and the other was suggested by Flory (1942) and by Huggins (1941)
and assumes #” = 0 (athermic solutions).
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In the first case, the excess free energy can be expressed as:

g5 = (Vi +x2V2) ¢y (61 — 62)° (2.298)
with:
x; 'V, x; V;
5i — ¢i = Lt = 71 ! (2299)
Voo inV
where
0; is the solubility parameter of i,
AH,; Vaporization enthalpy,
o; volume fraction of i,
X; molar fraction of i, and
V; molar volume
It derives that:
Y b3 2 iz R 2
Iny, = RT (01 —02)" Inyy = RT (01 = d2) (2.300)

The expression can be extended to a multi-component solution as follows:
900 = (61— 8,)° O = b 2.301
nVi,m—ﬁ(l_ m) m—g(pjj (2. )

Margules (1895) and Van Laar (1910) introduced some semi-empirical param-
eters with respect to the Scatchard—Hildebrand theory to obtain g“, 7, and 7,
through the expressions listed in Table 2.14.

Table 2.14 Some different expressions derived from the Scatchard-Hildebrand model for
determining activity coefficients in a binary mixture®

Author Equations
Hildebrand RTIny, = ‘7} 3 (6 — 8,)°
5 = AHVJ
RT Iny, = \7;(13% (01— 0)°
Van Laar P = 2o A
In "= Alq)z - (x1A; /Azz+)fz)2
e A — A
In Vo = Azq)l = ™ +x2A2/A1)2
Margules Iny; = x5[A1 +2x1 (A2 — Ay)]

Iny, = x3[A2 +2x2(A; — A)]

. =1, - . .
Ay, A, are empirical parameters. V; is the molar volume at normal boiling point; and Ay is an
5 V;

St
J

averaged value of the interaction energy of the molecules i and j. ®; =
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In the approach followed by Flory—Huggings, we have:

gF~-T15F §F=_R (xl 1nﬁ +x 1n@) (2.302)
X1 X2
Therefore:
g* =RT <x1 lnﬁ +x2 1n¢2> (2.303)
X1 X2

For multi-component systems:

_ n?
g = (Z x;In xf)RT (2.304)

Wilson (1964) further developed the Flory—Huggins theory by introducing the
concept of “Local composition.” If we consider a binary mixture, for example, a
type-1 molecules could be surrounded mainly by type-2 molecules, the contrary
could occur for the type-1 molecule. This determines a modification at a local level
of the composition of the mixture (see Fig. 2.18).

Wilson interpreted any possible behaviour of this type by introducing a proba-
bility factor as can be seen in the following relation:

P2 xpe h2/RT
pii xy e/l probability of interaction 1 — 1

OO,
ONEO.

__ probability of interaction 1 —2

(2.305)

® (D
O ®
) O o
@@ (D

Fig. 2.18 Example of altered composition at a local level for a binary mixture
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where A, and /5 are, respectively, the averaged potential energies of interaction of
type 1-1 and type 1-2. The approach developed by Wilson, assuming implicitly the
existence of the molecular interactions, clearly deviates from the Flory—Huggings
model and can be considered an intermediate model between the Flory—Huggings
and Scatchard-Hildebrand models.

The volume fractions are calculated as local values:

V V.
| = piVi ) = P2 V2 (2.306)
puVi+pirVz2 P V2+pa Vi
and—according to Wilson—the excess free energy can be written as:
oF
RT = —X ln(xl + /\12)62) — X2 IH<A12X1 —‘r)Cg) (2307)
with:
Vo o, Vi o
Ay = -2 g (l2=dn) /RT A "1 —(l2—in) /RT 2.308
12 Vi e 21 v e ( )

For a multi-component system, we can write:

gE
S5 X; In X Ai' (2309)
o Son(3 )

with

A= Vi o~ (%—2) /| RT (2.310)
Vi

Normally, 4; = 4;, but

Ay # Aji (2.311)

The Wilson model improves the description of the vapour—liquid equilibria of
binary and multi-component mixtures with respect to the previously mentioned
methods, but it is not able to foresee the occurrence of liquid-liquid separation.

Another theory, developed by Renon and Prausnitz (1968), called “non-random
two-liquid theory” (NRTL), gives place to performances comparable with the
Wilson model for what concerns the description of the VLE, but it is also able to
predict the possibility of liquid-liquid separation for a given composition (misci-
bility gap). The NRTL method starts from the two-liquid theory developed by Scott
(1956), according to which the property of a binary mixture can be described
through the properties of two hypothetical fluids of particular characteristics. Some
properties defined as “residual” must be defined first. These properties depend
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exclusively on the relative position of the molecules. A residual property, Y, for the
two liquids theory is determinable by:

Y =x Y 4+ x,7? (2.311)
If the molecules are positioned in the space in a preferred way, as seen, for

example, in Fig. 2.18, the Gibbs free energy for type-1 (¢") and type-2 cells (g?)
can be evaluated as:

W = x11811 +321821 (2.312)
g% = x1810 + X080 (2.313)

where g1, g22, and g, represent the interaction of, respectively, the type 1-1. 2-2
and 1-2, whilst x;; is a local molar fraction. Obviously, it holds:

X2 +x2 =1 (2.314)
Moreover, for pure components, xj, = xp; = 0; therefore:

o =g and gl = g (2.315)

Then it is possible to write:
gF =x (g“> - géhio) +x, (8(2) - gfﬁ.)re) (2.316)
By substituting opportunely:

" = xixia(g21 — gn) +x2x12(g12 — 22) (2.317)

It is possible then to express the local molar fractions in a way similar to the one
suggested by Wilson, that is,

X1  Xpe Yz /RT

X1 xje s /KT (2.318)
—021 812 / RT

= e (2319)

X2 B Xp e~ 921822 /RT
where o, and oy represent the tendency of the mixture components to assume
privileged configurations, not random ones; then it is generally assumed that
o1p = opq. If a5 and oy, are equal to zero, the mixing is random, and the local
composition is equal to the overall composition. The expression for determining the
excess free energy is, in this case:
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Table 2..15 Sqme different Wilson
expressions derived from the

Flory-Huggins model for Iny, = —In(x; + Aizx2) +x2 Ll +A/l\2|zx: — #]
determining the activity N N
coefficients in binary mixtures Iny, = —In(xz + Agixr) + X [x. +/l\22|x2 - A3|X121+Xz:|
! N 4
Aij — %e—(/‘;,»—Ai,) /RT
N.R.T.L.

E
i 121Gy 112G
RT — X1X2 (xl +x2Gyy + X +X|G|2>

) -
Inv, =2\t Goy 112G
A 2 [ *21\ % F 26 + (2 +xGpp)*

r 2 1
e 42 G 121Gy
In V2 X1 |T12 («‘Cz +X|Glz) + (x1 +x2G1 )*

¢ =R ( 20y Te0o ) (2.320)

where:
T2 = (812 —822) /RT 121 = (821 —811) /RT (2.321)
Gy = e ™2™ Gy = e "1™ (2.322)

It can be assumed that: g1, = g>; and oy, = 0d;.

The o parameter gives more flexibility to the NRTL method with respect to the
Wilson model. For this reason, the NRTL method is also able to describe the
occurrence and the extension of an eventual miscibility gap.

The equations, respectively, related to the Wilson and NRTL methods are listed
in Table 2.15.

Another method for determining the activity coefficients, y;, always based on the
determination of the local composition and on the Scott theory of two liquids, was
developed by Abrams and Prausnitz (1975) and is called the “universal quasi
chemical theory” (UNIQUAC). This theory considers In y; to be the result of two
contributions, one combinatorial dependent on the shape and size of the molecules
and another residual depending on the energies of interaction. Therefore, it is
possible to write:

Iny; = Iny’ + Inyk (2.323)

The combinatorial term corresponds to:

o 19,‘ Z @,’ 19,‘
In ¢ :lnx—i—&—iqilnﬁi—kli—xfizjlej (2.324)
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where:
b=2(rn—q) = (= 1) (2.325)
qiXi . .
|, = = volumetric fraction (2.326)
227 4%
ri Xi .
9 = surface fraction (2.327)

I

z = the coordination number usually kept = 10.

The parameters related to the pure components r; and g; depend on the volume
and molecular surface of Van der Waals. The residual contribution to y; can be
calculated as:

T
lnyfzq,[ —n> 0mi—> kéklfk]:| (2.328)

with
1; = exp(uy — uii) / RT (2.329)
Wi =uy T # T (2.330)
u;;—u; = energy of interaction. (2.331)

In this model, 7; is an adjustable parameter that can be determined from the
experimental data collected for binary mixture. The UNIQUAC method well
reproduces the binary systems and also the miscibility gap. Moreover, starting from
this method, another method—called “universal functional group activity coeffi-
cient model (UNIFAC) and based on group contribution—was developed by
Fredenslund, Russell, and Prausnitz (1975); it was later extended by Fredenslund,
Gmehling, and Rasmussen (1977). UNIFAC is a predictive method based on group
contributions. The values of the group contributions were determined by mathe-
matical regression analysis performed on thousands of experimental published data
available in different data banks. Another predictive method, called ‘“analytical
solution of groups,” (ASOG) was developed by Kojima and Tochigi (1979).

2.4 Calculations Related to Physical Equilibria
2.4.1 Physical Equilibria

In the previous sections, we examined the methods for calculating the fugacity and
activity coefficients. These methods are useful, as seen before, for correct evaluation
of the chemical equilibrium composition, but they are also useful—as it will be seen
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in the next sections—for the determination of physical equilibria, such as the
vapour-liquid equilibria of single components or of mixtures containing two or
more components. These equilibria are fundamental for describing separation units
of the industrial plants, but they are also important for evaluating the partition of a
component between liquid and vapour phase in a chemical reactor.

2.4.2 VLE of a Single Pure Component

Let us first consider the thermodynamic equilibrium for systems comprising just
one component. In this case, the equilibrium is not affected by the chemical
composition; therefore, the chemical potential can be neglected. Examples of this
type of equilibrium are those considering phase changes, such as evaporation,
condensation, melting, crystallization, sublimation, and allotropic change.
However, we will consider here, as an example, only the vapour—liquid equilibrium.

If we consider that a pure component is partitioned between two different phases,
o and f, as at equilibrium dG = 0, we can write:

AG =Gy —G,=0and Gy = G, (2.332)

By differentiating dGg = dG,, and remembering that dG = VdP — SdT; we can
write:

V,dP — 8,dT = VydP — SpdT (2.333)

AP S5—S, AS
e o 2334
AT T V-V, AV (2.334)

However, because AS = ATH, and with AH as the heat absorbed or released for

the change of state (heat of melting, of evaporation, of sublimation, etc.), we finally
obtain the Clapeyron equation:

dP  AH

— = 2.335
dT  TAV ( )
In the case of vapour—liquid equilibrium we can write, in particular:
dp? AH.,
Pi _ ¢ (2.336)

T T(Vv - Vi)’

where p°; is the vapour pressure. The liquid volume of a mole is negligible with
respect to the corresponding volume of vapour, and we remember that for a perfect
gas:
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~ RT
V=— 2.337
V== (2337)

By introducing these relations in Eq. (2.336), the Clausius—Clapeyron equation

is obtained:
dlnp? Kﬁev
dT ~ RT?

(2.338)

By assuming, as a first approximation, that the evaporation-enthalpy change is
independent of temperature, by integrating we obtain:

AH,,

— 2.339
2.303RT ( )

logopf =A

This relation is similar to the empirical relation known as the Antoine equation,

which is largely applied in industry to evaluate the vapour pressure of many liquids
at different temperatures:

B

1 C=A - —
Oglopl t(oc) + C

(2.340)

where the values of A, B, and C are tabulated for many substances.
A relation more rigorous than Eq. (2.339) can be obtained by assuming a
polynomial dependence of the evaporation-enthalpy change on temperature:

AH, = a+bT +cT? (2.341)

Substituting in Eq. (2.338) and integrating it results in:

Inp! =a —g +yInT+ 6T (2.342)

Exercise 2.10. Vapour-Pressure Estimation of Coefficients for Antoine’s
Equation

Experimental data for methanol vapour pressure were collected as a function of
temperature and are listed in Table 2.16.

Table 2.16 Methanol vapour pressures at different temperatures

T (K) 273 283 293 303 313 323 333 343
P (bar) 0.024 0.051 0.102 0.194 0.351 0.607 1.004 1.596
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Estimate the parameters for Antoine’s equation by correlating the experimental
data of Table 2.16.

Solution

Antoine’s equation is frequently used for describing the vapour pressure of a pure
compound as a function of temperature.

B

log P=A— ——
%10 T+C

(2.343)
where A, B, and C are adjustable parameters that must be determined by nonlinear
fitting on experimental vapour-pressure data as a function of temperature. The
problem is solved by using a nonlinear least square fitting routine obtaining the
following results:

A =730;B=2.5113 x 10°; and C = 10.9174.

The described results were obtained using a MATLAB program reported as
Electronic Supplementary Material.

2.4.3 Vapour-Liquid Equilibrium
(VLE) for a Multi-component System at Moderate
Equilibrium Pressure

The equilibrium between the phases in a multi-component system is established
when the temperature, the pressure, and the chemical potential of each component
is equal in all phases, that is:

=1 =1"=..... (2.344)
P=pPl=p = .. (2.345)
W= == .. (2.346)

where a, f§, and y are the phases in equilibrium.
As already seen, the last equation also can be expressed in terms of fugacities:

fr=f=f = et (2.347)

1 l
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The fugacity can be written as:
= (2.343)

where f;, is the fugacity of i in a reference state, that could be, for example,
assumed as the fugacity of the pure component at the same temperature of the
mixture; x; is the molar fraction of i in the mixture and y; is the activity coefficient of
i in the mixture; and 97 =1 corresponds to an ideal behaviour. If we want to
describe the vapour-liquid equilibrium, we must first write:

[P =1 andhence : fhyi! = flexii (2.349)

The fugacity of the vapour can be expressed more conveniently as:
[ =¢;Pyi (2.350)
where ¢; = fugacity coefficient

¢ =fix7i /P (2.351)

If ¢; = 1 and y/ = 1,1, exactly corresponds to the pressure, P, and the system
is ideal. This occurs for real gases at low pressure. As a matter of fact, we can write:

limp, =1 for P—0 (2.352)

The dependence of ¢; on the pressure is described by the following relation:

P

1 o RT

b=ewr [ (0-7) (2353)
0

The molar volume, ViG, can be determined with an EOS. However for moderate
pressures it is convenient to use the virial equation for its simplicity.

The determination of the fugacity of the liquid first requires the definition of the
reference state of each component i, f! = x;7} fi}R. Considering the temperature, the
most convenient reference state is that of the pure component at the same tem-
perature of the mixture. Considering the pressure, the most opportune reference
state is suggested by the Gibbs—Duhem equation:

> xding} =0 (2.354)

which is valid at P and T constant. This equation can be integrated if a relation
y: = Vi (x;) is known. As by varying the composition the pressure changes, too, the
calculated values of y must be re-conduced to a given value of pressure that could
be the pressure of reference. This can be performed with the relationship:
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PR,
(P — P Vi gp 2.355
Vi =i exp / RT (2.355)
P

where Vl-1 is the partial molar volume of i in the liquid phase. By introducing this
expression in that of the liquid fugacity, we obtain:

P
PR V,’
£ =™ f exp / hdP (2.356)
PR

fi}R is the fugacity of the pure liquid i at 7 and P® (reference pressure) equal to:

PR
vl
1 S 1S i
1 pSs ~idp 2.357
fir i 9i exp /RT ( )
PS

where P{ is the vapour pressure of the pure component. This derives as a conse-
quence of the symmetric assumption conventionally imposed 7% — 1 for x; — 1.
In general, is assumed that PX = 0 because it is at low pressure, y;, independent of
this variable. It is then possible to write:

PR=P and V, =V}, (therefore, )
P

' =ylxiPiof L 2.358

ﬁ*/ixiiﬁoiexp/ﬁ (2.358)
PJ

where gol.s can be determined in the already described manner. The expression under
the exponential function is defined as the Poynting correction and at low pressure is
near unity. In conclusion, vapour—liquid equilibrium can be expressed in a complete
way with the following relation:

,
v}
YipiP = xi7:P ¢} exp / =P (2.359)
PS

Where, instead of y}, it has been written y,. Therefore, we can also write:

P V!
PS¢ exp [z dP
K=2= fi KT (2.360)
Xi ¢ P
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At low pressure, the fugacity coefficients are approximately equal and can be
eliminated; the Poynting correction can then be assumed to be equal to 1, and
consequently it results in:

; . PS
ViP = xiyP) K== V’P’ (2.361)

i

At low pressure, the non-ideality is normally restricted to the liquid phase and
needs only the calculation of the activity coefficients y;. When 7; = 1, the behaviour
is ideal and is characterized by the combination of the Dalton law (P = ZZIV P;) and
the Raoult law (P; = x;P). If we want to be more rigorous, the problem of vapour—
liquid equilibrium, at moderate pressure and with the addition of the determination
of v; for the liquid phase, also requires the determination of both the coefficient of
fugacity, ¢,, for vapour phase and (bis for the liquid one. This can be performed by
using the virial EOS. For this purpose, we can write:

P
-
lnqﬁi:/zp dp (2.362)
0
PV, BP
= li 4B 2.363
“=®r =TT (2:363)

The values of B for a multi-component mixture can be calculated using the
following mixing rule:

Bu=>_ > viyBj (2.364)
i=1 j=1

and the binary coefficients B;; can be calculated by using the correlation given by
Hayden and O’Connell (1975). Finally, we have:

u P
In¢; = (22”3,;,- - BM> o7 (2.365)
j=1

The virial equation truncated at the second term can be employed for pres-
sure < 10-20 bars.

Exercise 2.11. Example of Vapour-Liquid Equilibrium Calculation for a
Binary Mixture at Low Pressure

Considering the binary system of benzene and acetonitrile, the experimental
vapour—liquid data at a constant temperature of 318.15 K are listed in Table 2.17,
whilst Table 2.18 lists the Antoine-equation parameters for the pure-component
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Table 2.17 Vapor-liquid experimental data of the binary system benzene and acetonitrile®

N P (kPa) X1 i

1 28.851 0.0167 0.0484
2 32.651 0.1088 0.2251
3 34.784 0.2047 0.3241
4 36.157 0.3142 0.4013
5 37.010 0.4320 0.4854
6 37.157 0.4734 0.5038
7 37.117 0.5855 0.5639
8 36.664 0.6909 0.6330
9 35.810 0.7779 0.6982
10 33.131 0.9256 0.8469
11 31.251 0.9753 0.9318

“Data from Smith (1972)

Table 2.18 Antoine-equation parameters for pure benzene and acetonitrile

Component A B C
1 Benzene (*) 6.89272 1203.531 219.888
2 Acetonitrile (¥*) 4.27873 1355.374 -37.853

*P in mmHg and T in °C: log,,(P°) = A — B/(T + C)
*#P in bar and T in K: log,,(P°) =A — B/(T+C)

vapour pressures. Using the Margules equation for determining liquid-phase ac-
tivity coefficients, estimate the interaction coefficients, A, and A,;.

Build two standard plots for binary vapour-liquid equilibrium: X-Y and
P-X-Y. These plots should report, for comparison, the experimental data of
Table 2.17 and the continuous curves calculated by solving the equilibrium
relations.

Solution

Activity coefficients can be calculated for a binary system using the Margules
equations as follows:

In Y= x% [Alz + 2(A21 — A]z)xl}

N (2.366)

Iny, = xj[A21 +2(A12 — A1)x2]
Equilibrium relations are:  y;,P = x;y;P{ (2.367)
Total pressureis : P = x1y,P] +x29,P% (2.368)

A mathematical routine can be used to search for the minimum of the following
objective function with respect to parameters A, and A,;:



2.4 Calculations Related to Physical Equilibria 89

Ns Ns
fobi(Arz, Aar) = wy > (O = ¥50) +wp, > (PFP — P (2.369)
= =

In the previous expression, w, and w, are, respectively, the weights for the
contributions of mole fraction and pressure in the overall objective function. In our
calculations, we adopted wy = 1 and w;, = 10. The optimization result is given by
Ajp =0.9971 and Ay = 1.0462. Then, by solving equilibrium relation, it is possible
to construct the plots of Figs. 2.19 and 2.20.

These results can be obtained using a MATLAB calculation program using the
“lsqnonlin” command to search for the minimum of the objective function
(Eqg. 2.369) with respect to parameters A;, and A,, as can be seen in the on-line
version reported as Electronic Supplementary Material.

Exercise 2.12. Vapour-Liquid Equilibrium in a Multi-component System

A vapour mixture, in which three components are present, is gradually cooled until
a first liquid drop is formed at a total pressure of 300 mmHg. The molar compo-
sition of the vapour mixture is the following: 5% benzene (1), 40% toluene (2), and
55% di styrene (3). Antoine’s constants for the considered components are listed in
Table 2.19 (P in mmHg; T in °C):

log, P = A B (2.370)
(0] = _——_— .
£10 T+C

x-y diagram

05 b

vapor mole fraction y(1)

O 1 1 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

liquid mole fraction x(1)

Fig. 2.19 x-y diagram for the binary mixture benzene and acetonitrile
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P-x-y diagram

Pressure (bar)

026 1 1 1 1 1 1 1 1 1
0 0.1 02 03 04 05 06 07 08 09 1
X,y

Fig. 2.20 P-x-y diagram for the binary mixture benzene and acetonitrile

Table 2.19 Antoine’s parameters

Substance A B C

Benzene 6.89272 1203.531 219.888
Toluene 6.95334 1343.943 219.377
Styrene 7.06623 1507.434 214.985

Part 1. By assuming an ideal behavior of both vapour and liquid phases, calculate
the liquid composition and the temperature at which the condensation occurs (dew
point temperature).

Part 2. Repeat the calculation as in part 1 by fixing the vapour-phase mole fraction
of component 1 (benzene) at 0.1 and changing the mole fraction of component 2
(toluene) from 0.1 and 0.8. The mole fraction of component 3 (styrene) is obtained
by difference to unity.

Build a plot in which the dew point temperature of the vapour mixture is
reported as a function of mole fraction of component 2 (toluene) (note: y; = 0.1;
v, =0.1:0.8; y3 =1 — yl — y2).

Solution

The problem of dew-point temperature consists of solving a nonlinear function of
the unknown temperature of the following type:
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Fig. 2.21 Dew point of the mixture as a function of the mole fraction of component 2

3 3

3 3 y.P

fO = x|-1= yP;‘)t ~1=0 (2.371)
i=1 i=1 i

The results of Part 1 are: Temp = 102.60 °C x = 0.0104 0.1994 0.7902.

The plot resulting by solving Part 2 is reported in Fig. 2.21.

The described results were obtained using a MATLAB program reported as
Electronic Supplementary Material.

2.4.4 The Equilibrium of Solubility at Moderate Pressures

When in a mixture there are one or more incondensable gases if we maintain as
before the symmetric norm yf® — 1 for x; — 1, it is necessary to imagine the
existence of a fictitious liquid in equilibrium with the incondensable gas because, a
pure liquid component, under the same conditions of pressure and temperature of
the mixture, does not exist being that component under super-critical conditions.
This procedure is sometime used when the considered component is close to the
critical conditions. Vapour pressure and molar volume in the solution for this
component will be determined by extrapolation, and it will be treated as a
sub-critical component.
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The alternative is to assume the asymmetrical norm, Y — 1 for x; — 0. In this
case, f ,1  corresponds to the solubility expressed as the Henry constant H; ,,, and we
will have:

2

R V.1
fl= 7 x, H(f’n> exp / ﬁdP =9 Hi X (2.372)

PR
then we can write:

PR
P V>
HY :Higmm) exp / o 4P (2.373)

S
P}’ﬂ

where V?O is the molar partial volume of i at infinite dilution. The asterisk in y;
indicates the choice of the asymmetric rule. The drawback of the asymmetric rule is
that the Henry constant depends on both the solute and the solvent; consequently,
problems arise in the description of multi-component mixtures. Moreover, there is a
lack of information about the values to be attributed to y;, and experimental data are
therefore necessary.

2.4.5 Vapour-Liquid Equilibria and Gas Solubility
in Liquids at Elevated Pressure

The vapour-liquid equilibria (VLE) at high pressures, for example, P > 20-30 atm,
can be treated by following two different approaches: the gamma-phi method and a
method using directly an EOS for describing both phases.

(a) Gamma-phi method

In this method, the two phases at equilibrium are considered separately by calcu-
lating the coefficient of fugacity with an EOS and 7y; with one of the previously
described methods. However, it must be pointed out that at elevated pressure, y; is
affected by the pressure, and all the data must be re-conduced to the pressure of
reference with the relation:

R
Pi_p

(PY) _ (P Vi

(PY) _ ) Zigp 2.374

Vi Vi ‘“’XP/ RT ( )
P
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where )/EPR) is independent of P, PR is normally assumed equal to 0; and ViL, the

partial molar volume, can be written as:
_ ov
V= <_> £ VE (2.375)
On; P,T.nj

and needs a particular procedure for the calculation.
(b) Method based on the direct use of an EOS
Starting from the equality f;' = £, we can write:

; 1
yi<prP = xi(p}; therefore, K; = Yi_ @i

— 2.376
=5 (2376)

where with an EOS such as, for example, the RKS-EOS, it is possible to describe
both the liquid and the vapour phase.

P = RL a(T)
v—b — VIV+D) (2.377)
(repulsive term)  (actractive term)
R’ T¢,
a; = 0.42747 Picl a(Tg;) (2.378)
Ci

2 312
o(Tr) = {1 +E(1-T) +B(1- 1) + B (1- 1) } (2.379)

where E|, E,, and E5 are parameters that can be obtained from vapour pressures of
the pure components. T, P are the critical values of 7 and P referred to the
component i, whilst T, is the reduced temperature.

The following mixing rules can be applied:

a= Z Z aAjXiX; (2.380)
J

i

@j = (aiaj)o's(l - kaif) (2.381)

b= Z Zbljxl'x]' (2'382>
i

by ="20 (11, (2:383)

Different attempts have been made for improving the mixing rules also con-
sidering the local composition, and this topic is still matter of investigation.
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Fig. 2.22 Scheme of a flash Vapourstream V

unit
Feed F
A s
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2.4.6 The Flash Unit

The flash unit corresponds to a single-stage distillation unit, that is, it is the simplest
example of separation by distillation. Imagine an apparatus such as the one shown
in Fig. 2.22. A pre-heated mixture, F, is fed, under moderate pressure, into a vessel
kept at a fixed temperature. Part of the mixture vaporizes, giving place to a stream
of vapour of flow rate, V, and the liquid composition changes as a consequence of
evaporation and is collected at the outlet of the vessel with a flow rate, L. Under
ideal conditions, the vapour and liquid are in thermodynamic equilibrium
An overall mass balance can be written as:

F=V+L (2.384)

If we consider any single component of the mixture, we can write for any
generic component “7”:

FZ,’ = Vyi + L)C,' (2385)

where z; is the molar fraction of i in the entering mixture; y; the molar fraction of i in
the vapour phase; and x; the molar fraction of i in the liquid phase.
By substituting F' in this expression, we obtain:

Lzi 4+ Vz; = Vy; 4 Lx; (2386)
Hence,
L zi—y
— = 2.387
V Xi — Zi ( )

Then we can write that K; = y;/x;, introducing y; in the balance of i:
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FZ,‘ :x,(VK,+L) (2388)
Therefore, it holds that:
F Zi - £ Zi
STVEALV) (1 - V) (Ki+L/V) (2.389)

Remembering that K; = y/x;, y; can be determined as:

= @wrm - () w9

By operating at a pre-fixed pressure, the temperature inside the device will be
determined by remembering that the following conditions must be respected:

dox=1 ) yi=l (2.391)

Hence

et (et om

i i

In conclusion, if temperature and pressure are imposed and the composition of
the inlet stream is known, the compositions of the vapour and liquid stream at the
outlet of the vessel can be determined together with the overall amount of liquid and
vapour. This calculation is relatively simple when the behaviour of the mixture is
ideal. In this case we must introduce the laws of Raoult and Dalton:

Raoult law

pi = XxiP? (2.393)

l

Dalton law
pi = yiP (2.394)
and write: x;P{ = y;P; then it also holds that:

i P
A0 (2.395)

K;
X P
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For solving the problem, it is sufficient to know the vapour pressure and its
dependence on the temperature. More complicated is the case of a non-ideal
mixture. In this case, we need to know the activity coefficients of all the compo-
nents for both the liquid and vapour phases, and—in the case of a multi-component
mixture—we need data for all the binaries. The previous equation, x; P°; = y; P,
becomes:

xiy;P{ = y;®;P and, consequently, the value of K; can be determined as:

i 0Py
K =2 = il (2.396)

Xi (D,P

This suggests the opportunity to use the flash as laboratory device for deter-
mination of the activity and fugacity coefficients.
The energy balance for the flash unit can be written as follows:

Q= VH +Lh — Fhy (2.397)

where H is the molar enthalpy; / is the molar enthalpy of the liquid; ilf is the molar
enthalpy of the stream at the inlet; and Q, is the heat to supply for unit of time and
for unit of mass of fluid. The molar enthalpies of the liquids are normally negligible
with respect to the ones of the vapour; hence, we can simply write Q, & VH.

To choose the most appropriate conditions to adopt for the flash, it is opportune
to know the bubble-point temperature (Tgp) and the dew-point temperature (Tpp) of
the mixture and choose an intermediate value. The bubble-point temperature is the
temperature at which a heated mixture shows the formation of the first bubble of
vapour, whilst the dew-point temperature is the temperature at which a cooled
vapour shows the formation of the first liquid drop. These two temperatures are
correlated with the composition of the mixture. In fact, to calculate the bubble-point
temperature when the overall pressure and the composition are known, it is nec-
essary to solve the equation:

> K =1 (2.398)
i=1

If the vapour of a given composition is cooled at a constant pressure, the
dew-point temperature is determined by solving the following equation:

—1 (2.399)

In both cases, we must find the temperatures at which the observed equalities are
respected.
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In some cases, a reaction occurs inside the vessel, and the composition changes
not only for the vapour liquid equilibrium but also for the effect of the reaction.
Because the reaction occurs with a rate that can be described by the kinetics, this
aspect will be deepened in Chap. 4, which is devoted to the kinetics in homoge-
neous phase.

Exercise 2.13 A and B. Flash at Low and High Pressure
Exercise 2.13 A. Flash at Low Pressure

A mixture of four components (pentane, hexane, cyclohexane, and methanol) is
submitted to flash evaporation (see scheme in Fig. 2.23) at atmospheric pressure
and at temperature of 60 °C. The molar composition (z;) of such a mixture is 25%
of each component.

Antoine’s constants for the considered components are listed in Table 2.20.

B
1 P=A—— 2.400
0810 T+C ( )

Part 1

By assuming an ideal behavior of both vapour and liquid phases, calculate the
liquid and vapour composition in equilibrium and the vapour fraction (V/F) of the
system. Assume 1 mol for F as a calculation basis.

\'
-

[ ¥

o § \
p,T
o (ST

i I~

'.\\ .I_.'

N, P4

Fig. 2.23 Scheme of the flash of exercise

Table 2.20 Antoine’s constants for the considered components®

Substances A B C

Pentane 3.97786 1064.840 —41.136
Hexane 4.00139 1170.875 —48.833
Cyclohexane 3.93002 1182.774 —52.532
Methanol 5.20277 1580.080 —33.650

4P shown in bar and T in K
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Part 2

Repeat the calculation as in part 1 by varying the temperature in the range 58.5—
65.5 °C and, in correspondence of each temperature, calculate the V/F ratio. Build a
plot in which V/F is reported as a function of temperature.

Solution

The flash problem can be solved by finding the root of the Rachford—Rice equation
with the ratio V/F as unknown:

N,
< zi(K; — P
( ) Lo —o Ki=-1 (2.401)
— F (Ki — Pt

Part 1

The solution of the Rachford—Rice equation is V/F = 0.1783, which means that, in
these T and P conditions, 17.83% of the feed is vapourized by flash operation.
Part 2

The requested plot is shown in Fig. 2.24.

As expected, the V/F of the system increases as the temperature is increased.

0.9 4

0.7 - 4

0.6 [- 4

0.5 4

V/F ratio

041 .

0.2 4

0.1 1

0 1 1 1 1 1 1 1
58 59 60 61 62 63 64 65 66

Temperature (°C)

Fig. 2.24 V/F ratio calculated as a function of temperature
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Table 2.21 Critical data and acentric factor for the two mixture’s components to be used in the
application of RKS-EOS

Substances T. P, %)
Ethane 305.4 48.8 0.099
n-Heptane 540.3 27.4 0.349

Exercise 2.13 B. Flash at High Pressure

A mixture of two components (ethane and n-heptane) is submitted to flash evap-
oration (see scheme shown in Fig. 2.23) at a pressure of 10 bar and a temperature
of 430 K. The molar composition (z;) of such a mixture is 26.54% ethane and
73.46% n-heptane. Critical data and acentric factor for the two mixture’s compo-
nents, to be used in the application of RKS-EOS, are listed in Table 2.21.

Part 1

Calculate the V/F and composition of the two phases in equilibrium using the
RKS-EOS. Report in a plot the convergence criterion as a function of the iteration
number. The convergence criterion is defined as:

i(yi - X;)
i=1

< tolerance (2.402)

Part 2

Repeat the calculation as in part 1 but varying the temperature in the range of 375—
450 K and, in correspondence of each temperature, calculate the V/F ratio. Build a
plot in which V/F is reported as a function of temperature.

Solution

The solution procedure, for both parts 1 and 2, can be summarized in the following
steps:

(1) Guess L=0.5and x; =y, = z;.
(2) Solve EOS for z; and zy using the following relations:

RT an
pP= - 2.403
V—b, V(V+by) ( )
OCi(RTCi)Z

a; = 0.42748 20" (2.404)
Pc;
RT¢;

b; = 0.8664 (RTci) (2.405)

Pci

m; = 0.480 + 1.574w; — 0.17607 (2.406)

i
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o = [L+m(1 - 1)) (2.407)
N. N.

am = Z Zy,-yj, /a;a; (2.408)
i=1 i=1
N.

bm = Zyibi (2409)

The EOS can be rearranged in form of compressibility factor as follows:
2 — 25+ (A — By — B2) 2w — ApBy =0 (2.410)
with A, and By, defined as:

mP bﬂlP
Ap = (;T)z By = (2.411)

Part 3
Calculate the fugacity coefficient for each component in the liquid and vapour
phases:

S

In (I)i:

|
3

i Am a?.S bi Bm
(Zm - 1) - ln(Zm - Bm) - B_m < agf - b_m> ln(l + ;) (2412)

Calculate K; as:

ot
Ki=3or (2.413)
Check the convergence criterion with:
N, .
;()’i — x;)| <tolerance with x; = m andy; = Kjx; (2.414)

If the convergence tolerance is not satisfied, adjust L with the following relation:

ZNF zi(Ki—1)
=1 K+ (1-K,)L

N zi(Ki—1)
=1 K, + (1-K;)L

Lyew = Loia — (2415)

By applying the described solution procedure, with a total of 15 iterations, part 1
of the exercise yields the following results (see also Fig. 2.25):
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Fig. 2.25 Number of 100
iteration to achieve
convergence
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fun = 1.1102¢ — 16
x=0.0626 0.9374
y=04876 0.5124
L =0.5229

From the plot, it is evident that the correct solution has been achieved after only
five iterations. The convergence criterion is satisfied with the function zeroed at
le—16. By automatically repeating the procedure described previously (inserting
the calculation in a for-loop) with different temperatures in the assigned range, the
plot shown in Fig. 2.26 can be obtained:

By increasing the temperature, the amount of liquid produced by flash operation
decreases gradually and, correspondingly, the amount of vapour increases. Above a
temperature of approximately 450 K, only vapour is produced. All the described
results were obtained using MATLAB programs reported as Electronic
Supplementary Material.

2.4.7 Vapour-Liquid Equilibrium and Distillation

In the previous section, we saw that in a flash apparatus the vapour and liquid
streams at the outlet of the vessel are, respectively, rich in volatile components and
less volatile ones. Therefore, if these two streams are subject to further repeated
flash operation, as in the scheme shown in Fig. 2.27, the emerging vapour stream is
progressively enriched in more volatile components and the liquid stream is enri-
ched in less volatile ones.
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Fig. 2.26 V/F ratio calculated as a function of temperature

Fig. 2.27 Multi-stage flash operation (see Carra 1977)

The described operation is not advantageous in practice because the number of
pure components separated at the end is very small. If we follow the same principle
but recycle the less purified stream, as in the scheme shown in Fig. 2.28, a good
separation is obtained in the two collected streams of distillate and residual liquid.
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Fig. 2.28 Multi-stage flash operation with recycling (see Carra 1977)

Separation by distillation is based on this simple concept, that is, a series of
different equilibrium stages in which the vapour phase is progressively enriched in
more volatile components and liquid phase in the less volatile ones. The scheme
operation shown in Fig. 2.28 is more simply realized in a rectifying column (tray
column), such as the scheme shown in Fig. 2.29a, b. As can be seen, we can
identify a rectifying section over the feed inlet in which the most volatile compo-
nents are progressively enriched and an exhaustion section in which the volatile
components progressively disappear and less volatile ones are enriched. Two
streams are collected, respectively, from the top and the bottom of the column:
These are the distillate and the residual. Part of the distillate is recycled to improve
the separation. Any single tray can be considered as a vapour—liquid equilibrium
stage. Therefore, mass and heat balance equations, similar to the ones seen for flash
operations, can be applied to any single plate to describe what happens. Trays are
realized in a way to favour the interface contact (see Fig. 2.29b).

Consider, for example, the rectifying section (see Fig. 2.30).
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Fig. 2.30 The rectifying section of the tray column
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The mass balance for a generic tray “m” will be as follows:
(1) Overall mass balance on the tray:
Vims1 =Ln+D (2.416)
(2) Balance on a single component “i.”
Ly+Dypi1,; = LyXy;+Dxp,; (2.417)

By combining these two balances, it is possible to obtain:

L xpi—Ym+1i

Vint1 XD — Xm,i

(2.418)

In the same way, considering the exhaustion section of Fig. 2.31, we obtain:

(1) Overall mass balance on the tray:

Va+W =1L, (2.419)
(2) Balance on a single component “i.”
Voadni+ Wxw; = Ly 11X+ 1, (2.420)

Fig. 2.31 The exhaustion
section of the tray column
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Hence,

Ln+1 _ XW,i — Yn,i (2 421)
Va XW,i— Xn41,i '

To solve the reported balance equations, we must introduce the vapour—liquid
equilibrium equations:

Vi
Xi

= K;(T, P, composition) (2.422)

and the heat balance for each tray. Considering the m tray, we have:
ilmflefl +I:Im+1Vm+1 = ljlmLm-i-I:Ime (2423)

where H is the molar vapour enthalpy; and 4 is the liquid molar enthalpy. It is

known that H >> h; therefore, we can neglect the heat flow coupled with the liquid
flow. As a consequence, we can write:

Hm+ 1 Vm+1 =~ I:Ime jas ~m—l Vm—l (2424)

A further simplification can be made when the vapour molar flow rate is con-
stant. In this case, it holds that:

Hm+1 = Iz]m >~ Hp—1 (24‘25>

However, the heat furnished to the re-boiler determines the amount of vapour
produced in the column, which must be the maximum possible but avoiding
flooding in the column.

There are also other types of distillation columns as packed-bed columns. In this
case, calculations are organized in such a way as to consider the column constituted
by a series of theoretical plates characterized by the length of the column necessary
to achieve the vapour-liquid equilibrium condition.

As we have seen, the tray column is a continuous unit operation, and therefore it
works under steady-state conditions. Consequently, all the profiles in the column
(temperature, concentrations) are constant along time. Obviously, this is not true
during the transient conditions before reaching the steady state. In this last case, and
in the case of batch distillation, the equations to be solved are more complicated
because temperature and composition change in both space and time.
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Functional groups | AT | AP AV
Increments for groups not in a ring
—CH; 0.020 0.227 55
—Cle 0.020 0.227 55

| 0.012 0.210 51
_ClH

| 0.000 0.210 41
_C-—

|
= CH, 0.018 0.198 45
= |CH 0.018 0.198 45
= | - 0.000 0.198 36
=C= 0.000 0.198 36
=CH 0.005 0.153 (36)
=C- 0.005 0.153 (36)
Increments for groups inside a ring
—CH,— 0.013 0.184 44.5

| 0.012 0.192 46
_ClH

(—0.007) (0.154) @31

_C-—

|
=|CH 0.011 0.154 37
=|C_ 0.011 0.154 36
=C= 0.011 0.154 36
Increments for alogens
—F 0.018 0.224 18
—Cl 0.017 0.320 49
—Br 0.010 (0.50) (70)
-1 0.012 (0.83) 95)
Increments for groups containing oxygen
—OH (alcohol) 0.082 0.06 (18)
—OH (phenol) 0.031 (—=0.02) 3)
—O— (not in a ring) 0.021 0.16 20

(continued)
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(continued)
Functional groups AT AP AV
—O— (in a ring) 0.014) 0.12) ®)

| 0.040 0.29 60
-C=0
(not in a ring)

| (0.033) 0.2) (50)
-C=0
(in a ring)

| 0.048 0.33 73
HC=0
(aldehyde)
—COOH (acid) 0.085 0.4) 80
—COO— (ester) 0.047 0.47 80

= O (different from previous cases) (0.02) (0.12) 11

Increments for groups containing nitrogen
—NH, 0.031 0.095 28
_TH 0.031 0.135 (37)
(not in a ring)
_TH (0.024) (0.09) 27
(in a ring)
_T_ 0.014 0.17 42)
(not in a ring)
—ITI - (0.007) (0.13) 32)
(in a ring)
—CN (0.060) (0.36) (80)
—NO, (0.055) 0.42) (78)
Increments for groups containing sulphur
—SH 0.015 0.27 55
—S— (not in a ring) 0.015 0.27 55
—S— (in a ring) (0.008) (0.24) (45)
=S (0.003) (0.24) 47)

(continued)
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(continued)
Functional groups AT | AP AV
Other functional groups
| 0.03 (0.54) -
_Si—
I
_]?_ (0.03) - -

(1) No increments are foreseen for hydrogen; (2) all the free bonds shown must be connected with
atoms different from hydrogen; and (3) the values in brackets are not precise because they were

based on few experimental data

Appendix 2: Group Contributions for Estimating

CosAHY o555 and AGY

Part 1
Groups Heat-capacity constants AH? Constants for determining Gibbs free
(298 K) | energy
300-600 K 600-1500 K
a b x 10> | ¢ x 10* | d x 10° A B x 10> | A B x 10
—CHj3 0.6087 2.1433 —0.0852 | 0.1135 10.25 | -10.943 2215 -12.310 2.436
—CH,— 0.3945 2.1363 -0.1197 | 0.2596 -4.94 -5.193 2430 -5.830 2.544
| —3.5232 | 3.4158 -0.2816 | 0.8015 -1.29 -0.705 2910 —-0.705 2910
_(IjH
| -5.8307 | 4.4541 -0.4208 | 1.263 0.62 1.958 3.735 4.385 3.350
_Cl —
H 0.2773 3.4580 -0.1918 | 0.4130 15.02 13.737 1.655 12.465 1.762
\
C=CH
/ 2
\ -0.4173 | 3.8857 —0.2783 | 0.7364 20.50 16.467 1.915 16.255 1.966
C=CH
/ 2
H H -3.1210 | 3.0860 —-0.2359 | 0.5504 17.96 17.663 1.965 16.180 2.116
\ /
c=C
/ \
(cis)
H 0.9377 2.9904 -0.1749 | 0.3918 17.83 17.187 1.915 15.815 2.062
\
C=C
/ \
H
(trans)

(continued)
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(continued)
Part 1
Groups Heat-capacity constants AH? Constants for determining Gibbs free
(298 K) | energy
300-600 K 600-1500 K
a bx 10* | x 10 |d x 10° A B x 10> | A B x 10>
H -1.4714 | 3.3842 -0.2371 | 0.6063 -20.10 20.217 2.295 19.584 2.354
\ /
c=C
/ \
\ / 0.4736 3.5183 —0.3150 | 0.9205 30.46 25.135 2.573 25.135 2.573
Cc=C
/ \
H 2.2400 4.2896 —0.2566 | 0.5908 49.47 49.377 1.035 48.170 1.208
C=C=CH,
\ 2.6308 4.1658 —0.2845 | 0.7277 51.30 51.084 1.474 51.084 1.474
C=C=CH,
/
H H |-3.1249 | 6.6843 -0.5766 | 1.743 55.04 52.460 1.483 52.460 1.483
\ /
Cc=C=C
/ \
=CH - - - - 27.10 27.048 | -0.765 26.700 | -0.704
=C- - - - - 27.38 26.938 | -0.525 26.555 | -0.550
Part 2
Groups Heat-capacity constants AH? Constants for determining Gibbs free
(298 K) | energy
300-600 K 600-1500 K
a [bx10% | ex10* | dx 108 A B x10° | A B x 10
Groups for conjugated alkenes
- - - - 10.1 5437 0.675 4.500 | 0832
< CH, ao.n
H - - - - (12) 7.407 1.035 6.980 1.088
/
«C
\
/ - - - - - 9.152 1.505 10.370 1.308
< C
\
\ —1.4572 1.9147 -0.1233 | 0.2985 3.27 3.047 0.615 2.505 0.706
/'CH
\ -1.3883 1.5159 —-0.0690 | 0.2659 5.55 4.675 1.150 5.010 0.988
C-
\ 0.1219 1.2170 -0.0855 | 0.2122 4.48 3.513 0.568 3.998 0.485
‘/C “

(continued)
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(continued)
Part 2
Groups Heat-capacity constants AH? Constants for determining Gibbs free
(298 K) | energy
300-600 K 600-1500 K
a |5 x10° [ ex 10t [ax10° A B x10° | A B x 10
Corrections for cycloparafine rings
Three-atom rings -3.5320 | -0.0300 0.0747 | -0.5514 | 24.13 23.458 | -3.045 22915 -2.966
Four-atom rings -8.6550 1.0780 0.0425 0.0250 | 18.45 10.73 -2.65 10.60 -2.50
Five-atom rings (pentane) -12.285 1.8609 | -0.1037 0.2145 | 544 4275 | -2.350 2.665 -2.182
Five-atom rings (pentene) -6.8813 0.7818 | -0.0345 0.0591 | - -3.657 | -2.395 -3.915 -2.150
Six-atom rings (hexane) -13.3923 2.1392 | -0.0429 | -0.1865 |-0.76 -1.128 | -1.635 -1.930 -1.504
Six-atom rings (hexene) -8.0238 22239 |-0.1915 0.5473 | - -9.102 | -2.045 -8.810 -2.071
Branched parafines
Side chain with > 2 - - - - 0.80 1.31 0 1.31 0
atoms
- - - - -1.2 -2.13 0 2.12 0
Three _(|:H adjacent
| I - - - - 0.6 1.80 0 1.80 0
_(|: —and —ClH
adjacent
- - - - (5.4) 2.58 0 2.58 0
Two —C — adjacent
Part 3
Groups Heat-capacity constants AH? Constants for determining Gibbs free energy
(298 K) | 300-600 K 600-1500 K
a |5 x10° |cx10* [dx10° A [Bx10° [a [Bx 10?
Branching in cycles with 5 atoms
Single branching | — [- [- [- [o [-104 o -169 [0
Double branching
Position 1,1 - - - - 0.30 -1.85 0 -1.19 —-0.16
Position cis-1,2 - — - - 0.70 —-0.38 0 -0.38 0
Position trans-1,2 | — - - - -1.10 -2.55 0 -0.945 | -0.266
Position cis-1,3 - - - - -0.30 -1.20 0 -0.370 | -0.166
Position trans-1,3 | — - - - -0.90 -2.35 0 -0.800 | -0.264
Branching in cycles with 6 atoms
Single branching | — - - - 0 -0.93 0 0.230 -0.192
Double branching
Position 1,1 - - - - 2.44 0.835 | -0.367 1.745 | -0.556
Position cis-1,2 - - - - -0.20 -0.19 0 1.470 | -0.276
Position trans-1,2 | — - - - -2.69 241 0 0.045 | -0.398
Position cis-1,3 - - - - -2.98 -2.70 0 -1.647 | -0.185
Position trans-1,3 | — - - - -0.48 -1.60 0 0.260 | -0.290

(continued)



112 2 Thermodynamics of Physical and Chemical Transformations

(continued)
Part 3
Groups Heat-capacity constants AH? Constants for determining Gibbs free energy
(298 K) | 300-600 K 600-1500 K
a b x 10 | ¢ x 10* |d x 10° A B x 10° | A B x 10
Position cis-1,4 - - - — —-0.48 -1.11 0 -1.11 0
Position trans-1,4 | — - - - -2.98 -2.80 0 -0.995 | -0.245
Branching in aromatic rings
Double branching
Position 1,2 - - - - 0.94 1.02 0 1.02 0
Position 1,3 — — — — 0.38 -0.31 0 -0.31 0
Position 1,4 - - - - 0.58 0.93 0 0.93 0
Triple branching
Position 1,2,3 - - - - 1.80 | 191 0 2.10 0
Position 1,2,4 - - - - 0.44 | 1.10 0 1.10 0
Position 1,3,5 - - - — 044 |0 0 0 0
Groups containing oxygen
—OH(primary) 6.5128 | -0.1347 0.0414 | -0.1623 —41.2 —41.56 1.28 —41.56 1.28
—OH(secondary) 6.5128 | -0.1347 0.0414 | -0.1623 —43.8 —41.56 1.28 —41.56 1.28
—OH(tertiary) 6.5128 | -0.1347 0.0414 | -0.1623 | -47.6 —41.56 1.28 —41.56 1.28
—OH(quaternary) 6.5128 | -0.1347 0.0414 | -0.1623 —45.1 —41.56 1.28 —41.56 1.28
—-0— 2.8461 |-0.0100 0.0454 | -0.2728 | -24.2 -15.79 -0.85 - -
—CHO — 3.5184 0.9437 0.0614 |-0.6978 | -29.71 | -29.28 0.77 -30.15 0.83
1.0016 2.0763 | -0.1636 0.4494 | -31.48 |-28.08 091 —-28.08 091
C=0
/
—COOH 1.4055 34632 | -0.2557 0.6886 | -94.68 |-98.39 2.86 -98.83 293
—COO— 2.7350 1.0751 0.0667 | -0.9230 | (-79.8) -92.62 2.61 -92.62 2.61
\ -3.7344 13727 | -0.1265 0.3789 | -21.62 |-18.37 0.80 -16.07 0.40
/'O
Part 4
Groups Heat capacity constants AH? Constants for determining Gibbs free
(298 K) | energy
300-600 K 6001500 K
a b x 10> | ¢ x 10* |d x 10° A B x 10> |A B x 10
Groups containing nitrogen
-C =N 4.5104 | 0.5461 0.0269 | —0.3790 36.82 30.75 -0.72 30.75 | -0.72
-N=C 5.0860 | 0.3492 0.0259 | -0.2436 | (44.4) 46.32 -0.89 46.32 | -0.89
—NO, 1.0898 | 2.6401 —-0.1871 0.4750 -7.94 -9.0 3.70 —-14.19 4.38
—NH, (aliphatic) 4.1783 | 0.7378 0.0679 | —0.7310 3.21 2.82 2.71 —6.78 3.98
—NH, (aromatic) 4.1783 | 0.7378 0.0679 | —0.7310 -1.27 2.82 2.71 —6.78 3.98
\ -1.2530 | 2.1932 —0.1604 0.4237 13.47 12.93 3.16 12.93 3.16
NH
/
(aliphatic)
\ -1.2530 |2.1932 —0.1604 0.4237 8.50 12.93 3.16 12.93 3.16
NH
/
(aromatic)

(continued)
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(continued)
Part 4
Groups Heat capacity constants AH? Constants for determining Gibbs free
(298 K) | energy
300-600 K 600-1500 K
a bx 10> |cx 10* |dx 10° A Bx 10 |A B x 107
\ —3.4677 | 2.9433 —-0.2673 0.7828 18.94 19.46 3.82 19.46 3.82
N -
/
(aliphatic)
\ -3.4677 |2.9433 —-0.2673 0.7828 8.50 19.46 3.82 19.46 3.82
N —
/
(aromatic)
\ 2.4458 | 0.3436 0.0171 | -0.2719 - 11.32 1.11 12.26 0.96
/’N «
Groups containing sulphur
—SH 2.5597 1.3347 —-0.1189 | 0.3820 4.60 -10.68 | 1.07 -10.68 | 1.07
—S — 4.2256 0.1127 —-0.0026 | -0.0072 11.17 -3.32 1.42 -3.32 1.44
\ 4.0824 —0.0001 0.0731 —0.6081 (7.8) -0.97 0.51 -0.65 0.44
/'S
Groups containing alogens
—F 1.4382 0.3452 —-0.0106 | -0.0034 | - —45.10 | 0.20 - -
—Cl 3.0660 0.2122 -0.0128 | 0.0276 — -8.25 0 -8.25 0
—Br 2.7605 0.4731 —0.0455 | 0.1420 - -1.62 -0.26 -1.62 -0.26
—I 3.2651 0.4901 -0.0539 | 0.1782 — 7.80 0 7.80 0

Units Cg in kcal/(mol K); AH?.ZQSK in kcal/mol; and AG? in kcal/mol.
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Chapter 3 M)
The Role of Catalysis in Promoting e
Chemical Reactions

3.1 Introduction to Catalytic Phenomena

We have seen that a reaction can occur spontaneously when it is thermodynamically
favoured, but we have also clarified that a reaction is thermodynamically favoured
simply when it passes from a higher energetic level to a lower one. However,
thermodynamics give no information about the path of this passage, and even if a
reaction is highly favoured, often an energetic barrier prevents the occurrence of
that reaction. We must consider also that the occurrence of a reaction is charac-
terized by the breakage of one or more chemical bonds and the formation of new
bonds. Whilst the new bonds that can be formed are more stable, some energy is
necessary for determining the breakage of the original bonds. In other words, any
reaction, for starting, must be activated, and the energy required to do this is called
“activation energy.” The molecules have an average energetic level that is strictly
related with temperature. The energy is due to translational, rotational, and vibra-
tional motions of the molecules. Then molecules give place to collisions and are
subject to reciprocal interaction. If the energy accumulated by a molecule, due to
collisions or interactions, becomes greater than the activation energy, a chemical
reaction can occur. Any molecule, for example, decomposes when we increase the
temperature greatly, but if we desire to promote a specific reaction, we must activate
selectively that reaction and cannot make this just by increasing the temperature.
We must reduce the activation energy of the desired reaction, thus creating the
conditions for a privileged reaction path. This can be obtained by choosing a
suitable catalyst that is able to reduce the activation energy for obtaining the desired
products by altering the reaction path. In other words, by using an appropriate
catalyst, a shortcut for the reaction path is found, and the desired reaction occurs
more quickly. A good catalyst must be selective, promoting only one reaction
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Fig. 3.1 Difference in the reaction path between a catalysed and uncatalysed reaction

among all of the ones thermodynamically favoured. The catalyst changes the
reaction mechanism, that is, it changes the sequence of elementary steps that occurs
for a gradual transformation of the reactants in products. One or more intermediate
species are formed during the reaction (Fig. 3.1). In the presence of a catalyst, the
energetic barriers are lower and the intermediate formed species corresponding to
the maxima (Fig. 3.1) are more stable, that is, they are formed at a lower energy
level than the overall maximum. For example, the thermal decomposition of
ammonia shows an activation energy of 70.8 kcal/mol, whilst the same reaction
catalyzed by a W catalyst occurs with an activation energy of 39.0 kcal/mol. The
thermal decomposition of nitric oxide shows an activation energy of 58.5 kcal/mol,
whilst the same decomposition catalyzed by a Pt catalyst occurs with an activation
energy of 32.5 kcal/mol.

However, activation energy is not the only factor characterizing catalytic action.
In some cases, reaction rates are considerably different for different catalysts whilst
the activation energy is quite similar. In Table 3.1, for example, the activities
obtained by using different catalysts promoting the hydrogenation of ethylene are
shown for comparison. The activation energy is approximately the same in all cases
(approximately 10 kcal/mol), but—as can be seen—the relative rates are quite
different.

This is due to the fact that the reactant molecules strongly interact with some
atoms located on the surface with a particular geometrical configuration (“active
centres”), thus giving place to chemical adsorption. Adsorbed molecules are
responsible for the reaction. Therefore, the density of active sites on the solid
surface can be very different, and this is the reason for the observed differences in
the catalytic activities listed in Table 3.1. Another example of this type is shown in
Table 3.2, in which the relative activities observed for the decomposition of formic
acid, performed at 300 °C in the presence of different solid catalysts, are listed.
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Table 3.1 Rates observed for ethylene hydrogenation promoted by different catalysts®
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Catalyst Relative reaction rates
w 1
Fe 10
Ni 60
Pt 200
Pd 1600
Rh 10,000

“The activation energy is, in all cases, approximately 10 kcal/mol

Table 3.2 Relative reaction rates determined for the decomposition of formic acid* performed at
300 °C in the presence of different solid catalysts”

Catalyst Activation energy (Kcal/mol) Relative reaction rates
Glass 24.5 1
Gold 235 40
Silver 31.0 40
Platinum 22.0 2000
Rhodium 25.0 10,000

“HCOOH — H,0 + CO

®Gerasimov (1974)

However, the effect of the catalyst is that of both orienting selectively the
reaction and increasing the rate of the desired reaction; however, in any case it
cannot alter the thermodynamic equilibrium. Therefore, the characteristics required
for a good catalyst include:

(a) Increased activity: The activity is more usually expressed as reaction rate
referred to the unit of mass of catalyst or as conversion of the reagent for a
given contact time.

(b) Increased selectivity: The catalyst must favour the exclusive formation of the
desired product.

(c) Increased stability: Regarding mechanical, thermal, and chemical resistance.

It is interesting to observe that the same reactants, in the presence of different
catalysts, can give place to different products (Tables 3.3 and 3.4).
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Table 3.3 Examples of reactions occurring between carbon monoxide and hydrogen in the
presence of different catalysts®

Catalyst Occurring reaction

Ni CO + 3H, — CH, + H,O

Cu CO + 2 H, — CH;0H

Co CO + H, — olefins + paraftins

Ru CO + H, — paraffins of high molecular—weight

#Obviously, the operative conditions are different for each case

Table 3.4 Reactions of ethanol in the presence of different catalysts

Catalyst Occurring reaction
Al,0O3 (350 °C) C,HsOH — C,H,4 + H,O
Al,05 (250 °C) 2C,HsOH — (C,Hs),0 + H,O
Cu (350 °C) C,HsOH — CH3CHO + H,
Copper chromite 2C,HsOH — CH;COOC,H;s + 2H,
Or
2C,HsOH — CH;CO CHj; + 3H, + CO
Zinc chromate 2C,Hs0OH — CH, = CH-CH = CH, + H, + 2H,O
Sodium 2C,HsOH — C4HoOH + H,O

3.2 Catalyst Classification and Generalities

Different types of catalysts classification are possible. For example, we can dis-
tinguish, first of all, between homogeneous and heterogeneous catalysts.
Homogeneous catalysts promote reaction occurring in a unique phase because the
catalyst is dissolved in the same phase of the reactants. Heterogeneous catalysts are
in a different phase with respect to the reactants, and the reaction occurs at the
interface.

Another classification considers the catalytic action or mechanism independently
of the previous classification (homogeneous or heterogeneous). We can recognize
five different types of catalytic actions:

(a) Acid-base catalysts (of Bronsted or Lewis type): Acid-base catalysts include
many oxides and their mixtures, zeolites, some salts, and ionic-exchange resins.
Many reactions are promoted by the acid—base action (e.g., hydrocarbon iso-
merization, cracking, alkylation, oligomerization, polymerization, hydration,
dehydration, esterification, saponification, hydrochlorination/dehydrochlorination,
polycondensation, etc.).

(b) Redox catalysts: These catalysts promote oxidation—reduction reactions.
Redox catalysts can be metals, semiconductors oxides, metallic alloys,
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sulphides, metal ions, etc. The corresponding catalyzed reactions can be
hydro-dehydrogenations, hydrogenolysis, oxychlorurations, oxidations,
ammonoxidation, etc.

(c) Polyfunctional catalysts: These are catalysts have both acid—base and redox
properties for promoting a sequence of reactions requiring both of these
properties.

(d) Metallorganic catalysts: These catalysts are normally constituted by metal-
lorganic complexes and are used for promoting polymerization reactions (e.g.,
the Ziegler—Natta polymerization of propylene). Metallorganic complexes are
also used in carbonylation, hydroformylation, and some hydrogenation
reactions.

(e) Enzymatic catalysts: The catalyst in this case is a protein with a particular
spatial configuration. Enzymes catalyse thousands of chemical reactions in the
cells of our organism under very mild conditions of temperature. Some
enzymes can be separated and used as a catalyst in some biochemical reactions,
in particular, in the pharmaceutical industry.

The described classification cannot be considered as a rigid separation of a class
with respect to another. A catalyst can be classified in more than one of the
mentioned classes. However, let us consider now, in more detail, the fundamental
aspects of the first mentioned classification, that is, homogeneous catalysis.

3.3 Homogeneous Catalysis

As previously mentioned, we have homogeneous catalysis when a reaction occurs
in a single phase containing both reagents and catalyst. Often, one of the reactants is
gaseous and the reaction occurs in a liquid phase, where the gaseous reagent is
dissolved with its own solubility. The solubility can be increased by increasing the
pressure or by choosing a solvent in which the gas is more soluble. To increase the
solubility of a gaseous reagent, it is important not only to increase the reaction rate
by increasing its concentration but, in some cases, also to increase the stability of
the catalytic complex responsible of the catalytic action. For example, carbonyl
complexes of transition metals are stabilized by a high pressure of carbon monoxide
(CO). The presence of a gaseous reagent can slow down the reaction as a conse-
quence of a slow gas—liquid mass-transfer rate. This problem can be solved by
increasing the gas—liquid interface through, for example, intense mixing.
Homogeneous catalysis is potentially more active and selective than the hetero-
geneous one because in this case the catalyst is extremely dispersed (at the molecular
level), and the active sites are uniform therefore all exerting the same catalytic action.
Despite these positive requisites, heterogeneous catalysis is largely preferred in
industry because in homogeneous catalysis it is difficult and expensive to separate
and recover the catalyst from the reaction products. In some cases, the homogeneous
catalyst can be heterogenized. For this purpose, intense research work has been
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devoted to this subject; however, heterogenized catalysts often lose part of their
activity and selectivity. The main types of homogeneous catalysts are as follows:
acid-base catalysts, transition-metal complexes catalysts, and enzyme catalysts.

3.3.1 Acid-Base Homogeneous Catalysis

As is well known, two types of acidity exist, one consisting of the exchange of a
proton (Brensted—Lowry acidity) and another in which an electron pair is
exchanged (Lewis acidity). The first concept of acidity was proposed independently
by Johannes Bronsted and Thomas Lowry in 1923. An acid, according to Brensted—
Lowry, is a species that is able to donate a proton, whilst a base is a proton acceptor
as, for example, occurs in the following reaction:

H
L0 ... =)
H—Ov “HLCE — H—Q? + :Clk (3.1)

hase acid conjugate acid conjugate base

Lewis (1923), in the same year, wrote a monograph and extended this concept
defining “acid” as an electron-pair acceptor and “base” as an electron-pair donor.
Clearly, the Bronsted—Lowry theory is a particular case of the Lewis theory, as can
be argued from the exchange of an electron pair occurring in the reaction (Eq. 3.1).
However, a reaction between a Lewis acid and a Lewis base occurs in some cases
without any proton exchange with the formation of a stable adduct, as can be seen
in the following example:

RCl +AICl; — RT + AICI; (3.2)

We can distinguish between “specific acid—base catalysis” and “general acid—
base catalysis.”

Specific Acid—Base Catalysis

In specific acid-base catalysis, the reaction rate depends on a specific acid present in
the solution, that is, for example, the protonated form of the solvent. In specific acid—
base catalysis, the first reaction step is therefore the protonation of the solvent B:

HA+B < A"+ BH™ (3.3)
Then, the reactant S is also protonated:

BH' + si‘—‘) SHY +B (3.4)
—1

Last, the reactant exchanges the proton with another base, By, or with the solvent
B giving the product P.
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SH* +B; 2P+BH" (3.5)

General Acid-Base Catalysis

In general acid-base catalysis, all species able to donate protons can contribute in
determining the overall reaction rate, that is, also un-dissociated acids and bases can
contribute in determining the reaction rate.

3.3.2 Catalysis Promoted by Metal-Transition Complexes

Transition-metal complexes have found wide employment as homogeneous cata-
lysts in many industrial processes. We remember, for example:

(a) Processes of heterolytic oxidation of ethylene to acetaldehyde (Wacker pro-
cess); oxidation of propene to propene oxide (oxirane process); homolytic
oxidation of hydrocarbons to acetic acid; oxidation of cyclo-hexane to
cyclo-hexanol and cyclo-hexanone intermediates of adipic acid production; and
oxidation of toluene to benzoic acid and of xylenes to phthalic acids.

(b) Carbonylation of methanol to acetic acid; hydroformylation of alkenes to
aldehydes or alcohols.

(c) Oligomerization and polymerization of alkenes.

(d) Process of polycondensation, such as polyethylene-terephthalate.

In this type of catalysis, the reactions occur inside the coordination sphere of the
metal (coordination chemistry). Therefore, the following are important: the number
of ligands that a metal can coordinate; the geometry according to which the ligands
are positioned around the metal; and the intensity of the metal-ligand bonds. Metals
that give place to this type of catalysis are those of the d-block of the periodic
system having the electronic configuration listed in Table 3.5.

Transition metals have the possibility to give place to “dative” bonds involving
their “d”-orbitals in the formation of complexes. In a complex, we can have ¢ or ©
bonds between the metal and an organic group. Moreover, whilst in the
non-transition elements of the periodic system, the coordination number coincides
with the oxidation state of the element, amongst the transition elements the
coordination number is always higher than the oxidation number, as will be seen

Table 3.5 Electronic structure of some metals of the d-block of the periodic system

Some transition elements and their electronic configurations

26 Fe(Ar)3d%4s> 27 Co(Ar)3d’4 s? 28 Ni(Ar)3d®4 s°
44 Ru(Kr)4d’5s! 45 Rh(Kr)4d®s s! 46 Pd(Kr)4d'%5 ¢°
76 Os(Xe)4f'*5d%> 77 Ir(Xe)af'*5d’5 s2 78 Pt(Xe)4f'*5d%5 s!

Noble gases
(Ar) = 15225%2p®3523p° | (Kr) = (Ar)3d'%4s%4p® ] Xe = (Kr)4d'%5s%5p°
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later in the chapter. The transition metals, in the formation of complexes, tend to
reach a stable electronic configuration, such as the one of the noble gas that follows
in the periodic table, that is, an external electronic configuration of 18 electrons.
This coordinatively saturated structure is the most stable.

Let us consider now some properties characterizing the complexes of the tran-
sition metals.

Oxidation Number (ON)
The oxidation number is the charge that remains on the metal when all of the
ligands are removed.

For example: Fe (CO)s ON =0
Rh(PPhj3);Cl ON = +1
Ru(PPh3),Cl, ON = +2
Pt(PPh;),Cl, ON = +2

Considering the last complex, for example,

Pt(PPh;),Cl, — Pt* * +2CI~ 4 2P(Ph), (3.6)

Electronic Configuration (n)
The electronic configuration, “n,” is the difference between the electronic config-
uration in the oxidation state = 0 (n°) and the NO.

For example:

n° - NO
Fe(CO)s 3d%4s> 8-0=28
Rh(PPh;);Cl 4d85s! 9-1=8
Ru(PPh3)4Cl, 4d75s! 8-2=6
Pt(PPh;),Cl, 4f1454%55! 10-2=28

Maximum Coordination Number (CN,,ax)
The maximum number of electronic pairs shared by the metal and the ligands can
be obtained with the relation reported below.

CNpnax
Fe(CO)s 5
Rh(PPhj3);Cl 5
CNpax = (18 — n)/2 Ru(PPh;),Cl, 6
With n = electronic configuration Pt(PPh;),Cl, 5
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Coordination Number and Molecular Geometry
According to the coordination number (CN), we can have different molecular
geometry as follows:

CN=2

In this case, we can have:

(a) Linear molecular geometry
L—M—L
(b) Bent molecular geometry

L—M
\L

CN=3
The possible geometries in this case are:

(a) Trigonal planar molecular geometry

(b) Pyramidal geometry

A

oL L

CN=4
The possible geometries in this case are:

(a) Tetrahedral molecular geometry

-

L L

(b) Square planar molecular geometry

L. L
"

7
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CN=5
The possible geometries in this case are:

(a) Trigonal bipyramidal geometry

L
L

L—m
™

L
(b) Square-based pyramid molecular geometry

T
M e

R AN
L

L

CN=6
The structure in this case is the octahedral

L

L. ’ L

L/ \L
L

The catalytic mechanisms of the reactions promoted by the transition metal
complexes are characterized by a series of consecutive steps such as:

(a) Reactions that contribute to the formation of coordinatively unsaturated species.

(b) Reactions that contribute to the formation of coordinatively saturated species.

(c) Reaction of insertion in which a ligand inserts between the metal and another
ligand, thus leaving a free position in the coordination sphere of the metal.

(d) Oxidative addition.

(e) Reductive elimination.

Reactions of type (a) are generally followed by reactions of type (b) with the
entrance of a new ligand bonded to the metal. Reactions of type (c) are necessary
for obtaining the product.

The hydroformylation of ethylene, for example, is catalyzed by a cobalt com-
plex. The following consecutive equilibria probably occur:
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Lack of ligand

e, (37)
CoH(CO)s ¢ CoH(CO; ™ &  CoH(CO3)(CoHyg)
+CO -C,H,

Then, the following insertion reaction follows:
CH3 CH3

CH, CH, (3.8)

| :
(CO);Co—CO  —p (CO)Co—CO  —» (CO); Co—CO-CH,~ CHs

It is possible to identify two other possible reactions: oxidative addition and
reductive elimination. When a ligand has just one electron available for a chemical
bond, the other needed electron can be furnished by the metal by increasing its
oxidation number. In the meantime, the coordination number and the geometrical
configuration of the complex also change. An example of oxidative addition is as
follows:

A
L L
L7MLL + A—B <—>0X Lfl\‘/ILL
L red Y (3.9)

(A--B can be Hj,
HpO, CH3 Jetc.)

Reductive elimination is the reverse of the oxidative addition reaction.
In the carbonylation of methanol, for obtaining acetic acid in the presence of a
cobalt complex, methyl iodide is added as activator. An oxidative addition of this

type occurs:
I
|
H—Co(CO); +CH,I—» H—?O[CO)_-{ —» CH,—Co(CO), + HI (3.10)
(! CH, ]

having the scope of bonding directly the methyl group to the metal. Then, we have
the following steps:

CH; Co (CO), + H,0 —  CH;COOH + HCo(CO); (3.11)

CH;Co (CO), + H,0 — CH3COOH + HCo(CO), (3.12)

In Table 3.6, some metal complexes used in industry as homogeneous catalysts
are listed together with the corresponding catalyzed reactions.
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Table 3.6 Metal complexes used as catalysts in some industrial processes

Hydrogenation Fe(CO)s, Co H(CO)4, RhCIL3, Ir(CO)L,, [Ru Cle]*™, [Co(CN)s]*~
Hydroformilation Co H(CO)4, Rh CI(CO)L,
Carbonylation Co H(CO)4, Rh CI(CO)L,, Ni(CO),

Heterolytic oxidation [Pd Cly=]

Homolytic oxidation Co(CH5CO0),, Mn (CH5COO),, or naphtenates, or acetylacetonate
Double-bond shifting [Fe H(CO)4]~, Co H(CO)4, [RhCI;L]*

Dimerization [Rh Cl, L]

@L is a ligand, normally triphenilphosphine with theexception of reactions involving the double
bond the ligand being the double bond.

3.3.3 Enzymatic Catalysis

Many biochemical reactions occurring in living organisms are catalyzed by
enzymes. The ability of enzymes to catalyze biochemical reactions, under very mild
conditions with very high selectivity, encouraged industry to use them to obtain
different organic products that are difficult to produce using traditional catalysts.
The reactions are conducted in industrial bioreactors to obtain either simple
molecules (e.g., alcohols, carboxylic acids, acetone, etc.) or molecules with a
complicated structure (e.g., antibiotics, proteins, etc.). The enzymes are proteins,
which are polymeric chains constituted by a particular sequence of amino acids that
assume a spatial configuration as, for example, the one shown in Fig. 3.2. The
spatial configuration is due to both the sequence of amino acids characterizing that
protein and the interactions between the amino-acid functional groups in a folded
chain. The main interactions are due to sulphur bridges, polar groups of different
charge, and hydrogen bonds. Inside the enzyme molecule, together with the chain
of amino acids (protein), cofactors assist the enzymes in their catalytic activity.
Cofactors can be inorganic ions or particular organic molecules (non-protein). The
organic cofactor is called a “coenzyme” and is located in a strategic point of the
enzyme molecule where it binds the substrate favouring its transformation in
products (see Fig. 3.3). In other words, the coenzyme can be recognized as a sort of
“active site” of the enzyme, that is, the point at which the desired reaction effec-
tively occurs with a mechanism described in Fig. 3.4. As can be seen, only one
substrate can accommodate properly inside the enzyme structure to react. This
explains the very high selectivity of enzymes.

Enzymes are macromolecular structures giving place in water to colloidal
solutions. The reactions normally occur quickly and selectively at room temperature
and neutral pH. Temperature cannot be increased >50 °C to avoid protein denat-
uration with loss of the catalytic activity. In addition, pH must be kept in a narrow
range, approximately 7, to avoid protein denaturation.
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Fig. 3.2 (1) Structure of a-helix of a peptide chain and crossing hydrogen bonds (see Structural
Biochemistry/Vol. 5. Wikibooks); (2) peptide chain interactions (A = hydrophobic interactions;
B = hydrogen bonds; C = polar interactions; D = disulphide bonds); (3) example of the spatial
configuration of the enzyme o-amylase. Reproduced with the permission of Nielsen and Borchert
(2000) edited by Elsevier
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Fig. 3.3 Example of organic molecules acting as coenzyme
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Fig. 3.4 Example of enzyme mechanism of reaction. The decomposition of hydrogen peroxide
catalyzed by the enzyme catalase. Re-elaborated with permission from Prieto et al. (2009),
Copyright ACS

3.3.4 Heterogenization of Homogeneous Catalysts

It was previously mentioned that it is difficult and expensive to separate homoge-
neous catalysts from the products at the end of a reaction. This difficulty is well
evidenced by examining the sequence of operations to be made for recovering, for
example, a cobalt catalyst used for promoting alkene hydroformylation (see
Fig. 3.5).

This difficulty pushed the research of new methods for anchoring homogeneous
catalysts on the surface of a solid matrix. The simplest example of heterogenized
catalysts are the acid and basic ionic exchange resins having H* and OH™ groups of
uniform strengths distributed on the solid surface of a polymer. It is more difficult to
anchor a metal transition complex on a solid surface. This can be achieved by
introducing some particular functional groups on the solid surface that can provide
strong interaction with the metal complex.



3.3 Homogeneous Catalysis 131

:| Hydroformylation |
| Gas purge H,O

Aqueous Na,CO; ‘
—->| Decobaltation

H,S04 diluted - L Reaction
— | Restoring HCo(CO),4 | products
Stripping gas ‘
or solvent Aqueous N,SO4
—->| Extraction I—'
v
Recycle of HCo(CO)4

Fig. 3.5 Sequence of operations for recovering homogeneous cobalt catalyst after hydroformy-
lation reaction

Phosphinic groups, for example, are good ligands and can be used at this pur-
pose. If the solid matrix is a polymer, the phosphinic group can be introduced in the
polymeric chain or through the polymerization of an already functionalized
monomer:

+CH CH OCH C| + LiPPhg
_—
~ sncl,

CH,CI CH,PPh,
(3.13)

The functionalized polymer is then put in contact with the complex anchoring it
to the surface.

Ph Ph
Polystyrene }--PPhy + RhQ(CO)PPh,), <—* | Polystyrene P RhCJ PPh (3 14)
' P + . .
- PPh, il 4— p co 2 ]
ph Ph

The functionalization also can be performed using inorganic materials that are
rich in hydroxyl groups on the surface using the following sequence of reactions:

Ph,PH + CH, = CH Si (OEt);— Ph,P — CH, — CH, — Si(OEt);  (3.15)
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N
siica | ~O>Si~CH; CHyPPh, + 3 EIOH (3.16)

Apart from the advantage of easy separation, another advantage of heterogenized
catalysts is the possibility to obtain a high concentration of active sites on the solid
surface. Moreover, it is also possible to introduce polyfunctionality into these
catalysts. A drawback is the low resistance to increased temperatures. In addition,
the enzymes can be anchored on the surface of a solid matrix, such as polystyrene,
porous glass, cellulose, etc. The anchoring, in this case, is obtained using functional
groups that give bonds with the free amine groups, NH,, of the enzyme molecule:

Cellulose ---O CH, - ® -N," CI + H, N-- Protein

l (3.17)
Cellulose -{--O CH, - @ - N=N-NH -- Protein + HCI

where @ is an aromatic ring.

3.4 Heterogeneous Catalysis

3.4.1 Introduction

Heterogeneous catalysis occurs at the fluid—solid interface. Therefore, the activity
will depend not only on the chemical composition of the surface but also on its
extension. Clearly, it is convenient to prepare catalysts with a high specific surface
area to reduce both the amount of catalyst to be used as well as the volume of the
reactors. However, a high specific surface area indicates a porous structure char-
acterized by narrow pores. The greater the surface, the narrower the pores; however,
if the pores are too narrow, the internal diffusion of the molecules becomes slow,
thus negatively affecting the reaction rate and altering the selectivity. The negative
effect of the slow diffusion can be decreased by reducing the size of the catalyst
pellets, but this increases the pressure decrease in a tubular packed reactor, thus
increasing the energy consumption. All of this suggests that the catalyst must be
prepared by optimizing both the size of the particles and the pore-size distribution.
For gas—solid reactions, for example, particles range normally in size from 0.2—
0.8 cm and have a void fraction of 40-50% determined by pores having average
diameters in the range of 10> to 10’ cm. The shape of the particles for gas—solid
reactions can be cylindrical, spherical, or chips of irregular shape except for a
fluidized bed reactor using powdered catalysts. The catalysts for liquid—solid
reactions are normally in the form of powder. A solid can be used directly as
catalyst, but more frequently the true catalyst is dispersed as much as possible on
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the surface of a solid matrix called “support.” In some cases, the support is a
monolith. It is possible to demonstrate, by feeding poisoning molecules, that only a
very small portion of the supported material is catalytically active in a certain
reaction. This suggests, according to Taylor (1925), the existence of “active sites”
that are responsible for the reaction. The heterogeneous catalysis occurs through a
sequence of steps as follows:

(1) Chemical adsorption: Reactants are chemically adsorbed on the active sites.

(2) Surface reaction: Reaction occurs between the species adsorbed on the active
sites or between an adsorbed specie and another not adsorbed coming from the
fluid phase.

(3) Product desorption. Product molecules are released, thus liberating the active
site for another reaction cycle.

The active sites of heterogeneous catalysts are not uniform. If we consider, for
example, a perfect cubic crystal of a metal, we can have atoms located on the
vertexes that are different from the atoms positioned on the corners that are different
from the atoms located on the square faces. The chemical adsorption of a molecule
on these different atoms is different for intensity and geometrical characteristics. If
the crystals are irregular, the atoms on the surface are much less uniform. High
selectivity requires that active sites are uniform. Normally, active sites are consti-
tuted by one or more atoms interacting with the reactant molecules and a small
difference in the geometrical location and in the interatomic distance can have
dramatic effects in orienting one reaction with respect to another one as shown in
the examples of reactions 3.18-3.19:

| . |
B o €@ s i i 10 B — € — Cao (3.18)
l : H H - H
H H H H
| - | | . |
H —_ lC' .—‘ lC — H H — C j C —H (319)
H 0O — H H — o_
~y

In conclusion, the surface of the solid catalysts does not have uniform compo-
sition. This can be demonstrated, for example, by measuring the differential heat of
hydrogen adsorption as a function of the degree of the surface covering. A plot
giving the trends of this type of measurement for different metals is shown in
Fig. 3.6. In the case of a uniform surface, the adsorption heat would be constant,
whilst—as can be seen in Fig. 3.6—the heat decreases with the surface coverage.

Last, it is important to collect some other physical properties of the solid cata-
lysts, such as the specific surface area, the porosity, and chemical adsorption of
different substances.
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Fig. 3.6 Differential
hydrogen adsorption heat on Q
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3.4.2 Physical Adsorption, Specific Surface-Area
Measurement, and Porosity

The physical adsorption of a gas (adsorbate) on a solid surface (adsorbent) is
characterized by weak interactions between the atoms of the solid surface and the
gas molecules. These interactions are of the van der Waals type. The adsorption
equilibrium is reached when the chemical potential of the adsorbed molecules and
the gas is equal, that is:

= kg (3.20)
being:

ﬂg:M;+RT In f/f° (3.21)
where f is the fugacity of the non-adsorbed gas; and f° is the fugacity of the gas in
the reference state. At low pressure (lim P — 0) the fugacity can be identified with
the pressure, therefore:

f, =, +RT In P/Pg (3.22)

If we assume Py = 1 atm, it results in:

fy = pt,+RT In P (3.23)

For the adsorbed gas, we can write:
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s = i, +RT In ag/a, (3.24)

where aq is the activity of the adsorbed gas; and a: is the activity in the standard
state.

At very low coverage degree of the surface, near to zero, the activity can be
identified with the concentration of the adsorbate on the surface, that is, a, = Cj,
whilst a: = 1. Therefore, it is possible to write:

s = i, +RT In C; (3.25)

Remembering then the equality (Eq. 3.20), it is possible to write:

o

p =p, —p,=—RT In C;/P = —RT In K (3.26)
K = C/P = thermodynamic constant of adsorption (Henry isotherm).  (3.27)

It is important to point out that K implicitly contains the reference states, and
therefore it does not have dimensional units. For a high degree of coverage, clearly
a cannot be considered equal to Cg, and to describe the adsorption it is necessary to
introduce a coefficient of activity v,(®). Then it is possible to write:

C,
P

K =229(0) (3.28)

where v,(®), the activity coefficient, depends on the coverage degree ®. The
introduction of the activity coefficient brings to two different real experimentally
observed behaviours, which are illustrated in Fig. 3.7.

The description of the real isotherms requires the definition of the function
Ys = Y5(®). In gas-solid physical adsorption, we have five different real isotherms,
which are represented in Fig. 3.8.

Fig. 3.7 Ideal and real } Real case 1
behaviours observed in Cs (BET Isotherm)
physical adsorption

Ideal case (Isotherm of Henry)

Real case 2
(Langmuir isotherm)
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I I I v v

monostrate

Fig. 3.8 Different types of real adsorption isotherms

Isotherm I (Langmuir isotherm): The first of these isotherms, the Langmuir
isotherm (1916), is particularly important because it is a reference situation for the
other cases. As a matter of fact, the adsorption according to the Langmuir isotherm
is limited to a monolayer of molecules. This isotherm can be observed in physical
adsorption only in the case of relatively strong interactions between the molecules
of the adsorbate and specific points of the adsorbent (specific localized adsorption).
Despite the fact that Langmuir has suggested this isotherm to describe physical
adsorption phenomena, this isotherm is more suitable for describing chemical
adsorption and is important, in particular, to describe the competition between
different molecules in the adsorption on a solid surface.

Isotherm IT (BET isotherm): The BET isotherm (Brunauer et al. 1938) is char-
acterized by the adsorption of an indefinite numbers of layers of molecules after the
formation of a monolayer, which can be identified as a point of flex.

Isotherm III: Isotherm IIT does not show the flex of the monolayer, which is due to
very low adsorption heat. Also in this case, we have an indefinite number of
adsorbed layers.

Isotherm IV: Isotherm IV is a variation of the BET isotherm II with the adsorption
of a definite number of layers as a consequence of a complete pore filling.
Adsorption and desorption follow a different pathway.

Isotherm V: Isotherm V is a variation of isotherm IIl with the adsorption of a
definite number of layers as a consequence of a complete pore filling. Adsorption
and desorption follow a different pathway.

In conclusion, we have seen that the Henry isotherm, K = C/P, is an ideal
isotherm representing the thermodynamic reference for the adsorption phe-
nomenon. The Langmuir isotherm represents an important reference for the real
isotherm because it shows the progressive saturation of the monolayer on a solid
characterized by uniform sites of adsorption. The adsorption in this case must be
localized because it is characterized by a strong interaction between the molecules
of the adsorbate and the adsorption sites on the solid surface. No interaction occurs
between the adsorbed molecules.

Isotherm I: The Langmuir Isotherm
According to Langmuir (1916), it is possible to consider the described adsorption as
a chemical reaction:
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A+ oy I<f—A> o (3.29)

where o; and o, are, respectively, the number of sites free and occupied.
Considering a finite number of sites, we can write: Gy 4+ G, = Gy, and assuming:

® = 6,/6x and consequently o7/ = (1 — @) where @
= coverage degree of the sites (3.30)

On the basis of (Eq. 3.29), we can write the adsorption rate as:
F=17Fp —Fr_p= kA[)AGf — k,AGO = kApAGmt(l — @) - k—A®Gtot (331)
At the equilibrium r = 0; hence,

ka 1

o)
b::%gfzzifzfggzﬁrWﬁhb::lfe*N”RTandbo::eAWR (3.32)
—A A -

Considering the premises, the Langmuir isotherm is valid for localized physical
adsorption with strong specific interactions and for chemical adsorption on sites of
uniform characteristics. As will be seen in a next chapter, which is devoted to
kinetics, the main advantage of the Langmuir isotherm is the possibility to describe
the competition in adsorption for a multi-component gaseous mixture. In this case,
we can write:

b= (3.33)
Pir=—-3s1)

where T; is the surface concentration of the adsorbate “i”” on the solid (mol/g); T'™
is the maximum level of surface concentration corresponding to the monolayer; I’;
is the surface concentrations of the adsorbates j (mol/g); and p; is the partial
pressure of i in equilibrium conditions.

As will be seen later, expressions of this type will be largely used in the kinetic
expressions describing the reaction rates in heterogeneous catalysis.

Exercise 3.1. Description of Adsorption Using the Langmuir Model
A study published by Piccin et al. (2011) related to a red dye adsorption on chitosan
reported several adsorption experiments under isothermal conditions, respectively,
performed at 298 and 318 K. Two datasets taken from this work are listed in
Table 3.7.

Describe the datasets of the two isotherms using the Langmuir model and cal-
culate by fitting the adjustable parameters. Produce a plot in which both experi-
mental data and calculated curves are reported.
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Table 3.7 Experimental data of red dye adsorption on chitosan®

Ce (298 K) 1.879 5.888 21.139 33.389 88.218 | 117.926 | 166.129 |214.849 |252.781
311.245 | 372273 | 413.296 - - - - - -

qe (298 K) 2.371 3.654 5.474 6.257 6.848 7.323 7.363 7.326 7.557
7.520 7.496 7.523 - - - - -
Ce (318 K) 51.676 | 106.942 | 142.794 | 171475 |244.746 |287.780 |317.503 |403.621 |486.159
q. (318 K) 1.642 3.259 3.875 4.389 5.237 5.827 6.097 6.587 6.948
“Experimental data collected by Piccin et al. (2011); Ce in (mol/L) x 10°; ge in (mol/g) x 10*

Solution

The Langmuir equilibrium isotherm is represented by the following relation
between the amount of a solute in the liquid phase and that of the same compound
adsorbed on the solid:

qmaxKCe
= -——° 3.34
= 1+kc, (334)
where
qe amount of solute adsorbed on the solid (mol/g)
gmax ~Maximum adsorption capacity (mol/g)
K Langmuir equilibrium constant (L/mol)

C, liquid-phase concentration (mol/L).

By fitting the expression of Langmuir isotherm to both datasets, the following
parameters can be calculated (see Table 3.8).

With these parameters, the continuous curves of the simulations, shown below in
Fig. 3.9, can be drawn. In Table 3.8, in parentheses, the values of parameters found
in the cited paper are also listed. We can observe that there is good agreement
between them. Another interesting observation is the fact that chitosan shows an
adsorption behavior in which adsorption capacity increases by decreasing the
temperature. This was explained by Piccin et al. (2011) assuming a combination of
concurrent phenomena of physisorption and chemical interaction between the
adsorbate and the solid adsorbent.

The described results were obtained using a MATLAB program available as
Electronic Supplementary Material.

Table 3.8 Langmuir parameters determined by fitting
K (L/mol) Grmax (mOl/g) x 10

T=298 K 0.1649 (0.1961) 7.5631 (7.512)
T=318K 0.0040 (0.0041) 10.6785 (10.614)
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Fig. 3.9 Adsorption isotherms of red dye on chitosan at two different temperatures. Experimental
points determined by Piccin et al. (2011)

Isotherm II: The BET Isotherm

The BET isotherm is quantitatively described with an expression derived from a
quasi-chemical model proposed by Brunauer et al. (1938). First, three conditions,
similar to the ones of the Langmuir model, are imposed:

(a) The surface is considered uniform.
(b) There are no lateral interactions between the adsorbed molecules.
(c) Adsorption is localized, that is, we admit the existence of adsorption sites.

Then, we consider the following sequence of reactions:

Vapour + free surface < single complexes S
Vapour + single complexes S; <« double complexes S,

Vapour + double complexes S, «  triple complexes S3 (3.35)
etc.

The effect of the reactions (Eq. 3.35) is shown in Fig. 3.10.
We can write the following sequence of equilibria:
B @/ . K// B @ll . o @l/l

K/ - 9 - ) -
p@o p@l p@/l

ecc. (3.36)

where @, is the fraction of free surface, i.e., not covered by adsorption.
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Fig. 3.10 Complexes formed on a solid surface as a consequence of the sequence of reactions

The amount of gas adsorbed will be:
X =xn(0@ +20"+30" + --) (3.37)

where x,,, = capacity of the monolayer (mol/g).
Then, considering that the interactions bringing to multiple complexes are weak
and comparable with each other, we can write:

K'~K" ... ~K = 1/P (3.38)

K; condensation equilibrium constant.

Only the direct interaction between adsorbate—adsorbent correspondent to the
first equilibrium is consistently different for the intensity of the interaction. By
substituting in the equilibrium expression, the results of the described approxima-
tion we have:

®" =K"PO® =K .PO' = O P/P (3.39)
0" = K"PO" = (K_P)*@' = (P/P,)’@'.. etc; (3.40)

hence,
X = xm K' PO, [1+2 P/Pi+3(P/P)*+ - (3.41)

By series expansion, we obtain:

1
X =xn K PO, — (3.42)
(1 —P/Py)
Moreover, it is valid that:
0, +0' +0"+0" + ... =1 (3.43)

O {1+ KP[1+P/P o+ (P/P) + -]} =1 (3.44)
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and also:
0 1+K'P; =1 (3.45)
° (1-P/P)f '
By substituting:
K'P
X =X, 3.46
"(1—P/P)(1+K'P—P/P) (3.46)
Writing then:
P=P,P/P; = (1/Kv.) (P/Ps) C =K'/Ky (3.47)
C(P/P
x= nC(P/Py) BET Isoterma (3.48)
(1 =P/P)[1+(C—1)P/P{]
Rearranging this expression;
P/P 1 C—-1P
/b _ (3.49)

x(1=P/P)  XuC o C P

We can put into a plot the quantity % as a function of P/Ps for obtaining a
linear trend as shown in Fig. 3.11, in which the slope is [(C — 1)/x,,C], and the
intercept is (1/x,,C).

The BET isotherm is useful for determining the specific surface area of solids
using gases of known molecular encumbrance for the adsorption. Nitrogen mole-
cules, for example, at 77 K cover a surface area of 16.2 AZ2. The specific surface

area of a solid, according to the BET isotherm, can be determined as;

Fig. 3.11 BET isotherm P/P,
expressed in linear form x(1-P/P,)
c—
[ga = —
xl)lc
L ’
xmc
PPy
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SpET = Xmn,Na (M’ /g) (3.50)

As mentioned previously, wy, = 16.2 A%, and Np is the Avogadro num-
ber = 6.0232 x 10”* (molecules/mole).

where x;, is the amount of adsorbed nitrogen in the monolayer that can be
determined from a plot such as the one shown in Fig. 3.11. C is the ratio K'/K; , and
it is possible to write:

/ ! ,0:/RT _
c K _g8 _, o-nym (3.51)
K. gLel/RT
where g’ is related to the adsorption entropy; Q; is the heat of adsorption in the first
layer; L is the heat of adsorbate condensation; (Q; — L) is the net heat of adsorption;
and g is related to the net entropy of adsorption.

If C > 1 e P far from P, we obtain — isotherm I
C < 1 we obtain — isotherm III

In the intermediate cases we obtain — isotherm II
These behaviours are well represented in Fig. 3.12.

BET isotherms are collected with gas-volumetric apparatus, which were in the
past such as the one shown in Fig. 3.13. Currently, completely automatic equip-
ment is available on the market for the evaluation of the specific surface area based
on the BET theoretical approach. An example of this type of apparatus

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

PiPs

Fig. 3.12 The form of BET isotherms for different C values
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Fig. 3.13 Simplified scheme of a gas-volumetric apparatus for measuring nitrogen adsorption at
77 K. Published with permission from Anderson (1968), Copyright Elsevier

(Sorptomatic; Thermo Fisher Scientific) is shown in Fig. 3.14. A scheme of the
internal part of this apparatus is shown in Fig. 3.15. Software is supplied together
with the apparatus for the determination of both the specific surface area with the
BET method and the pore-size distribution using method by Dollimore and Heal
(1964).

Exercise 3.2. Determination of the Specific Surface Area of a Catalytic Support
From Experimental Data of Nitrogen Adsorption
A sample of powdered silica was submitted to nitrogen-adsorption measurements
for determining specific surface area (m*/g) using the BET method. The data col-
lected are represented by a set of values of P/P° ratio (total pressure over saturation
pressure) as a function of adsorbed volume V. The experimental data are listed in
Table 3.9.

As seen before, the mathematical expression of BET isotherm, useful for data

interpretation, is of the type:
1 cC—-1(/P 1
= — — 3.52
V(B -1)  VaC <P°> *V.c (3.52)

where C is a constant; and V,, is the adsorbed volume corresponding to the solid
surface covering with a monolayer of adsorbate molecules. This equation is
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Gas reservoir

Fig. 3.14 An automatic gas-volumetric commercial apparatus for measuring nitrogen adsorption
at 77 K (Instruction manual of Sorptomatic)

385}
acuum @

ULLELET)
FIIHLEL,

Ve

=

Fig. 3.15 A simplified scheme of the internal part of the apparatus shown in Fig. 3.14

Table 3.9 Experimental data of nitrogen adsorption on a silica support

P/ 0.0002 | 0.0083 | 0.1601 | 0.1897 | 0.2114 | 0.2343 | 0.2582 | 0.2798 | 0.3026
PO

0.3263 | 0.3536 | 0.4657 | — - - - - -
vV 1042 26.55 42.49 44.18 45.41 46.80 48.25 49.65 51.17
52.82 54.79 64.69 - - - - - —
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expressed in linearized form (y = Ax + B) and can be directly used for the evalu-
ation of the surface area of the solid sample under measurement.

Report, in a plot, the quantity on the left side of the previous equation as a
function of the ratio P/P°, and interpolate the obtained data with a straight line.
The slope and intercept of this line, A and B, represent, respectively, the quantities
(C — DIV, O) and 1/(V,C). From the numerical values of the slope and intercept,
C and V,, can be calculated through the following formulae:

A 1
= — 1 = — .
C=p+1 Va=1o (3.53)

From the value of V,,, it is possible to calculate the specific surface area of the
solid A using the relation:

Ag =

NaAw, (3.54)

N =6.02 x 103 Avogadro number; and Ay, is the surface area of a single
nitrogen molecule.

Results:

C = —635.8965, V,, = 35.5625, and A = 154.7333.

The value of the specific area is, therefore, 155 m?/g. The obtained plot is shown
in Fig. 3.16.

P/ (V(P°-P))

2 I 1 I I I I 1 I L
0 005 01 015 02 025 03 035 04 045 05

P/P°

Fig. 3.16 BET plot obtained for the adsorption of nitrogen on a sample of silica
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Fig. 3.17 Effect of pore shape on the isotherm form

The described results were obtained using a MATLAB program available as
Electronic Supplementary Material.

We have seen that isotherms IV and V give place to hysteresis phenomena, that
is, the curve of the isotherm is different in adsorption with respect to desorption due
to condensation of the adsorbate inside the pores. Different behaviours can be
obtained according to the shape of the pores, as can be seen in Fig. 3.17.

The phenomenon can be quantitatively interpreted with the Kelvin equation,
which can be derived from the equality of the chemical potentials in, respectively,
vapour and liquid phase (Thomson and Kelvin 1871).

P 2y
In o = 2/™ (3.55)
P, RTr

where

rgk  Mean radius of the meniscus

Y Surface tension of the liquid

Vm  Molar volume

P/P; Relative pressure at which condensation occurs.
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Remembering then that r, = 1, cos ® where ® = contact angle and r, = pore
radius:

2y W (0]
== o2 (3.56)
RT In P/P,
The study of the shape of the isotherm, together with the use of the Kelvin
equation, allows determination of the pore-size distribution. For cylindrical pores,
the expression of Wheeler (1955) is valid:

o0

Vp—Va = / (r, — 1)°L(r) dr (3.57)

p

where Vp is the total volume of pores; V, is the volume of pores with radius < 7,
L(r) = distribution function; and ¢ is the thickness of the adsorbed layer.

A popular, simple, and precise method for determining pore-size distribution
from an adsorption—desorption experiment was reported by Dollimore and Heal
(1964, 1970). The method of Dollimore and Heal consists of the application of a set
of relations starting from measurements of the P/P° ratio and the adsorbed volume
in a desorption experiment.

First, for each desorption step, a radius ¢ (A) from the Halsey equation (1948) is
calculated:

5 1/3
t=423 |:ln(p"/p)] (3.58)

The Kelvin radius . (A) and pore radius r (A) can be evaluated from the
following relations:

rx = —9.53/In(P/P°) r=r1+rg (3.39)
The average pore radius 7, (A) is r averaged between steps.
fp=T7 (3.60)

The amount of gas adsorbed or desorbed in each step can then be converted in an
equivalent liquid volume Vj;y (mL) by the relation that is valid for nitrogen:

Viig = 0.001555V,q, AV = AVj, (3.61)
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The actual pore volume involved in a desorption step is:
AV, = (AV—A+B)R, whereU=At7 A=Aty S, B=UY» 2rL, (3.62)

In previous equations, the symbol of summation is referred for the cumulative
sum of terms until the present step. R, is a factor that accounts for a multilayer
adsorption, which is defined as:

}"2

R,=—2Ft 3.63
(7 + Ar)? (3.63)

Auxiliary relations for the calculation are related to pore surface area S, and pore
length L, as follows:

2A
Y 2nL, = S (3.64)
p Tp

Sy =

Pores in a solid can be classified according to their mean size. We can have
micropores (radius r < 20 A), mesopores (radius 20 < < 1000 A), and macrop-
ores (r > 1000 A). In addition, the shape of the pores is important. As can be seen
in Fig. 3.18, we can have different types of pores.

Exercise 3.3. Determination of Porosity from Adsorption-Desorption
Measurements

A popular, simple, and precise method for determining pore-size distribution from
an adsorption—desorption experiment was reported by Dollimore and Heal in their
papers of (1964) and (1970). In their main work, published in 1964, these authors

Blind Cross-linked
pores

Closed Through
pores pores

Fig. 3.18 Classification of pores based on their shape Giesche (2006)
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Table 3.10 Experimental data of nitrogen desorption previously adsorbed on silica gel*

PP 0894 |0881 |0866 |0.844 |0.818 |0.780 |0.754 |0722 |0.682
0628 0556 0538 |0519 |0499 |0477 |0453 |0428 |0.401
0371 |0340 |0306 |0270 |0232 |0.192 |0.152 |0.111 |0.074
Vae 337|337 337 337|336 |335 |3345 |33 |332
(mL 328|314 310 |304 |298 |290 |278  |264 | 242
STP)  To31 225|218 |208  |198  |189 179  |166 | 154
“Dollimore and Heal (1964)

collected the experimental data, which are listed in Table 3.10, related to desorption
of nitrogen previously adsorbed on silica gel.

From the data in Table 3.10, evaluate pore-size distribution by using the method
suggested by Dollimore and Heal. Produce two plots: the first reporting the collected
data as V4, as a function of the P/P° ratio, and the second reporting AV, /Ar, as a
function of 7.

Solution

By applying the method of Dollimore and Heal described in the text, the two
required plots can be constructed by using a MATLAB program available as
Electronic Supplementary Material. The obtained results are shown in Figs. 3.19
and 3.20.

From Fig. 3.20, it is possible to see that, for the examined sample of silica gel,
the average size of the pores is approximately 20 A. Very few pores have
dimensions > 50 A.

Porosity also can be determined using a mercury porosimeter. Mercury
porosimetry allows evaluating the total pore volume or porosity, the skeletal and
apparent density, and the pore-size distribution. Porosimeter cannot be used to
analyze closed pores because mercury does not enter those pores. Mercury is
pushed inside the pores by gradually increasing the pressure. Initially, only
macropores are filled and then mesopores are filled; at the highest pressures

350 T T T T T T T
6 0 000 000
o
300 - 0000 4
o O
£ 0
o 250 o 1
8 0
> o O
200 - o O 4
o ¢
150 O I | | I | L I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
P/P° (-)

Fig. 3.19 Plot of V4, as a function of P/P°
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Fig. 3.20 Calculated pore distribution using the method of Dollimore and Heal

micropores are filled. A key assumption is that the pore shape is assumed in all
cases to be of cylindrical geometry. For interpreting the results, the modified
Young-Laplace equation, normally named the Washburn (1921) equation, is used:

Ap = 21080 (3.65)

T'pore

where 7 is the surface tension of mercury; and 0 is the contact angle between the
solid and mercury. We must know these parameters, the measured pressure and the
corresponding intruded volume, to evaluate the pore-size/pore-volume relation.

Exercise 3.4. Determination of Pore Volume, Density, and Pore-Size
Distribution Using a Mercury Porosimeter
A sample of uranium dioxide in pellet form was submitted to mercury porosimetry
after a sintering treatment of particles at 1000 °C for 2 h. At the beginning of the
experiment, the pressure was 1.77 psi, and the amount of mercury displaced by the
sample was 0.190 cm>. The amount of sample was 0.624 g, and the data collected
are listed in Table 3.11.

Using the data in the Table 3.11, calculate the pore-volume distribution of the
solid.

Solution

The solution of the exercise can be developed through the following steps:

Table 3.11 Experimental data collected with a porosimeter for a sample of 0.624 g of uranium
dioxide

P (psi) 116 310 344 364 410 456 484 540 620
710 800 830 900 1050 | 1300 |1540 |1900 |2320
3500

Hg vol. (cm®) |0.002 |0.006 [0.010 |0.014 |0.020 |0.026 |0.030 |0.038 |0.050
0.064 |0.076 |0.080 |0.088 |0.110 |0.112 |0.118 |0.122 |0.124
0.125




3.4 Heterogeneous Catalysis 151

(1) Refer the data of mercury volume to the mass of sample: m, = m/m;.

mg = volume of mercury referred to the mass of sample (g Hg/g of sample)
m = volume of mercury collected by the instrument (g Hg)
mg = mass of sample submitted to the measurement (g of sample) (Table 3.12)

(2) Calculate the pore radius corresponding to each pressure with the relation
r=8.75 x 10°/P

r radius of pore (A)
P pressure (psi)

(3) Correct the m, data of the previous table using the formula m,. = 0.2003-mg
corresponding to the volume m, at a maximum pressure of 3500 psi. This
allows calculation of the cumulative volume penetrated into the pores of the
sample. (Table 3.13)

With these data and the data of the radii, the first plot can be drawn (logarithmic
scale on the x-axis).

(4) For each couple of data, an approximation of the derivative can be evaluated as:

v mid !t —my,
[ (3.66)

The derivative calculated in step 4 can be plotted against pore radius (loga-
rithmic scale on the x-axis) (see Fig. 3.21), thus obtaining the pore distribution
shown in Fig. 3.22. Calculations were performed using a MATLAB program
available as Electronic Supplementary Material.

Table 3.12 Data of mercury volume intruded per gram of specimen

0.0032 | 0.0096 |0.0160 |0.0224 |0.0321 |0.0417 |0.0481 |0.0609 |0.0801

mg
(cm®)/g)

0.1026 |0.1218 |0.1282 |0.1410 |0.1763 |0.1795 |0.1891 |0.1955 | 0.1987
0.2003 |- - - - - - - -

Table 3.13 Corrected values of mercury volume intruded per gram of specimen

Mge 0.1971 [0.1907 |0.1843 [0.1779 [0.1683 [0.1587 |0.1522 |0.1394 |0.1202
(cm’)/g)

0.0978 |0.0785 |0.0721 |0.0593 |0.0240 |0.0208 |0.0112 |0.0048 | 0.0016
0.0000 |- - - - - - - -
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Fig. 3.21 Cumulative amount of Hg intruded as a function of pore radius
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3.4.3 Chemical Adsorption

Chemical adsorption can be considered a reaction of a molecule coming from a
fluid phase with an active site of a solid surface. A strong interaction is established,
and new chemical bonds are formed. The molecule can be dissociated on the
surface or bonded to a transition metal due, for example, to a dative bond. It is
therefore possible to distinguish two types of chemical adsorption: associative or
dissociative. The new bonds formed can be individuated by studying the
chemisorptions with spectroscopic techniques. Because chemisorption is a chemical
reaction, it is an activated process, normally favoured by temperature. In contrast,
physical adsorption is favoured at low temperature and vanishes at higher tem-
perature. Figure 3.23 shows the behaviour of the chemical potential for, respec-
tively, physical and chemical adsorption as a function of the distance of the
molecules from the solid surface. Chemical adsorption, in this case, is assumed to
be dissociative, that is, X; +2M < 2 XM.
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Fig. 3.23 Comparison between physical and chemical adsorption

As can be seen, for passing from physical to chemical adsorption, a barrier of
potential must be exceeded. This barrier corresponds to the activation energy of the
adsorption reaction.

3.4.4 Factors Determining Catalyst Deactivation:
Poisoning, Aging, and Sintering

Catalyst deactivation can have a severe economic impact on chemical processes. It
was seen that active sites are normally a very small portion of a catalyst surface;
therefore, traces of impurities in the reactant flowing stream also can deactivate the
catalyst through poisoning if the impurities yield a strong interaction with the active
sites. It is possible to recognize two different types of poisoning: temporary poi-
soning and permanent poisoning. In the case of temporary poisoning, the catalytic
activity can be restored after removing the poison from the surface. In the case of
permanent poisoning, the activity cannot be restored because the poisoning mole-
cules are strongly bonded to the active sites and cannot be easily removed. Iron
catalysts, promoting ammonia synthesis, for example, are poisoned by the presence
of water in a stream contacting the catalyst. Because the catalyst is normally pro-
duced in situ by reducing magnetite (Fe;O4) with hydrogen to iron, water is formed
during the catalyst preparation and poisons the catalyst; however, when the water is
removed, the activity is restored as can be seen in Fig. 3.24.

Other examples of temporary poisoning are those occurring on the surface of
acid catalysts promoting the reactions of hydrocarbons cracking and isomerisation.
During these reactions, pitch and coke, formed as by products, cover with a thick
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layer the active sites deactivating the catalyst; however, by burning the coke
deposit, the catalyst activity is completely restored.

Permanent poisoning is due to the irreversible reactions of some molecules,
coming from the gaseous phase, with the active sites yielding stable chemisorbed
species. Platinum catalysts, for example, are poisoned by traces of CO, CS,, H,S,
PH;, and arsenic compounds. In some cases, the poisoning is prompt and quanti-
tative, thus allowing titration of the number of active sites on the surface. Permanent
poisoning occurs as shown in Fig. 3.25. This behaviour can be interpreted with a
relation of the type:
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=™ (3.67)

where Ap is the activity of the poisoned catalyst; A, is the activity of the fresh
catalyst; o is the coefficient of poisoning; and c¢ is the amount of chemisorbed
poison.

For a low poison amount, a different relation can be used:

A
A—i =1—ac (3.68)

Catalysts also can deactivate as a consequence of sintering or aging. Small
crystallites, for example, can be incorporated in larger crystals, thus reducing the
overall specific surface area and consequently reducing the activity. To avoid
sintering, some promoters are introduced in the catalyst composition to reduce the
rate of diffusion on the solid state. Promoters normally are compounds having a
very high melting point because, according to an empirical observation, diffusion in
the solid state starts at an absolute temperature of approximately one third of the
melting point. However, the use of both a support of high specific surface area as
well as high catalyst dispersion can prevent sintering. Finally, aging can be the
consequence of (1) thermal shock during catalyst preparation or during the con-
duction of exothermic reactions; or (2) mechanical stress due to attrition.

3.4.5 A Brief Survey on Catalyst- and Support-Preparation
Methods

Solid catalysts, respectively, can be categorized as unsupported and supported.
Unsupported catalysts can be metals, oxides, or salts directly used as catalysts. In
general, unsupported catalysts can be prepared by the following methods:

(a) Precipitation from a solution
(b) Thermal decomposition of opportune precursor compounds
(c) Chemical attack of a compound or of an alloy.

In all cases, the scope is to obtain a specific surface area as large as possible.

The preparation of supported catalysts can be made using different techniques.
Again, the scope is to disperse, as much as possible, the active catalyst on the surface
of a suitable support. Therefore, the supports must have opportune properties, such
as high specific surface area, optimal porosimetric structure, adequate acid—base
characteristics, good mechanical resistance, and satisfactory thermal conductivity.
Moreover, the support must be compatible with the component to be dispersed, thus
favouring a stable dispersion due to a strong anchorage to the surface but without
reducing the number of active sites and consequently depressing the activity.
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Examples of largely employed supports are alumina, silica, silica—alumina, diatoma-
ceous earth, carbon black, titanium dioxide, zirconium dioxide, etc. Often the sup-
ports have an active role in the catalytic processes as promoter or by introducing their
own catalytic functionality. A support of alumina, for example, has acid and basic
sites of Lewis type on the surface, whilst silica—alumina has strong acid sites of
Bronsted type. The preparation of supported catalysts, normally, can be made by the
following methods.

(a) Impregnation by adsorption or wet impregnation

An opportune amount of an active metal precursor is dissolved in a solvent.
A powdered support is immersed in this solution. The precursor is partitioned: Part
is chemisorbed on the support surface in equilibrium with the amount that remains
dissolved in the solution.

(b) Incipient wetness impregnation or dry impregnation

An active metal precursor is dissolved in a solvent. The obtained solution is
added, drop by drop, to a well-mixed powdered support. A limited amount of
solution is added such that the volume of the solution is just equal to the overall
volume of the pores. Solution enters the pores by capillary action, and at the end of
the addition the powder appears dry. Dry impregnation can be made also using the
support in pellet form.

(c) Precipitation in situ

The support, in a thin powdered form, is immersed in a solution containing a
precursor of the active part. By changing the conditions of the solution, the pre-
cursor gives place to precipitation. The precipitate is well mixed together with the
support powder. The solid obtained is then filtered, dried, and pelletized.

(d) Co-precipitation

The support and catalyst are precipitated together from a unique solution.

3.4.6 Acid—Base Heterogeneous Catalysts

The definition of acid and base, valid for the homogeneous catalysts, is valid also
for the solid surfaces if we consider the acid or basic character a peculiarity of the
active sites. Active sites could be, therefore, acid or base of Lewis or Brensted type
if are able to exchange an electron pair or a proton. However, a difficulty arises
because the sites on the surface are not uniform (surface heterogeneity), and thus
the acid or basic strength is not the same for all of the sites on the surface: We have
a distribution of sites of different strength. Another complication derives from the
fact that we cannot define a function for the acidity strength as the pH for the
aqueous solution. It is possible to use an indirect way for expressing the acidity of a
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solid according to the approach suggested by Hammett and Deyrup (1932). It is
known that some coloured organic substances, normally used as “pH indicators,”
are chemical detectors of the pH level of a solution because when protonated they
change the colour of the solution at a characteristic value of the pH. pH indicators
are weak acid or weak bases. For a weak acid, in aqueous solution, the following
equilibrium is valid:

HInd + H,0 = H;0 " +Ind™ (3.69)

where HInd is the un-dissociated form of the indicator; and Ind™ is the conjugated
base of the indicator having a colour different from HInd. From this equilibrium it is
possible to derive, according to Henderson (1908) and Hasselbalch (1916), the
relation:

pH = pK, + log[Ind~]/[HInd] (3.70)

when pH is equal to pK,, the ratio [Ind~]/[HInd] = 1. This corresponds to the point
of colour change. Hammett defined a function of acidity H, that for aqueous dilute
solutions coincides with pH:

H, = pK, +log[B]/[BH"] (3.71)
where B is a weak base subjected to the equilibrium of protonation:
B+H" =BHT (3.72)

Hammett used some anilines as bases B to evaluate the H,, function of strong acid,
such as, for example, sulphuric acid determining a value of H, = —12 for pure sulphuric
acid. It should be pointed out that the more negative the Hy, the stronger the acid. In
particular, a value of —12 found for pure sulphuric acid is a reference for the definition of
superacidity, that is, substances having a Hammett function H, more negative than —12.
Superacids include nafion (a fluorinated polymer H, = —12); H3zPW 5,04y,
Cs, sHp sPW 1,049 (polyoxometallates-POM H, = —13.2); SO427/Zr02 (sulphated
zirconia H, = —16); magic acid HSbFg (able to protonate CH, H, = —20). For deter-
mining the acid strength and the amount of the active sites on a solid, it is possible to
make a titration of these sites with a base, for example, butylamine, dissolved in an
appropriate solvent, not water or other protic solvents, in the presence of an indicator of
known pKa until the occurrence of the colour changes. When colour changes,
H, = pK.. In this way, all of the sites having acidity stronger than the determined value
of H, are titrated. The titration can be repeated using indicators with a different pK,, thus
selecting acid sites with different range of strength. After this procedure, a distribution
curve of the acid strength can be constructed obtaining plots of the type shown in
Fig. 3.26.
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Fig. 3.26 Distribution curve of acid sites on a solid catalyst

Titration occurs in the absence of water because water has a levelling effect on
the acid strength giving always H;O" as the most acid specie. Other protic solvents
have the same behaviour. Therefore, aprotic solvents—such as benzene, iso-octane,
cyclo-hexane, or decalin—are used.

Another method for evaluating the acid strength of acid sites on a solid surface is
to put the solid in contact with a flow stream of gaseous ammonia. Salts are formed
on the surface that can be decomposed by gradually increasing the temperature. The
greater is acid strength of the sites, higher is the temperature needed for decom-
posing the salts formed on the surface. By measuring the amount of desorbed
ammonia, a quantitative evaluation of the number of sites in correspondence to a
decomposition temperature is possible. A property strictly correlated with the acid
strength can be also measured by measuring the decomposition heat with a dif-
ferential calorimeter. Because some reactions are promoted by the acidity of solid
catalysts and the kinetics is known, sometimes such reactions are used for evalu-
ating the acidity of a catalyst simply by measuring the reaction rate at a given
temperature and determining by poisoning the overall number of sites.

Last, IR spectroscopy is used to identify the properties of the different types of
hydroxyls and different sites (Brensted or Lewis) present on the surface by using
probe molecules, such as ammonia or pyridine, for this characterization.

The most common acid catalysts are natural clays, acid zeolites, supported
mineral acids (H,SO,4, H3POy,, etc.), acid-exchange resins, some oxides and sul-
phides, in particular Al,Os3, TiO,, ZrO,, and some mixed oxides, in particular, silica
alumina. The most common basic catalysts are supported bases, anionic-exchange
resins, some oxides (e.g., MgO, ZnO, CaO, and Al,03); and some mixed oxides
(e.g., MgO-Si0,, CaO-Si0,, MgO-Al,03, etc.).
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3.4.7 Surface Acidity of Binary Mixed Oxides

Metal oxides are largely employed in industry as catalysts. Their catalytic actions
can be of different types. Metal oxides can act, for example, such as transition
metals or as semiconductors (as will be seen in a next section), but they mainly act
as acids or bases. When two oxides are intimately mixed (e.g., by co-precipitating
them from their solution in water, filtering, and calcinating), the binary mixed oxide
formed can have properties completely different from the originating pure oxides.
Tanabe et al. (1974) studied this phenomenon by examining the properties of 31
different binary mixed oxides and formulated a hypothesis that correctly predicts
the acid behaviour of those mixed oxides in 90% of cases. The hypothesis explains
the mechanism of acidity generation in binary oxides and predicts whether the acid
sites will be of Brensted or Lewis type. According to Tanabe et al., the acidity is
generated by the excess of a negative or positive charge in a defined model structure
of the binary oxide. The model structure is constructed by adopting the following
two postulates:

(1) The coordination number of the positive elements of the two metal oxides is
maintained after mixing.

(2) The coordination number of the negative element (the oxygen) becomes, in all
cases, the one prevailing component.

For example, we can compare the behaviour of a mixture of TiO,*SiO,, in which
TiO,, is the major component, with that of a mixture of SiO,°TiO,, in which SiO; is
the prevalent component. We have the following behaviour shown in Fig. 3.27.

In the first case, we have an excess of positive charge with an increase in the
Lewis acidity; in the second case, we have an excess of negative charge with an
increase in the Bronsted acidity. Considering the first case, the four positive charges
of the silicon atom are distributed between four bonds, whilst the two negative
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Fig. 3.27 Model structures for, respectively, TiO,—SiO, with TiO, as the prevailing component
and SiO,-TiO, with SiO, as the major component
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charges of oxygen atom are distributed between three bonds (—2/3 of the
valence unit is distributed to each bond). The difference in charge for one bond is
+1 — 2/3 = +1/3, and considering all bonds 1/3 x 4 = +4/3 is the excess of charge.
To an excess of positive charge corresponds an increase of the Lewis acidity.

3.4.8 Zeolites, Structures, Properties, and Synthesis

Zeolites are crystalline silico-aluminates having the peculiarity of a porosity that is
internal to the crystalline framework. These materials have crystals that correspond
to a combination of a few polyhedral blocks as shown in Fig. 3.28.

A combination of these blocks can yield many different structures, such as the
ones shown in Figs. 3.29, 3.30 and 3.31, which correspond to the structures of
different existing zeolites.

Zeolites most commonly employed as catalysts are the synthetic X and Y zeolites
having the same crystal framework of the natural mineral faujasite, mordenite,
ZSM-5, and ZSM-11. X and Y zeolites differs only for the ratio Si0,/Al,03, whilst
the other zeolites are different for, respectively, the crystal structure, the average
pore diameter, and the ratio SiO,/Al,O5 as can be seen from the data listed in
Table 3.14.

The internal crystalline porosity of the zeolites has relevant effects on the
adsorption of the molecules, their diffusion, and their catalysis. Adsorption of the
molecules is favoured by the strong electric fields existing inside the narrow zeolite
channels due to the presence of metal ions and the oxygen of the framework. For
example, a zeolite can absorb >20% b.w. of water. Zeolites often show a marked
selectivity in the specific adsorption of particular molecules corresponding to a

Pasaas

Fig. 3.28 Elemental polyhedral structure of zeolites
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Fig. 3.29 Crystal structure of zeolite A

Fig. 3.30 Crystal structure of synthetic zeolites X and Y existing in nature as the mineral faujasite

marked selectivity in the reactions in which those molecules are involved.
However, a new type of selectivity was observed in the use of zeolite as catalyst,
that is, “shape selectivity.” Some molecules cannot enter in the zeolite channels
because they are larger than the pore mouth. Therefore, these molecules, when
present in a reacting mixture, are not involved in the reaction. Three different types
of shape selectivity were observed:
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Fig. 3.31 Crystal structure of ZSM-5 zeolite

Table 3.14 Characteristics of the most used zeolites

Type of zeolite R = Silicon/aluminium Pore diameter (A) Pore volume (cm3/g)
A 1.0 3.5-5 0.3-04

X 1.0-1.5 7.4 0.3-04

Y 1.5-3.0 7.4 0.3-04

Mordenite 4.5-5.0 6.7-7.0 0.20

ZSM-5 2.5-35 54-5.6 0.1

ZSM-11 2.5-35 5.1-5.5 0.18

(1) Shape selectivity can be related to the reagents, such as the one already

described.
Reactantselectivity

(2) Shape selectivity can be related to the state transition, that is, if the transition
state complex, the formation of which is necessary for the occurrence of a
reaction, is too large, the reaction does not occur.
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Restricted transition state selectivity

(3) Shape selectivity can be related to a product that is more stable inside the
zeolite channel.

Product selectivity

An example in which different types of shape selectivity are operative is the reaction
of xylene isomerization promoted by ZSM-5 catalyst. In this process, ortho- and
meta-xylenes are isomerized to para-xylene, which is more stable inside the zeolite
channel due to its linear structure. However, at the exit of the zeolite pores the
para-structure is not so favoured, and if acid sites are present on the external surface, the
reaction is reversed for reaching thermodynamic equilibrium. To avoid this drawback,
zeolite is externally poisoned with MgO, thus stopping the undesired reaction.
Moreover, MgO avoids also the formation of coke on the pore mouth. Inside the pores,
coke is not formed due to the shape selectivity related to the transition state complex.

Natural zeolites have been studied for many years, in particular, by Barrer (1978),
who individuated their crystalline structure; however, zeolites remained just a
curiosity until the discovery of methods for their synthesis [pioneering works of Breck
(1974)]. Many different zeolites have been synthesized and have found many catalytic
applications in industrial processes. Zeolites are used in particular for their Bronsted
acid properties. Zeolite acid sites are similar to the silica—alumina sites of higher
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strength, but the sites of zeolites are much more uniform and numerous. Acid sites in
X and Y zeolites can be obtained starting from synthesized zeolite, which contains
sodium ions to neutralize the negative charge of the framework. The zeolite is put in
contact, at boiling temperature, with an ammonia salt solution, and this treatment is
repeated at least three times. Sodium is exchanged with ammonium ion for approx-
imately 80%. Then zeolite is filtered, dried, and calcined. The ammonium salts on the
surface are decomposed by heating releasing NH3, whilst proton remains anchored on
the surface (decationated zeolite). Acid zeolites also can be obtained by exchanging
sodium with bivalent cations (Ca, Sr, Ba) or trivalent cations (lantanides). Polyvalent
cations cannot neutralize completely the framework charges for the rigidity of the
crystal lattice and exerts with their positive charge an acid activity. Zeolites having a
high content of silica, such as mordenite and ZSM-5, can be exchanged directly with
mineral acids because they are more stable to acid chemical attack.

Zeolites A, X and Y are obtained by crystallization under alkaline hydrothermal
conditions of alumino-silicate gel of appropriate composition. Zeolites A are
obtained at 80-100 °C, and zeolites X and Y are obtained at 100—120 °C. The use
of organic cations instead of sodium for creating the alkaline environment allows
the synthesis of other zeolites, such as mordenite, ZSM-5, silicalite, ect. The
organic cation has a function of templating agent remaining trapped in the zeolite
cavity. In the case of mordenite, diethanolamine (DEA) is used as templating agent,
whilst for producing ZSM-5 tetra-propylammonium hydroxide is used with a
sequence of operations as shown in Fig. 3.32. More recently, isolated atoms of
titanium were introduced in a crystal lattice of silicalite (the same framework of
ZSM-5). This type of titanium has shown a high selectivity in some oxidation
reactions using hydrogen peroxide as reactant, and different new more convenient
processes have been developed (propene oxide production, synthesis of quinone,
production of caprolactam) see Millini et al. (1992), Notari (1988), Clerici (1991),
Romano et al. (1990), Clerici and Ingallina (1993).

3.4.9 Templating Mesoporous Zeolites

Currently >170 different zeolite structure types are known, and new types appear
every year. Many reviews have been published on the subject. However, <10% of
discovered zeolites have not found practical use in industry because their mass
transport to and from the active sites is hindered because the mouth of the pores are
too narrow. The synthesis of a new class of zeolites, the mesoporous zeolites, is an
attempt to overcome this problem. Such mesoporous zeolites contain, together with
the crystalline micropore system, which is typical of other zeolites, a mesopore
system that is not part of the crystal structure. Such pores can have diameters in the
range 2-50 nm. Mesoporous zeolites can be considered hierarchical porous mate-
rial. Such materials normally can be prepared by templated methods that have the
advantage to tailor the pore size using a mesopore template of a characteristic size.
Examples of such mesoporous structures are shown in Fig. 3.33.
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3.4.10 Catalytic Properties of Metal Oxides
as Semiconductor

We have already discussed the acid—base properties of oxides and mixed oxides.
Oxides can show also other catalytic actions, in particular, the oxides of transition
metals. In this case, oxides can give place to catalytic actions involving d-orbitals
and changes in the oxidation number of the metal. A less common catalytic action is
one related to their semiconductor properties. Normally oxides are insulating
materials, but some of them show semiconductor properties. In a semiconductor,
electrons can be found in two different bands characterized by a difference of the
energetic level: the band of valence, which is completely filled when the electrons
are in their fundamental state, and the band of conduction, which exists at a higher
energetic level and is populated by electrons coming from the band of valence as a
consequence of an energetic input. The transition of an electron from the valence
band to the band of conduction produce a “hole” of charge in the valence band
(“cationic vacancy”). Electrical conductivity in semiconductors occurs through two
different mechanisms of charge transfer. One is the migration of electrons occurring
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in the band of conduction, and the other is the migration of the charge holes in the
valence band. An increase in temperature determines an increase in the number of
electrons passing from the band of valence to the band of conduction, thus
increasing the electrical conductivity of the oxide. Figure 3.34 compares the dis-
tribution of electrons between the two mentioned bands in, respectively, the metals,
semiconductors, and insulating oxides.

As can be seen, the two bands are overlapped with metals. If E, is > 3 eV,
electrons do not have the possibility to migrate in the conduction band, and thus the
electrical conductivity is very low (insulating materials); in the other cases we have
a more or less conductive semiconductor. Some pure substances without defects in
their crystal structure have behaviour similar to that of a semiconductor (Ge, Si,
etc.); these substances are called “intrinsic semiconductors.” In other cases, the
semiconductor properties are determined by the presence of defects in the structure
or of impurities that create energetic levels intermediate between the two bands,
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thus reducing the energy gap for the transition of the electrons from the valence to
the conduction band. An example of this type is represented by zinc oxide (ZnO),
which has normally an excess of metal in the lattice (non-stoichiometric com-
pound). The atoms of excess metal occupy interstitial positions, as shown in
Fig. 3.35; the charges obviously will be neutralized, but the metal is easily ionized.
The electrons released by the interstitial zinc will have a high mobility because they
are not involved in any bond. These electrons will be in a band at an energetic level
that is inferior to that of conduction (donor level), and therefore they are more
accessible to the electrons coming from the valence band. This type of semicon-
ductor is defined as “type n” (negative) because the conductivity is imputable to the
excess zinc in the lattice releasing electrons that fill the donor energetic level.

In the case of non-stoichiometric oxides (NiO, CuO, etc.) having an excess of
anions in the lattice, because the anions have an atomic radius much greater than
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that of the cations, they cannot occupy the interstitial positions of the lattice. In this
case, some cationic vacancies are created as shown in Fig. 3.36.

Because the excess oxygen in the lattice is in the form of O*, for satisfying the
electroneutrality we will have 2Ni** for any positive hole with the corresponding
energetic level. This level is called the “acceptor level” and is intermediate between
the band of valence and the conduction band. Some electrons will easily pass
from the band of valence to the acceptor level, thus leaving a positive hole in the
valence band. Electric conduction in this case occurs through the positive holes.
These semiconductors are of “p-type” (positive). It is important to point out that the
donor and acceptor levels, considering the small number of excess ions in the
lattice, do not constitute conducting bands, and electric conduction always occurs in
the band of conduction (by electrons) or the band of valence (by migration of
positive holes).

The acceptor or donor energetic levels can be originated not only by the
imperfect stoichiometry of the solid compounds but also by the presence of
impurities. In this case, the semiconductors are called “doped semiconductors,”
respectively, of n-type or p-type. For example, the addition of a small percentage of
foreign atoms in the regular crystal lattice of silicon or germanium, which are
intrinsic semiconductors, produces dramatic changes in their electrical properties
producing n-type and p-type semiconductors. Figure 3.37 shows what happens to
silicon doped, respectively, with aluminium or phosphorus. Aluminium, because it
is trivalent, creates deficiencies of valence electrons (holes), thus determining the
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Fig. 3.36 Structure and bands for a type-p semiconductor. Example of Ni,O5 having an excess of
oxygen in the lattice
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behaviour of the p-type semiconductor, whilst the addition of phosphorus, a pen-
tavalent impurity, increases the contribution of free electrons, thus greatly
increasing the conductivity of silicon and giving place to an n-type semiconductor.

In addition, non-stochiometric semiconductors can be doped. For example, NiO
can be doped with Li,O or with Cr,O3. In the first case, the p-type character is
enhanced, and in the second it is weakened. The catalytic action of these materials
is due to the availability of electrons or positive charges both characterized by high
mobility.

Chemisorption is favoured by the transfer of electrons from a molecule to a solid
and vice versa. Moreover, in the oxides of transition metals, the passage of electrons
from one band to another and from a solid to a molecule occurs with a change of the
valence of the metal. This behaviour is responsible of a particular catalytic cycle,
called “redox,” in which an organic compound is oxidized by the lattice oxygen
with a reduction of the valence of the metal. Then the catalyst is re-oxidized in the
presence of molecular oxygen. This catalytic cycle is sustained by the mobility of
the anionic vacancies.

Chemisorptions on the surface of semiconductors can occur through two dif-
ferent mechanisms: One mechanism involves the existence of isolated active sites
interacting with the reactant molecules through the coordinative unsaturation of the
metal; the other one, on the contrary, involves the electronic properties of the solid.
In this last case, the molecule is adsorbed as a ion, which could be a cation or an
anion adsorbing on an n-type or p-type semiconductor. Therefore, we can have
different types of chemisorption. For example, the chemisorption of molecular
oxygen on a type-n semiconductor occurs as follows:

1/2 0;4+e~ < O (ads) (3.73)

Species 0%~ and O~ are reactive, which can be relieved using ESR techniques.
The adsorption of CO on a p-type semiconductor will occur as:

CO(g) <> CO™ (ads) +e~ (3.74)

In both cases, the adsorption is contrasted by the charges created on the surface,
and the monolayer is never reached. In other cases, the chemisorption is favoured,
and the monolayer is completely filled. The doping of semiconductors can have
dramatic effects on catalytic activity as observed, for example, by Parravano (1953).
He showed that the addition of only 100 ppm of WO; to NiO reduced the activation
energy for CO oxidation by half.
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3.5 Preparation and Characterization of the Most
Common Catalytic Supports

The most common catalytic supports are alumina, silica, silica—alumina, and
carbon.

3.5.1 Alumina

There are different types of alumina because this compound shows different crys-
talline phases. When aluminium hydrate is precipitated from an aqueous solution of
an aluminium salt, the nature of the precipitate depends on the precipitation con-
ditions. However, even if an amorphous hydrogel is obtained, its dehydration by
aging gives yields crystallization in one of the alumina structure, such as bohemite,
bayerite, or gibbsite. It is not easy to control the preparation, and some empirical
“recipes” are available to obtain a desired structure. However, the most commonly
employed supports are y-alumina or n-alumina (100-300 m?/g). The most stable,
obtained at very high temperature, is a-alumina (corundum), but it is not useful as a
support because it has a very low specific surface area (0.1-1.5 m%/g). A scheme of
all possible transformations is shown in Fig. 3.38.

Route (a) is characterized by pressure >1 bar, wet air, heating rate >1 °C/min,
and particle size >100 um, whilst route (b) is characterized by pressure = 1 bar,
flow of dry air, heating rate <1 °C/min, and particle size <10 pm. y and #-alumina
are both stable in a range of 300-600 °C, maintain their specific surface area, and
are increased in the stability by adding 1-4% SiO,.

Alumina is an amphoteric oxide with an isoelectric point (IEP) = 8-9, that is, its
surface contains both acid and basic sites. By calcination and re-hydration, we have
the following equilibria:

b
I X L |
Y o | 8 [a]
2 b
| Bayerite f—— n F { 9 | o |
| Diasporo  }—i o |
o 100 200 300 400 500 600 700 800 500 1000 1100 1200

Fig. 3.38 The phase transformations of alumina
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Fig. 3.39 Different types of C
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According to Peri (1965), five different types of hydroxyls—A through E—exist
on the alumina surface as can be seen in Fig. 3.39. The difference is given by the
number of O* groups surrounding the hydroxyls.

Tanabe (1970) titrated the acidity of alumina with amine titration method and
obtained the results shown in Fig. 3.40.

An interpretation of one of the curves shown in Fig. 3.40 regarding the type of
acidity on the surface is shown in Fig. 3.41. As can be seen, Bronsted acid sites are
prevalent at lower temperatures, whilst at higher temperatures these are transformed
in Lewis acid sites.

The Lewis acid strength of the alumina sites can be enhanced by replacing
surface hydroxyls with halogens, such as fluorine or chlorine.
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Fig. 3.40 Amounts of [
surface acidity of alumina as a 05
function of calcination
temperature at varying H,
values determined by amine
titration using opportune
indicators. The values of H,
explored are as follows:

a <+3.3; b <+1.5; ¢ <=3.0;
and d <—5.6. Published with
permission from Tanabe
(1970), Copyright Elsevier
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Fig. 3.41 Type of acidity
existing on the alumina
surface. Published with Total acidity
permission from Tanabe
(1970), Copyright Elsevier
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3.5.2 Silica

Silica supports of different types are commercially available:

(1) Diatomaceous earth, or kieselguhr, is a natural product constituted by micro-
scopic skeletons of fossilized remains of diatoms. Kieselguhr contains 80-90%
of silica and has a specific surface area in the range 15-40 m*/g.
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Fig. 3.42 A schematic representation of a precipitated colloidal silica particle see Anderson
(1975)

(2) Silica gel is obtained by acidification of a solution of sodium silicate.
A material with a very high specific surface area is obtained (>700 m*/g) that
has very narrow pores (2.5-5 nm). However, according to the preparation
method, the specific surface area can change in the range of 200-800 m?*/g.

(3) Colloidal silica is a silica in a colloidal state that is stabilized with sodium or
ammonium ions.

(4) Pyrogenic or fumed silica is a type of silica obtained in very thin non-porous
particles (5—40 nm) obtained by performing SiCl, hydrolysis in a flame or by
combustion of a silicon alkoxide. The surface area is in the range 50-400 m*/g.

The most commonly used support is silica gel, an amorphous material of high
surface area obtained by precipitation from a solution of sodium silicate after
acidification or by hydrolysis of alkoxides. The precipitate consists of particles of
non-ordered arrangement of SiO, tetrahedra with silanol groups at the surface
(hydrosol) such as shown in Fig. 3.42. The reticulation of these particles give rise to
a hydrogel, that is, a three-dimensional network retaining molecules of water. This
process is called “gelation.” An alternative path is sol flocculation, which can be
obtained by neutralizing the micelle charges (see Fig. 3.43). The silica surface has a
moderate acid character, and the IEP is approximately 1-2.
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Fig. 3.43 Structures of silica hydrogel and of flocculated particles, which are both obtainable
from a silica hydrosol. Reproduced with permission from Perego and Villa (1997), Copyright
Elsevier (1997). See also Le Page et al. (1987)
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Fig. 3.44 The reason for the high Brensted acidity shown by silico—alumina catalysts

3.5.3 Silica-Alumina

Silica—alumina is the most important and known example of a binary mixed oxide
in which acid-base properties are very different from the originating oxides silica
and alumina. Silica, it has been seen, is an oxide of moderate acidity, whilst alumina
normally shows a moderate basicity. Silica—alumina is characterized by a strong
Bronsted acidity. In this case, the aluminium atoms are trapped inside the silica
tetrahedral network, and a negative charge arises on aluminium as can be seen in

Fig. 3.44.
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Fig. 3.45 Acidity of silica—
alumina catalysts. Published
with permission from Oblad
et al. (1951) Copyright
Elsevier (1951). See also
Richardson (1992)
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The maximum acidity is shown for a composition containing approximately
30 wt% of alumina as shown in Fig. 3.45.

Silica—alumina is obtained by co-precipitation of both components or by pre-
cipitation of an alumina hydrogel in the presence of a freshly prepared silica
hydrogel. The specific surface area can range from 350 to 600 m*/g.

3.5.4 Carbon

The types of carbon that can be used as catalytic supports include charcoal and
carbon black. Charcoal is obtained by pyrolysis of natural or synthetic polymers at a
temperature of approximately 700 °C. Activated charcoal is obtained by performing
a controlled oxidation of charcoal at high temperature (approximately 900 °C). This
last treatment eliminates residual products of pyrolysis from the surface and renders
the internal pores of the carbon more accessible. Very high specific surface area can
be obtained on the order of 1000 m*/g. Similar products also can be obtained as
byproducts in many petrochemical productions for the incomplete combustion of
heavy petroleum products (carbon black).
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Fig. 3.46 Examples of monolithic supports and an example of monolithic support used a as
catalytic converter in a car. Reprinted with permission from Kapteijn et al. (2001), Copyright
Elsevier (2001); and from the website of the Boreskov Institute of Catalysis

3.5.5 Monolithic Supports

These supports are usually made from ceramic materials—such as cordierite
(magnesium silico-aluminate), mullite, or alumina—but metals have been used
sometimes. Monolithic supports are constituted of a block of material containing
large cavities (1-20 mm) of opportune shape favouring gas flow with a low pres-
sure drop. The main use of these supports is for the automobile catalytic converters
but other possible uses have been studied by many different authors despite the
relatively low exposed surface area of these devices (2002000 m*/m?). To favour
the deposition of a metal on the surface, these materials are coated on the surface
with a layer of approximately 30 pum of silica or alumina. Some examples of
monolithic supports are shown in Figs. 3.46 and 3.47.

3.5.6 Metal Catalysts

Metal catalysts can be unsupported or supported. Unsupported catalysts can be
non-porous, that is, in the form of films or wire mesh, or porous, that is, in
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Fig. 3.47 Additional examples of commercial monolithic supports

powdered form (platinum and palladium black, nickel raney, etc.). Unsupported
porous catalysts are extremely reactive with oxygen in the air and must be protected
by covering them with a liquid solvent. For preparing platinum or palladium black
with a high specific surface area, it is best to use a concentrated solution of the
precursor (for example, chloroplatinic acid) and a strong reducing agent (hydrazine
N,H,, sodium borohydride NaBHy,, etc.). In this way, a large number of nuclei of
precipitation are formed, and a highly dispersed precipitate is obtained.
Unsupported metal catalysts are subjected to sintering, in particular, when heated at
high temperature. By sintering, the catalytic particles gradually increase in size, and
consequently both the specific surface area and the catalytic activity decrease. To
make metal catalyst more stable to sintering, it is best to prepare them by reduction
of the corresponding oxides mixed with substances acting as promoters and/or
support. In this way, the iron catalyst used in ammonia synthesis from nitrogen and
hydrogen is, for example, prepared. Iron is obtained by reducing magnetite (Fe;0,4)
containing uniformly dispersed amounts of Al,O3 and K,O with hydrogen at high
temperature. Both of these compounds are not reduced, and alumina prevents the
sintering of the iron crystallite, whilst K,O neutralizes the acid sites generated by
alumina.

The production of Ni-Raney is made starting from a Ni-Al alloy by dissolving
aluminium with a sodium hydrate solution. Ni obtained in this way is highly
disperse and reactive. The preparation of supported metal is normally made by
impregnation according to two different procedures:

(a) Incipient Wetness Impregnation or Dry Impregnation

An active metal precursor is dissolved in a solvent. The obtained solution is
added, drop by drop, to a well-mixed powdered support. A limited amount of
solution is added such that the volume of the solution is equal to the overall volume
of the pores. The solution enters the pores by capillary action, and at the end of the
addition the powder appears dry. A large part of the metal precursor interacts with
the surface of the support, thus giving place to chemical adsorption, whilst the



178 3 The Role of Catalysis in Promoting Chemical Reactions

residual remains dissolved. Then the solvent is removed by drying and calcining. In
this way, all of the catalyst precursor is deposited on the surface; a large part is
highly dispersed because it is chemisorbed; and the remaining part gives place to
greater crystallites that precipitate when the solubility product is reached. This
operation can be optimized by dosing the amount of precursor in such a way as to
minimize the amount of precursor precipitated with respect to the one that is
chemisorbed. Obviously, the choice of a support strongly interacting with the
molecules of the precursor also is fundamental for obtaining a good result in dry
impregnation. Dry impregnation also can be performed by using the support in
pellet form.

(b) Wet impregnation

An appropriate amount of an active metal precursor is dissolved in a solvent.
A support in the form of powder or pellets is immersed in this solution. The
precursor is partitioned, and part is chemisorbed on the support surface in equi-
librium with the amount that remains dissolved in the solution. Adsorption nor-
mally occurs by ionic exchange. This adsorption depends on (1) the characteristics
of the surface of the support; (2) the nature of the available precursor; (3) the
employed solvent; and (4) the acid—base character of the precursor solution. It is
important to obtain highly dispersed catalysts not only for increasing the activity
but also for reducing the amount of metal to be used, which is an important aspect
considering that often the metals used are very expensive noble metals, such as
platinum, palladium, rhodium, ruthenium, etc. To obtain a high dispersion of the
metal on the support, some theoretical aspects must be considered. Normally
employed supports have many hydroxyls on their surface with an amphoteric
character. Therefore, in an acid environment the hydroxyls of the support react as
follows:

S-OH+H'A™ « SfOH;A’ (3.75)
In contrast, in a basic environment we have:
S—-OH+B"OH < SO B" +H,0 (3.76)

In the first case, the surface is charged positively, whilst in the second it is
charged negatively as shown in Fig. 3.48. However, there is a pH at which no
charge is accumulated on the surface; this pH condition is defined as the “isoelectric
point” (IP) or “point of zero charge” (PZC). The IP is a characteristic of the solid
defining the acid or basic character of its surface. Solids characterized by a low IP
preferably adsorb cations. If we must support platinum, for example, in this case it
is best to use a cationic precursor of the type: Pt(NH3);". If the support has, on the
contrary, a high IP, an anionic precursor, such as PtClg, is more suitable. Hence, on
a silica support having a PZC = 2, the first precursor will be used, whilst on an
alumina support of PZC = §8-9, the use of H,PtClg as precursor is preferable. Last,
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Fig. 3.48 Schematic view of the surface polarization of an oxide induced by the pH of a
contacting solution. Reproduced with permission from Perego and Villa (1997), Copyright
Elsevier (1997). See also Brunelle (1978)
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it is possible to use the competition in the ionic adsorption, for example, between
PtClg and CI™ for favouring or depressing the adsorption of the precursor.

By choosing the competitive ion and dosing its relative concentration, it is
possible to deposit the metal in a layer external to a catalytic pellet or, alternatively,
in an annular layer internal to the particle or concentrated at the centre of the pellet
as shown in Fig. 3.49. Because some reactions, affected by intra-particle
mass-transfer limitation, occur mainly in a particular zone of the catalytic parti-
cle, in the described cases the metal is deposited exactly where the chemical
reaction occurs.
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In some cases, two metals in alloy are used as catalyst. The method of prepa-
ration in this case has the scope to obtain exclusively the alloy of the desired
composition without the presence of the other different phases.

The catalytic action of the metal can change with the dispersion. This can be
understood by considering a perfect cube-octahedral crystallite as shown in
Fig. 3.50. On this crystal, we can recognize atoms with different degrees of
unsaturation. Some atoms are positioned on the faces of the crystal; some atoms are
on the edges; and some atoms are on the vertices. As can be seen in Fig. 3.50, the
abundance of atoms, respectively located on faces, edges, and vertices, is quite
different. However, the ratios between the different types of atoms change con-
siderably by changing the size of the crystallites (Fig. 3.51).

Fig. 3.50 Example of a perfect structure of metal cube-octahedral crystallite

Sites fractions A Number of atoms on the sur face
1.0k Total number of atoms
Number of atoms on the edges
0.8 = D -
Total number of atoms on the surface
0.6 =
s Number of atoms on the vertex
04k "~ Total number of atoms on the surface
02 A - Number of atoms on the faces
B ~ Total number of atoms on the surface
0 ! ] 1 L

5 10 15 20
Particles size (A)

Fig. 3.51 Distribution of metal atoms in crystallite of different sizes
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Fig. 3.52 Possible defects on a solid surface

It is possible to foresee, in agreement with the findings of Boudart (1985), that
the selectivity of some reactions is affected by the dispersion (“structure-sensitive
reactions”), whilst on the contrary some are not (“structure-insensitive reactions”).
However, the surface of dispersed metals shows many irregularities, such as the
ones shown in Fig. 3.52, that could be active sites of catalysis.

The dispersion of metal catalysts can be determined by measuring the specific
surface area of the supported catalyst, that is, the overall surface of the metal
referred to the mass of the metal. The greater the specific surface area, the greater
the dispersion.

The specific surface area can be determined by adsorbing, under opportune
conditions, H, or CO. The used methods can be static or dynamic (with a flowing
stream or by feeding pulses of H, or CO). These methods are not rigorous for
uncertainty in the stoichiometry of the reactions; in some cases, phenomenon
known as “spillover” (i.e., migration of part of the hydrogen adsorbed on the metal
toward the support) occurs.

The catalytic action of the metal is complicated by the possibility of the overlap
of different mechanisms whose contribution is unknown. Metals can intervene with
their electronic properties of conductive materials; they can yield the formation of
metallorganic complexes for localized interaction between one or more atoms of the
metal with the organic reactant; and, in the case of transition metals, adsorption and
successive reaction can be favoured by the interaction with the electrons of
d-orbitals. However, it is possible to classify the chemisorption on a metal surface
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Fig. 3.53 Associative adsorption of ethylene on a single atom of the surface of a metal catalyst
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as associative or dissociative. Hydrogen, for example, can give both these types of
chemisorption according to the metal employed as catalyst:

H H H H
o . (3.77)
- M M---- M M-
Ethylene can yield associative adsorption by breaking the m bond and forming
two new ¢ bonds with two atoms of the metal surface:

CH2 — CHz
o (3.78)
M M

Alternatively, adsorption on a single metallic atom can occur by forming a
coordination complex of the type shown in Fig. 3.53.

3.6 Catalyst Forming

Size and shape of catalyst particles are important for industrial purpose, in partic-
ular, for favouring catalytic activity avoiding mass- and heat-transfer limitation and
limiting pressure drop in the reactor. The type of reactor chosen for performing a
reaction clearly imposes the size and shape of the catalyst particles to be used as
well as the modality of preparation. In a fluid-bed reactor, for example, a catalyst in
the form of powder, which is resistant to the attrition, would be used. In a slurry
reactor, again a powdered catalyst is preferred, but it must be resistant to contact
with the liquid reagents as well as stirring stress. In a gas—solid tubular reactor, a
pelletized catalyst is normally used that has a spherical or cylindrical geometry.
In this last case, the particles size must be as small as possible to avoid
mass-transfer limitation, thus maximizing the catalytic activity; however, too small
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Table 3.15 Different types of catalyst shapes®

Shape Size Type of reactor

Extrudate d =1-5 mm; [ = 5-20 mm Fixed-bed reactor

Pellet d =3-10 mm; [ = 3-10 mm Fixed-bed reactor

Granule, bead d =1-5 mm Fixed-bed reactor

Sphere D =1-10 mm Fixed-bed reactor,
moving-bed reactor

Microspheroidal powder D =20-100 pm Fluidized-bed reactor,
slurry reactor

“Data from Doesburg and van Hoof (1993)

a size give place to high pressure drop and excess energy consumption for feeding
the reagents. A compromise between these opposite requirements determines the
optimal size, whilst the shape depends on both the method of preparation and a
specific design devoted to optimal heat transfer. Table 3.15 lists different types of
catalyst shapes.

The variety of possible shapes can be seen in Fig. 3.54.

3.6.1 Forming Micro Granules

In the laboratory, crushing and grinding is often a common practice for obtaining
powdered catalysts. This procedure is not used in industry because powder obtained
in this way has a broad particle-size distribution. Moreover, such powders have low
mechanical resistance. Spray drying is the technique normally employed to produce
micro-spherical materials. A hydrogel or a sol is sprayed through nozzles in a
heated chamber. Depending on the temperature of this chamber, either drying or
both drying and calcination of the falling drops occur. Figure 3.55 shows a
spray-dryer apparatus.

Figure 3.56 shows an example of micro-granules of relatively uniform size
falling in the range of 380-570 pm.
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Fig. 3.54 Miscellaneous commercial catalyst shapes suitable for fixed-bed reactors

Fig. 3.55 Simplified scheme
of a spray-dryer apparatus
suitable to prepare
microgranular catalysts.
Reproduced with permission
from Perego and Villa (1997),
Copyright Elsevier (1997).
See also Doesburg and van
Hoof (1993)
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Fig. 3.56 Microgranules
obtained by spray-drying
technique. Diameters are in
the range of 380-570 pm
[Courty and Duhaut (1974),
p- 861; see also Perego and
Villa (1997)]

Fig. 3.57 Extrusion device Slurry

TSI

Al A A

3.6.2 Forming Grains

Grains can be obtained by different methods such as (1) extrusion and wet pressing,
(2) dry tableting, (3) granulation, and (4) drop coagulation (sol-gel method).
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Fig. 3.58 Scheme of pellets production

(1) Extrusion and wet pressing

A wet paste is forced through a screw driver (see Fig. 3.57). The slurry is forced
through holes in the end plate. Usually, the holes are circular, but they can also be
made in the shape of lobes or stars. The extrudate at the hole exit is dried and
consequently hardens, thus maintaining its shape. A rotating knife is used to cut the
ribbon at a pre-fixed length. Extrudates are irregular in shape and length, are
porous, and have low mechanical resistance, but they are easy to prepare and
inexpensive compared with other preparation methods. Some additives are useful to
obtain a paste suitable for extrusion. Monolith and honeycomb support are also
manufactured by extrusion.

(2) Dry tableting

In this case, a dry powder is pressed in a pelleting press. Powder is poured into a
cylindrical cavity and pressed at a pre-fixed pressure using a piston (Fig. 3.58).
Very high pressures, from 100 to 4000 atm, are normally applied. Some additives
—such as lubricants (mineral oil, talc, graphite, stearates) and binders (bohemite,
clays)—to favour pelletization by increasing adhesion between the grains of
powder. Pellets are then ejected. These pellets have a uniform size and shape, have
high mechanical strength, and have a moderate porosity. This method of catalyst
preparation is the most expensive, but it yields the best results.
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(3) Granulation

Granules have normally spherical geometry. Granules can be obtained using an
inclined rotating dish (Fig. 3.59). Small particles are fed into the dish. In the
meantime, slurry is sprayed onto the particles. The particle surface becomes wet,
and granules start to grow maintaining their spherical geometry.

Smallalumina
particlesor hydrogel

/ droplets

© 000

Rotatingpan

Product spheres

Fig. 3.59 Production of catalyst with a spherical shape using rotating-disk technique. Reproduced
with permission from Doesburg and van Hoof (1993), Copyright Elsevier (1993)

Fig. 3.60 Production of
spherical particles by drop
coagulation [from Richardson
(1992); see also Perego and
Villa (1997)] =0
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(4) Drop coagulation

It also is possible to obtain spheres by “drop coagulation” from sols suspended
in an immiscible liquid by inducing simultaneous gelation, ripening, and forming.
The method is well-illustrated in Fig. 3.60.

An aqueous sol or a hydrogel is forced through the holes in a plate at the top of a
column containing oil, in which the gel is immiscible. Oil is kept at a tempera-
ture >100 °C. Drops fall slowly through the oil and harden before reaching the
bottom of the column. At an appropriate pH level, spherical drops give place to
gelation, and pH is increased by a flow of ammonia following drying and ripening.
In this way, beads of silica—alumina used in catalytic cracking can be produced.
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Chapter 4 )
Kinetics of Homogeneous Reactions gt
and Related Mechanisms

4.1 Introduction

A chemical reaction occurs because a chemical bond of a molecule is broken, and a
new bond is formed. Different methods are possible for determining the bond
rupture in a molecule, for example, by heating the substance at high temperature, or
by submitting it to a high-energy electromagnetic field or an electrical shock. All of
these methods transfer to the molecule an amount of energy greater than the bond
energy, and this is the reason for the rupture occurring. By plotting the internal
energy of H,- and O,-reacting molecules as a function of the reaction path to form
water (Fig. 4.1), it can be seen that great activation energy must be reached for the
occurrence of the reaction. The transformation from reagents to products, in this
case, is largely favoured from the thermodynamic point of view (the product H,O is
much more stable than the reacting elements); however, the higher the activation
energy, the lower the probability that the reaction will start. Therefore, although the
thermodynamic suggests that this reaction is largely favoured, it does not occur in
practice at room temperature; therefore, it requires an external intervention, such as
a flame, an electrical shock, or the presence of an active catalyst. The system
activated in one of these ways could become very fast with the reaction occurring
with an explosion. The conclusion is that the thermodynamic can foresee only the
initial and final status of a reaction giving no information about the reaction rate,
which is the subject of study of chemical kinetics. It is possible to increase the
reaction rate, that is, to increase the probability of the reaction occurring, by
strongly decreasing the energy barrier. This goal is normally reached by introducing
a catalyst in the reacting system. As we already saw in the previous chapter, the
catalyst, by interacting with the reacting molecules, allows us to obtain the product
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Fig. 4.1 Reaction coordinate for the — reaction H, + 2 O, — H,O

passing through a number of sequential steps, with each having an activation energy
lower than the one of the un-catalysed reaction (see Figs. 3.1 and 4.1).

In the presence of a catalyst, the reaction proceeds quickly at temperatures lower
than in absence of the catalyst. Another peculiarity of a good catalyst is that one
only reaction is selectively promoted. The sequence of the mentioned catalytic steps
constitutes the “reaction mechanism,” which is useful to know, as will be seen later,
for determining a reliable expression of the reaction rate as a function of the
composition and of the temperature, that is, for determining a “kinetic-law”
expression of the type:

r = f(composition, temperature) (4.1)

Chemical reactions of industrial interest, with very few exceptions, occur in the
presence of a catalyst. As previously seen, the catalyst can be a chemical species
soluble in the reaction environment, and this case is normally classified as a “ho-
mogeneous catalytic reaction.” The kinetic approach to homogeneous catalytic
reactions will be the main subject of this chapter.
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4.2 Relation Between the Kinetic Law and the Reaction
Mechanism

We previously mentioned that a reaction occurs when a bond is broken and another
is formed. There two ways to break a bond: (1) homolytic cleavage or homolysis,

A B——> 4- + B- (4.2)

which occurs with the formation of unpaired electrons and unstable radical species
(radical mechanism); and (2) heterolytic cleavage or heterolysis,

A: B —>= At + :B” (4.3)
in which ionic species are formed because one atom gets both of the shared elec-
trons (ionic mechanism). Certain factors—such as size and shape of the molecules
as well as their polarisability—are important in kinetics. It first must be pointed out
that the stoichiometry of a reaction does not reveal anything about the complexity
of its reaction mechanism, that is, a reaction occurring with a very simple stoi-
chiometry can be characterised by a complex mechanism. The stoichiometry is
simply the result of a sum of different consecutive elementary reaction steps.
Therefore, in very few cases the mechanism and the stoichiometry coincide. An
example of this type could be the unimolecular decomposition of some substances
occurring at high temperature. A clear example showing that the stoichiometry
cannot give useful information about the reaction mechanism is represented by the
following reaction:

2MnO; +10Fe** +16H* —2Mn** +10Fe™*+ +8H,0  (4.4)

This reaction requires, for occurring in a single step, the contemporary collision
of 28 bodies, which clearly is an impossible event. Another significant example is
the reaction of acetone with iodine catalysed by the presence of acids:

CH;COCH; + 1, LAN CH;COCH,I+H I~ (4.5)

The reaction rate is independent of iodine concentration, although iodine is one
of the reactants and is present in both of the products’ molecules. This simply
means that this reaction does not occur with a simple mechanism. The stoi-
chiometry, in many cases, is the result of a complex mechanism, which is char-
acterised by the sequence of many elementary steps. At this point, it is
fundamental to point out that the elementary steps, contrary to the overall stoi-
chiometry, obey simple kinetic laws, in which the reaction rate is proportional to the
concentration (more rigorously to the activity) of the involved reactants raised to the
stoichiometric coefficient appearing in the reaction. Therefore, for determining a
reliable kinetic law, on a theoretical basis, it is important to define a reasonable
reaction mechanism. Then, two different approaches are possible by introducing
two hypotheses corresponding to reasonable approximations: (1) the hypothesis of
the “slow step” or the rate-determining step (RDS) or the hypothesis of the
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steady-state condition. The first hypothesis considers the overall reaction rate,
which is completely determined just by one step of the mechanism being it much
slower than all of the others. The kinetic law can easily be written for this slow step,
but because the species involved are probably intermediate unstable species, the
concentration of which cannot be experimentally determined, we will consider all
of the steps preceding the slow one in the equilibrium and so evaluate the con-
centrations of the unstable intermediate as a function of measurable species
involved in such equilibria. A simple example can better illustrate this method. Let
us consider the following simple reaction:

A— B (4.6)
we can write for this reaction a simple mechanism of the type:
ASC'—B (4.7)

where C* is an activated and unstable species generated by A.
If the second reaction is considered slow and, therefore the RDS, we can write:

r=ki[C"] (4.8)

As mentioned, normally we do not have the possibility to measure the con-
centration of the unstable species C*, but we can consider the first reaction at
equilibrium:

Ke:CT] therefore [C*| = K, [A] (4.9)

We now have [C*] as a function of a measurable concentration A; hence, by
substituting [C*] in Eq. (4.8), we have:

r = kiK.[A] = kypp|A] (4.10)

As you can see, we obtained a kinetic-law expression, in which the reaction rate
depends on the concentration of A (a measurable entity). The kinetic constant
appearing in this expression is apparent, corresponding to the product of a true
kinetic constant of the elementary step [Eq. (4.8)] times the equilibrium constant
[Eq. (4.9)]. The dependence from the temperature of these two constants, k. and K,,
are formally identical, but the physical means are quite different. The kinetic
constant obeys the Arrhenius law, which defines the dependence of the kinetic
constants on temperature:

k= ke MEIRT (4.11)

where AF is the activation energy; R is the constant of gas; T is the absolute tem-
perature; and k° is a pre-exponential factor. This relation indicates that the kinetic
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constant increases exponentially with temperature. In contrast, the equilibrium
constant, K,, obeys the law of van’t Hoff for a limited range of the temperature:

K, = K° e M/RT (4.12)

where AH is the enthalpy change of the reaction. When the reaction is exothermic,
AH is negative, and the equilibrium constant decreases with the temperature, whilst
the opposite occurs for endothermic reactions. If we consider now the dependence
on temperature of the apparent kinetic constant k,,, we can write:

kapp = k3, e~ (A TARNET (4.13)

Because AH and AE could have opposite signs, AE being always positive and
AH very often negative, it must be considered that the observed activation energy
normally will be lower than the one of the true kinetic constant.

The assumption of the steady-state condition for an intermediate specie means that
the mentioned specie disappears because of the reaction with the same rate of its
formation, that is, the concentration of this species can be considered approximately
constant during time, and its derivative with respect to the time will be null. By
considering the same very simple monomolecular reaction of the previous example,
A — B, a possible mechanism could be the one suggested by Lindemann (1922):

AtA = A 1A (4.14)

r—1

r

A* — P (4.15)
According to this mechanism, the collision between two A molecules gives place to
an activated A* molecule characterised by a high internal energy, and for this reason it
is unstable and ready to react. This molecule has two possibilities of reaction: It can
return to the original state, A, or it can yield a new molecule, P. Considering all of the
reactions of the mechanism as elementary steps, we can write:
dc;

by applying to A* the steady-state assumption, we can write: dC}; /dt = 0; therefore,
kiCi —k_1CiCa — kaC;; =0 (4.17)
Hence,

ki C3

C=—h
ATk Ch+ ko

(4.18)



196 4 Kinetics of Homogeneous Reactions and Related Mechanisms
Therefore, the rate of P formation, that is, the reaction rate, can be written as:

ki1 C3

=y C =y A
N A

(4.19)

As can be seen, again we obtained a kinetic-law expression, which is a function of
the measurable quantity C,, which is the scope of the introduction of the
“steady-state approximation.” It is then interesting to observe that at very low
A concentration, we can assume k_;C, < k». In this case, the reaction rate becomes:

rekC: (4.20)
In the opposite case, k_;C4 > k, and, consequently,

kok
r e kz—ll Ca = kappCa (4.21)

This approach explains very well the experimental observation that for some
unimolecular reactions, by progressively increasing the concentration of reagent,
we pass from a linear to a quadratic dependence of the reaction rate on the reagent
concentration. A rate law, such as that of Eq. (4.19), describes the experimental
behaviour in the entire field of reagent concentrations, thus justifying the validity of
the suggested mechanism.

4.3 Elementary Background of Kinetics

4.3.1 Reaction-Rate Definition: Relation with Mass Balance
Equations

The scope of kinetics is to study the reaction rate in relation with the composition
and temperature, that is, to determine the rate law:

r = f(composition, temperature)
= (amount of reagent consumed or product formed/time) (4.22)

This relation can be determined with an experimental approach and verified as in
the examples reported before, that is, through a theoretical approach based on a
reasonable reaction mechanism. Moreover, the rate law must obey the thermody-
namic constraints, and the kinetic parameters would have an understandable
physical means.

The dimension of the reaction rate must be chosen according to your best
convenience as (1) the amount of a reacted reagent (in moles, mass, or volume)/
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time or (2) the amount of formed product (moles, mass or volume)/time. It also is
possible to refer to the amount reacted or formed for time unit to mole, weight, or
surface of the catalyst. The most convenient dimension is dictated by the type of
reactor used for measuring the reaction rate and he related balance equation. The
most general balance equation related to a component (i) can be written as:

Inlet flow rate of (i) — outlet flow rate of (i)
=+ rate of (i) formation or disappearing
= (i) accumulation (4.23)

Consequently, referring to a molar flow rate of (i), we can write, in the most
general case, for a reaction in which the overall number of moles does not change
with time, and the volume flow rate F is constant:

) de:
Fef' = Fe™ £V = V- (4.24)
In the case of a well-stirred batch reactor, F = 0 and r; = &=dc;/d¢, whilst, for a
well-stirred continuous reactor, the accumulation is null, and the mass balance
equation becomes the algebraic equation:

F in _ Fcout
= (4.25)

Under semi-batch conditions, we can have c}“ or, alternatively, cf“‘ equal to zero.
A more complex situation occurs in continuous tubular reactors in which a plug
flow is operative. As will be discussed later in the text in more detail, plug flow
corresponds to a flow in which all of the molecules stay in the reactor for the same
length of time. In this case, the mass balance must be made on an infinitesimal

portion of the reactor volume as shown in Fig. 4.2.

de; ..
Fde;=rdV r=F é = f(composition, temperature) (4.26)
F
>
in out
Ci Ci
dv

Fig. 4.2 Mass balance in a tubular reactor
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where F is the volumetric flow rate (L/time); c; is the concentration of i (mol/L);
r; is the reaction rate (mol/L time); and dV is the infinitesimal portion of reactor
volume (L).
By integrating Eq. (4.26) from V = 0 to V = Vg, we obtain:
cout

Ve [ do
R_ [ GG (4.27)
F J ri

As you can see, for solving the integral it is necessary to know the expression:
ri = f (c;, temperature) (4.28)

The solution of the integral allows the evaluation of ¢{™ together with a profile of
c; along the reactor.
However, in all cases, the rate law, that is, the relation:

r; = f(composition, temperature) (4.29)

remains always the same and is a univocal way to define the reaction rate in any
situation. In addition, by considering the reaction stoichiometry, it is possible to
give only one expression for the reaction rate for all of the reagents and products.
Consider, for example, the reaction:

4NH; +5 0, — 4NO +6 H,0 (4.30)

and assume ammonia as a reference component. According to the stoichiometry, we
can write:

ri = —rNu, = —5/4 ro, = rno = 3/2 ra,0 = f(composition, temperature)
(4.31)

that is, only one rate law can describe the evolution with time of all of the com-
ponents involved in the reaction.

4.3.2 Reaction Order and Formal Kinetics

Consider a simple reaction, such as this one:
A+2B—=C (4.32)

Initially, we have no idea about what kinetic law the reaction will obey.
Therefore, the simplest preliminary kinetic approach is to test experimentally a
so-called power-law expression:
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r =k’ exp(—AE/RT)C%ChC. (4.33)

where o is the reaction order with respect to A; f3 is the reaction order with respect to
B; and v is the reaction order with respect to C; and o + f§ + 7y is the overall reaction
order. As previously mentioned, a reaction, such as that shown in Eq. (4.32), could
be the result of a complex mechanism with many successive elementary steps.
Usually, for simple mechanism, the reaction-rate expression is function of the
reactants A and B concentrations and not of product C; however, in some cases a
contribution of the product can be observed, for example, when a product catalyses
the reaction or when it interacts with the catalyst, thus causing a depressive effect.
However, a general rule is that the reaction orders are small integer numbers and
very seldom does the overall reaction order reach a value > 3. Fractional or neg-
ative orders of the different components suggest a complicated mechanism. The
catalyst concentration must be considered in this analysis and can enter in the power
law with its own order. After this experimental empirical approach, by observing
the obtained reaction orders it is opportune to write different possible reaction
mechanisms, thus introducing the slow-step hypothesis or that of the steady-state
condition and determining different expressions for the kinetic law until one of
these expressions is in a good agreement with the experimentally founded power
law. A scheme of the general suggested approach is shown in Fig. 4.3.

As previously mentioned, the reaction orders are often low-integer numbers;
therefore, it is useful to consider what happens when we have reactions with order
0, 1, or 2. In particular, it is useful to consider what happens in a batch reactor that
is the most commonly type used in the laboratory for conducting homogeneous
reactions. By writing the mass balance for this particular case, we must integrate the
corresponding differential equations:

| Collecting experimental data — Defining a power law

Do not agree

g g| Definition of a possible reaction mechanism [ ------=---

| Definition of the Rate Determining Step |

g | Kinetic law expression |

1
1
1
|
| Definition of the Steady State Condition | !
|
]
1
1
1

| Comparison with the experimental rate law expression |—|—> Agree!

Fig. 4.3 Scheme of the method for determining the most reliable kinetic law
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Order 0  Rates expressions Integrated Time to reduce C
relations to C; /2
4 > B r:_dgzdizK (C;—CA)=kot C°:kot|/2
dr de ’ 4 2
(a)Single 5 Orderl
reaction A—B dC ° -
2P Lo, ey, 27k
dt C,
Order 2
24 —> B r:—dCA:kC2 L_L _ %:kl‘
dr 14 u kot C 202
c, C, 4
(4.34)

As you can see, for evaluating the reaction order of the considered reactions, it is
sufficient to plot the concentrations functions of the left members of the integrated
relations as function of time. A linear plot is obtained when the correct relation has
been plotted. Another interesting aspect is to consider the time necessary to reduce
C, to C,/2. This time depends on C, for the 0 order reaction, is independent of C;
for reaction with order 1, and depends on 1/C; for a reaction of order 2.

The last aspect that must be known in evaluating the reaction orders is the
possibility to isolate the determination of the reaction order of one component by
using an excess of the others. The order of the excess components can be con-
sidered with reasonable approximation equal to zero because of very low their
conversion due to the component that is present in a lower amount. Thus, by
repeating the operation and isolating another component, all of the reaction orders
can be experimentally determined.

4.3.3 Laboratory Reactors for Studying Single Fluid-Phase
Reactions

The scope of the experiences performed in laboratory reactors is to determine the
following for a certain reaction: (1) the operative conditions under which the
reaction occurs (temperature, pressure, ratio between the reagents); (2) the type and
amount of catalyst to be used; (3) the scheme of the occurring reactions, evaluating
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in particular the side reactions and the un-desired byproducts; and (4) the rate of
both the main reaction and the reactions yielding byproducts. The experimental
runs for studying homogeneous reactions, occurring in one single fluid-phase, can
be performed in a discontinuous laboratory reactor (batch reactors) or in a con-
tinuous reactor. A scheme of the two mentioned reactors, for reactions performed in
liquid phase, is shown in Fig. 4.4.

In some cases, semi-batch conditions are adopted. This is useful, for example,
when one of the reagents must be added slowly because the reaction is extremely
exothermic or when the reaction product is more volatile than the reagents and is
subtracted, in vapor phase, from the reaction environment to shift the equilibrium to
the right. We have, therefore (Fig. 4.5).

Fll
— — '
e o e oo —
— — i — —
— > —
Batch or discontinuous reactor Continuous reactor
Fig. 4.4 Scheme of reactors used for studying homogeneous reactions
—p
Fu
F — —
i - OO — - OO —

Fig. 4.5 Schemes of semi-batch reactors
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Re-writing the mass balance referred to the moles of the component of “7” for the
most general case:

Moles of i = moles of i - molesofi + molesofi - moles of i
accumulated  at the inlet at the outlet generated consumed
) ) 3) “ (%)
In the batch reactor — terms (2) and (3) =0
In the continuous reactor — term (1) =0
Under semi-batch conditions — term 2 or term 3 = 0

Terms (4) and (5) contain the reaction-rate expression:

—— »{ Batch reactor dt

. .. moles de, F(Cw —Cfml)

= m = 77 L i T Ml e Bt B
r;=f(composition,T) =————— Semi-batch reactor | | 7; =% 7 + %

. in out
—>| Continuous reactor | _F(¢" =)
(A

For a semi-batch reactor, the mass balance is clearly more complex, containing
both a differential and an algebraic term for each reaction component “i”” and, as
seen, two options are possible one considering CI" = 0 and another one with
Mt = 0.

1

Experimental data are collected in the batch reactors as evolution with time of
the “7” concentrations. By plotting these concentration data as a function of time,
the slopes of the obtained curves are the measured reaction rates of “7” formed if it
is a product (sign “+” of the derivative) or “7” disappeared if it is a reagent (sign “—”
of the derivative).

In the case of a continuous reactor, a steady-state condition must be reached,
which means a constant composition must be attained inside the reactor. We impose
the inlet concentration of the reagent i, the volumetric flow rate F, and the volume
of the liquid in the reactor V and determine the concentration at the reactor outlet as
a consequence of the reaction rate. In this case, we obtain just one experimental
point for each steady-state condition. For determining the unknown f (composition,
T), clearly we must have many experimental points; therefore, in the continuous
reactor we will change the ratio F/V and/or the inlet concentration of “i” for
obtaining many different steady-state conditions corresponding to different values
of C{"" and different values of reaction rates. In a continuous reactor, the inverse of
F/V contains the dimension of time; therefore, the ratio V/F is called “residence
time,” which corresponds to the average amount of time that the molecules stay in
the reactor. If a continuous reactor is well-mixed, we define it as a continuous
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stirred-tank reactor (CTSR), that is, an ideal reactor, in which the residence times of
the entering molecules are distributed according to a Gaussian distribution. An
ideality test, for evaluating the mixing effect in a reactor, can be performed
experimentally by feeding in a fluid stream a step of a new component “”” and
measuring the concentration of this component at the exit. If the reactor is
well-mixed, the evolution of the “7” concentration along time has a trend, such as
the one shown as a dotted line in Fig. 4.6.

Alternatively, in a flow stream containing “i,” this flow is stopped, and we
evaluate how the “7” component disappears along time (see Fig. 4.7).

This curve can be quantitatively interpreted by first defining 0 = t%, which is a

dimensionless function of the residence time, V/F. It is then possible to write:

Fig. 4.6 CSTR ideality +
experimental step test G
(positive step)
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!
t time
Residence time

Fig. 4.7 CSTR ideality ct
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(negative step, washout)
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C C
l-c= e’ and 1og<1 - a) =0 (4.35)

By putting log(l — g) in a plot against 0, an ideal reactor yields a straight line

with a slope of 45° as can be seen in Fig. 4.8.
Another possibility is to feed a pulse of the component “i” in a flow stream of
another fluid and measure the evolution of the “i”” concentration at the exit. In this

[T

case, the “i”” concentration decreases according to the relation < = ¢~ as shown in

C
Fig. 4.9.
In this case, a plot of log CL against 0 gives a straight line (see Fig. 4.8). As seen

[T3%:H]
1

in Fig. 4.8, any deviation from the described behaviors means that the reactor is
affected by the bypass of the flow (i.e., a portion of the flow is not involved in the
stirring) or by stagnation (i.e., a part of the reactor volume is not involved in the
stirring).

In conclusion, the batch reactor has the advantage of transient behavior that
allows to evaluate, with only one kinetic run, all of the reaction rates related to

Fig. 4.8 Elaboration of i o
CSTR ideality experimental tog(1-7)
data L
or log [[( ] °

Fig. 4.9 Exemplification of - F
CSTR ideality pulse test ’

Cy -
A\

Residence time




4.3 Elementary Background of Kinetics 205

different concentration of the reagents because these change along time. However,
the drawback is that we must determine these concentrations, and often this
determination is difficult or impossible—requiring the withdrawal and analysis of
the reaction mixture at different times—and the difficulty is related to the range of
reaction time. Some reactions occur in a span of hours without any problems
withdrawing and analyzing the reaction mixture at different reaction times; how-
ever, some reactions occur in a span of minutes or seconds. In this case, the use of a
continuous reactor is preferred.

Another type of continuous reactor is the so-called plug flow reactor (PFR). This
normally is a tubular reactor containing inert or catalytic particles for favoring local
intense mixing. An ideal PFR is characterized by molecules all having the same
residence time. In a step test, such as the one described previously for characterizing
the well-mixed CSTR, the ideal behavior results in a continuous line (Fig. 4.10),
whilst a real approximated behavior moderately deviating from that of the PFR
results in a dotted line.

Clearly the step test can be experimentally performed by analyzing the com-
position at the outlet of the reactor.

In any case, as already mentioned, the kinetic objective is to find a relation
r = f (composition, temperature) able to correlate all of the experimental data. This
can be performed by following the sequential approach shown in Fig. 4.11.

To start with the laboratory runs requires a series of choices as follows:

(A) The choice of the most suitable reactor regarding size and shape.

(B) The choice of operative conditions (flow rates, pressure, temperature, inlet
composition, stirring rate).

(C) Choice of systems for feeding the reagents.

(D) Choice of systems of measure and control (pressure, temperature, flow rate).

(E) Choice of analytical methods and their tuning.

In conclusion, the kinetic runs for modeling an industrial reactor are pro-
grammed in a three-level sequence.

Fig. 4.10 Step test for a p
PFR: comparison between Cr
ideal and real behavior

PFR

P

tempo !
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Definition of the reaction scheme and of the stochiometry of the occurring reactions.

e ~

Experimental approach Theoretical approach

! }

Determination of the reaction orders Hypothesis of reaction mechanism |<ﬁ
Starting from a power law r = kC5C/C.

A4
l Introduce the hypothesis of slow step
On the basis of the power law order define in the mechanism or the hypothesis of [«—
a reasonable kinetic law steady state.

}

| Determine the corresponding kinetic law

4>| Compare the expressions |<7

(Are equal) (Are different) Change the hypothesis

'

Evaluate the kinetic constants appearing in the
kinetic law (Pre-exponential factor — Activation
Energy) by mathematical Regression analysis.
Verify the physical means of the parameters

Fig. 4.11 Sequential approach in the determination of the kinetic law of a reaction and related
parameters

First Level

The first level has the scope to evaluate the reaction scheme, the stoichiometry of all
of the occurring reactions, and the kinetic laws of first attempt for the main
occurring reactions with determination of the related parameters with a satisfactory
approximation.

Second Level

In the second level, kinetic runs are programmed according to a factorial approach,
and the kinetic laws are tested on these runs with a mathematical regression analysis
giving information about the reliability of the kinetic model on a statistical basis. If
the model is not adequate, other kinetic equations are tested as explained in the
previous scheme.

Third Level

The third level is verification of the developed model in the scale-up, that is, the
kinetic equations found are used for modeling a pilot plant or, directly, an industrial
reactor. The three-level sequence approach is shown in Fig. 4.12.
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Scheme of reaction

Stoichiometry of the occurring reactions
Determination of the kinetic power laws for the
main reactions: r=kC5C)C/.

\

Hypothesis  of  reaction mechanism  and
determination of a more reliable kinetic law

i

Determination of approximated kinetic parameters

\

New experimental runs programmed with a
factorial approach.

1) Preliminary kinetic runs —

2) Definitive kinetic runs  —

Statistical verification of the kinetic model and of
the parameters by mathematical regression analysis

)

Use of the kinetic model for modeling a pilot
or an industrial plant.

3) Test of the kinetic model —

Fig. 4.12 A three-level approach for correctly modeling an industrial reactor

It is important to point out that reactor modeling uses both the kinetic expres-
sions obtained from a kinetic study of a reaction and similar mass balance equa-
tions; however, in this case the unknown is simply the volume of the reactor
necessary for obtaining the desired conversion and yield. In contrast, in the kinetic
investigation, which is normally performed in the laboratory, a mathematical
expression (the kinetic law) able to describe the system behavior must be
individuated.

4.3.4 Hints on the Factorial Programming of Kinetic Runs

When, after a preliminary investigation a kinetic model for a given reaction is
available to evaluate more reliable kinetic parameters, a factorial program of new
kinetic runs is opportune. Consider as an example a reaction system in which there
are three variables to keep under control (Vy, V,, and V3), for example, temperature,
pressure, and overall flow rate. The simplest factorial approach is to consider two
different levels of experimentation: one high (high temperature, high pressure, high
flow rate) and one low. For covering completely the experimentation space (see
Fig. 4.13) in this type of a system, we must perform at least 23 kinetic runs plus 2
reference runs in correspondence with the center of the chosen space of the
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Fig. 4.13 Choice of the a 'V
space of the variables in a
factorial program

Table 4.1 An example of

. o Experiments/variables Vi Vs Vi
factorial program of kinetic 1 0 0 0
runs

2 + +

3 + +

4 + - +
5 + - -
6 - + +
7 - + -
8 - - +
9 - - -
10 0 0 0

variables. This must be done before and after the 8 runs to evaluate the experi-
mental error, thus ensuring the possibility of complete statistical analysis of the
system.

Then, the 8 + 2 kinetic runs must be opportunely programmed with a sequence
of the type listed in Table 4.1.

All of the experimental runs will give data of reaction rate r = f (Vy, V,, V3),
which foreseen by the kinetic model determined with the preliminary investigation.
By assuming the parameters of that model to be a first approximation, more correct
and reliable parameters can be obtained by submitting all of the experimental runs
performed to mathematical nonlinear regression analysis minimizing the following
objective function:
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B(B) =[x — x())? (4.36)

i=1

where X is the conversion of one of the reagents; N is the number of experimental
runs submitted to mathematical regression analysis; and f is the vector of the
parameters to be determined.

If the variables are 2, a minimum of 2% = 4 runs must be performed; if the
variables are 4, a minimum of 2* = 16 runs, alternating high and low level with the
same criterion, must be used for the case of three variables.

4.3.5 Exercises on the Evaluation of Reaction Order
and the Simulation of Kinetic Runs

Exercise 4.1. Reaction of Bromine with Formic Acid
The reaction is:

Br; (4q) + HCOOH (aq) — 2 Br™(aq) +2 H™ (aq) 4+ CO, (gas) (4.37)

It is easy to follow this reaction by observing the solution discoloring from
brown to transparent as a consequence of bromine consumption. The reaction at
25 °C occurs with a rate that can be determined from the data listed in Table 4.2.
Estimate an approximated value of the kinetic constant from the initial reaction rate
assuming a first-order kinetic law. Evaluate more precisely the kinetic constant and
simulate the run.

Results
The initial reaction rate can be determined from the difference between the two first
points of the Br, concentration divided the corresponding time elapsed, that is:

(0.0120 — 0.0101)/50 = 0.0019/50 = 0.000038 mol/s

Table 4.2 Experimental data  Tje (s) Br, (M)

for bromine reaction
0 0.0120
50 0.0101
100 0.00846
150 0.00710
200 0.00596
250 0.00500
300 0.00420
350 0.00353
400 0.00296




210 4 Kinetics of Homogeneous Reactions and Related Mechanisms

k optim | |
k approx

0.012

0.01 -

0.008 +

0.006

[Br2] (M)

0.004 +

0.002 + E

O 1 1 1 1 1 1 1 1
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Time (s)

Fig. 4.14 Evolution of bromine concentration with time

Assuming a first-order law, it is easy to calculate the approximated kinetic
constant as:

k =r/[Bry] which results in  Kapproximatea: 0-003166

The parameter giving the best fitting of the experimental points can be found
using a MATLAB program available as Electronic Supplementary Material (ESM).

K optimized: 0.0034993

In Fig. 4.14, it is possible to appreciate the difference in the run simulation with,
respectively, the approximated and the optimized kinetic parameter.

Exercise 4.2. Conversion of N-chloroacetanilide into P-chloroacetanilide
The reaction is made using acetic acid as a solvent and occurs according to the
following scheme:

§ ) ] 2
¢

[ —_— (4.38)

Cl

As for the N-chloroacetanilide, in contact with KI it develops iodine, and it is
easy to follow the evolution of the reaction simply by titrating developed iodine
with sodium thiosulfate. In Table 4.3, the amount of titrant used at different times is
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Table 4.3 Expen'mental data Time (II]ll’l) mL Na28203 (015 N)
for sodium for sucrose 0 193
hydrolysis :
30 42.0
60 35.6
90 30.2
120 25.7
150 21.8
180 18.5
240 13.8
360 7.3
480 4.8
4 T T T T T T T T T
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c
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0 50 100 150 200 250 300 350 400 450 500
Time (s)

Fig. 4.15 Kinetics of N-chloroacetanilide reaction

listed. Sodium thiosulfate was 0.15 N. Evaluate the evolution with time of the
moles of N-chloroacetanilide and determine the kinetic constant.

Results
The best-fitting kinetic constant resulted in: k£ = 0.005369.
The interpolation of the experimental data can be appreciated in Fig. 4.15.
These results were obtained using a MATLAB program available as Electronic
Supplementary Material.

Exercise 4.3. Hydrolysis of Aspirin
Aspirin (acetyl salicylic acid) in the presence of water hydrolyses yields salicylic
and acetic acids according to the reaction:
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Table 4.4 Kinetic data for aspirin hydrolysis

Time (h) Aspirin (M) Salicylic acid (M)

0 5.55 x 107 0

2.0 551 x 1077 0.040 x 1072

5.0 545 x 1073 0.10 x 1073

10 535 x 1073 0.20 x 1073

20 5.15 x 1073 0.40 x 1073

30 496 x 107° 0.59 x 1073

40 478 x 1073 0.77 x 1073

50 461 x 1073 0.94 x 1073

100 3.83 x 107 172 x 1073

200 2.64 x 1073 291 x 1072

300 1.82 x 1073 373 x 1072

Oy _-OH Ox~OH
H,C o i HO JOH
\ﬂ/ PN — + HyC—C
o O—H \\O
(4.39)

The reaction is promoted by the acid environment and although slow at pH 7, it
becomes fast in an acidic environment, such as the human stomach. At pH 7 and
37 °C, the hydrolysis rate can be derived from the data listed in Table 4.4.

Evaluate the reaction order and the kinetic parameter by linearization of —In(C/C*®)
or (1/C—1/C°) versus time. With the estimated kinetic constant, simulate the run.

Results
Kinetic constant = 0.0037158 (h™ ")

From the linearization, the resulting reaction is of the first order with respect to
aspirin (see Fig. 4.16).

As can be seen, the trend expected for a first order is obtained. The kinetic
parameter giving the best fit is k; = 0.0037158 (h™"), and the simulation of the run
is shown in Fig. 4.17.

The described results were obtained using a MATLAB program available as
Electronic Supplementary Material.

Exercise 4.4. Hydration of Ethylene Oxide to Ethylene Glycol

Bronsted et al. (1929) studied the kinetics of the hydration of ethylene oxide to
glycol ethylene by measuring the overall change of volume occurring as a conse-
quence of the reaction. For this purpose, they evaluated this increase of volume by
observing the increase of the height, H, of the liquid in a capillary tube situated over
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Fig. 4.16 Linearization of —In(C/C°) and (1/C—1/C°) versus time
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Fig. 4.17 Simulation of aspirin hydrolysis at pH 7 and temperature 37 °C

the reactor. The results, obtained at 20 °C in the presence of a small amount of an
acid catalyst (0.00757 mol/L of HCIO,), are listed in Table 4.5.

The initial concentration of ethylene oxide was 0.12 mol/L. Because water is
present in great excess, the reaction order with respect to this reagent can be
assumed to be equal to zero. The reaction after 1830 min was completed. Evaluate
the reaction order of ethylene oxide and the kinetic constant.

Solution

By assuming that the density of the system remains constant, because the overall
variation of volume is very small, and neglecting the reaction order of water
because present in excess, it is possible to write:
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Table 4.5 Some

- 1d Hected Time (min) H (cm) Time (min) H (cm)

experimental data collecte

by Bronsted et al. (1929) 0 18.48 270 15.47
30 18.05 300 15.22
60 17.62 330 15.00
90 17.25 360 14.80
120 16.89 390 14.62
240 15.70 1830 12.29

Cio = aCio = a(H, — Hena) and  Cgo = 0(H — Hend) (4.40)

Therefore:

ln@ =In (Ho = Hena)
CEO (H - Hend)

= kpo3t (441)

Figure 4.18 shows the first order. The kinetic constant resulted in
kaos = 2.2506 x 10~ min~".

It is interesting to note that Bronsted et al. evaluated a change of the volume
corresponding to only 0.16%. This observation gives an idea of the sensitivity and
precision of the method adopted for this study.

The described results were obtained using a MATLAB program available as
Electronic Supplementary Material.

Exercise 4.5. Kinetics of Sucrose Hydrolysis to Glucose and Fructose:
(Inversion of Sucrose) Catalysed by a Mineral Acid

Sucrose, in the presence of a dilute mineral acid or dilute enzyme invertase, yields
the following hydrolysis reaction:

OH
H w OH
= HOH,C OH
H L0 \ . 1 ]
DO - . \ -~
‘}F' invertase wWo \ “T O,
: ——— P HO. y ~H o+
on [ b
EH0H . CHZOH
o i orH + OH HO H
g a-D-glucose -D-fructose
sucrose +H,0 g B i

(4.42)

The kinetics of the reaction can be followed easily because sucrose rotates
polarized light clockwise [o]p = +66.5° (polarimetric degree), whilst the contrary
occurs for the mixture glucose [o]p = +52° and fructose [o]p = —92°. In particular,
fructose rotates the light anti-clockwise. The average polarimetric degree of the
mixture is approximately [«]p = —20°. Therefore, by observing the solution with a
polarimeter, it is possible to evaluate the fraction of sucrose reacted along time.

Considering that water is present as a solvent in a great excess and that the
concentration of the mineral acid does not change along time, we can write the
following rate law:
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(a) (b)
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Fig. 4.18 a Simulation of the run and b linearization of the H function

dC

sucrose c’
dr = Reff “gucrose

being ket = C;IZOCh+ (4.43)

Very probably, r = s = t = 1, and this is what we want to show. In this reaction,
the rotation angle measured at the polarimeter decreases with the conversion for the
sucrose disappearing as well as for the increase of both glucose and fructose. In an
experiment, 20 g of sucrose were dissolved in 100 mL of water. Then 25 mL of
this solution was mixed with 25 mL of HCl 4M at 25 °C. The values of polarized
light rotation were read at the polarimeter at different times. The obtained values are
listed in Table 4.6.

Optical rotation « is a linear function of the concentration of each molecule in
solution, and we can write:

o= AC (4.44)

At time O only sucrose is present; hence,

o’ = Asucrose C. (445)

sucrose

At the end of the reaction, we assume that no residual sucrose is present.
Therefore:
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Table 4.6 Experimental data

‘ i Hiosulf: Time (min) Rotation angle
or sodium thiosulfate 5 132283
10 21.5802
16 19.6750
20 18.4947
30 15.7674
60 9.3221
120 1.8528
150 —0.2591
200 —2.4403
Oend = Aglucose Cglucosefend +Afruclose Cfructosefend (446)
By subtracting
ao — Olend = (Asucrose - Aglucose - Afructose) C:ucrose (447)
We can also write that:
o — Oepd = (Asucrose - Aglucose - Afruclose) Csucrose (448>

By dividing these two expressions, we obtain:

0 — Oend Csucrose

a _5 (4.49)
&7 — Olend Csucrose
Remembering that:
dCyyer
- % = efszucrose (45())
It results
Csu —
I uerose ) g (X7 Fend ) g (4.51)
Csucrose 0% — Oend

As can be seen, the kinetic constant derived from the change of polarized light
rotation is the same as the constant obtained from the actual concentration. In
conclusion, optical-rotation data can directly be used in curve-fitting for deter-
mining kinetic parameters. This is true in general for any property that is a linear
function of the concentration.

To demonstrate that the reaction follow a first-order kinetic law, evaluate the
kinetic constant. Continuing, we can write now:
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Fig. 4.19 Fitting obtained for the rotation angle as a function of time

o = (07 — dend) eXp(—Keftt) + Olend (4.52)

The fitting of the values of rotation light listed in Table 4.6 requires the eval-
uation of three parameters, which are:

a = (0’ — tend), b = kegr and ¢ = ttena (4.53)

This can be made by performing mathematical regression analysis on the
light-rotation data.

Results
The best-fitting curve is shown in Fig. 4.19.

The described results were obtained using a MATLAB program available as
Electronic Supplementary Material.

Exercise 4.6. Decomposition of N,Os5
N,05 decomposes according to the following reaction:

N,05 — 2NO, + 140, (4.54)

This reaction has an historical importance because it was the first
mono-molecular reaction studied for its kinetics. The reaction occurs in both
homogeneous gas phase and in solution using different solvents. Data collected in
gas phase at 25 °C starting with an initial pressure of 268.7 mm Hg are listed in
Table 4.7.
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Table 4.7 Experimental data

) Time (min) Pressure (mm Hg)
collected in homogeneous
0 268.7
gaseous phase
20 293.0
40 302.2
60 311.0
80 318.9
100 3259
120 332.3
140 338.8
160 344.4
Long time 473.0
Table 4'8_ Experiment.al data  ipe (min) Concentration (mol/L)
collected in CCly solution
0 2.33
3.06 2.08
5.31 1.91
8.76 1.67
14.45 1.36
19.96 1.11
31.28 0.72
38.58 0.55
52.40 0.34

The reaction occurs in two steps:
N,Os5 — N,O4 + 1/202 (455)
N,O4 & 2 NO, (4.56)

The first reaction is a RDS. The second reaction is fast and can be considered
always at equilibrium. Thus, it is correct to study the overall kinetics following the
reaction N;Os — N»Oy4 + 150;.

Considering a first-order kinetic law, evaluate the kinetic constant and simulate
the curve of pressure along the time. As mentioned, the same reaction occurs also in
solution, for example, in CCly. The results of the decomposition performed at 45 °C
in CCl, are listed in Table 4.8.

Evaluate also in this case the kinetic constant and interpolate the experimental
points. According to Panchenkov and Lebedev (1976), the kinetic constant for the
reaction performed in CCly is K = 2.8 x 10" exp(—24,075/RT) (s ') (AE = cal/
mol). Compare the value calculated with this relation at the same temperature of the
run with the kinetic constant obtained from the experimental points listed in
Table 4.8.
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Eyring and Daniels (1930) made a different experience measuring the volume of
oxygen released for different times always using CCl, as solvent and 45 °C tem-
perature. Data obtained are the following:

Time (s) 162 409 1721 3400 very long time
Volume of O, 3.41 7.78 23.00 29.33 32.60

Calculate the kinetic constant from this run and compare with the previous one.
At last, Alberty and Silbey (1992) gave the following kinetic constants at dif-
ferent temperatures for this reaction:

T(K) 273 298 308 318 328 338
10k 0.0787 3.46 13.5 49.8 150 487

Evaluate the activation energy and the pre-exponential factor, and compare with
the activation energy furnished by Panchenkov and Lebedev.

Part 1. Gas-Phase Reaction
Results

The kinetic constant giving the best-fitting result was k = 2.0914e—05 1/mm Hg,
and the result of simulation is shown in Fig. 4.20.

Part 2. Reaction in CCl,
Results

The kinetic constants determined, respectively, by calculation and by regression
on the experimental points are as follows:

420 T T T T T T T T

400

380
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Fig. 4.20 Simulation of the curve of pressure as a function of time
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Fig. 4.21 Simulation curves with, respectively, the optimized kinetic constant and the one
calculated from Panchenkov and Lebedev

k optimized: 0.037331 (L/min); k calculated 0.04765 (L/min)
The plot of the simulation run is shown in Fig. 4.21.

Part 3. Arrhenius Plot for Activation Energy and Pre-Exponential Factor
Results

The activation energy and pre-exponential factor resulted in E, = 24,590.65
(cal/mol).

InA = 31.273 (L/min). The Arrhenius plot is shown in Fig. 4.22.

All of the described results were obtained using a MATLAB programs available
as Electronic Supplementary Material.

Exercise 4.7. Evaluation of the Reaction Order for the Reaction Between
Pyridine and Ethyl Iodide

Winkler and Hinshelwood (1935) studied the reaction between pyridine and ethyl
iodide:

CsHsN + CH3CH,I — (CH3CH,)CsHsN ™ +17 (4.57)

under isothermal conditions, at 100 °C, starting from 0.1 mol/L of both the
reactants. As can be seen, iodine ions are formed during the reaction; therefore, it is
easy to follow the reaction by measuring the concentration of I at different times.
The experimental obtained results are shown in Fig. 4.23.
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Fig. 4.22 Arrhenius plot of the data from Alberty and Silbey (1992)
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Fig. 4.23 Experimental data collected by Winkler and Hinshelwood (1935)

221

From the points shown in Fig. 4.23, it is possible to evaluate the evolution with
time of the conversion of pyridine and estimate; from the slopes an approximated

value of the reaction rate. The obtained values are listed in Table 4.9.
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Table 4.9 Experimental data expressed in term of pyridine conversion versus time®

Run Time (min) Conversion (%) Reaction rate * 10° (mol/L min)
0 0 0 -

1 179 12.0 6.76

2 420 24.0 4.98

3 737 35.0 3.47

4 1054 44.5 3.00

5 1530 53.0 1.79

6 2497 65.5 1.29

7 4020 75.0 0.62

“An approximated value of the reaction rate is also listed

Evaluate the reaction order, considering the possibility of first- or second-order
kinetics and from the data, at different temperatures given below, evaluate the
activation energy. Last, simulate by numerical integration the curves of both pyr-
idine disappearance and iodine formation.

Solution
As required, we consider the two possibilities of the first and second order by
writing:

dCp
- _ % _ 4.58
r pP 1Cp (4.58)
dcC
r= _d—tP =k CpCry = ko C} (4.59)

The initial concentrations of pyridine and ethyl iodide are equal and remain
equal with stoichiometry of 1:1. Different methods can be used to evaluate the
reaction order.

(1) Determination of the kinetic constant from the experimental data

A first approach could be the evaluation, from the seven available experimental
data, of the values of, respectively, k; and k,. The calculated values are listed in
Table 4.10.

As can be seen, k, for the runs performed at 100 °C is approximately constant
(average value 0.0075); on the contrary k; is variable; therefore, the reaction is of
the second order.

(2) Integral method

By putting in a plot —In(C/C7°) for the first order or, alternatively, (1/C7—1/C7°)
for the second order, against time we obtain the plots shown in Fig. 4.24.
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Table 4.10 Estimation of the kinetic constants from the data of reaction rates

Time (s) ky (min~ 1) * 10° k, (L/mol/min) * 10? Cp Cgy (mol/L)
0 - - 0.1 0.1
179 0.7142 0.76 0.0880 0.0880
420 0.6534 0.75 0.0760 0.0760
737 0.5845 0.73 0.0650 0.0650
1054 0.5586 0.76 0.0555 0.0555
1530 0.4935 0.74 0.0470 0.0470
2497 0.4262 0.76 0.0345 0.0345
4020 0.3448 0.75 0.0250 0.0250
0 30
0 25
02
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03 ™. :3
s NG 5
N = 10

05 L
Pd Second order

In (Cp/CP°)
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Fig. 4.24 Plots for individuating the reaction order

As can be seen, a linear trend is obtained only by putting (1/C;—1/C7°) against
the time in agreement with a second-order kinetic law.

(3) Differential method

It also is possible to arrive at the same conclusion by following the “differential
method.” The slopes of iodine ion production with time correspond to the reaction
rate, that is:

dcp  dCp

_ 4G _ 4.60
d a (4.60)

For the first order we have:

logr = logk; + log Cp (4.61)
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Table 4.11 Elaboration of the experimental data

Concentration (mol/L) r= Ag;* (mol/L min) * 10° —log r
Ccr Cp
0 0.1 6.76 9.6102
0.0120 0.0880 4.98 9.9076
0.0240 0.0760 3.47 10.2688
0.0350 0.0650 3.00 10.4154
0.0445 0.0555 1.79 10.9331
0.0530 0.0470 1.29 11.2562
0.0655 0.0345 0.62 11.9849
0.0750 0.0250 - -
4
42 d
4.4 /
re
Slope 2 %
-4.6
.*.
T 4.8
o *
= 5
o
]
5.2
5.4
-5.6
5.8
-6

2 19 18 -7 16 -15 -14 13 12 11 -
log (Cp)

Fig. 4.25 Plot of log r against log C,

In contrast, for a second order we have:
log r = logk, + log C3 = logky 42 log Cp (4.62)

Table 4.11 lists the experimental data and the values of reaction rates calculated
from the slopes.

By putting in a plot log r as a function of log Cp (see Fig. 4.25), we obtain—in
agreement with the second-order law—a straight line with a slope = 2.



4.3 Elementary Background of Kinetics 225

0.1 — 0.1
0.09 0.09
“\ Order 2 ©
0.08 |- 0.8 f---m
L e
0.07 0.07
\K | o +
0.06 0.06
0
0.05 > 0.05 ]
%
0.04 0.04
.
0.03 /’/ — b 0.03
.
0.02 7 0.02 Order 1
0.01 001 |-% —
N

0 0
0 500 1000 1500 2000 2500 3000 3500 4000 4500 0 500 1000 1500 2000 2500 3000 3500 4000 4500

Fig. 4.26 Best-fitting result obtained by assuming first- and second-order kinetic law

(4) By simulating the experimental data

Last, another possibility is to perform analytical or numerical integration of the
alternative kinetic equations:

dCp
P 4.63
il (4.63)
dc;-
- 4.64
Pl (4.64)

Testing the best-fitting result by assuming r = k;Cp or r = k;C3. By mathe-
matical regression analysis, it is possible to obtain in the meantime the parameter
giving the best fit, and the simulation is shown in Fig. 4.26.

Results

First order Second order Arrhenius parameters

ki = 0.00047878 (1/min) ka = 0.0074804 (L/(mol min) E, = —15,897.99 cal/mol
Average % err = 10.6261 Average % err = 0.49352 A = 16,343,178.574

At this point, the second-order kinetic constants calculated for the reaction, at
different temperatures, are listed in Table 4.12.

By arranging the data of Table 4.12 into an Arrhenius plot, it is possible to see
that the trend is linear as expected and that the activation energy (the average slope
of the straight line) is approximately 14,900 cal/mol (see Fig. 4.27).

All of the described results were obtained using a MATLAB program available
as Electronic Supplementary Material.

Exercise 4.8. Reaction Order for the Reduction of NO with Hydrogen
Hinshelwood and Green (1926) studied the kinetics of the reaction:
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Table 4.12 Effect of the temperature on the kinetic constant

T (°C) k> (mol/L min)
80.5 0.0025
99.7 0.0076
117.6 0.0196
139.4 0.0642

Fig. 4.27 Arrhenius plot for the reaction of pyridine with ethyl iodide

Ink,

2.3

Nl

25 2.6 27

1/Temperature °K

(4.65)

As can be seen from the stoichiometry, the reaction occurs by a decrease in the
number of moles that at constant volume indicates a decrease of pressure. For a
correct evaluation, it is important to avoid water condensation. Hinshelwood et al.
(1926) performed numerous runs at 826 °C. Some obtained data are collected in
Table 4.13.

Evaluate the reaction order by considering the possibility of a second or third
order. Estimate the kinetic constant. Hinshelwood et al. performed numerous other
different runs changing the initial pressure of both NO and H,. By using the kinetic
law previously derived and the related kinetic constant, which simulates two runs
with different initial pressures, for example, pno° = 300 mm Hg and pp,° = 404
and pno° = 232 mm Hg and py,° = 313.
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Table 4.13 Experimental data collected by Hinshelwood and Green (1926)*

Time (s) 8 |13 |19 |26 |33 |43 |54 |69 |87 |110 | 140 |204 310 |Long
time
AP (mm Hg) |10 |20 |30 (40 |50 |60 |70 |80 (90 | 100 | 110 |120 |127 |144.5

“Data  collected at T =826°C; initial NO pressure = 406 mm Hg; initial H,
pressure = 280 mm Hg

700 T T T 150 T T T T
——2° order| ———406; 289
3° order| ——300; 404|
232; 313
650 E 100
=)
5 E
I
E E
E a
o pe
[}
©
600 - 4 50
550 | 0 | 1 ! |
0 500 1000 1500 2000 0 100 200 300 400 500
Time (s) Time (s)

Fig. 4.28 Plots discriminating between the second and third order. Effect of the change in the
initial ratio between the reactants

Results
The parameters giving the best fit are:

second order k = 4.4013e — 05
third order k = 1.486e — 07

The obtained plots shown in Fig. 4.28 are in agreement with third-order kinetics.
Moreover, as can be seen by decreasing the initial NO pressure, the rates decrease
very much.
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The described results were obtained using a MATLAB program available as
Electronic Supplementary Material.

4.3.6 Complex Reactions

A reagent or a product can be involved in more than one single reaction. We can
have three different possibilities of this type: equilibrium reactions, competitive
reactions, consecutive reactions.

(1) Equilibrium reactions A< B (4.66)
B

(2) Competitive reactions A < (4.67)
C

(3) Consecutive reactions A — B — C (4.68)

Equilibrium Reactions

Let us consider, first of all, the equilibrium reactions. The simplest cases are iso-
merisation reactions of the first order from both sides. Equilibrium reactions occur
with a trend, such as the one shown in Fig. 4.29.

As can be seen from Fig. 4.29, the equilibrium reactions are characterised by the
fact that the reaction stop when the equilibrium composition is reached and the
reactants, therefore, are not completely consumed. By assuming a first-order
reaction on both sides, we can write:

k_y 1 Cp
r=kCs—k_1Cpg=k|Cs———Cp | =kiCs| 1l ——— 4.69
1Ca 1Cp 1<A A B) 1 A( KeCA> ( )
Fig. 4.29 Example of the Cong;
evolution with time of the
concentrations of, c,’

respectively, reactant A and

product B for a simple

equilibrium reaction of the c
type A=B Be

Time



4.3 Elementary Background of Kinetics 229

where K, = k/k_ is the thermodynamic equilibrium constant. In this simplest case,
C4 = C4 + Cp, then remembering that the conversion of A is defined as:
, A reacted molecules _ Cl—Cy Cy

=— = =1-—= 4.70
*~ A initial molecules Ccq Cc4 (4.70)

The rate equation becomes:

rlef‘(l/l)(II;(liv;LQ (4.71)

When the kinetic law of the forward reaction is known, it is not necessary to
study the kinetics of the backward reaction because this must be consistent with the
thermodynamic equilibrium. Consider, for example, the reaction:

aA +bB < mM + Nm (4.72)
At equilibrium, we have:
kr m n
K, =—"= CMChN (4.73)
k-, C4C}

- 1
r=7—r=kCiCh—k_,CiCr =k (Cf,cg - Kc;;c,@)

et | - LCGuCh| ol L GGy
rTATE K, CiCh K, cich

(4.74)

This expression is in agreement with the thermodynamic constraints. In fact, if
the reaction is at equilibrium, r = 0, and we have,
1 Cy Cy CrCr

1=— 5 thatis, K, = 5
K. C§ Cj CiCy

(4.75)

The thermodynamic consistency must be verified also when the reaction orders
are not integer numbers. It must be valid:

I; A\
r= ?{1 - ( X ! > ] with n = positive number (4.76)

e

An example of the necessity to respect the thermodynamic consistency when we
write the equilibrium expression is the following reaction:

Cl, + CO « COCl, (4.77)
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which was already mentioned in Chap. 1. As a matter of fact, the kinetic law of the
forward reaction is an expression of the type:

7 =kCooCy. (4.78)
Therefore, the kinetic law of the reverse reaction must be:
7 = k_,Ccoct, Cé{f (4.79)

to respect the thermodynamic constraint:

1/2
_ CCOC12 CC{2 _ C(j()c]2 (4 80)
‘" Ceo c?  CeoCa,

1

The fractional order suggests a complex mechanism for this reaction. In fact, in
this case a complex radical mechanism is operative.

Exercise 4.9. Kinetics and Equilibrium in the Isomerisation of p-Hydroxy
Crotonic Ester to Acetoacetic Ester

The reaction:
CH3—(‘3:CHCOOC2H5 < " CH,COCH,COOC,H

OH

(4.81)

is one of the simplest examples of equilibrium reaction obeying a first-order law in
both directions. From the experimental data listed in Table 4.14, evaluate the
kinetic constants of both the forward and backward reaction and the equilibrium
constant. With the determined parameters, simulate the experimental points.

Table 4.14 Experimental Time (h) 2

data of B-hydroxy crotonic 0 0.634

ester :
71.8 0.723
145.5 0.785
215.8 0.826
264.3 0.848
333.3 0.870
383.5 0.879
478.3 0.894
506.0 0.900

“Temperature = 25 °C. nfjc = 1 = initial moles of reactant
/e = 0.922 = conversion at equilibrium
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Solution
We can write:

e d
S HC T gm0 (1= 2) — ko nfed

. dr
1: . dll].{c dl‘lAA —
However, at equilibrium — Tt = 0, and hence:

kl"%c(l — )e) - k_lnﬁc/le = kl(l - ie) - k_lle =0

In conclusion:

K. — ky e
ok 1—12,
Then it also is possible to write
di
—=k|(1—-1)——
G b0
and remembering that K, = %

By integrating:

Lo
di
AR

_;*'e log(/le — /1) +ie 10g(;bg — )\,0) = klt

o (e= 1)

/Ll (/1_ )—kll‘
/1 (Ae = 20)
ki log(/1 =

231

(4.82)

(4.83)

(4.84)

(4.85)

(4.86)

(4.87)

(4.88)

(4.89)

(4.90)

The equilibrium conversion can be determined with a thermodynamic theoretical
approach or, alternatively, by experimental determination as made here. Another
possibility is to evaluate this value as a parameter of the kinetic model by mathe-

matical regression analysis.
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Fig. 4.30 Simulation of the experimental data

Results
The kinetic parameters giving the best-fitting result are reported below on Fig. 4.30
and in the same figure the agreement in the simulation is shown.

The described results were obtained using a MATLAB program available as
Electronic Supplementary Material.

Exercise 4.10. Kinetics and Equilibrium of HI Synthesis and Decomposition:
An Example of a Double-Sided Second-Order Equilibrium Reaction
Part 1

Remembering Fig. 2.5, where the evolution over time of both the reaction of HI
synthesis and decomposition is shown with the aim to evaluate the equilibrium of to
the reaction. From that figure, it is possible to derive the kinetics of both synthesis
and decomposition. Therefore, we have taken from Fig. 2.5 the experimental points
listed in Table 4.15.

Table 4.15 Experimental data for synthesis and decomposition of HI*

Formation of HI

Time (min) 0 |6 13 20 22 28 38 48 60
HI moles fraction [0 [0.29 045 |0.54 0.60 |0.66 071 [0.73 |0.76
HI decomposition
Time (min) 0 13 22 33 42 52 62 74 81
HI moles fraction |1 096 091 |0.865 [0.84 |0.825 |0.81 |0.79 |[0.78
“Temperature = 717.66 K
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These runs were performed by Bodenstein (1894) at 717.66 K. The equilibrium
conversion according to Bodenstein can be determined at different temperatures
with the relation:

2 =0.1376 +7.22 x 1075T +2.576 x 107'T> T = Temperature (°C) (4.91)

At717.66 K, the equilibrium constant in vapour phase Kp has a value of 46. The
forward reaction started with 1 mol of hydrogen and 1 mol of iodine loaded in a
reactor of 1 L volume, whilst the backward reaction started with 2 mol of HI at the
same temperature and volume. Evaluate the forward kinetic constant and the
equilibrium constant by fitting the data of the previous table. Compare your results
with the kinetics given in the literature by Bamford and Tipper (1969; see also
Missen et al. [1999]).

Forward reaction 1.3 x 10" exp(38,979/RT) = (L/mol s) (4.92)
Backward reaction 7.9 x 10'® exp(43,971/RT) = (L/mol s) (4.93)

In both cases, the activation energy is expressed in cal/mol. In the first case, we
have:

dp Hz dp 12 1 dp HI p %ﬂ
orward — — = - =-——=k PR 4.94
Tforward dr dr 2 dr | P\PmPR T (4.94)
dJ n’RT , 422
=k 1—2)7°— 4.95
e (R (495)

where 4 is the conversion of the reactant H,.
Whilst in the second case it results in:

dpm _ ,dpn, dpy,

Poackward = — = 1 =2 P =2 & :k72(p%[_KepH2plz) (4.96)
d n’RT , 22
=k, —— (1= X)) = 4.97
dr 2y {( 1) 4K, (4.97)

where A, is the conversion of the reactant HI.

Results

The experimental data at T = 717.66 K, taken from Gerasimov et al. (1974), were
submitted to regression for determining both the kinetic and equilibrium constants
for HI synthesis and decomposition. The value found for the best-fitting constants
are k; = 0.6980 L/(mol min), K, = 51.8. The results are shown in the plot as blue
curves. By using, on the contrary, the previously kinetic constant and a value of
K, = 46, the red curves are obtained, with a very good agreement with the nonlinear
fitting method (see Fig. 4.31).
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Fig. 4.31 Simulation of the kinetic runs performed by Bodenstein et al. at 717.66 K

Part 2

Different researchers investigated the kinetics of HI decomposition, and Smith
(1981) has furnished an analytical solution to the problem. Here we repeat the
exercise, but we apply a numerical integration method. The occurring reaction is:

2HI S Hy + 1,

The kinetics of the reaction was studied, in particular, by Kistiakowski (1928) in
a closed bulb of a known volume kept at the reaction temperature of 321.4 °C for
different lengths of time. At the end of the reaction, the bulb was cooled, and the
reaction mixture analyzed. The experimental data are listed in Table 4.16.

At 321.4 °C, the equilibrium conversion results in /. = 0.187. Evaluate by
numerical integration the kinetic constant and the average scattering due to
experimental error, thus producing a parity plot for all of the runs listed in table.

Solution

The equations to be solved are the same as already seen before related to the
backward reaction, and we simply have to integrate Eq. (4.95). A numerical inte-
gration currently allows to solve the problem more easily.
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Table 4.16 Experimental data from Kistiakowski (1928) and Smith (1981)

Run Time (s) % HI decomposed Volume bulb (cm3) [HI]° g mol/L
1 82.8 0.826 51.38 0.02339
2 172.8 2.567 59.80 0.03838
3 180.0 3.286 51.38 0.04333
4 173.1 3.208 7.899 0.04474
5 81.0 2.942 7.899 0.1027
6 57.56 2.670 7.899 0.1126
7 61.32 4.499 7.899 0.1912
8 19.2 2.308 7.899 0.3115
9 18.0 2.202 7.899 0.3199
10 16.8 2.071 7.899 0.3279
11 17.4 2.342 7.899 0.3464
12 17.7 2.636 7.899 0.4075
13 18.0 2.587 7.899 0.4228
14 23.4 4.343 7.899 0.4736
15 6.0 2.224 3.28 0.9344
16 54 1.903 0.778 0.9381
17 8.16 3.326 0.781 1.1380
18 54 2.741 0.713 1.2310
Results

ky = 0.0039967
K, =0.01322

The parity plot obtained is shown in Fig. 4.32.
All of the described results were obtained using a MATLAB program available
as Electronic Supplementary Material.

Exercise 4.11. Synthesis of Acetone—Cyanohydrin
Svirbely and Roth (1953) studied the kinetics of the reaction:

CH3\ . s CN
CH3/ ™~ OH

at 25 °C. The reaction was performed in aqueous phase starting with a solution
containing initially 0.0758 mol/L of HCN and 0.1164 mol/L of acetone. The
concentration of HCN varied as listed in Table 4.17.

The equilibrium concentration of HCN was 0.0366 mol/L, whilst the equilib-
rium concentration of acetone was 0.0772 mol/L. Determine the kinetic equation,
the forward kinetic constant, and the equilibrium constant.

CH;COCH; + HCN =—* (4.98)
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Fig. 4.32 Parity plot obtained in simulating the experimental conversion

Table 4.17 Kinetic experimental data for the synthesis of acetone—cyanohydrin

Time (min) 4.37 73.2 172.5 265.4 346.7 434.4
Concentration of HCN 0.0748 0.0710 0.0655 0.0610 0.0584 0.0557
(mol/L)

Results

The obtained parameters by finding the best-fitting result of the experimental data
are:

ki = 0.0080642
K, = 13.8531

The kinetic equation follows the reaction stoichiometry, that is, second order for
the forward reaction and first order for the backward reaction.

In Fig. 4.33, the agreement obtained in reproducing the experimental points can
be appreciated. The same plot also shows the evolution with time of the acetone
concentration. As can be seen in this last case, the equilibrium point is perfectly
found by the kinetic model.

The described results were obtained using a MATLAB program available as
Electronic Supplementary Material.
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Fig. 4.33 Simulation of the available experimental data for the synthesis of acetone—cyanohydrin

Table 4.18 Experimental Time (h) Concentration of (CH3);CBr (mol/L)

data for the hydrolysis of

tert-butyl bromide 0 0.1039
3.15 0.0896
4.10 0.0859
6.20 0.0776
8.20 0.0701
10.0 0.0639
13.5 0.0529
183 0.0353
26.0 0.0270
30.8 0.0207

Exercise 4.12. Hydrolysis of Tert-Butyl Bromide to Tert-Butyl Alcohol

The reaction:

CH;
CH3— C—Br + H,0 —
CHy—

CH;
CH; — C — OH +HBr

(4.99)
CH; —

occurs at 25° by following the kinetics listed in Table 4.18.

Find the rate law and related parameters.

Results

The experimental data are well fitted with a kinetic equation of both sides in second
order, and the determined best-fitting parameters are as follows:
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Fig. 4.34 Best-fitting option obtained for the experimental data for the hydrolysis of tert-butyl
bromide

ki = 0.30675
K, =1639.354

Figure 4.34 shows the obtained fitting of the experimental data.
The described results were obtained using a MATLAB program available as
Electronic Supplementary Material.

Exercise 4.13. Equilibrium Reaction Between Methyl Iodide and
Dimethyl-p-Toluidine
Laidler (1950) and Smith (1981) reported some kinetic data related to the reaction:

CH;
HSC'-._N/CHS HaC. | _CH;
®
com o
CHs CHy

Starting from reactants having the same concentration of 0.05 mol/L, the fol-
lowing kinetic data were obtained (Table 4.19).

The equilibrium constant is 1.43, and the reaction order is 2. By employing the
numerical integration, find the kinetic constant giving the best fit and simulate the
kinetic runs.
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Table 4.19 Experimental data for the reaction between methyl iodide and dimethyl-p-toluidine

Time (min) Fraction reacted
10.2 0.175
26.5 0.343
36.0 0.402
78.0 0.523
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Fig. 4.35 Simulation of the experimental data for reaction between methyl iodide and
dimethyl-p-toluidine

Results
The experimental data are well-fitted with the following parameters:

ki = 0.42568
K, = 1.43

The obtained fitting is shown in Fig. 4.35.
The described results were obtained using a MATLAB program available as
Electronic Supplementary Material.

Competitive Reactions

In some cases, a reactant is involved simultaneously in two or more reactions. Let
us consider the simplest case of just two competitive reactions of the first order
occurring in a batch reactor:
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4 (4.101)
ko C
We can write:
dCy dC dC
VA:—d—tA:d—tB—f—d—tC:kch—f—kch:(k1+k2)CA (4102)
This relation integrated becomes:
Ca
In—= = (kl +k2)t (4103)
Ca

It is interesting to observe that the ratio ry/r, remains constant and is equal to the
ratio of the obtained products:

rn kCy Cp
= = — 4.104
rn kCy Cc ( )

independent of time. This behaviour allows to recognize easily the competitive
reactions having the same reaction order. It is important to point out that we also
can have competitive reactions for elementary-step reactions inside a reaction
mechanism, and this can influence the reaction kinetic law if these reactions are
slow. A classic example of this reaction type is the introduction of a functional
group on an aromatic ring containing an orienting group. Ortho-, meta-, and
para-derivatives with constant ratios will be obtained simultaneously independently
of time. Table 4.20 lists the results obtained for the nitration of different derivatives
of benzene performed at 30 °C.

The experimental kinetic data of competitive reactions in a concentration/time
plot show a trend, such as the one shown in Fig. 4.36.

Table 4.20 Compositions

- IO Compound Percentage of
resulting from the nitration of
L Ortho Meta Para

some derivatives of benzene

performed at 30 °C Nitrobenzene 8.1 90.9 1.0
Benzoic acid 223 76.5 1.2
Methyl benzoate 25.7 69.8 4.5
Ethyl benzoate 27.7 66.4 59
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Fig. 4.36 Trends of reactant Con 3
and products for competitive
- -
reactions Cy
Cy
Ce
Ca
Time

Exercise 4.14. Production of Dinitrobenzenes Through Competitive Reactions
Nitration of aromatic compounds is made using a mixture of concentrated H,SO,4
and HNOj; (sulfonitric mixture). The nitrating agent is the nitronium ion, NO,",
which is formed as a consequence of the reaction:

2H,S04 + HNO3; 2 NO," + H;0* +HSO, (4.105)
and the reaction mechanism for a generic nitration of an aromatic compound is:

Fast

AR+NO; X% [ARNO; | ™% ARNO, +H* (4.106)

Starting from nitrobenzene as an organic reactant, we have:

H,SO, + HNO3

-HyO
- HSO4

S5 8,8

Nitro benzene (NB) orto di-nitro benzene (0DNB)  meta di-nitro benzene (DNB)

para di-nitro benzene (pDNB)

Considering the reaction mechanism, we write a second-order kinetic law of the
type:
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r =k[NO;" | [NB] (4.107)
Considering then the [N02+ ] in equilibrium, we write that:

K.[H,S04)*[HNO;]

NO, | = 4.108
[No7 ] [H;0 "] [HSO; | (4.108)
On the basis of this theoretical approach, the reaction rate is:
K.[H2S04)*[HNO;] K, Kapp
= k[NB =k NB|[HNO;3] = ——— [NB|[HNO
(4.109)

Westheimer and Kharasch (1946) studied the kinetics of this reaction and
accepted the described mechanism, which also was justified by a great influence of
the sulfuric acid concentration on the reaction rate. Nevertheless, they interpreted
their results by assuming a simple bimolecular kinetics of the type:

r = k|NB][HNO;] (4.110)

and this kinetic law also is generally accepted by Hughes et al. (1950), who showed
the existence and activity of the nitronium ion, and by many other researchers.

Westheimer et al. found, at 25 °C and using H,SO4 85%, an overall kinetic
constant of 0.31 (L/mol min), and the value reached a maximum for H,SO4 90% of
4 (L/mol min). According to Vollhardt (1987), the formation of meta di-nitro
benzene (mDNB) is largely favored, and 93% of this compound is obtained in the
product distribution, whilst 5% of oDNB and 2% of the pDNB are, respectively,
obtained from the three simultaneously occurring reactions.

Imagine that the production is made, at 25 °C, using H,SO, 98% as solvent
(density 1.84) feeding it in a continuous well-stirred tank reactor with 10 L of
volume having an overall flow rate changing from 0 to 700 L/h. The concentration
of pure NB (density 1.2) and HNOj; (fed as solution 60 wt% density 1.34) at the
inlet, respectively, are 2 and 2.5 mol/L, whilst the stream of sulfuric acid is
11 mol/L.

Solve the mass balance equations and evaluate the concentration of any com-
ponent “7” at the outlet of the reactor for different flow rates from 0 to 700 L/h,
putting in a plot both the conversion of nitrobenzene and the concentration of all of
the products as a function of the flow rate.
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Solution
The mass balance for any component

“ 2]

is the following:

Qc Cio) ZVer—O (4.111)

The volume of the reactants fed results from the calculation of approximately
200 cm® of HNO; 60 wt%/L of mixture, 200 cm® of DB/L of mixture, and
600 cm” of H,SO4 98 wt% of/L of the mixture.

Considering an overall consumption of the reactant NB as the sum of the rates
giving mDNB, oDNB, and pDNB, the overall kinetic constant 4 (L/mol min) can
be partitioned in Kypng =4 % 0.93 =3.72, Kepng =4 X 0.05 =0.2, and
KpDNB =4 x0.02 =0.08.

Results

The mass balance for the CSTR reactor (Eq. 4.111) can be solved iteratively by

varying the feed-flow rate Q in the range 0—700 L/h. In correspondence of each value

of Q, the non-linear equation system can be solved for unknown concentrations.
The results of the calculations are shown in Fig. 4.37. The left plot shows the

expected decrease of nitrobenzene conversion as the feed-flow rate is increased then
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Fig. 4.37 Conversion of nitrobenzene as a function of volumetric feed flow rate (left panel) and
the concentration of various components (right panel)
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decreasing per residence time. The right plot shows the reactor-outlet concentration
of all of the components involved in the reaction system. We can observe that the
concentrations of oDNB and pDNB are practically independent of the resident time
and are very low because their kinetics of formation is quite low. Moreover, as
nitrobenzene conversion decreases, water is formed, and mDNB slightly decreases
for lower residence times. The profile of nitric acid changes accordingly.

The described results were obtained using a MATLAB program available as
Electronic Supplementary Material.

Consecutive Reactions
Consecutive reactions are reactions occurring in a sequence, such as in the fol-
lowing scheme:

Al B¢ (4.112)

By assuming for simplicity the first order for all of the occurring reactions, we
can write for a batch reactor:

d
}"Aif%iklcf\ (4113)
dc
rg = d—tB = kCs — krCp (4.114)
dc
re==g°=hkCs (4.115)

By integrating the first expression, we obtain:
Cy = Cpe ™ (4.116)

By substituting C,4 in the second relation and integrating with respect to Cp, we
obtain:

e*kll e*kzl
Cp = Cyok 4.117
B = Ca 1<k2—k1+k1—k2> ( )

Moreover, if there is no change in the number of total moles and the initial
concentration of B and C is null, we can write:

CZZCA—FCB—FCC (4.118)

By plotting the trends of, respectively, A through C, we obtain behaviour, such
as the one shown in Fig. 4.38.

The concentration of B shows a maximum that can be evaluated by equating to
zero the derivative dCp/dt. It can be obtained:
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Fig. 4.38 Trends of reactant Cong.
and products for consecutive
reactions
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Cc

Ca

|

| Cy

tmax Time
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— 7 (4.119)

1, =
max kz _ kl

In addition, it is possible to write:

kl ky—ky
CBp = Cao | T~ (4.120)
2 k2

From these two relations, it is possible to evaluate an estimation of the kinetic
constants, k; and k,, from the coordinates of the maximum characteristic point. This
approach is valid if the consecutive reaction rates are comparable. If one of the
reactions is slow, the slow-step hypothesis can be applied to the reaction scheme in
a similar way as used for the reaction mechanisms. A plot, such as the one shown in
Fig. 4.38, with an intermediate species passing through a maximum, is typical of a
consecutive reaction and allows to recognise this type of reaction. When an
intermediate component is promptly transformed into another product, the
steady-state approach is often reasonably applied to describe the kinetics.

Exercise 4.15. Schematic Approach to a Competitive-Consecutive Reaction
In a batch reactor, the following generic reactions occur:

A+B < 2C+D r =kC,Cp—k_1C3Cs [L/(mol min)] (4.121)

A+E—F r=kC,C, [L/(molmin)] (4.122)
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The initial concentrations are:

C,° =30 mol/L
Cp° =22 mol/L
C.° = 1.5 mol/L
C;° =0.2 mol/L
C.° =12 mol/L

Cy° = 0 mol/L
The kinetic constants are:
ki = 0.020
k_1 =0.041
ky, = 0.011

The mass balance for each of the six components is:

dCy

=-n-n (4.123)
% =—n (4.124)
dd% = +2n (4.125)
dd% = +n (4.126)
dd% =—n (4.127)
dd% =+n (4.128)

Solve this ODE system and make a plot describing the evolution with time of the
components from O to 5 h. In a separate plot, draw the evolution with time of the
conversion of the reactant A.

Solution
The integration of the ODE system [Eqs. (4.123) through (4.128)] will yield the
results shown in Figs. 4.39 and 4.40.

The described results were obtained using a MATLAB program available as
Electronic Supplementary Material.
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Fig. 4.40 Conversion of the reactant A with time

Exercise 4.16. Schematic Approach to Consecutive

Consecutive Reactions
Part 1
Consider the following reaction scheme:

A—-B—C

and Competitive—

(4.129)

The two occurring reactions obey a first-order kinetic law; therefore, we can

write:
dc,
= -k C,
dr !
dc,
—=KkC, — kC
Q& 1 2Cp
dC,
=k Cp

dr

(4.130)

(4.131)

(4.132)
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The kinetic constants and initial concentrations are, respectively:
ki=1h"" kh=2h"' t=0 C,=2mol C,=C,=0mol

Evaluate the evolution with time of the all concentrations, and construct a plot of
these concentrations as a function of time. Individuate in this plot the characteristic
points and correlate these points with the kinetic constant.

Solution

We will perform a numerical integration of the ordinary differential equations
(ODE) system: To do this a MATLAB program was developed that is available as
Electronic Supplementary Material.

Results
Integration of the ODE system [Eqs. (4.130) through (4.132)] yields the results
shown in Fig. 4.41.

Part 2
Consider now another schematic example of competitive—consecutive reactions:

A— B
A+A—C

Schematic example of kinetics of consecutive reactions
2 T T T T T T T T T =
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4t Fepn
+. .
NSaL S NNPTOat hua T2 S
o o5 1 15 2 25 3 35 4 45 5
Time (hr)

Fig. 4.41 Evolution with time of the concentration of reactants and products for consecutive
reactions
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Assume that the first reaction obeys a first-order kinetic law, whilst the second
reaction is of the second order. Therefore, we can write:

dc,

=k C, — kyC? 4.133
dr 1 244 ( )
dCp

=5 _ ke, 4.134

dr ! ( )
dCe 5

=k C 4.135

o kG ( )

Assume the same values for the following kinetic constants:
ki=1h"' kh=2h'tr=0 C,=2mol C,=C,=0mol

Evaluate the evolution with time of all components of the reaction system and
construct the related plot.

Solution
The main program remains unchanged with the exception of the MATLAB “called”

function. Integration of the ODE system [Eqs. (4.133) through (4.135)] yields the
results shown in Fig. 4.42.

Schematic example of kinetics of consecutive reactions
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Fig. 4.42 Evolution with time of the concentration of reactants and products for consecutive—
competitive reactions
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The described results were obtained using a MATLAB program available as
Electronic Supplementary Material.

Exercise 4.17. A Practical Example of Competitive—Consecutive Equilibrium
Reactions: Hydrocarbon Alkylation and Dimerisation

The following alkylation and dimerisation reactions occur simultaneously in a
CSTR of 100 L kept at 500 K and 2 atm:

(1) CsHg¢+CsHy9 = C7Hys (dimethylpentane) (4.136)
(2) 2C3Hg = CeHp (4.137)

The equilibrium constant are, respectively, Kp; = 34.5 and Kp, = 7.19.
Consider in both cases a second-order kinetic law with forward Kinetic constants
that are, respectively, k; = 2 and k, = 1 (L/mol min). Evaluate:

(a) The equilibrium composition assuming an initial composition of 3 mol of C;Hg
and 1 of C4H,,.

(b) Considering the same initial composition, evaluate the evolution with residence
time of both the reactants and products. What is the more convenient flow rate
for producing dimethylpentane?

Solution
Assuming that C3Hg = A, C4H g = B, C;H 4 = C, and CgH, = D, the rates of the
two reactions can be written as:

pPc
=k 1— 4.1
! 1pAp3< KPIPAPB) (4.138)
r = kop} (1 - Kp22> (4.139)
P2 A

The mass balance related to the four different components is:

QP NR
RV (=) = vy (4.140)
j=1

[T
L.

where x; is the molar fraction of
The equilibrium composition can be determined by solving the system:

fi(y,2) = Kp,papp —pc =0 (4.141)

f(3,2) = Kppj —pp =0 (4.142)
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Di = Pox; X = A (4.143)

Mot

Considering:

y reacted moles for reaching the equilibrium in reaction 1
z reacted moles for reaching the equilibrium in reaction 2

we have:
na=ny —y—2z np=ng—y nc=y np=z (4.144)
Mot =Ny +Hg —y —2 (4.145)
Therefore,
ny —y—2z)(ng —y
fl(y7z):KPIPAPB_pC:KIHPtzm( . )( £ 2)_ ot oy =0
(n+ng —y—2) (ng +ng—y—2)
(4.146)
ng —y—2z Z
f2(y7 Z) = Kl)zpfl —Pbp = szptzot ( A ) 2 Prot 0 0 =0
(ng+ng —y—7z) (n§ +ng —y—2)
(4.147)

Results
By solving the system of two equations corresponding to different times, the plot of
Fig. 4.43 can be obtained.

The described results were obtained sing a MATLAB program available as
supplementary information Electronic Supplementary Material.

4.3.7 Complex Reaction Scheme: A Unified Approach

In many cases, one of the problems with studying the kinetics of a reaction is to
identify a correct reaction scheme, in particular, when this scheme is complex.
Normally, we know what we enter in a reactor and can evaluate by analysis what
comes out. However, often it is not easy to understand how many reactions occur,
that is, to know the actual scheme of the reaction. However, it is useful to remember
that, independently of the complexity of the reaction scheme, this can be considered
as a combination of single reactions or a combination of less complex scheme, such
as the ones previously described (equilibrium, competitive, and consecutive reac-
tions). Moreover, any single reaction appearing in the scheme occurs through a
mechanism characterised by a sequence of elementary steps, and the mechanism is
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Fig. 4.43 Evolution of the composition with residence time

the determinant for giving a reliable expression of the rate law. However, to face the
kinetic description of a complex reaction scheme, a general unified approach is
possible. Let us consider, for example, the following scheme:
C
A—>B—>D (4.148)

N\

E

As can be seen, this scheme can be considered, as previously mentioned, a
combination of equilibrium, competitive, and consecutive reactions or a combi-
nation of seven different single reactions. It is first important to define the stoi-
chiometry of all of the seven reactions by writing in a more general way:

OCHAI+O(21A2.........+OC,,1A,,:O

apAp +0pnAs. ...+ oA, =0

1241 22412 2 (4149)
OC]mAl +OszA2. NN ..+OCnmA,, =0

where a;; are the stoichiometric coefficients assumed to be negative for the reagents
and positive for the products. It is then possible to write the stoichiometric matrix:
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x11 21 B A1
o o . o,
Oim  Com e Olpm

Defining r; as the rate of i formation in the reaction, j, we can write for each
reaction:
i _ Ty i

rp=—=-—+=....— wherej=1,2,...m (4.151)
Coow %j

The overall rate of A; formation can be obtained as the algebraic sum of the rates
of A; formation in each reaction in which A; is involved, obviously also considering
the stoichiometric coefficient; therefore,

= Z ot (4.152)
=

After this analysis, it remains just a problem to be solved, that is, define the rate
laws corresponding to each r;.

This approach can more easily be understood with an example. According to
Santacesaria et al. (1990a, b), methanol homologation occurs through the following
reactions:

(1) CH;0H + CO +H, - CH3CHO + H,0 (4.153)

(2) CH;CHO +H, -2 CH;CH,OH (4.154)

(3) CH3;CHO + 2CH;0H = CH;CH(OCH;), + H,0 (4.155)

(4) 2CH;0H + CO — CH3COOCH; + H,0 (4.156)
Assuming:

1-CH;0H, 2—CH;CHO, 3—CH;CH,0H, 4—CH3;CH(OCH3),,
5-CH3;COOCH;, 6-H,0, 7-CO, 8—H,

It is easy to write the stoichiometric matrix (see Table 4.21).

Negative terms correspond to reacting species, whilst positive terms are related
to products formed. Therefore, in the case of a batch reactor, we can write the
following kinetic model, which is able to describe the evolution with time of any
single component:
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Table ‘:'ZIE Sto(cri;’;;?tric Reactions Components i —
matrix for Eqgs. (4.157 :
through (4.156) il 1 (2 (3 |4 |5 |6 |7 |8
1 -1 1 (o (o |0 |1 |-1 |-1
2 o |-1 |1 o o (o |0 |-1
3 =2 (-1 o (1 Jo |1 o |o
4 -2 0 [0 |0 |1 |1 |-1 0
% = (—rl —2r; — 27‘4)VL % =rVy
dnz ( dn5
O _ rl—rz—r3)VL = (r+r+r)Vy
o g ( ) (4.157)
O = dT;:(_rl_m)VL
&=V T=Ern-—n)VL

where n; are the number of moles of the i components at time #; and V is the liquid
volume in which the reactions occur. Clearly, the balance equations will be different
for a continuous reactor, but the right side (containing the reaction rates from r; to
r4) will appear in any case in the balance. For solving the system of differential
equations (Eq. 4.157), we need the four mathematical expressions related to the
four rate laws—r; = f (composition, temperature)—that were determined by inter-
preting the experimental data.

Finally, it must be pointed out that when the results are difficult to use to
individuate the effective reaction scheme, a valuable approach is to identify the
thermodynamically independent reactions in the manner described in Chap. 2 (see
paragraph 2.2.8) and to study the kinetics of all of these reactions.

4.4 Description of the Reaction Mechanisms and Their
Relation with Kinetics

4.4.1 Heterolytic Mechanisms and Kinetics

Four main different mechanisms can be classified in organic chemistry:
Nucleophilic (Sx1, Sy2)
Electrophilic

Nucleophilic
Electrophilic

(a) Substitution {

(b) Addition

P Nucleophilic
(c) Elimination { Electrophilic
Nucleophilic or electrophilic indicates the type of chemical attack initiating the
mechanism.
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(d) Transposition
Let us consider briefly for each case the effect of the mechanism on the kinetic
law expression.

4.4.2 Nucleophilic Substitutions of Type Sy1

These are reactions of the type:

CH CH
Ias R

Hsc—‘c —»>pr SV, Hac—c’f + Br (4.158)
CH, CH,
CH, CH,
| fast ‘

H3C*(’3 + OH — H3C*‘C*OH (4.159)
CH, CH,
Nucleophilic attack
where Br is substituted by OH as a consequence of a nucleophilic attack occurring
with first-order kinetics. Considering slow the elementary step (4.158), we can
write:

r = ki [R Br] (4.160)

4.4.3 Nucleophilic Substitutions of Type Sn2

The same reaction can occur with a different mechanism as follows:

B slow fast B
HO + %% Br —» HOﬁ% Br— » Ho% +Br (4.161)

The kinetics, in this case, is of the second order:
r = ky[RBr|[OH "] (4.162)

It is interesting to observe that in this case we have an inversion in the
carbon-bond configuration (see reaction 4.161). By using for the reaction an
asymmetric carbon bond, it is possible to show the occurrence of the inversion by
stereochemistry.
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4.4.4 Substitution with Electrophilic Attack

This mechanism occurs in reactions related to the substitution of hydrogens of the
aromatic rings, such as nitration, sulphonation, and alkylation. In the case of
nitration, for example, we have:

NO,
+  NOp ——> @ +H r=ky| R (N0

H

(4.163)
An accredited mechanism is the following:
8+
H i H y H y y
&
slow
Q) » %ég é )
11 2 3
(4.164)

It is obvious that the experimentally ascertained kinetic law is not suitable to
define so complex a mechanism, and other sophisticated techniques are thus nec-
essary; nevertheless, the kinetics must be in agreement with the mechanism.

4.4.5 Nucleophilic Additions

An example of nucleophilic addition is the synthesis of cyanohydrins from carbonyl
compounds:

‘T +: N ™, _ ¢t cN —> —C—CN (4.165)

r = ky[R][CN] (4.166)
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4.4.6 Electrophilic Additions

These are a typical reaction of alkenes with acids:

No—ec o+ * _  » —C—C— (4.167)
>c=c_ H c—¢
| |
-—c—C— +272 —> —C—C— (4.168)
H & H Z

The reaction rate depends mainly on the carbocation stability.

4.4.7 Nucleophilic Eliminations—E; (Monomolecular)

These are reactions inverse to the elimination reactions and often are in competition
with the Syl mechanism. For example:

R——CH—CH;—Br 4>SIOW R—CH—CH, + Br
‘ 2 ‘ 2 (4.169)
H H
R—cH—cH. + oH ™, R c——cn H,0
—CH— —C—— +
‘ 2 ‘ 2 "M (4.170)
H H
4.171
r = kl [R] ( )
4.4.8 Nucleophilic Eliminations—E, (Bimolecular)
R—CH—CH /: _Slow — — -
7‘ ; 5 Br R—(‘ZH—CHzf Br R—CH=CH, + H,0 + Br
H  + on H— OH
(4.172)

The kinetics are:

r = k[R][OH] (4.173)
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4.4.9 Electrophilic Eliminations

@
CH3 - CH,OH + Ht <> CH3CH, ----- OH <> CH3CH,® +H,0
H
(4.174)
CH3-CH;® <> CHp=CHp+H™* (4.175)
@®
CHj3 - CHZGB + CoH50H < C2H5—(? - C,H;5 (4.176)
H
@
CoH5-0- GHs «» CpH50C;Hs5 + H* (4.177)
H
The rates are as follows:
Foler = koler[C2HsOHJ[H ] (4.178)
Falcohol = kalcnhol [C2H5OH] [HJr] (4179)

4.4.10 Molecular Rearrangement

We can have in a molecule the shift of an electric charge, a functional group, or a
bond. An example of a chemical bond shift is the following:

CH;-CH-CH = CH, — CH;-CH = CH-CH,X (4.180)

X

The kinetic rate law will depend, as always, on the reaction mechanism.
Last, one example of a complex mechanism for a homogeneous reaction
occurring in the presence of a transition metal complex is propene hydroformylation:

CH;-CH = CH; +H, + CO — CH3CH,CH,CHO (4.181)

catalysed by a rhodium complex.
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4.4.11 Description of Catalytic Cycles

An impressive way to represent the catalytic cycle is the following one:

nkh(COJL,,
SRR CH,=CHCH
L_, HRh(CO)L, &
H "
L Rh C‘“? , c*ucn,
C/ Cu.
A Rate determining step [0) J
CH,CH,CH
C H O Lty
-.Rh Gt c l Rh(
| C
G “"“l»Rh—(,,H, 0
C CO
0

As can be seen, all of the elementary reaction steps are reported in a synthetic
and clear way, and the RDS affecting the reaction rate is individuated.

The mechanism of methanol carbonylation, always in the presence of a rhodium
complex, is reported below:

CHz ©
] ,,co
-~
CH30H - i co
\/ <]
co
hJ-co ©
l’ “CO i <o
CH:,COH '
CH3COI co
"
[0
e IO
Heo SR
4 | Tco

As mentioned in the previous chapter, iodine favors the oxidative addition of
CH;l, thus allowing the formation of a direct bond between the methyl group and
the metal.
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4.4.12 The Wacker Process: An Example of Heterolytic
Redox Reaction

An interesting reaction is that of the heterolytic oxidation of ethylene to acetalde-
hyde (Wacker process) occurring in the presence of palladium:

(0]
7
Pd**+ CoHy + HyO — Pdo+ CH;3 C \; +2H* (4.182)
Then palladium is oxidized with copper chloride (Cu™™):
Pd°+2Cut* — Pd" +2Cut (4.183)

and copper (Cu") is, at last, re-oxidized with oxygen, thus closing the catalytic
cycle:

4Cu™ + 0y +4H" — 4Cu™ * 4+ 2H,0 (4.184)

The experimental kinetic data fit quite well with the following kinetic
expression:

PdCI; |[C, H PdCI; |[C, H
i 1[ 74][2+4] 2[ 2][2 4] (4.185)
[CI"][H;0"] [CI7][H;0]
When [PdClﬂ <0.04 M, the second term becomes negligible.
The most accredited mechanism for this reaction is the following:
[PACI; ] + CoHy & [PACIC,H,] ™ +CI (4.186)
[PdCI3C,H4]™ +H4O & [PdCI,(H,0)C,Hy| + C1™ (4.187)
[PACI,(H,0)C,Hy] + H4O & [PACl,(OH)C,Hy]™ +H30 ™ (4.188)
[PdCI,(OH)C,H,| ™ slow [HOCH,CH,PdCl] + C1~ (4.189)

This last reaction corresponds to the insertion of ethylene between the metal and
the hydroxyl changing the bond with the metal from © to o bond. At last:

fast

HOCH,CH,PdCl — CH3;CHO + Pd + HC1 (4.190)

If we apply the slow-stage hypothesis and assume reaction (4.189) as an RDS
and all of the other steps at equilibrium, a kinetic law equal to the first term of
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Eq. (4.185) can be derived showing very good agreement between the experi-
mentally determined kinetic law and that obtained from the described mechanism.
If the concentration of [PdCI;] >0.04 M, the mechanism is complicated by the
intervention of a dimer of the palladium complex. The described mechanism can be
represented in a synthetic and impressive way through the following catalytic cycle:

2t

CH,
2+
ch>}' pa?" AA CH,
Pd2* i
CH;CHO Pd’ CH,
+ H ‘Y H;O
;},‘IOH H*
Rl H,C- OH
CH;, /
CHOH Pd*-CH,
F—pg— -~
| CH,
2

4.4.13 Kinetics of Reaction Catalysed by Acid-Base

When the catalytic action is due to H" or OH™, we can call this “specific acid—base
catalysis.” When, on the contrary, the catalytic action is promoted either by
Bronsted acid-base or by Lewis acid—base, the catalytic action is called “general
acid-base catalysis.” Usually the catalytic mechanism starts with an attack by an
acid or a base on the organic substrate; however, before this occurs, the solvent
gives place to protonation equilibrium:

HA+B«— A~ +BH" (4.191)

The protonation of the substrate then occurs as follows:
BH' +$ ;f—% SH* +B (4.192)
1

At last, the protonated substrate reacts with another basis, By, or also with the
solvent yielding the product P:

SH* +B; 2% P+BH* (4.193)

The substrate can also be attacked by the un-dissociated acid or basis:
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S+HA l{l SHT + A~ (4.194)
1

The product formation can occurs by de-protonation due to both the solvent or
by the conjugated base A . Considering water as the solvent, we have:

SH* + A~ > P4 HA Prototrophic mechanism (4.195)
SH* +H,0 =% P+H;0*  Protollithic mechanism (4.196)

As we have seen, many different species can promote acid—base catalysis, and
we must consider different contributions to the reaction rate when these are sig-
nificant. Because normally the acid and base catalytic species intervene with a
first-order law in the kinetic expression, in the most general case we can write:

r = {ksu[SH™ ]+ kna[HA] + ka-[A7] + kyy,0+ [H30 "] + kon- [OH ] }[S]
(4.197)
Obviously, different terms reported in this relation can normally be neglected in

a relatively narrow range of acidity, and by passing from acid to basic conditions
the terms that must be considered change.

4.4.14 Radical-Chain Reactions: Homolytic Mechanisms
and Related Kinetics

The radicalic chain reactions, more so than other reactions, show how important is
to consider the kinetic aspects at the light of the reaction mechanism. Take, for
example, the thermal decomposition of ethane to ethylene and hydrogen:

C2H6 — C2H4 + H2 (4198)
From experimental observation, we have a very simple first-order kinetic law:
r = k[C,Hg] (4.199)

A wrong conclusion could be that this reaction is simply a unimolecular
decomposition. In fact, it is possible to show the formation of radicals during the
reaction, and thus the mechanism is much more complicated than that of uni-
molecular decomposition occurring in different steps as follows:



4.4 Description of the Reaction Mechanisms and Their Relation with Kinetics 263

C,Hg —— 2CH; - Initiation (4.200)

CH; - + CyHg 2, CH4 + C,Hs - Propagation (4.201)
CoHs - —> CoHy +H: (4.202)

H- +CHs —— CHs- +H, (4.203)

H- +CoHs- —» CoHg Termination (4.204)

By assuming the steady-state condition for all of the involved unstable radicals
—H-, CH;3- and C,Hs-—we obtain:

k3[CoHs:| — ky[H:] — ks[H-][C;Hs ] = 0 (4.205)

2k1[CoHe] — k2[CH;3-][CoHe] = 0 (4.2006)

k2[CH3-][CoHg] — k3[CoHs:] 4 k4[H-][CoHg] — ks[H-][C2Hs] =0 (4.207)
Remembering that the rate of C,H, formation is:

r=r3 = k3[CoHs"] (4.208)

it is sufficient to evaluate the concentration of [C,Hs-] from the previous three
equations [Egs. (4.205) through (4.207)]:

1/2

ki ki \®  kike
CoHs]={ 14+ |~ e C,H 4.209
(CoHs = 3 22 [(%) b Vo) 20)

Then, if k; < k3, we obtain:
kikaks]'?
. { 1k3 4] (CoH] (4.210)
5

As can be seen, a very simple first-order kinetic law corresponds to a complex
mechanism.

As previously mentioned, radical reactions can be distinguished from other
reactions by a bond rupture occurring according to the following scheme:

Heterolytic breakage Homolytic breakage
(4.211)
A—B— A +BM A—B — A-+B:

After the homolytic breakage, we can have simple chain radical reactions, such
as the one occurring in the synthesis of HBr:



264 4 Kinetics of Homogeneous Reactions and Related Mechanisms

Br, < 2Br- (4.212)
Br- +H, < HBr + H- (4.213)
H- +Br, <> HBr+H- (4.214)

where for each radical reacted, another is formed. Alternatively, we can have
branched chain radical reactions when, for each reacted radical, two or more rad-
icals are formed, whilst degenerate branched chain reactions are reactions in which
intermediate compounds decompose, thus giving radicals. An example of a bran-
ched chain reaction is the one occurring between hydrogen and oxygen because of a
spark:

H, + 0, — HO, - +H - Initiation (4.215)
H-+0, - OH:- +0- Branching (4.216)
O-+H, —»OH- +H (4.217)

OH- +H, > H,O+H etc. (4.218)

This scheme can be simplified by imagining one only radical supporting the
chain:

1
ERZ + .- — R.+ --- Initiation rj=f; (4.219)
R-+---—R- Propagation ry = afy[R] (4.220)
R-+ .- — Products Propagation ry = fy[R] (4.221)
R- +wall - 1/2R, Termination ry = Py[R] (4.222)
R- +gas — 1/2R, Termination ry = Pg[R] (4.223)

If o = 1, the chain is linear; if o > 1, the chain is branched.
By applying to [R:] the steady-state approximation, we can write:
d[R/]

4 Nt [R] — fu[R:] — P,[R:] — P,[R] =0 (4.224)

By assuming f}; ~ fy, we have:

_ f
Pp +Pg 7ﬁ[(0(7 1)

[R]

(4.225)
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The overall reaction rate is:

& fifw
dr = P,+Py—fu(a—1)

(4.226)

When P, + P, ~ fy(a — 1), it results in % — 00, that is, the reaction becomes

explosive.

The example shown in Fig. 4.44 shows how important is to identify a reliable
reaction mechanism as a base of the kinetic expression. A power low correctly
interpreting A-B and C-D segments of the curve is not able to represent the
explosive behavior occurring between B and C.

The degenerate branching chain reaction is a particular radical branched chain
reaction in which chain branching is a consequence of radical formation for the
decomposition of an intermediate product, for example, a peroxide. An example of
such type of reaction is hydrocarbons autoxidation, a reaction used in industry to
produce acetic acid from hydrocarbons and many other products always by
autoxidation. The reaction scheme, in this case, is the following one:

Initiation Iny & (4.227)
In- + RH—R- +InH (4.228)
very
) fast
Propagation R- +0, — RO;- (4.229)
k,
RO, - +RH — ROOH +R- (4.230)
Reaction
rate

D

|

1

I

I

I

I

I

i

B C: i

/ 1 !

I 1

’ i i

Pressure

Fig. 4.44 Kinetics of a branched chain reaction
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k
Branching 2ROOH —% RO - +RO; - +H,0 (4.231)
k
ROOH —% RO - +HO- (4.232)
Termination 2R- — inert products (4.233)
R - 4+ RO, — inert products (4.234)
2RO; - X, inert products (4.235)

The kinetic behaviour of the system can be followed by considering the evo-
Iution with time of the organic substrate, the oxygen consumption, or the product
formation. This behaviour is normally characterised by an induction period or
acceleratory phase, a steady-state phase characterised by the maximum reaction
rate, and a deceleration phase. The kinetic behaviour is similar to that of the
autocatalytic systems as can be seen in Fig. 4.45. The induction period corresponds
to initial radical formation; under steady-state conditions, the rate of radical for-
mation is equal to the rate of their disappearance by termination. At last, termination
becomes predominant, and the reaction rate decreases. To study the kinetics it is
opportune, in this case, to refer only to the steady-state conditions, that is, to refer to
the maximum rate corresponding to the slope of the flex point, such as that shown
in Fig. 4.45.

The radical RO,- is predominant with respect to the other radical species because
the reaction R- + O, is very fast. At this point, two limit conditions can be

Concentration of
products
'y

Deceleration phase

Stationary phase

v [Rate of radical formation = Termination rate)

Acceleration phase

A J

l Time
t= induction time

Fig. 4.45 Kinetic behaviour of degenerate branching chain radical reaction in a batch reactor
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considered. The first condition corresponds to the experimental conditions in which
the formed hydroperoxide ROOH is stable and becomes the main reaction product.
We have in this case a simple chain radical reaction. Under some other conditions,
for example, at high temperatures or in the presence of catalysts, hydroperoxide
decomposes with mono or bimolecular stoichiometry, thus yielding radicals. The
maximum reaction rate, in the first case, can easily be derived from the reaction
mechanism and in batch conditions is:

d[O;]

FPaie ko[R][02] — k[RO, T2 (4.236)

If the pressure of oxygen is high enough, we can write:
ko[R][02] = k,[RO|[RH] + R, (4.237)
and also:
R; = 2 kRO, ]? (4.238)

By combining the last relations, we obtain for the maximum rate of the simple
radical chain reaction the following:

do,] (R R;
dt—@@& [RH] + - (4.239)

Normally, R; is very low, and the term R;/2 can be neglected; therefore, it results
in:

N 12
(dRH]__dO) <§_k) RH) (4.240)

the validity of which has been tested in many cases. The ratio k,/+/2k; is called the
“autoxidability of the substrate” and is a characteristic of the organic reagent used.

If the hydroperoxide is decomposed, yielding more radicals, the reaction
becomes a degenerated branched-chain reaction. In this case, the radicals come
mainly from the hydroperoxide decomposition; however, in any case the radical
RO,- is still predominant. If we assume a steady-state condition not only for the
radicals but also for the hydroperoxide, we can write for a unimolecular decom-
position of the hydroperoxide:

d[ROOH]

& = k[RO2|[RH] — &4, [ROOH] = 0 (4.241)
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By also applying the pseudo steady-state condition also to the radical, we have:
2 ks [ROOH] = 2 k,[RO, | (4.242)

Therefore, it results in:

k )
[ROy| =2 [RH]  [ROOH] = = [RH]’ (4.243)
t tKd,
The rate of substrate consumption is:
d[RH 3k?
- % = 3ky [ROOH] = 7’” [RH]? (4.244)
t

By considering the possibility of a different contribution of the two possible
stoichiometries (unimolecular or bimolecular decomposition), we have:

dRH] n( k :
- _J—C(m[RHD (4.245)

where n is the number of radicals formed for each ROOH molecule decomposed;
and f is the fraction of RH consumed as a consequence of the RO,- attack. For a
bimolecular decomposition, for example, n = 1 and f = 2/3. This expression is a
limiting rate. If this limit is exceeded, then a different mechanism is operative. This
can occur, for example, in the presence of some particular catalysts. The term
k,/\/2k; is the same of Eq. (4.240), that is, the substrate autoxidability.

The induction time can be eliminated by introducing an opportune initiator, such
as a peroxide, that is unstable at the reaction temperature. The presence of a redox
couple can alter considerably the behaviour of a radical chain reaction by inter-
acting with formed radicals or by promoting peroxide decomposition. In particular,
the selectivity of the reaction in some cases is strongly enhanced. For this reason, in
many industrial processes cobalt or manganese salts, respectively, corresponding to
the redox couples Co?*/Co>* and Mn**/Mn>* are used. The kinetic expression in
these cases can be more complicated and also often contains the catalyst concen-
tration either in the oxidised or in the reduced form. Examples of industrial pro-
cesses based on radical chain reactions are listed in Table 4.22.

The catalytic action in the autoxidation processes has not been completely
clarified. However, it is bonded to the oxidoreductive properties of the ions of the
metal used as catalyst. These ions with two different oxidation numbers intervene in
some cases as an oxidant and in others as reducing agents interacting with the
substrate, the reaction intermediates, and all of the radicals; that is, the ions interacts
with all of the steps of the reaction mechanism. However, the simplest action of the
metallic catalysts is that of promoting hydroperoxide decomposition in a redox
cycle of the following type:
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ROOH + M(IT) — RO - +OH™ + M(III) (4.246)
ROOH + M(IIT) — RO, - +H™* +M(I) (4.247)

The sum of the two reactions corresponds to the bimolecular decomposition of
the hydroperoxide seen in reaction mechanism (4.231). In this case, the maximum
reaction rate is given by the previous equation (Eq. 4.245) with n = 1 and f = 2/3.
In some other cases, we have a direct interaction of the metal with the substrate with
the formation of a radical:

M(III) + RH — M(II) + H* +R- (4.248)

After this reaction, the followings steps occur:

R +0, — RO, (4.249)
RO, - +RH — ROOH +R- (4.250)
M(IT) + ROOH — M(III) + RO - + OH" (4.251)

This behaviour corresponds to the unimolecular peroxide decomposition obey-
ing the limiting reaction rate to Eq. (4.245) with n = 2 and f = 1/3.

It is clear that other possible effects of the metals on the reaction mechanism
cannot be interpreted with the described kinetic approach; also, no general approach
has been developed describing the metal catalytic effects in the autoxidation pro-
cesses because activities and selectivities are affected by a great number of factors,
such as type of substrate, type of metal complex used, association of the catalyst
molecules, temperature promoting the un-catalyzed mechanisms, and nature of the
solvent (polar, apolar), etc.

In conclusion, the study of the kinetics of the reactions occurring with a radical
mechanism must be made under steady-state conditions, that is, by observing the
behaviour of the maximum rate in batch reactors or by employing a continuous
reactor.

Exercise 4.18. Kinetics of HBr Synthesis
The kinetics of HBr synthesis from the elements was studied by Bodenstein and
Lind (1906). The reaction stoichiometry is:

H, +Br, — 2 HBr (4.252)

Bodenstein and Lind found a very complex kinetic behaviour for this reaction
denoting that the reaction mechanism also would be very complicated. In the early
stages of the reaction we have, in a batch reactor, the following kinetic behaviour:
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Table 4.23 Experimental data collected by Bodenstein and Lind (1906) on HBr synthesis

Run 1 2 3 4

T (K) 498.8 5245 550.6 574.4

Initial conc. H, X Time |x Time |x Time |x Time
Cy, = 0.5637 (min) (min) (min) (min)
Initial conc. Br, 0 0 |0 0 |0 0 |0 0
Cg;, = 0.2947 0.0160 | 840 [0.023 | 150 |0.0953 | 120 |0.069 | 145

(g mol/22.4 L) 0.0273 | 1500 [0.042 | 300 |0.1538 | 240 |0.0985 | 245
x = Reacted moles of

H, and Br, (g mol/ | 0-0408 |2280 |0.0831 | 600 |0.1936 | 360 |0.1262 | 34.5
2241 0.0516 [3000 |0.1076 | 900 |0.2210 | 480 |0.1644 | 49.5
0.0635 [3720 |0.1353 | 1200 |0.2460 | 600 |0.2093 | 79.5
0.0732 4500 |0.1605 | 1500 | 0.2679 | 900 |0.2306 | 99.5
0.1025 |6600 |0.1773 | 1800 |0.2797 |1200 |0.2502 |124.5
0.1404 [9000 |0.2181 [2700 |0.2852 | 1440 |0.2619 |149.5
0.2473 | 3600

Conc. — concentration

d[HBr]
dr

= k[H,][Bra]/? (4.253)
whilst, after the early stage, the following kinetic law was determined:

dHBr]  k[H[Bry]"/?
dr _1+k’[2HBr]2/[Br2] (4.254)

Any reaction mechanism would agree with these experimental observations.

Part 1
Considering that the reaction follows a radicalic mechanism, define a reasonable
mechanism in agreement with the observed kinetic laws.

Part 2

Starting from the experimental points collected by Bodenstein and Lind and also
reported in the text of Hougen and Watson (1961) [reproduced in Table 4.23],
evaluate the two kinetic parameters of the overall kinetic law and their dependence
on the temperature.

Solution of Part 1

The currently accepted mechanism was suggested by Polanyi (1920), who intro-
duced for the first time the fundamental concept of the steady state for radicals, that
is, all of the radicals are present in the system in a low amounts because the rate of
formation and disappearance can be considered approximately equal. We can write
a sequence of reactions as:
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Bry+M % 2Br- +M Initiation (4.255)

Br- +H, ]:% H.- +HBr Propagation/inihibition (4.256)
H- +Br, &, Br- +HBr Propagation (4.257)
2Br- +M 4 Br; +M Termination (4.258)

As can be seen, we have two chain carriers, which are, respectively, H- and Br-.
The H-H bond is stronger than the H-Br bond; therefore, the backward of reac-
tion (4.256) becomes important when a significant amount of HBr is accumulated.
By assuming the steady-state condition for the radicals, it is possible to write:

% = ky[Br][Hz] — k_»[H][Br] — k3[H][Bry] = 0 (4.259)
d[dBtr] =2k [M] [Brz] —ky [BI’] [Hg] +k ., [H] [HBI’] + k3 [H] [Brﬂ — 2k [M] [BI‘]2

(4.260)
Adding Egs. (4.259) and (4.260) gives:

2k [M][Bra] — 2k4[M][Br]’= Rate of initiation — Rate of termination = 0

(4.261)
Therefore:
Br ]\ /2
Bi] = (kl[ r2]> (4.262)
kg
Then, it is possible to write:
m) = el kM (k‘ [Br2]> " (4.263)
kz [HBI‘] + k3 [BI‘Q] k2 [HBI‘] + k3 [BI‘Q} k4 '

The reaction rate is:

121g 11/

(4.264)

d[HBr]
dr
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Which is in agreement with the experimental observation of Bodenstein and
Lind [see Eq. (4.252)].

In the initial stage of the reaction, [HBr] is much less than [Br;] and Eq. (4.264)
becomes:

d[HBr]

o = 2kl /&) [Bry] [ (4.265)

which is in agreement with the experimental observation [see Eq. (4.254)].

Solution of Part 2
To solve the problem requires expressing the species involved in the kinetic
equation as a function of the conversion:

[H] = Cf, —x (4.266)
[Bro] = Cg, —x (4.267)
[HBr] = 2x (4.268)

and integrating the differential equation

dHy  d[Br) _d[HBr] _
B b e P (4.269)

The result is simulation of the experimental curves obtained by Bodenstein and
Lind, and this was obtained using a MATLAB program available as Electronic
Supplementary Material.

The obtained kinetic parameters are:

Kinetic parameters

k — AE = —46,876.6026 cal /mol
InA = 38.6363

k — AE, = —45,461.1871 cal /mol
InA; = 42.104

In Fig. 4.46, the simulation of the experimental points for runs performed at
different temperatures is shown in the first plot, whilst in second plot the kinetic
constants are arranged in an Arrhenius plot.
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Fig. 4.46 Fitting of experimental data for HBr synthesis at different temperatures

4.4.15 Kinetics of Enzymatic Reactions

The simplest mechanism of enzyme catalytic action was described by Michaelis
and Menten (1913). They first observed that the reaction rate is proportional to the
enzyme concentration, whilst the reaction rate depends on the substrate with the
first-order law at the lower substrate concentrations and zero order at the higher
substrate concentrations. This behaviour was interpreted by Michaelis and Menten
with the following mechanism:

S+E & Es (4.270)
—1
ES 2 PyE (4.271)

where S is the substrate; E is the enzyme; ES is the complex enzyme-substrate; and
P is the product.
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The reaction rate is the rate of product formation; therefore, assuming the
described reaction steps as elementary step, we can write:

r = k[ES] (4.272)

Assuming then the first reaction at equilibrium [ES] = K, [S] [E], and hence:
r=k K. [S] [E] (4.273)
however, the initial enzyme concentration [E],, is partitioned between [E] and [ES];

therefore, [E], = [E] + [ES], and hence:

[E], (4.274)

[E] = 1+ K, [S]

and

_ kK.[S|E], _ kIS][E],
"TUTKD) (,(L + [s]) (4273

e

This mechanism explains well the behaviour experimentally observed and
shown in Fig. 4.47, according to which the reaction order of the substrate changes
from 1 to O by increasing the substrate concentration.

Lineweaver and Burk (1934) plotted the reciprocal of the reaction rate as a
function of the reciprocal of the substrate concentration, such as seen in Fig. 4.48.

Fig. 4.47 Reaction rate of an [ N
enzymatic reaction as a
function of the substrate

concentration
Foms [ === e e
r=k |[E].
=
2 "'““
=g {ELIS)
[S]=Kn

w

{s]
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Fig. 4.48 Trend of 1/

r against 1/[S]. The
Lineweaver—Burk plot better
interprets the Michaelis—
Menten kinetic model

ik
r

=L I

(S]] Ka (8]

A linear plot is normally obtained, from which we can more easily derive the
kinetic parameters.

The kinetic constant obeys the Arrhenius law, insofar as it depends on tem-
perature, but at 50-60 °C enzyme loss occurs from their conformational structure
and, therefore, there is loss of activity. In addition, pH is important for enzyme
activity. Considering the amphoteric character of the protein that there exists for
any enzyme, there is an optimal value; however, to avoid denaturation, the pH
cannot be either too acid or too basic.

Exercise 4.19. The Michaelis—-Menten Classical Approach Applied to the

Hydrolysis of Urea by the Enzyme Urease

The enzyme urease promotes the hydrolysis of urea according to the following

reaction:

0 urease (0.1 uM)

C”‘, (urea) ag H:O CO} n 2 2 NH“{ (4'276)
H;

HNT N

According to the Michaelis—Menten (1913) classical approach, the initial reac-
tion rate is determined for different concentration of the “urea” substrate collecting
data similar to those listed in Table 4.24.

The scheme of the occurring reactions is the following one:

k
E+S = ES 2% E+P (4.277)
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Table 4.24 Kinetic Urea (mM) Initial reaction rate (LM CO,/min)
experimental data

5 30

10 50

20 80

50 100

100 115

Clearly, the initial reaction rate is characterized by:

k|E
Initial reaction rate = 7] =V, = 2[EL1S] Michaelis — Menten equation
Ky + (8]
(4.278)
[E]l; Concentration of total enzyme
[S] Concentration of free substrate
We can have three different possible situations:
1) [S]=0 Vo=0
2) [S]=alarge value Vv,= Vmax = ks [E]; 4.279
3) [S]=Kn Vo =Y Vinax (4.219)
Consequently, it also is possible to write:
Vinax [S]
Vo = 4.280
K+ (8] (4.280)

From the experimental data plot shown in Fig. 4.49, it is possible, therefore, to
evaluate the parameters of the model; however, following the approach suggested
by Lineweaver and Burk (1934), it is easier to evaluate the parameters by con-
sidering a derived linearized plot:

By putting 1/v, as a function of 1/[S], a linear trend is obtained, and the
parameters are obtained from the plot shown in Fig. 4.50. Starting from
Eq. (4.280), it is possible to write:

1 K, 1 1
L 1), 4.281
o Vi <[S}> Vo (4.281)

Starting from the experimental data, construct the Lineweaver—Burk plot and
evaluate the kinetic parameters. The results were obtained by using a MATLAB
program available as Electronic Supplementary Material.
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Fig. 4.49 Plot of urea hydrolysis experimental data and characteristic points of the curve

Fig. 4.50 Schematic 1/ v,
example of Lineweaver—Burk
plot
I "Ir"'(,]'llﬂ)i \
1K 1/[S]

Kinetic parameters fitting the experimental points are as follows:

Vinax = 143.5442
K,, = 18.7727

The Lineweaver—Burk plot for this reaction is shown in Fig. 4.51.

Exercise 4.20. The Michaelis—-Menten Work on Sucrose Hydrolysis Promoted
by Invertase

Michaelis and Menten (1913) studied sucrose hydrolysis catalyzed by the invertase
enzyme. The reaction is:

H

invertase wo

H [} H g
—
CHZ0H CHyOH
HO H HO H
sucrose a-D-glucose p-D-fructose
(4.282)

As seen in a previous exercise, the reaction kinetics can be followed considering
that sucrose rotates polarized light clockwise [a]p = +66.5° (polarimetric degree),
whilst the contrary occurs for the mixture of glucose [a]p = +52° and fructose
[o]p = —92°. Therefore, by observing the solution with a polarimeter, it is possible
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Fig. 4.51 Lineweaver—Burk plot for enzymatic urea hydrolysis

Table 4.25 Kinetic data collected by Michaelis and Menten for the hydrolysis of sucrose
promoted by the enzyme invertase

Sucrose Sucrose Sucrose Sucrose Sucrose

20.8 mM 41.6 mM 83.0 mM 166.7 mM 333.0 mM

Time [P)/ Time [P)/ Time [P)/ Time [P)/ Time [P)/
(min) [So] | (min) [So] | (min) [So] | (min) [S,] | (min) [S,]
17 0.331 | 10.25 0.115 | 495 0.352 8 0.035 7 0.016
27 0.452 | 30.75 0.372 | 90.0 0.575 | 16 0.064 14 0.032
38 0.611 | 61.75 0.615 | 125.0 0.690 | 28 0.108 26 0.053
62 0.736 | 90.75 0.747 | 151.0 0.766 | 52 0.198 49 0.092
95 0.860 | 112.70 0.850 |208.0 0.900 | 82 0.300 75 0.140
1372 0.990 |132.70 0.925 - - 103 0.378 | 117 0.214
- - 154.70 0.940 - - - - 1052 0.983

to evaluate the fraction of sucrose reacted along time. Michaelis and Menten col-
lected the following experimental data (Table 4.25), which was reported in a
translation of the work with comments and detailed description of the work by
Johnson and Goody (2011).

[PI/[S,] is the ratio between the moles of product formed and the starting sucrose
concentration (in practice, the sucrose conversion).

The most rigorous kinetic model for interpreting those experimental data is
based on the following scheme:
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K r
E+S = ES 5 E+F+G (4.283)

where E is the enzyme; ES is the complex enzyme—sucrose; and F and G are,
respectively, fructose and glucose. According to Michaelis and Menten, glucose
and fructose compete with sucrose in the formation of complexes with E. Therefore,
we can write also:

K

E+F &2 EF (4.284)
K¢

E+G 2 EG (4.285)

According to the mass balance on the enzyme, it holds that [E] = [E],—[ES]
—[EF]-[EG].
Then, considering the dissociation equilibria of the three complexes:

Ky=""0 Kp=-2 Kz=1—22 (4.286)

o (4.287)

The reaction rate is, therefore,

) _diF] iG] _ypg  HELIS
ST a T a AES= [5]+KS(1+[£_1_+§)
_ kefi [S]
K1+ 8+ 1) (4.288)

Michaelis and Menten did not know the initial enzyme concentration, but they
knew that it was a constant value, so they grouped the two terms, k. = k[E],. They
solved the problem with a long, tedious, and approximated approach starting from
evaluation of the initial reaction rates under different operative conditions and
succeeded in determining Kg = 16.7 mM, Kr = 58.8 mM, K5 = 91 mM, and the
ratio keg/Ks = 0.0454 & 0.0032 min~!, from which it is possible to calculate
Fmax = k[E], = 0.76 £ 0.05 mM/min.

Today by mathematical regression analysis, the constants of the kinetic model
can be determined by numerical integration of the previously noted differential
equation. Remembering that:
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S = [8],~[F] and [F] = [G] (4.289)

Evaluate the kinetic constants of the model and simulate the experimental data
constructing a plot [P]/[S], against time. Evaluate what happens if the competition
in forming the complexes by F and G is neglected. Show that, in this case, the
initial reaction rate is the same ([F] = [G] = 0) but that deviation occurs at high
conversion.

The results were obtained using a MATLAB program available as Electronic
Supplementary Material. The best-fitting kinetic parameters are the following ones:

kesf = 0.76263 K, = 16.5351 K;=62.8777 K, = 87.7299

A plot reporting the agreement between experimental and calculated data is
shown in Fig. 4.52. Another plot shown in the same figure, the parity plot, allows to
appreciate the validity of the kinetic model.

4.5 Comparison of the Performances of CSTRs and PFRs

In Sect. 4.3.1, the mass balances, respectively, related to a CSTR and a PFR are
shown [see Egs. (4.25) and (4.26)]. By assuming the simplest situation of a
first-order reaction and no change of moles and volume in the reactor, we can write
for the two mentioned cases:

F(c = ) = Vie?™ % = (ck;_octout) (4.290)
If we introduce the conversion, 1 = i’n;;n‘?u‘, it also is possible to write:
P e P (0 ) 4292

By working in the two cases with the same volumetric flow rate, F, and the same
reactor volume, V, we can write the equality:

ACSTR ln<( ! > (4.293)

(1 — Zcstr) 1 — Zprr)
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Fig. 4.52 Simulation of the kinetic runs performed starting with different sucrose concentrations.
Parity plot related to all of the available data

By plotting Apgg as a function of AcstR, it results that the conversion in a PFR is
higher than in a CSTR and the difference increases for the higher values of 4, as can
be seen in Fig. 4.53.

This also means that a smaller reactor volume is necessary to obtain the same
conversion in a PFR with respect to a CSTR. In the case of consecutive reaction,
selectivity also is affected, and the yields in PFR reactors are normally higher.

It is interesting to mention that a battery of CSTR operating in series with
progressive conversions approaches PFR performances as can be seen in the
example shown in Fig. 4.54.

Exercise 4.21. Comparison Between the Performances of CSTRs and PFRs
Construct the plots shown in Figs. 4.53 and 4.54. In practice you must solve the
two equations:
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/lpFR =1- exp[—k(V/Q)] (4294)
1 n
AcstR =1 — W} (4.295)

This can be performed using the MATLAB Program available as Electronic
Supplementary Material.

4.6 Gas-Phase Reactions and Kinetic Theory

As we have seen, the Arrhenius law suggests that the occurrence of a given reaction
requires that the reagents overcome a threshold energy barrier called “activation
energy.” Two different complementary theories have tried to explain what occurs
to molecules during a reaction. The first theory, the “collision theory,” sustains that
the activation energy is reached due to the collision between two molecules. The
number of collisions between two molecules, A and B, per unit of time and volume,
can be calculated by the “kinetic molecular theory.” For the reaction:

A+B—C (4.296)

The number of collisions occurring between A and B is given by:

2N? 1 1
Zup = (oA + 03) —CACB\/8nkT (— + —) (4.297)

2 106 My, Mg

where ¢ is the molecular diameter; N is the Avogadro number; and k is the
Boltzmann constant.

However, normally the reaction rate is much lower than the number of collisions
among the molecules of the reagents. This simply means that not all of the colli-
sions yields a reaction, i.e., not all of the collisions are active. Only the collision
reaching and overcoming the activation energy for the involved molecules can be
followed by the reaction. According to the Maxwell law, the fraction of bimolecular
collisions overcoming a given energy value E, corresponds to e Z«/RT Therefore,
we can write:

R = k C4Cg = (overall number of collisions)(fraction of active collisions) C4Cp
(4.298)

and hence,
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10
r=Zp We—Efl/RT CACp (4.299)

It is interesting to observe that the dependence of k on temperature in this
expression is the following one: k = cost x T'/2 x ¢~ E«/RT _ This dependence is
slightly different from that postulated by the Arrhenius law; however, because the
first term changes little compared with the second one, the approximation intro-
duced by the Arrhenius law can be considered acceptable. The experimentally
observed rate expressions are seldom in agreement with this theoretical approach, in
particular, for the pre-exponential factor. To have a satisfactory agreement, it is
opportune to introduce another probability factor or steric factor, which is a value
that can change between 1 and 107%,

We will have then:

k = PZeMEa/RT (4.300)

The steric factor means that even if the involved molecules reached the required
activation energy, the reaction does not necessarily occur because the collision did
not occur according to a favourable orientation. In conclusion the value of this
theory is just that it defines a limit to the reaction rate, i.e., the reaction rate cannot
be greater than the number of potentially active molecular collisions (overall col-
lisions x fraction of active collisions).

The second theory is known as the “theory of the transition state” or the “ac-
tivated complex.” This theory is not antithetic or alternative to the collision theory
but complementary. In fact, in this theory the collision is the first step of a reaction
path. After the collision the reagents yield an unstable compound in equilibrium
that can react to give a new product or decompose to give the reagents. The two
reaction steps can be considered successive elementary steps as shown in the fol-
lowing scheme:

k
A+B S AB* S p (4.301)
2

By assuming the second step to be slow (RDS), the formation of the product, P,

will occur with the rate: r = k3 Cyp.

— ]ﬂ — Cap
ko CaCp’

Then, we can write: K and hence,

r = kK CaCp (4.302)

It is possible to show, based on the methods of statistical mechanics, that for all
of the reactions, k3 = kh—T, where k is the Boltzmann constant; and % is the Plank
constant, whilst:
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K = o(AG'/RT) — ((-AH[RT) (85" /R) (4.303)
kT (ast +
,— 7e(AT?)e(fAR”r )CACs (4.304)
KT /as- .
Therefore: kein = B () o(-5F) (4.305)

h

d(Inkg,) 1  AH* AH*+RT
and hence: —=— + =
dT T  RT? RT?

(4.306)

Again, by comparing the last expression with the Arrhenius, we have
E, = AH" + RT, i.e., the activation energy depends on the temperature, whilst for
the Arrhenius law it is a constant. However, the difference between E, and AH" is
very low, and also in this case the approximation introduced by the Arrhenius law is
acceptable. The evaluation of AS™ and AH " requires knowledge of the structure of
the activated complex and normally is possible only for very simple reactions.
However, also in this case the theory is useful for evaluating whether or not the
experimentally evaluated kinetic parameters have a physical mean.

4.7 Flash with Reaction

Exercise 4.22. Flash with Reaction: Esterification of Acetic Acid with Ethanol
The flash with reaction is a convenient operation where there is an equilibrium
reaction in which the desired product is more volatile than the other component and
is vaporized and continuously subtracted to the reaction environment, thus shifting
the equilibrium to the right. Another advantageous condition is that of consecutive
reactions in which the desired product is produced as intermediate and is volatile. In
this last case, the product is subtracted before further reactions occur so increasing
the yields.

The reaction we consider now is of the first type mentioned, that is, the esteri-
fication of acetic acid with methanol according to the following scheme:

K,
CH3CH,OH + CH;COOH = CH;COOCH,CH; + H,0 (4.307)
1 2 3 4

The reaction is performed in a flash apparatus as represented in Fig. 4.55.

We calculate the equilibrium conversion, the flow rates, and the composition at
the outlet of the flash apparatus.

Table 4.26 lists the Antoine parameters for all of the components, which are
useful for evaluating the vapor pressures of the involved substances. The Antoine
equation is as follows:
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X;
Fig. 4.55 Scheme of flash apparatus
Table 4.26 Data related to i | Compound A B C Z
the pure components 1 | Ethanol 8.11220 |1592.864 |226.184 |0.50
2 | Acetic acid 8.02100 |1936.010 |258.451 |0.50
3 | Ethyl acetate |7.10179 |1244.951 |217.881 |0.00
4 | Water 8.07131 | 1730.630 |233.426 |0.00
Table4.27 Operative Feed rate (HlOl/h) 100
conditions Temperature (°C) 92
Pressure (atm) 1
K equilibrium 354
logP =4 — -2 (4.308)
ogP=A—— .
g T+C

The A, B, and C constants listed in table are expressed in Torr, and the tem-
perature 7 is in °C. The operative conditions for the flash are listed in Table 4.27.

Solution
We choose as reference the calculation of ethanol conversion. Therefore, we can
arrange the following in Table 4.28.
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Table 4.28 Reference
relations for the calculation

Table 4.29 Reference
relations for the calculation

If we put:

Table 4.28 can be opportunely modified (see Table 4.29):
Generally, the equilibrium term can be written as:

A mass balance for each component

4 Kinetics of Homogeneous Reactions and Related Mechanisms

i Compound Initial At equilibrium
1 Ethanol Fz, Fz — 2.Fz,

2 Acetic acid Fz, Fz, — 2.Fz

3 Ethyl acetate 0 AeF 71

4 Water 0 AFz1

i Compound Initial At equilibrium
1 Ethanol Fz, Fzy — A

2 Acetic acid Fz, Fz — 2

3 Ethyl acetate 0 A

4 Water 0 A

FZ,‘ + V,'}, = in + Vy,

A= )ueF21

FZ,‘ + Vi)\,

7
1

Considering the vaporized fraction as:

by introducing this expression in the mass balance, we obtain:

oa=V/F

can be written as:

i
zitvip=(1—o)x+ay

Then, it is possible to write:

Vi
Xi

:Ki

F

|2

and then y; = Kx;

(4.309)

(4.310)

(4.311)

(4.312)

(4.313)

(4.314)
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and hence,

A
Z,'+ViF= (1 — ot)x,-—!—ot[(ixi (4315)

Now it is possible to obtain an expression for x;

zi+vit or zi+vid
Xi=-——7"" X, =
(1 —a) +okK; ' T;

with Ti= (1 —a)+ak; (4.316)

Considering then the expression of congruence:
i+ Vi% Zi Vi% z | A Vi
= LAY = —F_ 242y =1 4.317
R R AR A A

from this equation, it is possible to obtain a relation of A as a function of the other

variables;
1-).%
J=F A (4.318)
2T

Using this equation for a fixed value of the vaporization ratio, «, it is possible to
calculate the conversion. The chemical equilibrium is another constraint of the
system that must be respected, that is:

" TN Vi)
H(@‘*:H(Z - F) =[[E =K with E= (Z - F) (4.319)

i i !

The numerical solution of the last two non-linear equations allows to evaluate A
and o and hence the amount of the streams at the outlet and the composition. The
following procedure must be adopted:

(1) Give a reasonable value to o

(2) Calculate the corresponding value of A

(3) Control that the last equation is verified

(4) Assume another value of o and repeat the calculation.

This can be performed using the MATLAB Program available as Electronic
Supplementary Material.
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Chapter 5 )
Kinetics of Heterogeneous Reactions e
and Related Mechanisms

5.1 Introduction

Reaction rates in heterogeneous catalysis can be affected by mass-transfer or ad-
sorption rates. The reaction normally occurs between molecules adsorbed on the
catalytic surface, that is, mainly inside the catalyst particles. Therefore, due to the
reaction, the concentration of the reactants inside the particles is always lower than
that of the fluid bulk. In contrast, the concentration of the products is always
greater. These concentration gradients, originated by the reaction, produce a con-
tinuous mass transfer of the reagents from the fluid bulk to the particles and of the
products from the heat of the particles to the fluid bulk. Therefore, before and after
the reaction we can imagine the sequence of steps shown in Fig. 5.1.

Step 1: External diffusion of reactants. External diffusion of reactants is the
diffusion of the reactants from the bulk fluid to the external surface of the catalytic
pellet. Around the particle there is a thin layer of static fluid (the boundary layer).
The concentration gradient is normally located in this layer because in a static fluid,
mass transfer occurs with a slow molecular-diffusion mechanism. As it will be seen
in more detail in the next chapter, the thickness of the layer and the mass-transfer
rate will depend on both the fluid dynamic characteristic of the system (stirred or in
a flowing stream) and the reaction rate, with the latter affecting the gradient.
However, it is important to point out that this step occurs before and separately
from the other steps.

Step 2: Internal diffusion of the reactants. Internal diffusion of the reactants is the
diffusion of molecules from the pore mouth, through the pores, until they reach an
active site of the catalyst not occupied by other chemisorbed molecules. The fluid

Electronic supplementary material The online version of this chapter (https://doi.org/10.1007/
978-3-319-97439-2_5) contains supplementary material, which is available to authorized users.
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External surface %

of the particle

Pores inside the particle

Fig. 5.1 Steps occurring in a fluid-solid catalytic reaction

inside the pores can be considered static, and—again—the mass transfer occurs
with the slow molecular-diffusion mechanism. The mass-transfer rate in this case
will depend on both the catalyst porosity and the size and shape of the catalytic
particles. This step is not independent as the previous one; it occurs together with
the adsorption and the surface chemical reaction.

Step 3: Adsorption of reactants. Adsorption of reactants involves the active sites
of the internal solid surface. It depends on the possible interaction between the
molecules and the catalyst surface.

Step 4: Chemical reaction. The chemical reaction occurs between molecules
adsorbed on the surface.

Step 5: Desorption of products. Desorption of products involves products being
desorbed from the surface.

Step 6: Internal diffusion of products. Internal diffusion of products occurs from
the interior of the pellets to the pore mouth.

Step 7: External diffusion of products. External diffusion of products occurs
through the boundary layer from the external surface of the particles into the fluid
bulk.

Each of the above-mentioned steps could affect the reaction rate, but usually kinetic
runs are performed in the laboratory under conditions selected in such a way to
avoid any influence of the diffusion steps (steps no. 1, 2, 6 and 7) on the intrinsic
reaction rate. However, also in the case of heterogeneous catalysis, it is useful to
consider a reaction mechanism and introduce as a useful hypothesis the slow step
becoming the “rate determining step” (RDS) or the steady-state approximation
(SSA) .
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5.2 Definition and Evaluation of Reaction Rate, Mass
Balance, and Kinetic Equations in Heterogeneous
Fluid-Solid Systems

As already seen in the previous section, the performance of a chemical reactor
working under isothermal conditions can be described by two kinds of equations:
the mass balance and the kinetic equations. The mass balance equations refer to the
time unit for the component ‘i,” which can be written again in the most general case,
referred to a “tank reactor,” as follows:

Input of i mass = Output of i mass + Mass of i reacted + Accumulation

(1) (2) (3) 4)

Thus, considering a reaction occurring without a change in the number of moles,
we can write the mole balance as follows:

(5.1)

de;
Fc¢ = Fc!' +wr; + TCI

2 6 ¢

where F is the volumetric feed rate; ¢f and c¥ are, respectively, the molar con-
centrations of 7 at the entrance and at the exit of the reactor; w is the catalyst weight;
t is the time; r; is the reaction rate at which i appears (positive) or disappears
(negative) expressed as moles of i per unit time per unit of catalyst weight; and c; is
the i concentration in the reactor.

In the case of a continuous reactor operating under steady-state conditions, term
(4) of the mass balance can be neglected. In contrast, in the case of a batch reactor,
terms (1) and (2) must be ignored, whilst in the case of a semi-batch reactor term
(2) is normally null. It is easy to recognize that the reaction rate contained in term
(3) can be experimentally determined in different ways according to the type of
reactor in which it is measured. For a well-mixed batch reactor, for example, we
have:

(5.2)

" 1 de; moles of i appeared or disappeared (53)
=T = - - : .
W dr  unitof catalyst weight x unit of time

whilst, for a well-mixed continuous stirred-tank reactor (CSTR), we have:

= F(ef =) (5.4)
W

In the case of a continuous tubular reactor, the reaction rate changes along the
catalytic bed yielding, under steady-state conditions, a constant concentration
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profile. Therefore, the mass balance must be applied, in this case, to an infinitesimal
part of the reactor, for example, dW. Then we will have:

dC,‘
dw

ri = F (55)
In each point of the reactor, we can have a different reaction rate depending on
the composition of the reaction mixture and on the temperature in that point, that is:

r; = f(composition, temperature) (5.6)

This function is the kinetic equation or rate law, which is indispensable for
describing the behaviour of all previously mentioned types of reactors and for
modelling them. The kinetic equation for a given reaction can be determined only
by collecting and processing experimental data under different operative conditions.
However, before determining the kinetic equations of the reactions involved in a
process, it is opportune to individuate the reaction scheme and the stoichiometry of
each single reaction concurring in the scheme.

5.3 Reaction Scheme, Stoichiometry, Thermodynamic
Constraints, and Analysis of Reaction Networks

Two or more reagents put in a reactor could yield more products than expected. We
can identify the products by analysis and determine them quantitatively; however,
often we do not know their origin, that is, we ignore how many and what kind of
reactions have occurred. Therefore, the first step of a kinetic study must be the
identification of the reaction scheme and, consequently, of the stoichiometry of
each reaction. A reaction scheme could be very complex; however, it will be always
recognizable as a combination of simpler schemes of this type:

(a) Single reactions
A— B (5.7)
A4+B—C+D (5.8)

b) Equilibrium reactions
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(c) Parallel competing reactions

B
/
A (5.10)
N C
(d) Consecutive reactions
A—B—C (5.11)

The stoichiometry of a single reaction allows to correlate the rate of appearing or
disappearing of any reagent or product with the kinetic equation. If we have, for
example, the reaction

aA +bB — mM + nN (5.12)

The kinetic equation will be r = f (composition temperature).
The rate of appearing products or disappearing reagents will be:

ri = o;r (513)

where o; is the stoichiometry coefficient, which is positive for the products and
negative for the reagents. If products and reagents are involved in more than one
reaction, each occurring with own rate and stoichiometry, ; becomes:

J

ri = i i 5.14
D% (
i=1

where, in this case, o;; is the matrix of the stoichiometric coefficients. An example
could be the oxidation of butene to maleic anhydride occurring with the following
simplified scheme:

butene + Oy —1 butadiene _) maleic anhydride
+0,

(A1) (A2 (A3) (As)
I3 Ty (+02) (5 15 )
(+02) (+02)
COy + HyO

(As)  (Ao)
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Table 5.1 Matrix of the i i
o the resctione ot A A A A A A
scheme 5.15 1 -1 =172 1 0 0 1
2 0 =512 -1 1 0 2
3 -1 ) 0 0 4 4 (5.16)
4 0 -11/2 -1 0 4 3
5 0 -3 0 -1 4 1

The matrix of the stoichiometric coefficients o; for the reactions of Scheme 5 is
reported in Table 5.1.
As a consequence, we can write the following for each component:

dPAl _ dpAz _ 1

dd‘f = —rNn—-nm ddT = 75}"1 7%7‘(2176}’37%7'473}’5
dpi} =71 —Irn—r S:A =Ir —rs gis :4(r3 —I—r4+r5) (517)

DAg

de r1+2r2+4r3+3r4+r5

where, 7 is a function of the residence time equal to W/F for a tubular reactor; and p;
are the partial pressures of the reaction components. As can be seen, the problem
comes back to the determination of the five kinetic equations r; = f (composition,
temperature). If the kinetic equations r_rs are known, it is possible to reproduce the
evolution of any single specie along the catalyst bed by simultaneously integrating
the system of differential Eq. (5.17).

When equilibrium reactions occur in a reaction scheme, the yields of products
involved in these reactions are subject to thermodynamic constraints. It is possible
to define theoretically those yields as in the case of a complex reaction scheme. In
this last case, we identify, with a simple procedure, the reactions that could be
considered thermodynamically independent and that justify the presence of the
observed products. Then the equilibrium constants of the reactions are determined
from data of free energies of reagents and products. The thermodynamic constraints
must be introduced in the kinetic equation. For a second-order reaction of the type
A + B <~ M + N, for example, we will write:

1
r=kpApB<l ——pMpN) (5.18)

K. paps

where k is the kinetic constant of direct reaction; and K, is the equilibrium constant
of the reaction.

When many different products are obtained in a reaction, it is not simple to
correctly define a reaction scheme, and interpretation of the experimental data can
be difficult and controversial. The o-xylene oxidation to phthalic anhydride is a
reaction of industrial interest that has been intensively studied by many different
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researchers. A reaction scheme containing all of the possible reaction steps and side
products is shown in the following scheme (5.19):

®

/-

| |

Q.

o
s
SO

(5.19)

It is interesting to observe that in the kinetic approach, some of the reaction paths
of this scheme were neglected by the researchers who studied this reaction, and the
only agreement between the different researchers is that the reaction occurs through
a “redox” mechanism (see Sect. 5.4.3). In Table 5.2, we can observe the dis-
agreement of different investigators about the steps of the scheme that must be
considered in the kinetic analysis.

Table 5.2 Reaction steps of Scheme (5.19) that effectively occur®

Reference Reaction steps considered
1 2 |3 |4 |5 6 |7 8 9 10 11 12
Herten et al. (1968) X X X X X X X
Vanhove and Blanchard X X X X X X
(1975)
Calderbank et al. (1977) X X X X X X
Yabrov et al. (1980) X X X X X
Chandrasekharan et al.
(1980)
Skrzypek et al. (1985) X X
Saleh et al. (1987)
Papageorgius et al.
(1994)
Dias et al. (1996)
Anastasov (2003) X X
Gimeno et al. (2008) X X X X X X

#According to different researchers
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5.4 Kinetic Equations Based on the Mechanisms
of Chemical Adsorption and Chemical Surface
Reaction: The Langmuir-Hinshelwood Kinetic Model

In the case of heterogeneous reactions, we do not know what steps are occurring on
the surface between adsorbed molecules; therefore, the heterogeneous mechanisms
are constructed considering chemical adsorption of reactants and chemical des-
orption of products as elementary steps occurring before and after the surface
reaction, with the latter approximated to a single step. Therefore, considering the
simplest reaction, A — B, we can write a mechanism characterized by three con-
secutive reactions of the type:

Reactant(A) + active site(S) = Adsorbed reactant(AS)(adsorption reaction)
(5.20)

Adsorbed reactant(AS) — adsorbed product(BS)(surface reaction) (5.21)
Adsorbedproduct(BS) & product(B) + activesite(S) (desorptionreaction) (5.22)

Then we can assume, more frequently, one of these three reactions as a “slow
step” (rate-determining step) considering the other steps at the equilibrium or, less
frequently, when two reactions or all have comparable rates, we must assume the
“steady-state approximation” for determining the rate-law expression. In any case,
all the steps will have the same rate, that is, the reaction rate.

Considering a species, A, for example, reacting with a free catalytic site, o5 we
can write the adsorption reaction as follows:

A+af]<fi> oA (5.23)

A

where g4 is a site occupied by A as a consequence of the chemical adsorption.
The adsorption rate, considered as an elementary step, as referred to the total
number of sites, will be, therefore:

rp = kApAﬁ—k,AG—A (524)
oy oy
By introducing:
®4 = g4/0, = the adsorption coverage degree (5.25)

and remembering that o, = 04 +0p + 05, we have g,0, = (1-04_0p); hence:



5.4 Kinetic Equations Based 299

rpg = kApA(l — ®A — ®B) — k—A®A (526)
At the equilibrium, this rate is null; therefore:

b 7k7A7 O4
YT ks pa(l— 04— Op)

(5.27)

where b, is the adsorption equilibrium constant. This constant will depend on the
temperature according to a vant’ Hoff-type law, that is:

bA = bZ CXp(—AHadS/RT) (528)

Equation (5.27) is called the “Langmuir adsorption isotherm” and is rigorously
valid for a uniform surface and localized adsorption without lateral interactions
between the adsorbed molecules. As it will be seen, when these conditions are not
observed other isotherms—such as those of Temkin, Freundlich, Fowler, etc.—
must be considered; however, the Langmuir isotherm is particularly useful in
kinetics because it well describes the competition in the adsorption of different
molecules on the catalytic sites.

For example, the product B can be adsorbed in competition with A on the free
catalytic sites, and at the equilibrium it holds:

Op

br =
B pp(1— 0, — ©p)

(5.29)

By considering together both the adsorption equilibria b, and bg, it is possible to
demonstrate that:

bapa bppp

Oyj=—""°- P S B
A U+ bapa+bsps B U 4 bapa + bsps

(5.30)

In conclusion, by assuming the surface reaction as a rate-determining step
(RDS) and considering the reaction far from the equilibrium, the reaction rate will
be:

b
r = k5®A = kv APA

_ 5.31
"1+ bapa + bppp (5:31)

Then, if the adsorption terms (bapa + bapa) << 1, the reaction becomes of
pseudo first order. Extending the example to more components and considering a
generic ‘i’ component, we can write:

bipi

P — (5.32)
L+ S0 jbiv
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The kinetic equations obtained assuming the surface reaction as rate-determining
step, and the adsorption—desorption steps at equilibrium, is called the Langmuir—
Hinshelwood (LH) kinetic model. The same mechanism also can be applied to a
bimolecular reaction of the type:

A+B—C (5.33)
The corresponding kinetic law can easily be derived and is:

kobsbppapp

r=ks@,0p = 5 (5.34)
(1 + 5 jbjP/)
If the adsorption on the surface occurs with dissociation, we can write:
Ay +20p < 204 (5.35)
Consequently:
ra = kapa(l — @A) —k_,032 (5.36)
at the equilibrium r4 = 0; therefore:
@ = Vb (5.37)
1+ \/bapa
The surface reaction rate will change accordingly:
r=k Vbapa (5.38)

Sl—l—\/bApA

5.4.1 Dual-Site Mechanism

In some cases, chemical species require more than one catalytic site to yield a
reaction, for example, two sites could be required and the adsorption on the second
site is slow (dual-site mechanism):

A+op < Ao (5.39)

Ao+ ar — Aoy (5.40)



5.4 Kinetic Equations Based 301
In this case, we can write:

ksbapa

= k@u0; = kO, (1 — ©,) = A4
(14 bapa)®

(5.41)

5.4.2 Eley-Rideal Mechanism

When an adsorbed molecule reacts with another one coming from the fluid phase,
we have the Eley—Rideal mechanism, that is:

Ao + B — products (5.42)
ksbapaps
= kOupp = — 222 5.43
r s IAPB 1+ bapa ( )

5.4.3 Redox Mechanism According to Mars and van
Krevelen

Different catalytic oxidations occur through a redox mechanism, in which the active
sites on the surface can be reduced or oxidized by the reactants according to the
following reactions (Mars and Van Krevelen mechanism):

A+ ®ox ﬁ) P+ ®red (544)
1 ka
®red + 5 02 - ®ox (545)

where, O, and @4 are, respectively, the fraction of oxidized and reduced sites on
the surface; and A and P are, respectively, the reagent and the product. We can
write, then, the following:

®0x + ®red =1 (546)

by introducing the “steady-state assumption”—that is, r; = r,—we will have the
following:

klpA®ox = kzpyé2 ®red (547)

Then, remembering that @,y = (1—0@,,), it is possible to evaluate ®,, and the
reaction rate r; giving the product, P, will become:
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ki kzPAPlo/z2

kipa

kipa+kapg, + (k_IP_A>

(5.48)

1/2
bl

The value of n is normally equal to one half. We can also have a mixed
mechanism if the active sites are occupied by inactive molecules formed during the
reaction or present in the fed composition. It is sufficient in this case to write
Oreq + Oy + Oy = 1. The reaction-rate equation will become:

r =

kipa

k
L+ (24
ZPOZ

)} (1+ X2 b))

(5.49)

5.4.4 Adsorption on Non-uniform Surfaces

As mentioned previously, in many cases the surface of the catalysts is not uniform,
and the active sites give place to more or less strong interactions with the reactants
and products. The characteristics of the surface can be determined by measuring the
heat developed during the adsorption of molecules for different degrees of the
surface coverage as shown in Fig. 5.2.

For describing the curves of Fig. 5.2, a distribution function of the type p (Q.q4s)
must be defined. p (Q.qs) dQ.qs gives the fraction of active sites with adsorption
heat in the range Q.4s and (Qa.qs + dQ.qs).- Then it is possible to write:

Fig. 5.2 Heat of adsorption
of hydrogen on the surface of
different metals. Published
with permission from

Beek O.; Hydrogenation
Catalysts; Discuss. Faraday
Soc. 8,118-128 (1950)
Copyright Royal Society of
Chemistry (1950) (see also
Smith [1981])

Qag
(kcal /mole)

50

40

30

20
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Qa(hz

P(Gads) dQads = 1 (5.50)
Quds,

where, Q.qs1 and Q,qs> are, respectively, the minimum and maximum value of the
adsorption heat. With a reasonable approximation, we can apply the Langmuir
isotherm to each type of active centre. By writing 6(Q,q5)—the fraction of active
sites occupied having adsorption heat equal to Q,qs—the overall fraction of occu-
pied active sites will be:

Qadsz

QD(P) = / H(Qads) p(Qadx)ands
Quds,
Quas,

bP
= T 1D ads )AQads .
| 1 Qua)i0u (5:51)
Qzulxl
Qad«vz

P
= / mﬂ(Qads)ands
Qads,

For solving the integral (5.51), it is necessary to give an expression to the
distribution function p(Q.q4s). It is possible to write, for example, p(Q.qs) = cost,
that is, active sites with different adsorption heat have the same probability to exist.
In this case, we have:

@(P) =C;+Cy In P (isotherm of Temkin) (5.52)

Another possibility is to assume: p(Q,4s) = e

. This means assuming a
random distribution of the adsorption heats. Active sites with low adsorption heat
are much more numerous than active sites with high adsorption heat. In this case,

we will have:

@(P) = C PPRT = C P"(isotherm of Freundlich) (5.53)

In conclusion, we have seen three different types of isotherm: (1) the Langmuir
isotherm characterized by a uniform surface; (2) the Freundlich isotherm, which
does not go to saturation and can be used only for low-coverage degree; and (3) the
Temkin isotherm, which has no physical mean at low-coverage degree and must be
used only for a coverage degree near @(P) ~ 0.5. In Fig. 5.3, the behaviour of the
three described isotherms are qualitatively compared considering the coverage
degree, g, as a function of the pressure, P.
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Fig. 5.3 A qualitative Freundlich
description of the adsorption q
according to the three

different isotherms:

L = Langmuir;

F = Freundlich; T = Temkin — = =

Langmuir

Temkin

Often, by studying the chemisorption rate, it has been experimentally observed
(Elovich equations) that:

ra = ka Pe~%® = adsorption rate (5.54)

r_q = k_oe" = desorption rate (5.55)
At equilibrium:

fa=7_g kPe5® =k_,e"° (5.56)

it follows that:

g _ h0+g0 _ 0h+g)
e (5.57)
0=——In—P =—In bP

h+tg ko f

This equation corresponds to the Temkin isotherm.

5.4.5 The Kinetics for Heterogeneous Complex Reaction
Systems

Equilibrium Reactions As was seen in Chap. 4, devoted to homogeneous reac-
tions, in a complex reaction system we can find the following: (a) equilibrium
reactions, (b) simultaneous reactions, and (c) consecutive reactions. The same
occurs for heterogeneous catalytic reactions. Let us consider the simplest equilib-
rium reaction:
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A< B (5.58)

As previously described, we must consider a mechanism as occurring in three steps:
A + active site(S) — AS(adsorption reaction) (5.59)

AS < BS (surface reaction) (5.60)

BS < B+ activesite(S) (desorption reaction) (5.61)

We have four possibilities: One of the three reactions is a rate-determining step;
the other two must be considered to be in equilibrium (apply the hypothesis of the
slow step); and two or all of the steps have a comparable rate (apply the steady-state
approximation).

The rates of the three different steps are as follows:

Adsorption rate:

1
rpa = kA |:pA(1 — G)A — @B) — ZA ®A:| (562)

Surface reaction rate:

Op
=kg| Oy — — 5.63
rs=ts(@1- 22 (5:63)
Desorption rate:
1-0,-06
rp = kg {(93 _pa(l — O B)] (5.64)
bp
If the surface reaction is the slow step, we know that:
bapa baps
AT+ bapa + bppp Py bapa + bppp ( )
Therefore:
Op ksby (PA — Zf?;) ksby (PA — %)
= — ks (®A _ _) _ _ (5.66)
Ks (1+bapa+bppp) (1 +bapa + bpps)

where Ky is the surface reaction equilibrium constant, that is, the equilibrium
between the adsorbed species A and B; and Kp = Ksb/bp is the reaction gas phase
equilibrium constant. In the case in which adsorption is the slow step, the surface
reaction and desorption are considered at equilibrium, and we will have:
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(©)
ra =ka (pA®f - b—:) Adsorption rate(RDS) (5.67)
(0] ®
ryg = kg <®A — FB> Surface reaction(at equilibrium)]:—s =0 0, = FB (5.68)
s s s

(CF 0,
rg = kg @5 — B2 Desorption(at equilibrium) B_p @y =227 (5.69)
bp kg bp

Substituting @4 in the adsorption rate expression, we obtain:

_ R

ra = ks©Os (pA bAbBKs) (5.70)

@ p3®f
(1 - O, — - PBZy 71
O = (1 -0, — Op) ( baKs by ) (5.71)

Hence:

ka(pa — 522

@f = 1 r=7ry = —< bAbBKS) (572)

D5 L D5
I+ 5t

(1 + i+ ”B)

Again, consider that at equilibrium K; = ®3/®, and Kp = pp/p, and that a
relation between K and Kp exists and is Ky = Kp bp/b, where Kp is the thermo-
dynamic gas-phase equilibrium constant.

A similar approach can be developed when the rate-determining step is the
desorption rate. In this case, adsorption and the surface reaction must be considered
at equilibrium, and the result is:

kgbaKs (PA - %)

vy =Frp =
B T T+ bapa(1+ Ks)

(5.73)

We have considered different cases in which the rate-determining step is known
(adsorption, surface rate, or desorption) , but in the case in which the rates are all
comparable, we must assume a “steady-state condition” considering the rates of any
single step and equating r4 = rg = rg. By eliminating ®, and ®p, we obtain in this
case:

Ksbapa — bpps
(f_;JrKifA +2_§)+ {II;SJFIJB(HKA)}IJP +[1<q n (1+Ks>]beB

r =

(5.74)
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By observing the complexity of this expression for describing the kinetics of a
very simple reaction, we can appreciate the great advantage of applying the
“rate-determining step hypothesis.”

Let us consider now the following bimolecular equilibrium reaction:

A+B < C+D (5.75)

By assuming the surface as the rate-determining step, it is possible to write:

(CFLC)
r = ks®A®B — k—A‘®C®D = k.v <®A®B — C[;v D) (576)
S
bip;
0,=—" 5.77
1+ Zj bjpj ( )
whilst:
| Equilibrium constant in the gas phase |
_ (9cOp\ _ (bcpcbppp _ bcbp
s (OA@B) - (bADAbBDB) = Kp babp
(5.78)
babp (PAPB - p(T[;D)
r=ks > (5.79)
(14 bapa + bppg + bepe + bopp)
babppaps (1 - im)
r= ks Ke apn (5.80)

2
(1 + 3N b,-p,»)

This is the most general equation, but often some terms at the denominator are
negligible, and thus the expression can be simplified in practice. In addition, consider
that adsorption-equilibrium parameters generally vanish by increasing the temperature.

Simultaneous or Parallel Reactions
In the case of simultaneous parallel reactions, we have:

B

0
™

A

C

ra=-—ri—ry rg=r=k0s rc=r=kh0O,
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and

_ bapa
1+ > bipj

A reaction scheme containing simultaneous or competitive reactions is easily
recognizable because r/r, = ki/ky = pp/pc.

O, (5.81)

Consecutive Reactions
In the case of consecutive reactions, we can have, for example:

ALBEC (5.182)
Hence:
ra=—r1 = —k10O4 (5.83)
rg=r1—1r; =kiO4 —kOp (5.84)
rc =r» =k,Op (5.85)

where @4 + Op + O¢ = 1 and O, can be expressed as in Eq. (5.32).

Consecutive reactions are recognizable because the concentration of the inter-
mediate species—such as B—at different residence times passes through a
maximum.

5.4.6 The Collection and Processing of Kinetic Data
with the Scope of Determining the Kinetic Equation

The main scope of the collection and processing of kinetic data normally is the
evaluation of the kinetic equation, that is, the relation according to which the
reaction rate depends on temperature and composition. Only when this equation is
known can the parameters appearing in the equation be exactly determined. The
two above-mentioned problems are different; it is opportune, therefore, to solve
them with different approaches. Sequential experiences can be planned to determine
the functional form of the kinetic equation by considering the influence of the
different variables individually. In particular, experiences are useful in differential
tubular reactors, CSTRs, or tubular reactors with external recirculation because they
allow a simple elaboration of the reaction-rate data. However, also the integral
tubular reactor can be usefully used with some difficulty. In this case, the con-
version data must be related to the residence time, W/F (W is the mass of catalyst
and F is the reactant flow rate), in polynomial equations of the following type:
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) o) o) () s

The parameter—a, b, c, d, etc.—can be evaluated by mathematical regression
analysis of the experimental data. The derivative dA/d(W/F), corresponding to the
reaction rates, can easily be calculated from Eq. (5.86) and applied to determine the
exponent of a kinetic power law. For a reaction A + B — C, the power law could
be:

r = kpiphp! (5.87)
where o, f§, y can be small integers, fractions, positive, negative, or zero and give
information on the form of the rate law. The problem of the integral reactor is to
achieve isothermal conditions in each point of the reactor. When the functional
form of the kinetic equation is known, kinetic parameters can be determined with
accuracy by planning a factorial sequence of kinetic runs and submitting the results
to statistical analysis.

5.4.7 Determination of Kinetic Parameters

The kinetic equation must be derived from experimental data of reaction rates,
measured under different operative conditions, after the introduction of a reliable
hypothesis of a reaction mechanism and the assumption of a rate-determining step.
In this way, the kinetic equation has a physical mean, and the parameters appearing
in the equation would obey all the thermodynamic constraints. Elementary steps,
for example, cannot be tri-molecular or more, and activation energy must be a
positive number in the range 10 to approximately 50 kcal/mol, that is, in the range
of the chemical bonds’ energies. Values <67 kcal/mol suggest external diffusion
limitation, whilst very high values >50 kcal/mol are suspected of the existence of
thermal gradients. The pre-exponential factor would be inferior to the number of
collisions of the molecules on the catalytic surface per time unit and per
surface-area unit. This number can easily be calculated with the aid of the kinetic
theory of gases and is (Boudart 1968):

1 /8kT\'/?
A<y (n_m> (5.88)

Adsorption-equilibrium parameters depend on the temperature as follows:

b; = b, exp(—AH/RT) = exp(AS/R) exp(—AH /RT) (5.89)
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The adsorption enthalpy changes AH are normally negative, falling in the range
—10 to =50 kcal, typical of the chemical bonds involved in the chemical adsorption.
The adsorption entropy changes AS would be greater than the translational entropy
and less than the overall entropy of the molecule in the gas phase. Both values can
easily be calculated. The translational entropy can be calculated as:

o 3 5
S, :ER In M+ 5R1nT—Ran—2,2298(u.e.) (5.90)

whilst the total entropy of the molecules are normally tabulated values.

If the kinetic parameters obtained by elaborating the kinetic data have a physical
mean, the related mechanism is supported and can give suggestions for the
improvement of the catalytic activities and selectivities by opportunely modifying
the catalyst surface.

5.4.8 Effects of Catalyst Dispersion, Sintering,
and Poisoning on Kinetics

The specific surface area of a catalyst increases by increasing dispersion. The
dispersion of a metal on a support, for example, can be defined as the ratio between
the atoms on the surface and the total atoms of the metal. However, the surface
atoms have different positions and properties. We can have atoms on a vertex,
atoms on a corner, atoms on a plane, adatoms, and so on. The distribution of the
different types of atoms can change strongly with the dispersion. As suggested by
Boudart (1985), if a reaction is catalysed on sites whose concentration strongly
changes with the dispersion, specific activities for this reaction will strongly be
affected from catalyst dispersion (reaction structure sensitive or demanding) whilst,
on the contrary, when the reaction occurs on all the surface atoms, specific activities
do not change with dispersion (reaction insensitive or facile). If more than one
reaction occurs, dispersion also could affect selectivities. This fact explains the bad
reproducibility in the behaviour of some catalysts and for the change in activity and
selectivity as a consequence of sintering.

Catalyst poisoning is another phenomenon responsible for changing catalyst
activities and selectivities. Permanent poisons give strong chemical bonds with the
catalytic sites and gradually decrease the activity to zero. Different kinetic equations
have been proposed for considering the poisoning effect. Two different approaches
have been considered. One approach considers poisoning as an independent phe-
nomenon occurring with its own kinetics in reducing the initial activity:

Aresidual

T 1l —ac ¢ = conc.of the poison o = poisoning coefficient ~ (5.91)
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The other approach considers the poisoning effect dependent on the kinetics of
the occurring reactions. Permanent poisoning of the first type is useful for deter-
mining the density of active sites on a catalyst surface. Temporary poisoning, on the
contrary, is the consequence of the competitive adsorption of molecules on the
catalytic sites. These molecules reduce more or less the activity according to the
value of their adsorption equilibrium constant, and the Langmuir—Hinshelwood
model considers quantitatively this type of poisoning.

5.4.9 Theta Rule: Compensating Effect

As has been seen, the surface of solid catalysts is not usually uniform, and active
sites are different for the interaction energy exchanged with the chemisorbed
molecules. This difference affects the reaction rate mainly by altering the value of
the activation energy. For this purpose, it is possible to introduce a distribution
function of the type:

@(Es) = ae"s (5.92)

This expression gives the fraction of active sites having activation energy
between Eg and Eg + dEg. If we consider a simple reaction, A — B, occurring on a
uniform catalytic surface, we can write:

r=kbaps = Ae E/R bypy (5.93)

On the contrary, for the simple reaction occurring on a non-uniform surface, we
can write:

EﬂlﬂX

r=Abapa / e /T o(Es)dEs (5.94)
Emin
Emnx

r = Abapy / e Es/RT yehEs gE (5.95)

Enin

El“ﬂK
r = 0aAbapa / e(hfﬁES)dEg (5.96)
Emin
;= A OCbAll)A |:e(h7RilT)E““”‘ _ e(h*%)Emin} (597)
h— L

RT
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Fig. 5.4 Compensation

effect, in other words, the log A
correlation between the

pre-exponential factor and

activation energy because of

the non-uniformity of the

catalytic surface

En

If h < 1/RT, the first term in the brackets can be neglected, whilst if 4 > 1/RT,
the second term can be ignored. Therefore, it results:

1
r = kgexp [(h - RT) E} bapa (5.98)
where:
Ada

E is the activation energy, in other words, the maximum or minimum value of
Eq. (5.97). Equation (5.98) can also be written as:

r = kdehEeiE/RTbApA = AdeiE/RTbAPA (599)

As can be seen from this equation, the pre-exponential factor A; now depends on
the temperature, and it has been observed to be correlated with the activation
energy. In particular, it has been observed—by studying a reaction in the presence
of different catalysts of the same type or reactions similar on the same catalyst—that
Ad and E are correlated as shown qualitatively in Fig. 5.4.

5.5 Continuous Gas-Solid Laboratory Reactors

5.5.1 Tubular Reactors, the Ideal Conditions
for the Laboratory Reactors: Plug Flow
and Isothermal Conditions

Laboratory tubular reactors are constructed in such a way to satisfy as much as
possible two ideal conditions: a plug-flow fluid dynamic model and isothermal
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conditions. As seen in Chap. 4, a plug-flow reactor (PFR) is characterized by a flow
stream, in which the fluid is well mixed in the radial but not the axial direction. All
the molecules will have the same residence time inside the reactor (Fig. 5.5). The
approach to the PFR condition can be experimentally determined by feeding a
stream of a probe molecule inside a carrier gas and measuring its concentration at
the reactor exit (step test). Clearly, the presence of catalyst particles inside the
cylindrical tube favours the radial mixing, especially at high flow rate.

In Fig. 5.5, it is possible to observe that the deviation from the “plug flow ideal
condition” gives place to a distribution of the concentration along the time, thus
rendering more difficult the mathematical interpretation of the results. This aspect
will be examined in more detail in Chap. 6, which is devoted to mass and heat
transfer in reactors. We consider now only ideal systems (isothermal PFR or CSTR
reactors) useful for individuating the “intrinsic kinetics” and determining the related
parameters. For this purpose, plug- flow condition is surely obtained for a turbulent
flow when:

L/dP > 3()’

where being

L reactor length; and
dp= particle diameter

Moreover, under isothermal conditions, the reaction rate is exclusively a func-
tion of the composition; therefore, the second ideal condition has the scope to
simplify the elaboration of the laboratory experimental data with the objective to
determine the most reliable “intrinsic kinetic law” of the reaction. For obtaining
isothermal conditions, there are different possibilities:

Molten metals
(a) Thermostat the reactor with < Molten salts
Fluidized bed of sand
(b) Dilution of the catalyst with inert particles
(c) Dilution of the reactants
(d) Reduction of the reactor size

Fig. 5.5 Continuous line

represents the ideal condition G

of plug flow, whilst the dotted

lines show deviations from [~~~ """ "°777°7°7 o —TEEEEEE
the ideal behaviour 1,7

Time
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Fig. 5.6 Scheme of a laboratory plant with a plug flow—isothermal reactor. A = syringe pump for
feeding a liquid or other system for continuous (not pulsed) flow; B = pre-heater; F, = heating
oven; C = reactor jacketed and immersed in a fluidized sand bath; F2 = heating oven; C1 and
C2 = switching valves; and TC = thermocouples

An example of a laboratory plant is shown in Fig. 5.6. The reactor can be
realized in glass, quartz, or stainless steel (when the reaction is performed under
pressure). In the same figure, a scheme of the tubular reactor is also reported in
more detail.

Another example is shown in Fig. 5.7. In this case, a stainless- steel tube is put
inside a vented oven. A device of this type can be used when the reaction is
athermic. Otherwise, the tube must be immersed, as seen previously, in a fluidized
bed of sand or in stirred or re-circulated thermostatting fluid. In the reported
scheme, a liquid is fed by using a micrometric pump. Pellets of inert material are
put inside the tube for mixing the reactants well.

Another example of a stainless-steel tubular laboratory reactor is shown in
Fig. 5.8. Also in this case, isothermal conditions are achieved with the employment
of a fluidized bed of sand.

5.5.2 Mass Balance for an Ideal Plug Flow-Isothermal
Reactor

The mass balance in such type of reactors has already been described in Chap. 4.
Considering the simplest reaction, A — B, with A fed into the reactor with a molar
flow rate, F. An example of the mass balance in this case is:

}’AdW = F(U,A (5100)
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Fig. 5.7 Another example of scheme of a laboratory with a plug-flow isothermal reactor.
A =liquid reagent reservoir; B = micrometric pump; C = pre-heater; F = collecting vessel;
TC = thermocouples; and SV = sampling valves for the analysis
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Fig. 5.8 A tubular laboratory reactor kept isotherm with a fluidized bed of sand



316 5 Kinetics of Heterogeneous Reactions and Related ...

where:

Aa  Conversion of the reagent A
F  Molar flow rate of A (mol/time)
W Mass of catalyst

ra  Reaction rate (mol/mass of catalyst¥*time)

The choice to express the reaction rate in “mol/mass of catalyst time” is arbi-
trary, and we can make other choices considering, for example, a flow rate in
overall mass/time or referring the rate to the unit volume of the reactor. The most
opportune choice depends on the type of considered reaction. For example, if the
number of moles changes because of the reaction, we know that the mass flow
remains constant. In this case, a reaction rate expressed as “mass of reactant/mass of
catalyst time” will be more convenient, and the mass balance will be arranged
accordingly. By integrating between W = 0 and W = W, we obtain:

Xr

)
= /d A (5.101)
X,

Bl

rA

0

Our problem is now to evaluate the unknown equation, r4 = rs(4,4), whilst
remembering that

ra =dla/d(W/F) (5.102)

5.5.3 Determination of Kinetics Using Integral Reactors

A reactor is considered “integral” when the reactant conversion is >5-10%. For this
type of reactor, we must solve Eq. (5.101). To do this, experimental data of
A conversion are collected for different residence time W/F and plotted as shown in
Fig. 5.9.

Fig. 5.9 Kinetic behaviour A, dA
. r,=
of a tubular integral reactor T d(wl F)

w/F
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The experimental points are opportunely interpolated, for example, with a
polynomial equation, such as the following one:

x:a@)+b(¥)2+c<¥)3+d(¥>4... (5.103)

Letter a, b, c, d—the coefficients of the polynomial equation—can be determined
by mathematical regression analysis. In the plot shown in Fig. 5.9, r4 values are the
slopes in any point of the continuous curve. Therefore, r4 can be easily determined
as the derivative of Eq. (5.103). Then the numerical values of r,, found in this way,
must be used for determining the reaction orders and a kinetic law corresponding to
a reliable reaction mechanism. This procedure is long and complicated, and errors
are possible, in particular for the difficulty of realizing isothermal conditions for all
the reactor length. In conclusion, the integral reactor has two advantages: (1) high
precision in the analysis of the composition at the reactor outlet as a consequence of
the high conversions; and (2) the possibility of collecting many reaction rate data at
a given temperature simply by changing the flow rate. The drawbacks are on the
contrary: (1) the difficulty of maintaining isothermal conditions in all the reactor;
and (2) the complexity of data elaboration.

5.5.4 Determination of Kinetics with Differential Reactors

A tubular reactor is considered “differential” if the conversion of the reactant is
<5%. For these low conversion values, it is possible to evaluate an average value of
the reaction rate by using the approximate equation:

F

The lower the value of A4,, the more r, approaches the correct value, as can be
argued by the plot shown in Fig. 5.10. However, an error is always present in the
evaluation of r4 using this method.

Considering the initial reaction rates, the eventual de-activating effect of the
reaction products on the reaction rate can be determined by feeding a mixture
containing the reactants and a product into the reactor. A comparison of the initial
activity in the presence or the absence of that product allows to individuate the effect
of the product on the reaction rate. Repeating the operation for all the products
allows to evaluate the kinetic law and collect information about the reaction
mechanism. In some cases, an integral reactor is used to produce the mixture to be
fed to a differential reactor. Moreover, an integral reactor can be transformed in a
sequence of differential reactors as shown in Fig. 5.11, where reagents and products
are withdrawn and analysed in different points of the reactor; the average temper-
ature for any single portion of the reactor also is measured.
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Fig. 5.10 The error made by evaluating r, using the method of the differential reactor
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Fig. 5.11 An integral reactor constituting a sequence of differential reactors. The slopes are the
averaged reaction rates
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The main advantage of the differential reactor is direct observation of the factors
influencing the reaction rate. For example, if we increase the concentration of the
reactants by a factor of two and the reaction rate is doubled, the reaction is clearly of
the first order. By changing the temperature, we can evaluate immediately the
activation energy. If a product has a poisoning effect, it is sufficient to feed it
together with the reagent and evaluate the effect on the reaction rate. In other words,
by using the differential reactor, it is easier to individuate the reaction orders and the
kinetic law of the reaction together with an approximated estimation of the kinetic
parameters. Another advantage is the isothermal behaviour, which is easily
achieved because the reactor is very small. The disadvantage is the low precision of
analysis of the reaction mixture at the reactor exit because of the obtained low
conversions and the approximation introduced in the averaging the measurement of
the reaction rate.
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Exercise 5.1 Steam reforming of methanol

The steam reforming of methanol is an important reaction useful for producing
hydrogen under mild conditions to be used, for example, in fuel cells. The reaction
is:

CH;0H + H,0 — CO, + 3H, (5.105)

As can be seen, methanol is a good hydrogen vector because it yields 3 mol for
each mole of reacted methanol. This reaction, in the presence of CuO-ZnO-Al,0;
catalysts, occurs at relatively low temperatures (200-250 °C). Santacesaria and
Carra (1978) studied the kinetics of this reaction in the presence of three different
commercial catalysts normally used for promoting the gas-shift reaction at low
temperature, that is, the following reaction:

CO +H,0=CO, +H, (5.106)

The kinetics of steam reforming was studied in a laboratory reactor such as the
one shown in Fig. 5.6. Experimental data were collected in a temperature range
from 150-200 °C. The adopted flow-rate conditions were high enough to avoid
external mass transfer limitation allowing, in the meantime, to maintain the
methanol conversion >10%, that is, the PFR reactor operated under differential
conditions and initial reaction rates were so determined. The commercial catalysts
were powdered and sieved to obtain granules of 40-60 mesh to avoid internal
diffusion limitation. Catalyst, 0.5 g, diluted 1:2 with corundum having the same
granulometry was put into the reactor, which was kept isothermal with an external
fluidized bed of sand and using air for fluidization. The reactor was heated by an
oven. Two chromatographs, connected to two different sampling valves heated at
130 °C, were used for the analysis of, respectively, H, and CO (nitrogen as carrier
gas, first chromatograph) and CO,, CH30H and H,O (helium as carrier gas, second
chromatograph). For one of the three catalyst, the collected experimental data are
reported in Table 5.3.

Based on some experimental evidence, it has been proposed by the authors that
the reaction occurs in two steps:

(1) CH;0H — CO + H;(rate determining step) (5.107)

(2) CO +H,0=CO, +H, (5.108)

By adding these two reactions, the steam-reforming reaction is obtained.
The first step would be slow, whilst the second is very fast, probably always at
equilibrium. This hypothesis is confirmed by the following observations:

(1) CO is present as a by-product but in a very small amount.
(2) Methanol, fed in the absence of water on the same catalyst, at 190 °C,
decomposes with kinetics of the following type:
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Table 5.3 Experimental data collected for the steam reforming of methanol on a
CuO-Zn0O-AI203 catalyst®

Run T (°C) Ratio H,O/CH;OH Ry, Conversion Reaction rate (mol/h g) x 10°
1 190 0 0.0636 14.00
2 190 1 0.0606 13.33
3 190 2 0.0516 11.36
4 190 4 0.0437 9.61
5 190 7 0.0355 7.81
6 190 9 0.0303 6.66
7 190 11 0.0267 5.88
8 172 1 0.0282 6.20
9 178 1 0.0359 7.90
10 184 1 0.0430 9.45
11 189 1 0.0514 11.30
12 193 1 0.0636 14.00
13 194 1 0.0673 14.80
14 202 1 0.1068 23.50

“For the runs made at RW/M = 1 methanol, the flow rate was 0.11 mol/h. The other runs were
performed keeping the overall flow rate constant

= kapp P (5.109)

This power law suggests a Langmuir-Hinshelwood kinetic law of the following
type:

_ kubypum

= — 5.110
1+ bypu ( )

™M

Considering the possibility that water can be adsorbed on the surface in com-
petition with methanol, we can write for the steam reforming:

r = —Kububu (5.111)
1+ bypm + bwpw
Considering now the inverse of the reaction rate, it holds:
Intercept Slope
(5.112)

l= W RW/M=$(1+ ) + () Ry

rm  kmbm bypm kypbyp

That is, the reciprocal of the reaction rate would be a linear function of the molar
ratio of water to methanol.
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Based on the isothermal data, collected for different Ry, initial values, we
verify this hypothesis. Determine by extrapolation the value of r) (Consider
that Ry, = O it holds 1/r = 1/r,,). Estimate then, by linear regression analysis, at
190 °C (7 runs), an approximate value of the parameters k,;, by, and by, consid-
ering in all cases a pressure of 1 atm. Last, evaluate the dependence on the tem-
perature of the three parameters—k,,, by, and by, interpolating the experimental
data collected at different temperatures.

Solution
Part 1

In the first part, linearization of the experimental data collected at 190 °C is
performed (see Fig. 5.12). Extrapolation of the reciprocal of reaction rate for
Ry = 0 brings us to a value of r,, of 0.0146

From this first approach, the values of slope and intercept have, respectively,
been found: slope = 9.0226 and intercept = 68.5749
Part 2

Then the isothermal data, at 190 °C, are submitted to mathematical regression
analysis with the expression of reaction rate (see Fig. 5.13 [the obtained parity
plot]) :

r— kyrbypm
1+ bypy + bwpw

(5.113)

The following values of the kinetic parameters are estimated:

ky 1 0.014266; by : 13288.1099; and by : 1579.0973

Fig. 5.12 Linear trend of the T=190°C
inverse of the reaction rate 200 I I T T
with the initial molar ratio of
water to methanol for runs
performed at 190 °C

-
(o))
o

Inverse of reaction rate (1/rm)
o 3
o o
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Molar ratio water/methanol
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Fig. 5.13 Parity plot
obtained for, respectively, the
experimentally determined
and calculated rates
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From these parameters, alternative values for slope and intercept can be calcu-
lated as: slope = 8.3297 and intercept = 70.0999. These values are quite similar to

those found in Part 1.
Part 3

Finally, all experimental data are simultaneously fitted by considering the tem-
perature dependence of the parameters (see Fig. 5.14).
The corresponding obtained parameters are as follows:

kp®: 6222133120.7863

AE);: 24635.1282

bp°: 2.7338e—07

AHm: —18072.1037

by: 1.9808

AHw: —1587.4378

Fig. 5.14 Comparison
between experimental
reaction rates and rates
calculated with the described
model

calc. rate

0
0

All temperatures

0.005 0.01 0.015 0.02 0.025 0.03
experim. rate
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Comments to the Obtained Results
The obtained parameters and related confidence intervals are as follows:

Parameters C.L SD

km0 = +9.1055e+09 £ +1.4592e+11 +6.4470e+10
bm0 = +4.5707e—07 £ +1.4145¢—04 +6.5041e—05
bw0 = +4.5554e+01 + +5.2362e+04 +2.4166e+04
ea = +2.5018e+04 + +1.3100e+04 +5.7176e+03
dhm = +2.7475e+04 £+ +1.2778e+10 +5.9010e+09
dhw = +8.5751e+03 £+ +1.2777e+10 +5.9004e+09

Correlation coefficients and test
R? = +0.972813

R? adj = +0.949511

f-test = 41.7467

e-test = 47.7105

FF-test = 67.2776

As we can see, most of the parameters are affected by an error, from a statistical
point of view, that is greater than the parameter itself. It is interesting to observe that
notwithstanding the parameters’ wide confidence intervals, the overall data-fitting is
quite good if we consider the parity plot and the high value of the R square. This
high uncertainty on the parameters is mainly due to the strong correlation among
them, as can be observed by inspecting the correlation matrix evaluated by the
MATLAB code:

Parameter-correlation matrix

1.0000 0.5412 —0.4925 0.9675 —0.5568 —0.5568
0.5412 1.0000 —0.9494 0.3192 -0.9675 —0.9675
—0.4925 —0.9494 1.0000 —0.2574 0.9955 0.9955
0.9675 0.3192 -0.2574 1.0000 —0.3287 —0.3287
—0.5568 —0.9675 0.9955 —0.3287 1.0000 1.0000
—0.5568 —0.9675 0.9955 —0.3287 1.0000 1.0000

In particular, adsorption enthalpy of methanol and water (parameters no. 5 and
6) are strongly correlated, and this means that many couples of these parameters are
equally statistically correct and furnish practically the same quality of fit. From the
correlation matrix, it is evident that different other parameters are correlated because
the corresponding element of the matrix is close to 1 (as an absolute value). In real
case, this type of situation can be faced by including more data in the analysis or,
ultimately, by evaluating different candidate models.

All the described results were obtained by using a MATLAB program available
as Electronic Supplementary Material.



324 5 Kinetics of Heterogeneous Reactions and Related ...

Exercise 5.2 Hydrogenation of Iso-octenes: Another Example of Kinetic
Analysis Using a Differential Reactor

Hougen and Watson (1947), starting from a work published by Tschernitz et al.
(1946), examined 17 different kinetic models based on all of the possible reaction
mechanisms and rate-determining steps for the reaction of hydrogenation of
iso-octenes to iso-octanes in the presence of Ni-supported catalysts. The reaction
was performed in a reactor that operated under differential conditions. The reaction
studied is:

CsH6(gas) + Ha(gas) = CgH5(gas) (5.114)

Because the reaction was far from the equilibrium, the reverse reaction can be
neglected. Iso-octenes were fed in liquid form and vaporized before to arrive on the
catalytic bed kept at constant temperature. The mechanisms considered were:

(1) Both molecules of the reactants are adsorbed on the catalytic sites, and the
possible rate-determining steps (RDS) include:

(a) Hydrogen molecule adsorption.
(b) Iso-octene molecule adsorption.
(c) Iso-octane molecule desorption.
(d) Reaction between molecules adsorbed on the surface.

(2) Hydrogen gives place to dissociative adsorption and reacts with adsorbed
molecules of iso-octenes. Possible RDS include:

(e) Dissociative hydrogen molecule adsorption.

(f) Iso-octene molecule adsorption.

(g) Iso-octane molecule desorption.

(h) Reaction between atoms of hydrogen adsorbed on the surface and adsorbed
iso-octene molecules.

(3) Reaction between molecules of hydrogen adsorbed on the surface and mole-
cules of iso-octenes coming from the gas phase. Possible RDS include:

(i) Hydrogen molecule adsorption.

(j) Iso-octane molecule desorption.

(k) Reaction between molecules of hydrogen adsorbed on the surface and
iso-octene molecules from gas phase.

(4) Reaction from atomic hydrogen adsorbed on the surface and iso-octene
molecules coming from gas phase. Possible RDS include:

() Hydrogen molecule adsorption.
(m) Iso-octane molecule desorption.
(n) Reaction between molecules of hydrogen adsorbed on the surface and
iso-octene molecules from the gas phase.
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(5) Reaction between iso-octene molecules adsorbed on the surface and hydrogen
coming from as phase. Possible RDS include:

(o) Iso-octene molecule adsorption.

(p) Iso-octane molecule desorption.

(qQ) Reaction between molecules of iso-octenes adsorbed on the surface and
hydrogen molecules coming from gas phase.

From the examination of kinetic parameters, it was possible to reject 15 of them
because the parameters were unreliable (for example negative adsorption con-
stants), and only the mechanism + RDS (1d) and (2 h) resulted in being acceptable.
Then, from the best fitting the mechanism + RDS, (1d) resulted in being the best.
Therefore, we can write for this mechanism the following reaction rate:

kbuszpusz
(1 + bupu + bspS + szsz)2

r =

(5.115)

b,  adsorption equilibrium constant of the unsaturated molecule of iso-octene
by adsorption equilibrium constant of the saturated molecule of iso-octane.
by, adsorption equilibrium constant of the hydrogen molecules

k Kinetic constant

Di partial pressures of iso-octene (u), iso-octane (s), and hydrogen (H,)

The experimental data, collected at 200 and 275 °C, are reported, respectively,
in Tables 5.4 and 5.5).

Evaluate the kinetic parameters and their dependence on the temperatures.
Construct a parity plot.

Table 5.4 Expen'm::ntal uns  pun Overall Pr2 PU Ps Rate

performed at 200°C P (g mol/g h)
1 1.000 0.482 [0.100 |0.508 |0.00353
2 3.500 2459 0.527 [0.515 |0.02500
3 3.490 2450 |0.530 [0.515 |0.03200
4 3.510 0477 10.494 |2.538 |0.00553
5 1.510 0.514 [0.540 |0.455 |0.00870
6 1.500 0473 [0.552 |0.473 |0.01392
7 1.500 0.470 [0.558 |0.473 |0.00960
8 1.105 0.104 [0.562 |0.440 |0.00514
9 3.520 0.450 [2.840 |0.230 |0.01920
10 3.510 0.409 [2.810 |0.289 |0.02060
11 2.500 0.484 1.075 0942 |0.01310
12 2.100 0.357 1.590 |0.153 |0.01860

4See Tschernitz et al. (1946)
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Table 5.5 Experimental runs performed at 275 °C*

Run Overall P Pu2 Pu Ps Rate (mol/g h)
26 3.50 0.500 2.735 0.270 0.02010
27 1.10 0.482 0.560 0.062 0.01140
28 1.50 0.501 0.533 0.466 0.01340
29 1.50 0.475 0.553 0.471 0.00946
30 1.50 0.476 0.553 0.478 0.00871
31 1.10 0.101 0.543 0.451 0.00250
32 3.50 2.335 0.550 0.610 0.03380
33 3.50 2.540 0.452 0.510 0.02860
34 3.50 2.405 0.524 0.572 0.02970
35 1.10 0.489 0.098 0.513 0.00440
36 3.51 0.480 0.480 2.550 0.01106
37 2.50 0.555 0.299 1.645 0.00533
38 2.50 0.599 0.996 0.907 0.01885
39 2.10 0.438 1.523 0.136 0.01414
70 2.10 0.478 1.480 0.144 0.01590

“See Tschernitz et al. (1946)

Results
The best-fitting kinetic parameters, as evaluated by mathematical regression anal-
ysis, are reported below together with their confidence intervals and standard errors:

Parameters CI SD

ke0 = +5.0276e+00 £ +1.8267e+01 +8.9678e+00
bu0 = +6.9593e—03 £+ +1.8282¢—02 +8.9751e—03
bsO = +1.1342e—07 £ +5.0789¢—07 +2.4934e—07
bh0 = +1.5263e—03 + +5.7542e—03 +2.8249¢—-03
ea= +1.9161e+03 + +3.8107e+03 +1.8708e+03
dhu = —4.8838e+03 £+ +2.7977e+03 +1.3735e+03
dhs = —1.6039¢e+04 + +3.8885e+03 +1.9090e+03
dhh = —5.6060e+03 £ +4.0465e+03 +1.9865e+03

The corresponding parity plot is shown in Fig. 5.15.

It is interesting to observe, by examining the parameter-correlation matrix
reported below, that some of the estimated parameters are correlated with each
other. In the parameter-correlation table, couples of strongly correlated parameters
are evidenced by underlined and bolded data. This can be a typical situation that
occurs when all the experimental data, at different temperatures, are submitted
simultaneously to a mathematical regression and when the overall number of
parameters is high with respect to the number of experimental data.
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Fig. 5.15 Comparison between experimental reaction rates and rates calculated with the described

model

Parameter-correlation matrix

1.0000 —-0.7753 | —=0.1299 | —-0.9197 09955 |-0.7341 |—-0.0929 |—0.8947
—0.7753 1.0000 0.2327 0.7498 | —0.7831 0.9921 0.2569 0.7531
—0.1299 0.2327 1.0000 0.1012 | —0.1470 0.2123 0.9920 0.1043
-0.9197 0.7498 0.1012 1.0000 |—0.9312 0.7436 0.0986 0.9946
0.9955 —-0.7831 |—0.1470 |—-0.9312 1.0000 |-0.7512 |-0.1131 |-0.9152
—0.7341 0.9921 0.2123 0.7436 | —0.7512 1.0000 0.2468 0.7575
—0.0929 0.2569 0.9920 0.0986 |—0.1131 0.2468 1.0000 0.1079
—0.8947 0.7531 0.1043 0.9946 |—0.9152 0.7575 0.1079 1.0000

A possible alternative is to represent it by a regression made on each set of data
at a fixed temperature and then construct then an Arrhenius plot in which the trend
of InK versus 1/T is shown. For the data of this exercise, such a plot is shown in
Fig. 5.16:

The drawback of this approach is evident because the data are quite scattered,
and an erroneous trend can be found—such as that of bu (blue line and symbols)—
that is physically not correct for an adsorption coefficient. All of the described
results were obtained using a MATLAB program available as Electronic
Supplementary Material.
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Exercise 5.3 Dehydrogenation of Ethanol to Acetaldehyde: Another Example
of Kinetic Analysis by Differential Method

Franckaerts and Froment (1964) studied the reaction of ethanol dehydrogenation to
acetaldehyde promoted by a CuO/CoO/Cr,0; catalyst supported on asbestos and
reduced in situ. The occurring reaction was:

CH;CH,OH(g) — CH3CHO(g) + Ha(g) (5.116)

The reaction was studied in gas solid phase using an integral flow reactor with an
internal diameter of 3.3 cm and a length of 110 cm. Different amounts of catalyst
were used (3, 6, and 10 g) to operate with a wide range of space time W/F (0.2,
0.4, 0.6, 0.88, and 1.6 g h/mol). Data of conversions were collected as a function of
space time for different temperatures by working at different pressures (1, 3, 4, 7,
and 10 bars) by feeding ethanol normally containing 13.5 mol% of water. Some
runs also were performed by feeding ethanol containing slightly different amounts
of water and some different amount of acetaldehyde.

A preliminary kinetic analysis was conducted according to the approach sug-
gested by Hougen and Watson (1947) by elaborating, under differential conditions,
the initial reaction rates, that is, the slopes of the curves conversion-space time for
conversion = 0 with the scopes to individuate the reaction mechanism, the
rate-determining step; and the approximate value of the kinetic parameters.

Franckaerts and Froment, in agreement with the approach suggested by Hougen
and Watson (1947), demonstrated that a dual-site mechanism was operative and that
the surface reaction was a rate-determining step due to the obtained plots of initial
reaction rate as a function of total pressure with trends, such as the ones in the plot
shown in Fig. 5.17.

The initial differential rates obtained, as a function of total pressure, by
Franckaerts and Froment are reported in Table 5.6. Data were collected by feeding
a mixture of ethanol and water containing 13.5 mol% of water.
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Fig. 5.17 Qualitative trends of the initial reaction rates as a function of total pressure when
adsorption, desorption or surface reaction are controlling the rate, according to Froment and
Bischoff (1969)

Table 5.6 Initial reaction rates at different temperatures and total pressure

Run no. T (°C) r, D% Run T (°C) r, D%
1 225 0.22 0.80 16 265 0.60 0.80
2 225 0.24 2.63 17 265 0.73 2.63
3 225 0.23 3.50 18 265 0.74 3.50
4 225 0.15 6.12 19 265 0.56 6.12
5 225 0.10 8.50 20 265 0.57 8.50
6 235 0.28 0.80 21 275 0.78 0.80
7 235 0.30 2.63 22 275 1.00 2.63
8 235 0.31 3.50 23 275 1.00 3.50
9 235 0.21 6.12 24 275 0.83 6.12
10 235 0.16 8.50 25 275 0.73 8.50
11 250 0.36 0.80 26 285 0.98 0.80
12 250 0.40 2.63 27 285 1.38 2.63
13 250 0.44 3.50 28 285 1.41 3.50
14 250 0.32 6.12 29 285 0.99 6.12
15 250 0.29 8.50 30 285 0.86 8.50
Part 1

Construct a plot r, against py for the different temperatures and verify the trend
demonstrating the dual-site mechanism with the rate-determining step surface
reaction.

Part 2

The dual-site mechanism with the surface reaction rate-determining step can be

interpreted with a reaction rate law of the following type:

. kbE(PE_pAI?EHZ) (5.117)
(1 + bgpr + bapa + bu,p, + bupw)’
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However, by considering only the initial rates r, we can neglect the reverse
reaction and the negative contribution of the reaction products. The rate law
expression is therefore simplified as follows:

kbip?
r, = EPE (5.118)

(1+bep + byply)

We can also write:

poE _ 1 bEP% bwp(‘;V

vy Vkbe | kb | kbe

The last term is a constant because water is not a reagent; therefore, we can
write:

(5.119)

PE _ qybpt +c (5.120)

In conclusion, a straight line would be obtained by putting in a plot \/’? as a

function of p¢. The intercept corresponds to:

1 bwpy 1

+eo= + = 1 +b,p° 5.121
o=t e v L) (5.121)
and the slope to:
be
b= 5.122
T (5.122)

The experimental data collected by Franckaerts and Froment (1964) using the
mixture of ethanol-water containing 13.5 mol% of water are reported in the
Table 5.7.

(1) Construct the plot of ‘:—2 against pg and verify that all the trends are linear.
Evaluate the intercept and the slope at, respectively, 225 and 285 °C.

(2) Evaluate by regression analysis the kinetic parameters: k°, AE, bg°, AHg, by°,
and AHyy, and verify the value of the intercept and the slope at, respectively, 225
and 285 °C. Verify if the contribution of water adsorption can be neglected.

Solution

Part 1
The plot r, against p%, for the different temperatures is shown in Fig. 5.18. As can
be seen, the trend is the one of surface-reaction controlling.
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Table 5.7 Experimental data collected by Franckaerts and Froment (1964) for ethanol
dehydrogenation

Run no. T (°C) Ps )2 Run T (°C) Py )2

1 225 1.90 0.80 16 265 1.20 0.80
2 225 3.20 2.63 17 265 1.80 2.63
3 225 3.80 3.50 18 265 2.10 3.50
4 225 5.90 6.12 19 265 3.20 6.12
5 225 8.66 8.50 20 265 3.80 8.50
6 235 1.70 0.80 21 275 1.00 0.80
7 235 2.90 2.63 22 275 1.55 2.63
8 235 3.31 3.50 23 275 1.80 3.50
9 235 5.20 6.12 24 275 2.66 6.12
10 235 7.12 8.50 25 275 3.42 8.50
11 250 1.50 0.80 26 285 0.87 0.80
12 250 2.50 2.63 27 285 1.37 2.63
13 250 2.83 3.50 28 285 1.46 3.50
14 250 4.30 6.12 29 285 2.33 6.12
15 250 5.50 8.50 30 285 3.10 8.50

Parts 2 and 3
Straight lines are obtained by putting in a plot \/‘zE as a function of p%, as can be

appreciated in Fig. 5.19; the obtained slopes and intercepts are reported in
Table 5.8.
The kinetic parameters determined by regression analysis on all the runs are:

Kinetic parameters
kO: 1972594657.4167
be0: 0.00052874
bw0: 0.27758

AEa: 18165.9086
AHe: —3711.8813
AHw: —2480.043

Calculated slopes

slpx =
0.0327 0.0263 0.0193 0.0144 0.0119 0.0100

Calculated intercepts

intx =
4.6858 4.0583 3.3049 2.7224 2.4064 2.1366
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Fig. 5.18 Experimental r, values against pf for ethanol dehydrogenation evaluated by
Franckaerts and Froment (1964) at different temperatures
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Fig. 5.19 Plot on the left shows the linear trend of ’:.i as a function of p%. The plot on the right

side is the obtained parity plot for the rates calculated with the described kinetic law and the
parameters determined by regression
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Table 5.8 Sllopes and Temperature (°C) Slope Intercept
intercept obtained fror:n the 275 0.949 0.853
experimental data \/I;; as a 235 0.728 1.000
function of pg from 250 0.512 1.123
linearization 265 0.359 0.930
275 0.312 0.783
285 0.298 0.615

Exercise 5.4 Dehydrogenation of Ethanol to Acetaldehyde, A Complete Kinetic
Analysis

Starting from the results of the previous exercise, consider now the complete kinetic
law:

kb (pe — ")

E

(1 + bEpE + bApA + szpH2 + bwpw)2

(5.123)

r =

K can be estimated from the plot shown in Fig. 5.20.

(1) Evaluate from the experimental data of Franckaerts and Froment (1964),
reported in Table 5.9, the best kinetic parameters for runs performed at 1 atm
and different temperatures. Assume, as a first attempt, the parameters already
obtained in the previous exercise.

(2) Simulate the experimental point of the table in a plot reporting the ethanol
conversion as a function of the space velocities.

Fig. 5.20 Equilibrium Equilibrium constant
constants at different 2 I ‘
temperatures for the reaction ;.
of ethanol dehydrogenation
0 F
-1+t
N
< -2
3+
4+
-5t
-6 . .
1.6 1.8 2 2.2

1T (1K) x1073
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Table 5.9 Experimental data on the dehydrogenation of ethanol to acetaldehyde®

Run |T (°C) | Conversion 2 | W/Fg Kg cat |Run | T (°C) | Conversion 4 | W/Fg Kg cat
hr/kmol hr/kmol

1 225 0.033 0.19 19 265 0.091 0.19

2 225 0.060 0.39 20 265 0.156 0.39

3 225 0.072 0.59 21 265 0.211 0.59

4 225 0.109 0.88 22 |265 0.280 0.88

5 225 0.154 1.50 23 265 0.363 1.50

6 225 0.158 1.61 24 265 0.370 1.61

7 235 0.044 0.19 25 275 0.118 0.19

8 235 0.076 0.39 26 |275 0.196 0.39

9 235 0.109 0.59 27 275 0.263 0.59

10 235 0.142 0.88 28 275 0.338 0.88

11 235 0.193 1.50 29 275 0.362 1.50

12 235 0.195 1.61 30 275 0.368 1.61

13 250 0.063 0.19 31 285 0.148 0.19

14 [250 0.111 0.39 32 |285 0.245 0.39

15 250 0.150 0.59 33 285 0.325 0.59

16 250 0.202 0.88 34 285 0.417 0.88

17 250 0.268 1.50 35 285 - -

18 250 0.275 1.61 36 285 - -

“Data from Franckaerts and Froment (1964)

Solution

The best-fitting parameters are the following ones:
kO: 22301.7784

be0: 2.136e—05

ba0: 1.4266

bh0: 1.3265

AEa: 15770.8404

AHe: —7499.3995

AHa: —2418.713

AHh: —2418.716

The simulation of the kinetic runs is shown in Fig. 5.21. The same figure also
shows the parity plot.

All the described results were obtained using a MATLAB program available as
Electronic Supplementary Material.

Exercise 5.5 Dehydrogenation of Methyl Cyclohexane to Toluene over
Pt-Al,O5 Catalyst

Sinfelt et al. (1960) studied the kinetics of methylcyclohexane dehydrogenation to
toluene using a catalyst of Pt (0.3 wt%) supported by impregnation on Al,O3
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Conv. vs W/F Parity pl