SPRINGER SERIES IN COMPUTATIONAL NEUROSCIENCE

Dynamic-Clamp

From Principles to Applications

Alain Destexhe - Thierry Bal
Editors @ Springer




Springer Series in Computational Neuroscience

Volume 1

Series Editors

Alain Destexhe

Unité de Neurosciences Intégratives et Computationnelles (UNIC)
CNRS

Gif-sur-Yvette

France

Romain Brette

Equipe Audition (ENS/CNRS)
Département d’Etudes Cognitives
Ecole Normale Supérieure

Paris

France

For other titles published in this series, go to
www.springer.com/series/8164



Alain Destexhe « Thierry Bal
Editors

Dynamic-Clamp

From Principles to Applications

@ Springer



Editors

Alain Destexhe

Unité de Neurosciences Intégratives
et Computationnelles,

CNRS, 91198 Gif-sur-Yvette

France

Thierry Bal

Unité de Neurosciences Intégratives
et Computationnelles,

CNRS, 91198 Gif-sur-Yvette

France

ISBN 978-0-387-89278-8
DOI 10.1007/978-0-387-89279-5

e-ISBN 978-0-387-89279-5

Library of Congress Control Number: 2008942719

© Springer Science+Business Media, LLC 2009

All rights reserved. This work may not be translated or copied in whole or in part without the written
permission of the publisher (Springer Science+Business Media, LLC, 233 Spring Street, New York,
NY 10013, USA), except for brief excerpts in connection with reviews or scholarly analysis. Use in
connection with any form of information storage and retrieval, electronic adaptation, computer
software, or by similar or dissimilar methodology now known or hereafter developed is forbidden.
The use in this publication of trade names, trademarks, service marks, and similar terms, even if they
are not identified as such, is not to be taken as an expression of opinion as to whether or not they are
subject to proprietary rights.

While the advice and information in this book are believed to be true and accurate at the date of
going to press, neither the authors nor the editors nor the publisher can accept any legal
responsibility for any errors or omissions that may be made. The publisher makes no warranty,
express or implied, with respect to the material contained herein.

Printed on acid-free paper

springer.com



Preface

This book intends to provide an overview of different approaches using the
“dynamic-clamp” technique. This technique was introduced many years ago
(see “Introduction” for an historical perspective) and enables one to inject
artificially generated conductances in living neurons. Because the quantity
physically injected by the electrode is a current, which is the product of the
conductance with the membrane potential (Ohm’s law), and because the
membrane potential itself changes if a current is injected, one needs to
continuously update the current to be injected as a function of the changing
membrane potential of the recorded cell. Injecting a conductance thus requires to
establish a real-time loop between the device which calculates the current (usually
a computer) and the recorded membrane potential. This real-time loop is at the
heart of the dynamic-clamp technique, as illustrated in the chapters of the book.
The different chapters cover topics ranging from cardiac physiology, dendritic
recordings, single-neuron recordings, as well as circuits or networks interactions.
We refer to the introductory chapter for a description of these chapters, as well as
a detailed introduction of the dynamic-clamp technique.

The many authors who have contributed to this book are not only among the
initiators of the technique, and among the researchers who have published the
most prestigious articles on dynamic clamp, but they also collectively illustrate
the great power and the variety of paradigms in which the dynamic-clamp
technique is used. These paradigms range from injecting artificial conductances
in cardiac cells, neurons or dendrites, artificially connect different neurons, create
“hybrid” networks of real and artificial cells, re-create in vivo conditions by
providing a synthetic synaptic background activity, as well as use the dynamic
clamp to correct the recording according to a computational model of the
electrode. These paradigms show that computational models directly interact
with living neurons, which is perhaps one of the most spectacular progress that
has happened in the interaction between theory and experiments in biology. Our
hope is that this book will provide an overview of these progress and convince the
reader that theory and experiments have never been so close.

Alain Destexhe
Gif-sur-Yvette, France Thierry Bal
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Associating Living Cells and Computational
Models: an Introduction to Dynamic Clamp
Principles and its Applications

Zuzanna Piwkowska, Alain Destexhe, and Thierry Bal

Abstract The dynamic-clamp electrophysiological technique allows the
mimicking of the electrical effects of arbitrary ion channels, controlled by the
experimentalist, activating and inactivating into the membrane of an intracel-
lularly recorded biological cell. Dynamic clamp relies on the establishing of a
loop between the injected current and the recorded membrane potential. In this
introductory chapter, we first present the principles of the technique, starting by
recalling the basis of the equivalent electrical circuit representation of a cellular
membrane. We then briefly list some of the issues encountered in the practical
implementation of the dynamic-clamp loop. Finally, we overview the numerous
applications of the method to the study of neurons, other excitable cells and
networks of cells: these include the manipulation of intrinsic ion channels and of
single or multiple synaptic inputs to a cell, as well as the construction of whole
hybrid networks in which the biological cell interacts with model cells simulated
in real time using a digital or analog system. Many of the applications briefly
presented here are the subject of the following chapters.

Dynamic clamp is an electrophysiological technique for “injecting conduc-
tance” (Robinson and Kawai 1993) into an intracellularly recorded cell. Dif-
ferent other terms have been used to describe what it is the dynamic clamp is
doing: it has been called a “virtual knock-in” that “introduces a conductance” in
the membrane (Dorval and White 2005), a “conductance clamp” (Reyes et al.
1996), a way of “creating artificial conductances in neurons” (Sharp et al. 1993,
who also introduced the “dynamic-clamp” name; Prinz et al. 2004), of “chan-
ging the membrane resistance” (Le Masson et al. 1995), of “introducing an
artificial conductance” (Schreiber et al. 2004), of “applying a conductance
waveform” (Gauck and Jaeger 2000), as well as a “partial voltage-clamp”

Z. Piwkowska (D)

Unité de Neurosciences Intégratives et Computationnelles (UNIC), CNRS, 91 198
Gif-sur-Yvette, France

e-mail: piwkowska @unic.cnrs-gif.fr

A. Destexhe, T. Bal (eds.), Dynamic-Clamp, Springer Series in Computational 1
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2 Z. Piwkowska et al.

(Jaeger and Bower 1999). All these terms are different shorthand ways of saying
something along the following lines: dynamic clamp reproduces the electrical
effects of the opening of ion channels in the membrane of the cell at the site of
the recording. In order to clearly explain how this can be achieved, it is useful to
first recall the equivalent electrical circuit description of a cellular membrane.

1 Principles of the Technique
1.1 The Equivalent Electrical Circuit of the Membrane

The two essential circuit components used in this description are capacitors and
resistors. The double layer of phospholipids composing most of a cell’s mem-
brane constitutes an electrical insulator between the intracellular and extracel-
lular conductive media. This insulating sheet is very thin (6-8 nm, Siegelbaum
and Koester 2000) so that the electrical charges on both sides, although sepa-
rated, interact across the membrane: it acts like a capacitor, storing charges of
equal magnitude but opposite polarity on each side, which gives rise to a
difference of potential V. The progressive storage of charges during flow of
a current /. leads to a progressive change of V- across the capacitor, expressed
by the equation' (Fig. la)

dVe

C—=1
dr ¢

The bigger the capacitance C, the slower the change of V¢: this parameter is
proportional to the membrane area, which corresponds to the fact that for a
bigger membrane area, the charges flowing into the capacitor can “spread”
more, and so more of them are needed to produce the same difference of
potential in each point across the insulating lipid bilayer.

On the other hand, ion channels inserted in this lipid bilayer are, when open,
conductive elements through which electrical charges — that is, ions — flow. This
current flow /is proportional to the difference of electrical potential V' between
both sides of the channel: the channel acts like a resistor, the proportionality
law being known as Ohm’s law, I = g x V. The coefficient of proportionality,
or conductance g, quantifies how easy it is for the charges to move across the
channel (with the resistance R = 1/g quantifying how difficultitis, ' = R x [
being the more traditional formulation of Ohm’s law): for this reason, conduc-
tance is often used to simply mean ion channel, as in some of the dynamic-clamp
vocabulary cited above. The direction of current flow is such as to restore

! Note that this equation assumes an “ideal” capacitance, in which the charges are re-
equilibrated instantaneously. Cable models have been proposed based on “non-ideal” capa-
citances, which do affect the high-frequency response of the membrane (see Bedard and
Destexhe 2008), but such effects will not be considered here.



Associating Living Cells and Computational Models 3
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Fig. 1 Constructing the equivalent circuit of a cell. (a) The main circuit elements: a capacitor
representing the electrical properties of the phospholipid bilayer (/eff), and a resistor in series
with a battery, representing the electrical properties of an ion channel with reversal potential
E,ey (right). (b) Many such elements can be combined in parallel to represent a patch of cellular
membrane. (¢) Such a parallel arrangement can be represented by an equivalent circuit, with
one capacitor, one equivalent resistor and one equivalent battery. (d) The spatial organization
of a cell (here, a neuron) can be represented using the same formalism, with additional
resistors representing the cytoplasm connecting different compartments. See text for details

electrochemical equilibrium between the intracellular and extracellular side: in
the case of specific ion channels through which only one or a few ionic species
can flow, the equilibrium is not at 0 mV potential difference, but is also set by
the difference of concentrations of these specific ions between the intracellular
and extracellular media. The equilibrium is reached when the electrical force
due to electrostatic repulsion exactly counterbalances the diffusion force due to
difference in concentration: the difference in potential at this equilibrium point,
where by definition total flow for the considered ion is zero, is called the Nernst
potential or, more commonly, the reversal potential E.., of a given jon.? This

2 In most cases, the difference in ionic concentrations — and, consequently, the E., — is
considered constant on the timescale of an electrophysiological experiment: it is continuously
maintained by ATP-consuming pumps or ion co-transporters working against the concentra-
tion gradient. The instantaneous changes in ion numbers consecutive to ion flow through the
channels are considered negligible compared to the total quantities of ions present inside or
outside a cell, instantly flowing in to restore the ion concentration close to the membrane. This
assumption does not hold in some cases, like intense firing activity modifying the equilibrium
for K+ and Cl™ ions in the hippocampus (McCarren and Alger 1985; Thompson and
Gihwiler 1989a, b). Moreover, these ionic concentrations evolve on longer timescales: for
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notion of non-zero equilibrium can be represented in a circuit by a battery
generating a difference of potential E,., and placed in series with the resistor: in
such a circuit, as represented in Fig. 1a, equilibrium is reached when the total
difference of potential V', across the resistor and the battery (i.e., the membrane
potential) is equal to the difference of potential E.., across the battery, so that
the points A and B are at the same potential (Vag = 0) and no current flows
through the resistor. When V7, is not equal to E.,, we have Vi, = Eey + Vap,
and Vag = RI by Ohm’s law. It follows that:

1= (Vm - Erev) - g(Vm - Erev) (1)

x| =

with the convention that outward current (positive charges leaving the cell) is
positive. Vi, — Eiey is called the driving force for this current, which flows so as
to restore equilibrium. Channels associated with excitatory synapses have an
Ey around 0 mV, much more depolarized than the cell’s resting V/,, so that
their activation leads to inward current flow and depolarization of the mem-
brane. Channels associated with inhibitory synapses have an E,, close to the
resting Vy,, and often (although not always) more hyperpolarized, in which case
their activation leads to outward current flow and hyperpolarization of the
membrane.

The point that makes this circuit not immediately, intuitively obvious is the
fact that we can somehow visualize the lipid bilayer as a capacitor and ion
channels as resistors, but the battery in this representation has no clear visual
counterpart. However, as explained above, it does have a physical counterpart
when we think about how to represent the notion of non-zero equilibrium. The
energy stored in the battery corresponds to the energy stored in the maintained
difference of ionic concentrations between the two sides of the membrane.
Thus, to be exact, an ion channel is actually represented in the circuit not as a
resistor, but as a resistor in series with a battery.

The equivalent circuit of a patch of cellular membrane is, then, composed of
a capacitor and of resistors-in-series-with-batteries representing ion channels,
arranged in parallel (Fig. 1b): this parallel arrangement can be understood by
considering that if all these membrane elements are sufficiently close to each
other, and given the low resistivity of the cytoplasm (e.g., Destexhe and Paré
1999), the redistribution of charges in the patch is instantaneous, this piece of
membrane (often, e.g., the whole soma of a neuron) is isopotential, and any
additional charges flowing into it will distribute between all of the available
circuit elements (the open channels and the capacitor).

example, during development in the mammalian central nervous system, the intracellular
[CI7]is progressively lowered due to the delayed expression of a chloride exporter, shifting the
E.., of gamma-amino butyric acid (GABA)ergic, Cl-permeable synaptic receptor channels
toward more negative values and transforming the function of GABAergic synapses from
excitatory to inhibitory (e.g., review by Ben-Ari 2002).
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Multiple resistors-in-series-with-batteries in parallel can be represented by a
single equivalent resistor in series with a single equivalent battery, in the
following way: assuming n such elements in parallel, the current flowing
through each element is (for i = 1ton) I; = g;(Vi — E;), and the total current,
that has to be the same in an equivalent circuit, is

I:ZI:Z(gl(Vm_EI)) = szgl_Z(glEl)

n n

~ e [ - el ®

The last expression is of the same form as the expression of 7 for a single
element, with the equivalent conductance g = >, g; and the equivalent reversal
potential

(average of the E;’s weighted by the associated conductances). This is routi-
nely (and implicitly) used to represent a population of identical channels by
only one circuit element (in this specific case, E.y = E;). When a diversity of
channels is considered, depending on the question at hand, they are either
represented separately, each homogeneous population a resistor with its own
battery, or they might also be lumped, forming, together with the capacitor
in parallel, a single equivalent RC (resistor—capacitor) circuit (Fig. 1c). For a
spatially extended cell, like a neuron with a complex dendritic tree, or a
myocyte, the correct representation is an ensemble of such RC circuits,
connected in series by resistors representing portions of the cytoplasm
(Fig. 1d): this representation is at the basis of compartmental modelling, in
which each parallel RC circuit is situated in one compartment and the
compartments are connected in series to mimic, more or less precisely, the
morphology of the cell.

Putting all those elements together in a simple equivalent RC circuit which
can, as we have seen, represent a combination of various ion channels
embedded in a lipid membrane, and knowing, by virtue of conservation of
charge, that the total current flowing through the equivalent resistor charges
the capacitor, we have the following relationship (Fig. I¢):

AV

CT =-]= —g X (Vm — Erev) (3)
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1.2 Back to the Dynamic Clamp

In current-clamp mode, the experimentalist can inject a chosen current into the
cell, and in present-day amplifiers, this current is not affected by the recorded
Vm in any uncontrolled way. The injected charges sum with all the other
currents passing through the membrane to charge the capacitor, so that
Eq. (3) becomes

dVim
CW =—8gX (Vm - Erev) + Iinj (4)

where [y is the injected current (the opposite sign used for /iy is due to the fact
that traditionally, the opposite convention is used for the injected current —
positive charges injected into the cell are considered “positive current” — and for
the currents flowing through the channels, for which outward is positive). It is
easy to see, then, that if this injected current is made to depend, in a controlled
way, on the recorded V7, of the cell, according to Eq. (1), it is strictly equivalent
to adding an additional open ion channel to the membrane:

Linj = —8add (Vi — Eada) ()

dav,,
CW =—8&X (Vm - Erev) 7gadd(Vm - Eadd) (6)

where g,qq 1S the conductance of the channel and E,qq is its reversal potential.
This is exactly what happens in dynamic clamp: a loop between recorded Vi,
and injected current [, is implemented, /i, being calculated according to
Eq. (5) from pre-established g,qq and E,qq. This calculation can be done either
with an analog device, the dependency between /;,; and V7, being really instan-
taneous in this case, or digitally using a computer, in which case the time step
required for the calculation, that is, the delay between Vy, measure and fiy;
injection, has to be as small as possible.

In this way, any conductance waveform can be “inserted in the membrane,”
indeed, since g,q¢ can be time dependent. g,qq can also be negative, which
provides a way for subtracting existing channels from the membrane, through
the injection of a negative image of the current flowing through the biological
channels (the two currents cancelling out). In principle, any type of channel can
be added (or subtracted) by the procedure: to insert a voltage-dependent
channel, g,qq itself has to be calculated in real time, using the recorded Vi,
and any necessary equations describing the voltage dependency; to insert a

3 This application requires, however, a very precise model of the channels existing in the
recorded cell, in order to ensure that the injected current really cancels the biological current.
It might not be obvious to detect a mismatch between the two, so that interpretation of such
experiments is more difficult that when channels are added.
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virtual chemical synapse, the synaptic conductance change has to be triggered
by some presynaptic signal. This signal can be set in advance, but it can also
correspond to an action potential detected in a biological cell, in which case a
virtual connection can be created between two previously unconnected cells. It
can also originate from a model of a cell or network simulated in real time, that
is, with the time step used to numerically integrate the model equations equal to
the time step of the dynamic-clamp system. Moreover, such a model cell can
also receive inputs triggered by action potentials detected in the recorded cell,
which establishes a bidirectional connection between the biological cell and the
model cell, creating a small hybrid network (Le Masson et al. 1995). Specific
examples of these diverse applications, which we briefly introduce in Section 3
below, are the topics of this book.

From the analysis of the equations above, it is clear that the dynamic-clamp
loop is indeed equivalent to the insertion of a chosen ion channel (or combina-
tion of ion channels, since an equivalent conductance and an equivalent E,., can
be used in the same manner) at the site of the recording. However, questions of
the type “but is it really equivalent?” or “does it really shunt the membrane, how
can it increase the effective conductance and reduce the time constant of the
membrane?” are often asked, so that these points are further clarified below.

The equivalence, of course, concerns only electrical phenomena, since the
ions carrying the electrical charge when current is injected through a microelec-
trode are in most cases different from the specific ions flowing through the
corresponding biological channel. Whatever depends on the precise nature of
these ions, and not only on their charge, is not reproduced — the main situation
when this actually matters being the case of Ca®" signaling. This could also be
seen as an advantage in some cases, since it allows the dissociation between
purely electrical effects and chemical effects. In addition, the chemical effects
can in fact also be investigated to some extent, as described by Jaeger and Lin
(“Unraveling the Dynamics of Deep Cerebellar Nucleus Neurons with the
Application of Artificial Conductances”) in this volume: adding in dynamic
clamp a model of V,, -dependent Ca>" influx and intracellular Ca®* concen-
tration, together with a model of Ca®*-dependent K * conductance, allows the
mimicking of this K conductance’s effects on the spiking patterns of cerebellar
neurons recorded in vitro.

Does such a virtual channel “shunt the membrane”? In order to be convinced
about this, it is important to understand how the equivalent electrical circuit
works, in particular, how additional ion channels impact on the electrical proper-
ties of a cell. Experimentally, those properties are often probed, for example, by
injection of a constant current /.,y into the cell. Given the equivalent circuit
described in detail above, and an initial condition V) for the Vy,, we have

dVm
c—-n

dr =—gX (Vm - Erev) + Iconst (7)
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In the simple case when the injected current, as well as the circuit parameters
g, C, and E,, are constant, Eq. (7) can be integrated, which gives (see the
Appendix for details of the calculation):

—1
Vm(l) = (V() — Erev — Rlconst) eXp [T} + Erey + Rlconst (8)

where R = 1/g is called the input resistance of the circuit and 7 = RC its time
constant.

In a system initially at rest, without any current flow, V) = E,., and when, at
t = 0, Long 1s applied, Vy, goes exponentially, with a time constant 7 = RC, to
Eiev + Rlconsi. R can then be computed from the steady-state V', change divided
by the applied current, and C from the time constant of an exponential fit to the
V' rise and R. Now, when additional ion channels open, R is decreased, so that
for the same injected current .., the steady-state V7, change is reduced, and it
is also achieved with a faster time constant: this effect is called “shunting.”
This is clear from Eq. (8), but to understand more intuitively the origin of this
effect, it is perhaps better to turn back to the differential equation (7) recalled
below:

%
Cd—;n = —g X (Vm — Ercv) + ICOIISI

When the system is at rest, V;,, = E.y and no current flows across the
membrane. When /.o 1S applied, it changes V7, so that now a current starts
to flow in the opposite direction through the conductance g, to restore equili-
brium in the circuit. Progressively, this opposing current increases, until the two
balance out when steady state is reached:

1
d(;/tm =0 when Vi = Epey + —2

= Erev + RIconst

The bigger the conductance g, the bigger the opposing current at each
infinitesimal time step, for a given driving force V', — Eiey, and so the smaller
the change of V, achieved at steady state. In other words, each channel is
“pulling” the Vy, toward its E..,, and the bigger the conductance g, the stronger
the pull. When a channel is added with dynamic clamp, since the dynamic-
clamp current depends on the instantaneous driving force, the same effect is
obtained, according to the following equation:

de
C? =—8X (Vm - Erev) - gadd(Vm - add) + ]const (9)

Now the sum of two currents is injected by the experimentalist: a
constant, probing current /I, and a voltage-dependent current
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Lad = —gadd(Vim — Eaad)- The ILgg will oppose the effect of the o just as a
corresponding, real ion channel would do, so that the steady-state Vy, reached
will be reduced compared to a situation where Iy 1s injected alone into the
same cell.

The same shunting effect is observed, based on the same principle of an
opposing “pull” toward the E..,, for a time-varying current, and regardless of its
origin — be it injected through the electrode, or originating from the opening of
other synaptic or intrinsic channels in the membrane. Any open channel,
biological or dynamic clamp inserted, is thus in competition with other open
channels and current sources, and the notion of “shunt” refers exactly to this
competition.

Note that if we recall Eq. (9), the response of the circuit to the sum of
laq and Ieonse 1S obviously determined solely by the remaining channels,
that is, by g and E.. This is true whether [,4q4 flows through a real
channel, or through the pipette in a dynamic-clamp experiment. Obviously,
the same is also true if an identical /,qq is injected in a simple current-clamp
mode (see the direct comparison of dynamic clamp and current clamp for
the average injected current, in Dorval and White 2006). One might then
ask what, then, is the use of dynamic clamp. The crucial word here is
“identical.” If the experimentalist knew in advance what the V7, response of
the membrane was going to be, she could first precompute I,qq and then
inject it in current-clamp mode. But this would make the experiment useless
(other than as a verification), since everything would be known from the
start. In reality, the V}, response is, in many situations, precisely what we
do not know and what we want to record and understand — in the case of
dynamic clamp, by tinkering with the ion channels present in the mem-
brane, with the hope of understanding the complex interactions they might
produce at the output level.

One last point worth mentioning in this theoretical section is the similarity
between dynamic clamp and voltage clamp (also cited above from Jaeger and
Bower 1999, who refer to a “partial voltage-clamp™). As we have seen, an ion
channel, be it biological or virtual, is basically a device for pulling the Vi,
toward its equilibrium potential E..,. This is exactly what any voltage-clamp
system is doing, only much more efficiently: it is pulling the V,, toward a
chosen potential V.mp by injecting a current that dynamically opposes the
perturbations produced by other currents. The conductance of a channel
corresponds to the gain of the voltage-clamp system, which should in the
latter case be as high as possible. The conductance values used in dynamic
clamp in most cases are too low, compared to the other conductances present
in the membrane, to completely clamp the V7, (as are those of most biolo-
gical channels; but consider, for example, the huge conductance of Na™
channels underlying an action potential, and the way it dramatically changes
the V), which justifies the term of partial voltage clamp, but the principle is
the same.
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2 A Few Words About Implementation

2.1 The Issue of the Time Step

When the practical implementation of the dynamic-clamp loop is considered, a
first concern that has to be raised, already mentioned above, is the delay
between measured V4, and /. For analog and digital systems alike, this delay
is related to the filtering of the input and output signals by the whole recording
chain. In digital systems, however, the delay is also related to the time needed
for the processor to perform the calculation of the injected current. This time
depends of course on the model to be simulated. In the simplest, but often not
very interesting case of a constant, voltage-independent conductance, or in the
case of a precalculated conductance waveform, the system only has to perform a
subtraction and a multiplication (see Eq. (5)). In many cases however, at least a
few differential equations, describing the voltage-dependent gating of a channel
or the activity of a simple cell or even network, have to be numerically inte-
grated at each time step. For this reason, processor speed is an essential factor
limiting the complexity of the models that can in practice be implemented for
dynamic-clamp experiments. However, the constantly increasing performance
of digital computers indicates that processor speed will become less and less of a
limitation in the coming years.

Processor speed in itself, however, is unfortunately not the only issue.
Another crucial point is the way the operating system (OS) assigns tasks to
the processor. In a so-called real-time OS, the user has total control over this
task management, and so she can ensure that no external task interferes with the
integration of the model equations and the calculation of fi;;. Some Unix
systems allow this (see Dorval et al. 2001 for a dynamic-clamp system running
under real-time Linux). Windows OSs, on the other hand, are not real time,
which means that independent of the user, the OS can sometimes assign a
system-related task to the processor, interrupting for a time the on-going
calculations related to the dynamic-clamp experiment and introducing a jitter
in the dynamic-clamp loop. Jitter is especially deleterious when attempting
to mimick fast channels such as Na™ channels underlying action potentials
(Bettencourt et al. 2008), as reviewed by White et al (“Using “Hard” Real-Time
Dynamic Clamp to Study Cellular and Network Mechanisms of Synchroniza-
tion in the Hippocampal Formation”) in this volume.

One way to avoid this problem, which can also increase the available pro-
cessor speed, is to run the calculations on a devoted chip, instead of the main
processor of a computer, for example, on the processor directly integrated to a
digital signal processing (DSP) board. This type of board acts like an acquisi-
tion board, performing analog-to-digital conversion at its inputs, and digital-
to-analog conversion at its outputs, but also has its own processor, optimized
for fast signal processing. One such dynamic-clamp implementation, specifi-
cally designed to mimic a fast voltage-dependent K channel, achieved a rate
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around 50 kHz (Lien and Jonas 2003). A scriptable DSP-based dynamic-clamp
system allowing the flexible implementation of user-defined conductances was
recently developed (Robinson 2008).

In the real-time NEURON dynamic-clamp system (Sadoc et al. “Re-Creating
In Vivo-Like Activity and Investigating the Signal Transfer Capabilities of
Neurons: Dynamic-Clamp Applications Using Real-Time NEURON” in this
volume), which is fully digital and runs on a standard Windows PC, a DSP board
and its clock are used in order to time the inputs to and outputs from the
dynamic-clamp software at regular intervals (Le Franc et al. 2001; Le Masson
et al. 2002; Wolfart et al. 2005), largely eliminating the jitter problem, with the
calculations still being performed by the PC’s processor. This approach has the
advantage of offering all the flexibility and power of the NEURON simulation
software (Hines and Carnevale 1997), as well as a good compatibility with models
developed using NEURON.

Another approach is to use an analog system for all or part of the dynamic-
clamp calculations. In such a system, the calculations are performed by dedicated
circuits: instead of being digitized and then processed, bit by bit, by logic circuits in
a computer processor, the recorded V7, for example, directly influences an electric
circuit that is specifically designed in order to produce the desired current at its
output. In this case, the calculation is performed in real-time, without any proces-
sing delay. The drawback of fully analog systems is their relative lack of flexibility.
A specific analog circuit is needed to implement each model, even though some of
the model’s parameters can be implemented with an external command to the chip
(e.g., Sorensen et al. 2004). In addition, it is technically very challenging to obtain
the same precision as in digital models due to transistor noise (S. Le Masson et al.
1999). A combination of analog and digital computations is one option for
combining flexibility with speed (e.g., Harsch and Robinson 2000).

2.2 The Issue of Precise V, Measurement

Not only has the Vi, — Iiyj loop to be fast, it also has to rely on an accurate
measure of the V. This means that if a single electrode is used for both current
injection and V', recording, the voltage drop U, due to flow of current through
the electrode’s resistance has to be adequately compensated. The use of two
electrodes solves this problem, but it is not possible in all preparations and it
considerably complicates the experiment. In “Key Factors for Improving
Dynamic-Clamp Performance” in this volume, Butera and Lin provide a
detailed analysis of factors that limit dynamic-clamp performance and stability.
In “Dynamic Clamp with High-Resistance Electrodes Using Active Electrode
Compensation In Vitro and In Vivo” in this volume, Brette et al. present the
limitations of traditional single-clectrode compensation techniques, especially
when used in dynamic-clamp protocols, and describe a new, improved techni-
que for high-resolution V;, recording during simultaneous current injection.
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3 Examples of Application

Recent reviews (Prinz et al. 2004; Prinz 2004; Goaillard and Marder 20006) list
an impressive number of studies applying the dynamic-clamp technique to a
variety of physiological questions at the level of single cells as well as tissues of
interacting cells. Until now, the word “neuron” was avoided in this chapter, for
the reason that electrophysiological tools in general, and dynamic clamp among
them, are used in fields other than neuroscience, like cardiac physiology with
the study of cardiomyocytes or endocrine physiology with the study of B-cells in
the pancreas (as reviewed by Goaillard and Marder 2006). An early form of the
dynamic-clamp technique, called the “Ersatz Nexus,” has been described in
cardiac physiology as early as 1979, in a PhD thesis studying the impact of
electrical synapses (gap junctions) on the synchronization of clusters of cardio-
myocytes in the chicken (Scott 1979). Later studies of cardiac tissue re-introduced
a technique named “coupling clamp” (Tan and Joyner 1990) for bi-directionally
connecting two isolated myocytes by a virtual gap junction of chosen conduc-
tance. The injected current flowing through the virtual gap junction is calculated
according to a driving force determined in real time and equal to the difference of
membrane potential between the two cells (see Verheijck et al. 1998 for an
example of application exploring the synchronization between two sponta-
neously active rabbit cardiac cells). An extension of this technique, named the
“model clamp” by the authors, consists in coupling, through such a virtual gap
junction, a real myocyte and a model myocyte simulated in real time (Wilders
et al. 1996). Both of these approaches are conceptually identical to the technique
described in Section 1, their specificity lying in the precise type of membrane
conductance they implement, the gap junction. The history and use in cardiac
physiology of the technique now know as dynamic clamp is reviewed by Verkerk
et al. (“Development of a Genetically Engineered Cardiac Pacemaker: Insights
from Dynamic Action Potential Clamp Experiments”) in this volume. The
authors also present a new, related technique they have recently developed,
“dynamic action potential clamp” (Berecki et al. 2005). In this approach, a cell
recorded under current clamp is bi-directionally connected in real time with a
voltage-clamped genetically modified cell expressing a large density of an ion
channel of interest. The ion channel is thus electrically “inserted” in the current-
clamped cell at the site of the recording, in a way similar to the insertion of a
modeled channel in dynamic clamp. The innovation lies in the fact that no model
of the channel needs to be built, so that channels that are only identified geneti-
cally (e.g., when a mutation in a channel gene has been linked to a disease) can be
directly studied in a functional framework, via their effects on, for example, the
spiking pattern of a given cell type.

In neuroscience, the dynamic-clamp technique in its general form, with the
general purpose of inserting into the membrane of a neuron any conductance
the experimentalist might be interested in, has been introduced independently
by Hugh Robinson (Robinson and Kawai 1993) and by a team led by Eve
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Marder and Larry Abbott, based on a collaboration with Gwendal Le Masson
(Le Masson et al. 1992; Sharp et al. 1993; see also Le Masson et al. 1995). From
the onset, based on the same principle of injecting a V;,, -dependent current into
a neuron, different implementations and applications were explored by the
different groups: using digital systems, Robinson and Kawai injected synaptic
inputs into cultured hippocampal neurons of the vertebrate central nervous
system (CNS), while Sharp and colleagues studied various conductances and
artificial networks in the stomatogastric ganglion (STG) of decapod crusta-
ceans (lobsters and crabs) nervous system. Le Masson et al. (1995) developed an
analog and a digital approach simultaneously for studies of the invertebrate
preparation (and subsequently combined both approaches in a single study of
mammalian thalamus networks, see Le Masson et al. 2002). Since this time,
dynamic clamp has been widely used in both vertebrate (Jaeger and Lin “Unra-
veling the Dynamics of Deep Cerebellar Nucleus Neurons with the Application
of Artificial Conductances,” Hughes et al. “Using the Dynamic Clamp to
Dissect the Properties and Mechanisms of Intrinsic Thalamic Oscillations,”
Piwkowska et al. “Testing Methods for Synaptic Conductance Analysis Using
Controlled Conductance Injection with Dynamic Clamp,” Sadoc et al. “Re-
Creating In Vivo-Like Activity and Investigating the Signal Transfer Capabil-
ities of Neurons: Dynamic-Clamp Applications Using Real-Time NEURON,”
Robinson “Synaptic Conductances and Spike Generation in Cortical Cells,”
Chance and Abbott “Simulating In Vivo Background Activity in a Slice with
the Dynamic Clamp,” Williams “Dendritic Dynamic Clamp — A Tool to Study
Single Neuron Computation,” Prescott and De Koninck “Impact of Back-
ground Synaptic Activity on Neuronal Response Properties Revealed by Step-
wise Replication of In Vivo-Like Conditions In Vitro,” Fellous et al. “Intrinsic
and Network Contributions to Reverberatory Activity: Reactive Clamp and
Modeling Studies,” Graham and Schramm “In Vivo Dynamic-Clamp Manip-
ulation of Extrinsic and Intrinsic Conductances: Functional Roles of Shunting
Inhibition and Izk in Rat and Cat Cortex,” Verkerk et al. “Development of a
Genetically Engineered Cardiac Pacemaker: Insights from Dynamic Action
Potential Clamp Experiments,” in this volume) and invertebrate preparations
(Tobin et al. “Using the Dynamic Clamp to Explore the Relationship Between
Intrinsic Activity and Network Dynamics,” Canavier et al. “Dynamic-Clamp-
Constructed Hybrid Circuits for the Study of Synchronization Phenomena in
Networks of Bursting Neurons” in this volume).

3.1 Manipulations of Intrinsic Channels in Single Neurons

One branch of dynamic-clamp applications could be called “virtual pharmacol-
ogy” (or “virtual knock-in” following Dorval and White 2005): it consists in
adding or, more seldom, subtracting intrinsic (as opposed to synaptic) channels
in a single cell recorded intracellularly, with the enormous advantage — compared
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to the non-virtual equivalent — of being able to finely control all the properties of
the channel and to scan the space of channel parameters in a single cell. Auto-
mated fitting of the channel model’s parameters can also be performed during the
recording so as to reproduce a chosen feature of the cell’s control output, such
as spike shape, after the real channel has been pharmacologically blocked
(Milescu et al. 2008): this procedure is a recently proposed alternative to classical
voltage-clamp characterization of ion channels.

Using dynamic clamp, Lien and Jonas (2003) showed that the Kv3 delayed
rectifier K* channel is necessary, and perhaps even sufficient under some
conditions, for the fast spiking (FS) phenotype of hippocampal inhibitory
neurons. The systematic scanning of different parameters of the injected Kv3
conductance indicated that the observed “wild-type” parameters (especially
deactivation kinetics) fall into a small region of parameter space producing
the high-frequency, non-adapting firing pattern typical of FS neurons, and so
appear to be finely tuned to this effect. These results could not have been
obtained with classical pharmacological exploration nor theoretical simulation
alone, the latter always facing the difficulty of properly adjusting all the para-
meters that are not under investigation.

In thalamocortical cells, Hughes et al. (1998, 1999) applied dynamic clamp
to the manipulation of 7, It, and leak currents: they showed how these
channels can regulate the oscillatory properties of these cells, which are crucial
for the generation of natural sleep as well as pathological thalamo-cortical
rhythms. This work is presented in more detail by Hughes et al. (“Using the
Dynamic Clamp to Dissect the Properties and Mechanisms of Intrinsic
Thalamic Oscillations”) in this volume. In prefrontal cortical cells, a slow
potassium conductance was shown to regulate the input frequency at which
maximal spike timing reliability can be achieved (Schreiber et al. 2004). In
spinal cord motoneurons, dynamic clamp was used to investigate in vivo the
impact of an after-hyperpolarizing conductance on firing rate gain and coeffi-
cient of variation (Manuel et al. 2006), as well as to demonstrate that depend-
ing on their time constant, persistent inward currents interact with 7, to set
different modes of amplification of proprioceptive inputs (Manuel et al. 2007).
The dynamic clamp was also used to inject conductances in cat visual cortical
neurons in vivo using the active electrode compensation (AEC) technique
(Brette et al. 2008; see Brette et al. “Dynamic Clamp with High-Resistance
Electrodes Using Active Electrode Compensation In Vitro and In Vivo” in
this volume). In these experiments, different stimulation protocols were com-
pared in vitro and in vivo, including white noise injection and injection of
fluctuating synaptic conductances. In another application of the dynamic
clamp in vivo, Graham and Schramm (“In Vivo Dynamic-Clamp Manipula-
tion of Extrinsic and Intrinsic Conductances: Functional Roles of Shunting
Inhibition and Ik in Rat and Cat Cortex” in this volume) investigated the
role of the Iz potassium channel in modulating the responsiveness of visual
cortical neurons to simulated as well as to real visual inputs, and confirmed
their prediction of increased spike frequency in the presence of the channel,



Associating Living Cells and Computational Models 15

despite the hyperpolarizing nature of the potassium current. Such “virtual
pharmacology” in vivo appears as a promising new research direction, as it
combines the precise manipulation of chosen channels with the evaluation of
functional responses of neurons, for example, to sensory stimuli, impossible to
perform in slice preparations. AEC (Brette et al. 2008), presented in “Dynamic
Clamp with High-Resistance Electrodes Using Active Electrode Compensa-
tion In Vitro and In Vivo” by Brette et al., improves the feasibility of such in
vivo dynamic-clamp experiments, as shown in visual cortical neurons of
anaesthetized cat using a variety of protocols (such as injection of synaptic
fluctuating conductances).

Dynamic clamp also allows the selective manipulations of channels for which
specific pharmacological agonists and antagonists are not known, as in a recent
study on the persistent sodium current in CA1 hippocampal pyramidal neurons
(Vervaeke et al. 2006), presented by Storm et al. in “Functions of the Persistent
Na™ Current In Cortical Neurons Revealed by Dynamic Clamp” in this
volume. Specific pharmacological agents cannot be used for this current as it
is probably due, at least in part, to the activation of the same population of
channels that also give rise to the transient inactivating sodium current respon-
sible for action potentials. Selectively manipulating the persistent current with
dynamic clamp, while leaving the transient current intact, allowed the investi-
gation of the persistent current’s impact on the spiking of hippocampal neurons
in vitro.

The study of Dorval and White (2005) is another example of the benefits of
virtual pharmacology. By inserting, into enthorinal cortex stellate cells, either a
deterministic or a stochastic model of the already mentioned persistent Na "
channel, the authors show that channel noise, present in the latter case, restores
perithreshold membrane oscillations and the level of spike time reliability
observed before the block of the native channel, while the deterministic model
fails to do so. This study, presented by White et al. (“Using “Hard” Real-Time
Dynamic Clamp to Study Cellular and Network Mechanisms of Synchroniza-
tion in the Hippocampal Formation”) in this volume, could not have been
performed by means other than dynamic clamp, since any manipulation influ-
encing the stochasticity of the channel (like change in temperature) would also
have affected its deterministic gating parameters, and the two effects would
have been difficult to disambiguate.

In an invertebrate motor network controlling the contractions of the diges-
tive system, the STG of the crab, dynamic clamp was used to complement
modeling approaches systematically characterizing the influence of five intrin-
sic conductances on the spontaneous firing patterns of STG neurons (Goldman
et al. 2001). In addition, in such a small network (about 30 neurons, some of
which electrically coupled), the modulation of an intrinsic current in one or two
cells only can have an impact on the oscillatory dynamics of the whole network:
mimicking currents triggered by proctoline, a neuromodulator, specifically in
some of the cells responsive to this substance allows the emergence of a motor



16 Z. Piwkowska et al.

rhythm similar to the one elicited by bath application of proctoline (Swensen
and Marder 2001).

In all the applications mentioned above, the virtual conductances are placed
at the site of the current-injecting electrode, that is, at the soma of the recorded
cell. This point location of the inserted conductances constitutes one of the
limitations of the dynamic-clamp technique. However, as presented by Hughes
and colleagues (“Using the Dynamic Clamp to Dissect the Properties and
Mechanisms of Intrinsic Thalamic Oscillations”) in this volume, with their
recently developed dynamic-clamp system NeuReal, the authors could add
artificial dendritic trees, modeled using more than a hundred compartments
and containing various voltage-dependent conductances, onto the soma of
thalamic relay cells recorded in vitro (Hugues et al. 2008): in this application,
the biological, somatic V7, recorded at the soma is used to compute the current
flowing from the soma into the modeled dendritic tree, which is combined with
currents flowing through modeled dendritic channels to yield the Vi, in each of
the dendritic compartments. The dendritic V7, is in turn used to determine the
current flowing from the dendrites to the soma at the next time step, which is
then injected through the somatic electrode into the biological soma. Such an
artificial dendritic tree can transform a thalamic cell that does not sponta-
neously oscillate into an oscillating one, demonstrating that non-trivial effects
can be investigated using this new application of the dynamic-clamp technique.

3.2 Manipulations of Single Synaptic Inputs

The earliest publications introducing the dynamic-clamp technique in neuro-
science (Robinson and Kawai 1993; Sharp et al. 1993; Le Masson et al. 1995)
were all focused on the possibility of implementing artificial synapses in neurons.
The dynamic clamp is especially adapted to the study of synaptic inhibition: since
the V7, fluctuates close to the E,., of inhibition, the driving force for inhibitory
currents also fluctuates in an important way, so that approximating inhibition by
a driving-force-independent current is bound to be incorrect in many cases.
Dynamic clamp was thus used, for example, to investigate the impact of single
GABA-A- and GABA-B-like synaptic inputs on the bursting of thalamic neu-
rons (Ulrich and Huguenard 1996, 1997), as well as to assess how the hetero-
geneity between inhibitory synapses converging onto single hippocampal cells
affects their responsiveness (Foldy et al. 2004; Aradi et al. 2004). In the first
dendritic application of the dynamic-clamp technique, Williams and Stuart
(2003) investigated how the attenuation of the somatic impact of apical dendritic
IPSPs (inhibitory postsynaptic potentials) was modulated by voltage-dependent
mechanisms, as reviewed by Williams (“Dendritic Dynamic Clamp — A Tool to
Study Single Neuron Computation”) in this volume.

Dynamic clamp has also been used in two recent studies (Gulledge and
Stuart 2003; Vida et al. 2006) investigating the effect of depolarizing
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inhibition,* that is, inhibition with a reversal potential between Vi, and
spike threshold. Activation of such GABAergic conductances leads to depo-
larization from rest — a potentially excitatory effect — but, if strong enough,
also effectively clamps the 7}, below spike threshold, which, combined with
the activation of excitatory, glutamatergic synapses, can actually inhibit
spiking. This double effect of such depolarizing inhibition potentially
makes it a polyvalent mechanism, with a context-dependent impact, and
not straightforward to apprehend intuitively: this is where a systematic,
quantitative approach using modeling and dynamic clamp can prove useful.

Gulledge and Stuart (2003) showed that if the depolarizing GABAergic-like
conductance transient coincided with a glutamatergic excitatory postsynaptic
potential (EPSP) evoked by extracellular stimulation within a small temporal
window of duration similar to the half-width of the conductance change, it had
an inhibitory effect, presumably due to clamping of the V', at the E,., of the
artificial conductance; however, when the GABAergic-like conductance pre-
ceded the EPSP, so that the conductance decayed, but the depolarization
persisted until the time the EPSP arrived, its effect was excitatory. A similar
issue was investigated by Vida et al. (2006) in hippocampal interneurons. Tonic
excitation was provided by constant depolarizing current injection, and depo-
larizing GABAergic-like conductance transients were injected in dynamic
clamp following each spike — mimicking a case in which GABAergic inputs
are triggered by the synchronous firing of a network of inhibitory neurons that
also includes the recorded neuron. Provided the GABAergic conductance was
strong enough, it increased firing frequency for weak excitatory drive, but
decreased it for strong excitatory drive, effectively homogenizing the firing
rate in response to a diversity of excitatory inputs.

These two studies are reported here in some detail to illustrate that far from
being a gadget, the specificity of the dynamic clamp, consisting in injecting
driving-force-dependent-currents in intracellularly recorded neurons, allows
the investigation of neuronal integration mechanisms that depend in a crucial
way on the precise reversal potentials of membrane conductances. Dynamic-
clamp experiments could thus possibly help elucidating how developmental
(e.g., Tyzio et al. 2006; see also Ben-Ari 2002 and Stein and Nicoll 2003 for
reviews) or pathological (Cohen et al. 2002) changes in Egapa influence net-
work dynamics, by manipulating single synaptic inputs or perhaps by con-
structing hybrid networks.

4 Such inhibition is sometimes called shunting (e.g., Vida et al. 2006): the term shunting is used
in this specific case because the main source of inhibition of spikes is the clamp at E,., below
spike threshold — as opposed to hyperpolarizing inhibition, which has the effect of actively
pulling the V,, below rest. However, as we have seen, all membrane conductances are shunting
in the sense that they are tending to clamp the V7, at their reversal potentials. The term is thus a
little bit misleading at first because it seems to falsely imply that only shunting inhibition
shunts, by virtue of some special property other conductances would not have.
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3.3 Hybrid Networks

The possibility of inserting single synaptic inputs into living neurons with
dynamic clamp has been extended in many creative ways to build hybrid net-
works composed of biological neurons connected by virtual synapses, or biolo-
gical neurons connected to model neurons by virtual synapses (see Prinz 2004,
for a short review). Prior to the introduction of the dynamic-clamp technique,
some studies were performed in which biological neurons were connected by
virtual synapses using current, rather than conductance, injection, in both
mollusc (Zosimovskii 1980; Zosimovskii et al. 1980) and mammalian prepara-
tions (Yarom 1991).

The hybrid networks approach has been widely used in the small, well-identified
neuronal networks of invertebrate nervous systems, especially in the pyloric motor
network of the STG of decapod crustaceans (see Tobin et al. “Using the Dynamic
Clamp to Explore the Relationship Between Intrinsic Activity and Network
Dynamics” and Canavier et al. “Dynamic-Clamp-Constructed Hybrid Circuits
for the Study of Synchronization Phenomena in Networks of Bursting Neurons”
in this volume). In this model system, a small number of neurons connected by
electrical and chemical inhibitory synapses generate oscillatory patterns of activity,
constituting a central pattern generator (CPG). Using dynamic clamp, Le Masson
et al. (1995) showed how the pattern could be modulated by varying the conduc-
tance of intrinsic channels in a model neuron replacing a biological neuron in the
network, or by varying the strength of an inhibitory synapse. The impact of the
instrinsic current /;, as well as that of maximal synaptic conductance, synaptic time
constant and threshold were further studied in similar systems by Sharp et al. (1996)
and Elson et al. (2002). /;, was also shown to modulate burst duration and the period
of oscillation in a hybrid network reconstruction of the CPG pacing the heartbeat of
the medicinal leech (Sorensen et al. 2004). Phase response curves (PRCs) were used
by other authors to characterize how a synaptic input perturbs the period of a
spontaneously oscillating STG cell, depending on the phase of the oscillation on
which it is applied. With dynamic-clamp synaptic inputs, the impact of synaptic
conductance and duration on the PRC could be established, indicating how the
modulation of synaptic properties could control the period of a network (Prinz et al.
2003). Furthermore, it was explicitly shown that PRCs, which are an open-loop
measure, could be used to predict the oscillatory behavior in a closed-loop hybrid
network composed of a biological STG bursting neuron and a model bursting
neuron connected by virtual synapses (Oprisan et al. 2004), as reviewed by Canavier
et al. (“Dynamic-Clamp-Constructed Hybrid Circuits for the Study of Synchroni-
zation Phenomena in Networks of Bursting Neurons”) in this volume. The impact
of synaptic plasticity on the oscillatory behavior of small networks could also be
assessed using the hybrid network approach (Manor and Nadim 2001; Nowotny
et al. 2003). Finally, Tobin et al. (“Using the Dynamic Clamp to Explore the
Relationship Between Intrinsic Activity and Network Dynamics” in this volume)
propose that including different biological STG neurons into hybrid networks with
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defined model cells, and comparing network outputs, provides a new method for
comparing biological cells, in a way that might be more meaningful for network
function than comparing intrinsic properties of cells such as input resistance.

In vertebrate CNSs, neuronal networks are several orders of magnitude
larger; however, it is still possible to build hybrid networks in order to investi-
gate the functioning of small, elementary network modules composed of a few
cells (the next section presents approaches for including larger numbers of
cells). In the hippocampal formation, the oscillatory properties of two recipro-
cally connected entorhinal neurons were explored on the basis of spike time
response curves (STRCs), in a manner similar to the PRC approach applied to
the decapod pyloric network (Netoff et al. 2005; see White et al. “Using “Hard”
Real-Time Dynamic Clamp to Study Cellular and Network Mechanisms of
Synchronization in the Hippocampal Formation” in this volume for a review of
this and more recent hybrid network investigations in entorhinal cortex): these
functions indicate by how much a single synaptic input, applied at a given time
after a spike, perturbs (advances or delays, relative to the unperturbed condi-
tion) the timing of the next spike. The authors compared behavior theoretically
predicted from such measured STRCs with oscillations observed in hybrid
networks composed of two biological cells connected with a virtual synapse,
or of a biological cell connected to a cell modeled with a given STRC, and found
a close agreement between all these cases.

Le Masson et al. (2002) studied the transmission of information from the
retina (implemented by an analog retinal model neuron) to the cortex through a
hybrid thalamic network composed of a biological thalamic relay cell recorded
in vitro and a model reticular cell providing feedback inhibition onto the
biological neuron. Progressively decreasing the strength of the inhibitory feed-
back onto the relay cell allowed the switching of the network from a mode of
spontaneous oscillations during which the output of the thalamic relay cell is
uncorrelated to the ongoing retinal input, and similar to the thalamic spindles
observed in vivo during sleep or anesthesia, to a mode of effective information
transmission, during which the output spike train of the thalamic relay cell
(which constitutes the input to primary visual cortex) is correlated to the retinal
input, possibly similar to the awake state. A conceptually similar study by
Derjean et al. (2003), in spinal deep dorsal horn neurons relaying sensory inputs
from nociceptive afferents, used a detailed model afferent fiber connected to the
investigated neuron through a dynamic-clamp synapse in order to probe the
effectiveness of information transmission by these neurons during their differ-
ent intrinsic firing modes (tonic, plateau potentials or endogenous bursting).
It showed quantitatively that each firing mode corresponded to a different
capability for information transfer and could contribute to a specific functional
state of sensitivity to pain. These studies are evoked in more detail by Sadoc
etal. (“Re-Creating In Vivo-Like Activity and Investigating the Signal Transfer
Capabilities of Neurons: Dynamic-Clamp Applications Using Real-Time
NEURON?) in this volume.
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3.4 Manipulations of Multiple Synaptic Inputs

Another approach for studying large vertebrate networks consists in inserting
into a neuron in vitro time-varying conductance waveforms mimicking the
thousands of synaptic inputs which are known to converge in vivo onto single
neurons in structures such as the cortex, the thalamus, the hippocampus, the
cerebellum or the basal ganglia. The conductance waveforms are generated
either by the convolution of presynaptic spike trains with unitary synaptic
conductances (Reyes et al. 1996; Jaeger and Bower 1999; Harsch and Robin-
son 2000; Gauck and Jaeger 2000; Chance et al. 2002; Hanson and Jaeger
2002; Gauck and Jaeger 2003; Kreiner and Jaeger 2004; Suter and Jaeger 2004;
de Polavieja et al. 2005; Zsiros and Hestrin 2005; Dorval and White 2006;
Tateno and Robinson 2006; Morita et al. 2008), or by effective stochastic
models of “synaptic bombardment” or “synaptic noise,” without explicit
representation of the presynaptic spike trains (Destexhe et al. 2001; Shu
et al. 2003; McCormick et al. 2003; Fellous et al. 2003; Wolfart et al.
2005; Hasenstaub et al. 2005; Shu et al. 2006; Desai and Walcott 2006;
Piwkowska et al. 2008). In most studies, two independent (uncorrelated) con-
ductance waveforms are used, one excitatory (AMPA, a-amino-3-hydroxy-5-
methyl-4-isoazoleprionic acid) and one inhibitory (GABA-A), but some
authors also explore the impact of a voltage-dependent NMDA (N-methyl-D-
aspartate) conductance (Harsch and Robinson 2000; Gauck and Jaeger 2003)
or start addressing the issue of correlation between the excitatory and inhibitory
waveforms (Tateno and Robinson 2006) or more generally the issue of temporal
structure like gamma oscillations within the input (Morita et al. 2008). Studies
of this type are presented in this volume by Jaeger and Lin (“Unraveling the
Dynamics of Deep Cerebellar Nucleus Neurons with the Application of Artificial
Conductances” in this volume), Robinson (“Synaptic Conductances and Spike
Generation in Cortical Cells” in this volume), Sadoc et al. (“Re-Creating In
Vivo-Like Activity and Investigating the Signal Transfer Capabilities of Neu-
rons: Dynamic-Clamp Applications Using Real-Time NEURON” in this
volume), Fellous et al. (“Intrinsic and Network Contributions to Reverbera-
tory Activity: Reactive Clamp and Modeling Studies” in this volume), White
et al. (“Using “Hard” Real-Time Dynamic Clamp to Study Cellular and
Network Mechanisms of Synchronization in the Hippocampal Formation™),
Chance and Abott (“Simulating In Vivo Background Activity in a Slice with
the Dynamic Clamp” in this volume). Prescott and De Koninck (“Impact of
Background Synaptic Activity on Neuronal Response Properties Revealed by
Stepwise Replication of In Vivo-Like Conditions In Vitro” in this volume)
propose a related approach, in which the different components of a massive in
vivo-like synaptic input to cortical and hippocampal neurons — increased
conductance (shunting), depolarization, and fluctuations — are controlled
separately, in order to better understand their respective impact and that of
their interactions on neuronal integration.
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The results obtained by manipulating massive synaptic input to a neuron
with dynamic clamp can be tentatively classified within a few different neuronal
coding frameworks. Some studies consider that the relevant output of a neuron
is its firing rate over some integration window (rate coding framework), and
investigate how such an output is modulated by different aspects of the virtual
synaptic input (Reyes et al. 1996; Jaeger and Bower 1999; Gauck and Jaeger
2000; Harsch and Robinson 2000; Hanson and Jaeger 2002; Chance, Abbott
and Reyes 2002; Fellous et al. 2003; Suter and Jaeger 2004; Tateno and Robin-
son 2006). In the related population coding framework, neuronal output is
integrated over space, not time, so that for a single neuron the probability of
firing in response to an input can be considered as the relevant output (Shu et al.
2003; Wolfart et al. 2005). Within both these frameworks, the slope of input—
output functions, also called gain, is a matter of particular interest, and has
been shown, for example, to either increase (Fellous et al. 2003; see also Fellous
et al. “Intrinsic and Network Contributions to Reverberatory Activity: Reac-
tive Clamp and Modeling Studies” in this volume), decrease (Chance et al. 2002;
Shu et al. 2003; see also Chance and Abbott “Simulating In Vivo Background
Activity in a Slice with the Dynamic Clamp” in this volume), or remain
unchanged (Tateno and Robinson 2006; see also Robinson “Synaptic Conduc-
tances and Spike Generation in Cortical Cells” in this volume) with increased
synaptic conductance fluctuations, depending on neuron type and on the pre-
cise structure of the input. In thalamic relay neurons, in vivo-like fluctuating
synaptic input was shown to interact with intrinsic properties such as the
T current to shape the input—output function, with increased synaptic noise
acting to reduce the classically described voltage dependency of these neurons’
integrative properties (Wolfart et al. 2005; see also Sadoc et al. “Re-Creating In
Vivo-Like Activity and Investigating the Signal Transfer Capabilities of Neu-
rons: Dynamic-Clamp Applications Using Real-Time NEURON” in this
volume). The specific role of inhibitory shunting on neuronal responsiveness
could also be addressed quantitatively (Mitchell and Silver 2003). Prescott and
De Koninck (“Impact of Background Synaptic Activity on Neuronal Response
Properties Revealed by Stepwise Replication of In Vivo-Like Conditions In
Vitro” in this volume; Prescott and De Koninck 2003; Prescott et al. 20006)
explored in detail how shunting and fluctuations interact in modifying input—
output functions in a divisive (gain modulation) or subtractive manner, and
how they can switch hippocampal neurons from integrators to coincidence
detectors via modulation of spike frequency adaptation. In vivo-like massive
synaptic inputs were also found to abolish intrinsic theta oscillations at both
subthreshold and spiking level in single entorhinal cells, indicating that mechan-
isms of theta oscillations at the population level in vivo might be different than
previously thought (Fernandez and White 2008), as presented by White et al.
(“Using “Hard” Real-Time Dynamic Clamp to Study Cellular and Network
Mechanisms of Synchronization in the Hippocampal Formation™) in this
volume. Finally, Graham and Schramm (“In Vivo Dynamic-Clamp Manipula-
tion of Extrinsic and Intrinsic Conductances: Functional Roles of Shunting
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Inhibition and Igk in Rat and Cat Cortex” in this volume) for the first time
directly studied the effect of shunting in vivo via constant dynamic-clamp
inhibition in cortical neurons responding to both artificial and visual stimuli.

Another line of investigation revolves around the idea that the precise
timing of single spikes is relevant for neuronal computations (time code),
and dynamic clamp was used to investigate which parameters of the input
are crucial for spike timing precision and reliability (Jaeger and Bower 1999;
Harsch and Robinson 2000; Gauck and Jaeger 2000, 2003; Suter and Jaeger
2004; Kreiner and Jaeger 2004; Zsiros and Hestrin 2005; Tateno and Robin-
son 2006; Dorval and White 2006). In deep cerebellar nucleus neurons,
dynamic-clamp experiments, reviewed by Jaeger and Lin (“Unraveling the
Dynamics of Deep Cerebellar Nucleus Neurons with the Application of
Artificial Conductances”) in this volume, revealed the possible importance
of synchronous drops in inhibitory inputs from Purkinje cell for reliably
triggering spikes. In both RS and FS cortical neurons, the control of spike
time precision and reliability by both stationary and transient properties of
realistic synaptic inputs is described by Robinson (“Synaptic Conductances
and Spike Generation in Cortical Cells” in this volume). Finally, a new
“analog” coding scheme, exploiting spike shape in addition to spike timing,
was recently proposed for cortical neurons on the basis of dynamic-clamp
experiments (de Polavieja et al. 2005) and is also presented by Robinson
(“Synaptic Conductances and Spike Generation in Cortical Cells”) in this
volume. In all these studies, the ability to precisely and independently manip-
ulate different parameters of the synaptic input, specific to the dynamic-clamp
technique, opened the way to new quantitative assessments of the integrative
properties of single neurons embedded in large active networks.

The injection of a known, precisely controlled synaptic input, resembling the
total input received by neurons in vivo, can also be used to test analysis methods
for extracting underlying synaptic conductances from recorded V, traces
(Rudolph et al. 2004, Pospischil et al. 2007, Piwkowska et al. 2008), as presented
by Piwkowska et al. (“Testing Methods for Synaptic Conductance Analysis
Using Controlled Conductance Injection with Dynamic Clamp”) in this volume.
In a conceptually similar approach, Williams and Mitchell (2008; see also
Williams “Dendritic Dynamic Clamp — A Tool to Study Single Neuron Com-
putation” in this volume) recently showed the severity of space-clamp problems
in cortical neurons, by injecting dynamic-clamp synaptic inputs at different
dendritic sites and attempting to measure the resulting synaptic currents with
voltage clamp at the soma. It is the most recent of a series of studies, presented
by Williams (“Dendritic Dynamic Clamp — A Tool to Study Single Neuron
Computation”) in this volume, in which dynamic-clamp injection of synaptic
conductances in both the apical dendrites and the soma of pyramidal cells was
used to investigate local, compartmentalized synaptic integration in the den-
drites, its impact on somatic firing and its modulation by in vivo-like excitatory
and inhibitory synaptic bombardment (Williams 2004, 2005).
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In all the studies mentioned above, the network is considered as a source of
input only: the fact that the investigated neuron itself belongs to the network,
and so can provide feedback to some of its input neurons, or participate in the
activation of successive network layers in a feedforward manner, was not taken
into account. One of the mentioned studies (Morita et al. 2008), however,
reviewed by Robinson (“Synaptic Conductances and Spike Generation in
Cortical Cells”) in this volume, investigated which properties of the synaptic
inputs allow the self-consistent matching of a cortical neuron’s spiking output
with a gamma-modulated input spike train. In other studies, the recorded
neuron was replaced within a network by using its output to influence the
dynamic-clamp input, in a feedforward (Reyes 2003; Sohal and Huguenard
2005) or feedback manner (Fellous and Sejnowski 2003; see also Arsiero et al.
2005 for a related, current-clamp-based approach), as presented in more detail
by Fellous et al. (“Intrinsic and Network Contributions to Reverberatory Activ-
ity: Reactive Clamp and Modeling Studies”) in this volume. In prefrontal cortical
neurons, the authors combined a background of synaptic excitatory and inhibi-
tory inputs with feedback inputs triggered by the spikes of the recorded cell in a
“reactive clamp” protocol, and succeeded in reproducing characteristic features
of cortical recurrent network activity such as periodic up-states and persistent
delay activity following a brief stimulus.

Finally, the recently proposed dynamic-clamp system NeuReal, already
mentioned in the context of artificial dendritic trees, allows the real-time
simulation of around a thousand intrinsic and synaptic conductances: the
authors illustrate its performance by constructing a hybrid thalamic network
composed of 49 single-compartment model neurons containing five conduc-
tances each, sparsely coupled by electrical synapses, and of one real thalamo-
cortical relay cell recorded in vitro (Hughes et al. 2008; see Hughes et al.
“Using the Dynamic Clamp to Dissect the Properties and Mechanisms of
Intrinsic Thalamic Oscillations” in this volume). Thus, it also appears possible
to study neuronal integration in large mammalian networks by embedding a
biological neuron within a sizeable hybrid network of individually simulated
model cells.

3.5 On the Many Possibilities of Dynamic-Clamp Applications,
and Beyond

The examples briefly mentioned above and presented in this book illustrate, on
the one hand, the complexity of the phenomena electrophysiologists are con-
fronted with, from the level of single channels to the network level, and on the
other hand, the many possibilities offered by dynamic clamp to deal with this
complexity. The dynamic-clamp technique and its extensions, like the hybrid
networks approach, allow a combination of the best aspects of modelling with
the advantages of an experimental approach, through simulations performed
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within the biological system itself. In this way, a systematic exploration of the
parameter space of the modelled element (channel, synapse, neuron, effective
network activity, etc.) can be performed, while ensuring that the remaining
parameters of the investigated system are correct and do not need to be adjusted
to any external experimental data.

However, it is striking to note that almost all of the dynamic-clamp applica-
tions have been restricted until now to one (admittedly, major) branch of single
cell electrophysiology, namely, in vitro preparations and somatic recordings,
while the important domains of in vivo electrophysiology, as well as dendritic
recordings in vitro, have almost not benefited from the many possibilities
offered by the technique — the few notable exceptions being the studies by
Williams and colleagues (Williams and Stuart 2003; Williams 2004, 2005;
Williams and Mitchell 2008), presented by Williams in “Dendritic Dynamic
Clamp — A Tool to Study Single Neuron Computation” in this volume and
dealing with dendritic mechanisms of synaptic integration; and, in vivo, a few
recent studies: Brizzi et al. (2004) and Manuel et al. (2005, 2006, 2007) in cat
spinal motoneurons, and Graham and Schramm (“In Vivo Dynamic-Clamp
Manipulation of Extrinsic and Intrinsic Conductances: Functional Roles of
Shunting Inhibition and Iz in Rat and Cat Cortex” in this volume) as well as
Haider et al. (2007) in visual cortical neurons.

This situation is in part due to important limitations imposed on high-
resolution dynamic clamp by the properties of the recording microelectrodes
(see Brette et al. “Dynamic Clamp with High-Resistance Electrodes Using
Active Electrode Compensation In Vitro and In Vivo”, Butera and Lin “Key
Factors for Improving Dynamic-Clamp Performance”, and Williams “Den-
dritic Dynamic Clamp — A Tool to Study Single Neuron Computation” in this
volume). AEC (Brette et al. 2008), presented by Brette et al. (“Dynamic Clamp
with High-Resistance Electrodes Using Active Electrode Compensation In
Vitro and In Vivo”) in this volume, provides a new digital technique for
overcoming these limitations. AEC is another example of application for
computing devices interfaced in real time with an electrophysiological record-
ing setup: a dynamic-clamp system is used to implement a computational
model of the recording electrode, calibrate the model to a particular record-
ing, and then operate in real time a correction of the recorded membrane
potential, as a function of the injected current, with unprecedented accuracy.
This technique is particularly useful for conditions where the stimulus con-
tains fast transients, for example, when injecting noise in neurons. A similar
approach can also be used in the other direction, by correcting the current as a
function of the imposed voltage, leading to a method to obtain high-precision
voltage-clamp recordings (work in progress). AEC was used to perform, for
the first time, injections of synaptic conductance noise in cortical neurons in
vivo, and it should contribute to extend the field of application of the
dynamic-clamp technique to a variety of new, promising experimental situa-
tions that could benefit from approaches similar to the ones that are presented
in this book.
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4 Appendix

Integration of the membrane equation describing the evolution of the mem-
brane potential V, in the case of a constant injected current / and constant
parameters g, C, and E of the equivalent circuit

dv
C— = — V_E)+1
P g x ( )+

By making the change of variable

g x(V-E)+1

w

C
w_—e d¥
dt  C = dt

we obtain

dw —g
A N
ds C><

This type of differential equation has a known solution, which is
W = K, exp [%g l}
or, defining 7 = C/g = RC,
—t
W = K, exp {—}
-
Replacing V in this equation gives
—t T —t
V= Kzexp[—} tE+lr= Kzexp[—} + E+RI
T C T
(K and K; are arbitrary constants) and by introducing the initial condition V),
we have V) = K, + E + RI, so that, finally

—1
V= (Vo— E- R)exp|—| + E+RI
T
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