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Preface

The central dogma is the hallmark of genetic transmission and molecular biology.

The fundamental processing of DNA to RNA, via transcription, and RNA to

protein, via splicing and translation, drives all cellular activities and its imbalance

leads to disease. While current efforts in drug discovery tend to take a more protein-

centric view of the central dogma, whereby the great majority of approved drugs

target proteins, we may be limiting ourselves by doing so. Following completion of

the human genome project, it was revealed that only ~2% of our genome encodes

for proteins, and the overwhelming majority is comprised of often highly conserved

RNAs. Since that time, RNA has been shown to play a crucial role in nearly all of

human biology from transcriptional regulation, splicing, translation, RNA function,

and catalysis. These efforts are carried out by a pantheon of RNA molecules

ranging in size and structure, from small ~22 nucleotide microRNAs (miRNAs)

to >200 nucleotide long noncoding RNAs (lncRNAs) to highly structured RNA

catalysts, ribozymes. Accordingly, we have witnessed an explosion in discoveries

connecting these RNAs with human diseases, making the search for RNA-targeted

therapeutics ever more pressing. This connection has peaked the interest of not only

academic medicinal chemists but also the biotech and pharmaceutical industries. To

embark upon this new frontier of RNA-targeted drug discovery, research efforts

span the development of new methodologies for tackling the challenging molecular

recognition problem of targeting RNA with small molecules to traditional antisense

oligonucleotide-based approaches to the new and fascinating concept of using

mRNAs as drugs. In this volume of Topics in Medicinal Chemistry, I have selected
a series of reviews representing the current state of the art in the field in the areas of

RNA-targeted small molecule discovery, RNA drug targets, and the emerging field

of mRNA therapeutics.

The first four chapters describe enabling tools and methodologies for the dis-

covery of small molecule RNA ligands. This goal represents a difficult medicinal

chemistry problem due to the challenges associated with the discovery of such

molecules, namely RNA’s highly electronegative nature and dynamic structure.

Nonetheless, inroads are being made due to the creative work of many leading
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groups in the field. In the first chapter by Costales, Childs-Disney, and Disney, a

computational platform for the rational design of sequence-selective small mole-

cules targeting RNA will be described. This will be followed up by a chapter from

Miller describing an alternative approach for this goal by using dynamic combina-

torial chemistry. Both of these tactics, however, require the use of known RNA-

binding motifs and scaffolds for rational design. In order to discover new chemical

space for targeting RNA, high-throughput screening methods are needed. In the

third chapter, Wehler and Brenk discuss applications of structure-based drug

discovery for targeting RNA. The fourth chapter by Lorenz and Garner reviews

assay technologies used for the discovery of small molecules targeting a specific

class of RNA, microRNAs, that play a key role in the fine-tuning of gene

expression.

The following four chapters describe promising RNA drug targets and current

medicinal chemistry efforts for these targets. Some of the first attempts at RNA-

targeted drug discovery focused on the RNA viruses, human immunodeficiency

virus (HIV), and hepatitis C virus (HCV). Significant work continues in these areas

and will be described by Hermann in the fifth chapter. Many genetic disorders, such

as spinal muscular atrophy and Duchenne muscular dystrophy, have aberrant pre-

mRNA splicing implicated in their pathology. Woll, Naryshkin, and Karp will

discuss the use of splice-switching oligonucleotides and small molecules as thera-

peutic modalities in the sixth chapter. The seventh chapter from Pandey, Agarwala,

and Maiti will describe therapeutic applications of targeting a specific RNA struc-

tural class, namely G-quadruplexes, which are found in many disease-relevant

RNAs. For the eighth chapter, Woo provides a review on a new class of RNA,

long noncoding RNAs, which have been shown to function in the regulation of

transcription and epigenetics and serve as an up-and-coming area for RNA-targeted

drug discovery.

To date, drug development has focused almost entirely on small molecules or

biologics, such as oligonucleotides and antibodies, but these efforts are not without

challenges and failures. As the final chapter, Stanton and Murphy-Benenato

describe how advances in RNA chemistry and drug delivery have made the promise

of therapeutic mRNAs, which can generate any protein-of-interest in vivo, an

impending reality.

As outlined here and throughout this volume, an interdisciplinary group of

scientists will be required to effectively tackle RNA-targeted drug discovery. It is

my hope that this volume will not only serve as a compilation of current knowledge

for those well versed in the field of RNA but also inspire our next generation of

researchers to find new ways to contribute to this exciting field.

Ann Arbor, MI, USA

May 2017

Amanda L. Garner
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Computational Tools for Design of Selective

Small Molecules Targeting RNA: From Small

Molecule Microarrays to Chemical Similarity

Searching

Matthew G. Costales, Jessica L. Childs-Disney, and Matthew D. Disney

Abstract RNA is an important drug target, yet few lead compounds elicit their effects

by acting on RNA outside of the bacterial ribosome. Herein, we describe various

synergistic strategies to identify small molecules that target RNA and how computa-

tional approaches can be utilized for lead optimization. In particular, we describe the

development of small molecule microarray approaches applied towards RNA and its

application to identify small molecule binders and for the facile study of antibiotic

resistance mechanisms for known or novel lead antibacterials. Additionally, a

microarray-based library-versus-library screen, which probes millions of combinations,

is described that identifies RNA motif binding partners preferred by small molecules.

Lead compounds can be designed by searching for these privileged interactions in a

disease-causing RNA. Computational chemistry can be used to optimize these com-

pounds. For example, lead compounds that target the r(CCUG) repeats expansions that

cause myotonic dystrophy type 2 (DM2) were lead optimized by using structure-based

design. Specifically, the compounds were developed to allow an in situ click chemistry

approach in which a disease-affected cell synthesizes its own drug on-site by using the

disease-causing biomolecule as a cellular catalyst. In another lead optimization strat-

egy, chemical similarity searching was employed to lead optimize small molecules that

target the r(CUG) repeat expansion that causes myotonic dystrophy type 1 (DM1).

These studies allowed for the identification of an in vivo active small molecule that

targets r(CUG) and improves disease-associated defects. Asmore studies are completed

to understand the role of RNA in disease biology, the number of potential RNA targets

will increase. In order to leverage these important investigations to develop compounds

that target RNA, approaches that allow one to identify and optimize small molecules for

selectivity and potency must be carefully considered.

M.G. Costales, J.L. Childs-Disney, and M.D. Disney (*)

Departments of Chemistry and Neuroscience, The Scripps Research Institute, 130 Scripps

Way, Jupiter, FL 33458, USA

e-mail: Disney@scripps.edu

mailto:Disney@scripps.edu


Keywords Chemical biology, Drug design, High throughput screening, Nucleic

acids, RNA
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1 Introduction

RNA has been long viewed as an important drug target in both bacterial and human

systems. The earliest examples of small molecules that target RNA include antibiotics

binding to various sites in the bacterial ribosome [1] and more recently riboswitches

[2, 3]. Additionally, antisense and other oligonucleotide-based approaches can be de-

signed to target RNA through Watson-Crick base pairing [4, 5]. Complementary oli-

gonucleotides bind a target RNA and modulate its function through cleavage of the

targeted transcript or by steric blockage [6, 7]. These approaches have been invaluable

to treat bacterial infections, to study translational machinery, and to target human

RNAs to provide pre-clinical compounds that can potentially treat disease [8].

The use of small molecules to target human RNAs has been limited, but there have

been a few important examples that include affecting pre-mRNA splicing by binding

to an mRNA [9–11], reducing various modes of toxicity associated with RNA repeat

expansions [12–18], and precisely inhibiting microRNA biogenesis by targeting

microRNA hairpin precursors [19–21]. Small molecules may be particularly advan-

tageous to target structured regions that provide binding pockets, in contrast to anti-

sense oligonucleotides, which prefer to target unstructured regions [22, 23]. Further,

small molecules can, in principle, be more easily optimized by using medicinal chem-

istry approaches than antisense oligonucleotides that have strict chemical require-

ments not only for base pairing but also for targeted mRNA cleavage [24].

In this review, we describe various approaches to identify lead small molecules

that target RNA. An emphasis is placed on various bead- and microarray-based

screening approaches to identify and study lead RNA-targeting small molecules

[25–28]. Computational approaches are described that can be used to optimize lead

small molecules for bioactivity once a lead is identified. These methods include

2 M.G. Costales et al.



structure-based design, where small molecules targeting RNA repeat expansions

were optimized by using a novel on-site drug synthesis approach [29], and chemical

similarity searching, which was used to lead optimize compounds targeting the

RNA repeat expansions that cause myotonic dystrophy Type 1 (DM1) and

Huntington’s disease [16, 30]. In the coming years, these approaches are likely to

advance a paradigm in which cell permeable small molecules can be quickly

designed to target a disease-causing RNA.

2 RNA Targeting and the Transcriptome: Structured

RNAs Abound!

Since the early days in RNA biology, it was well known that RNAs, including ri-

bosomal (rRNA) and transfer (tRNAs) RNAs, adopt a folded structure [31]. Indeed,

crystal structures of tRNAs provided the first glimpses into these defined structures

[32–35]. It became apparent from these and other studies that RNA folding is much

more complex than that observed in Watson-Crick pairing of DNA, owing to the fact

that RNA is single stranded. Thus, it folds onto itself to minimize its free energy, form-

ing various noncanonically paired regions such as internal loops, hairpin loops, bulges,

and multibranch loops (Fig. 1) [36–39].

RNA folding has been studied ever since, including investigations on phylogenetic

comparison of rRNA to identify the kingdoms of life and even to define the new ones

[40, 41]. Many biophysical chemists also sought to develop methods to predict RNA

folding. Work of Tinoco [31], Turner [42], and others developed free energy folding

rules for RNA, enabled by understanding the folding free energy of the various motifs

that RNA adopts. These rules were then adapted to algorithms, such as those by Zuker

[43], to compute the lowest free energy RNA structures as well as suboptimally folded

structures. During the course of these studies, it was found that biologically active

folds of RNA are not necessarily the lowest free energy structure but can be

Fig. 1 Secondary structural elements formed when single stranded RNA folds on itself to minimize

its free energy. RNA can form canonical base pairs (GC, AU, and GU pairs) or noncanonically

paired regions including bulges, internal loops (both symmetric and asymmetric), hairpin loops, and

multibranch loops. The different elements are color coded in the secondary structure on the right

Computational Tools for Design of Selective Small Molecules Targeting RNA:. . . 3



a “suboptimally” folded one [43]. Thus, experimental and computational approaches

were developed to identify the biologically active structure from predicted

ensembles, including chemical and enzymatic mapping to probe RNA structure [44]

and the implementation of algorithms to utilize these data to refine structure prediction

[45]. Chemical probes of RNA structure include the Gilbert–Maxam sequencing

reagents (dimethyl sulfate (DMS), 1-cyclohexyl-3-(2-(4-morpholinyl)ethyl)

carbodiimide tosylate (CMCT), and kethoxal) [46–48], but more recently the powerful

selective 20-hydroxyl acylation analyzed by primer extension (SHAPE) approach [49].

A renaissance in RNA structural biology was put forward by X-ray crystallography

[50] and NMR spectroscopy [51, 52], which elucidated structural details of RNA folds

of small RNA fragments or, in rare cases, the structure of full length biological RNAs.

The determination of the crystal structure by the Doudna Laboratory of domains of

Tetrahymena thermophila group 1 intron advanced the field of RNA structural biology

considerably [53]. At a similar time, major efforts were put into studying the structure

of the ribosomal particle, culminating in atomic or near atomic resolution structures of

segments and the whole ribosome by the work or Yonath, Ramakrishnan, Noller,

Steitz, Moore, Cate, and many others [54–60]. One of the most interesting aspects of

these studies was that the phylogenic derived predicted secondary structure nearly

perfectly matched the experimentally determined structure! Additionally, the work of

Weeks by using RNA structure prediction and SHAPE showed that computational

methods constrained by experiments could also recapitulate the secondary structure of

rRNA [61].

One major advance emanating from studies on the ribosome included defining the

binding pockets of various antibiotics [55, 56, 58]. These studies defined or confirmed

the mechanism of action of these important compounds and highlighted the impor-

tance of chemical probes of RNA function. That is, antibiotics locked the ribosomal

particle into a conformation that allowed it to be studied. Further, structure-based drug

design was enabled providing several clinically useful antibacterials [62].

3 RNA Targets: Binding to Isolated Fragments Mimics

Binding to the Biologically Active Structure

In many of the above examples, small molecule screens were completed to identify and

study small molecule binding to isolated regions of a biologically active RNA target.

The works of Wong [63], Puglisi [64, 65], Pilch [66, 67], Westhof [68], Hermann [69],

Tor [69, 70], Chow [71, 72], Mobashery [71, 72], and many others have used the

binding of aminoglycoside antibacterials to an isolated A-site to infer binding to the

whole bacterial ribosome. For example, a structure determined by NMR spectroscopy

from the Puglisi lab indicated that paromomycin binding to the A-site altered the

dynamic structure of an A-rich internal loop in the A-site upon compound binding

4 M.G. Costales et al.



[64]. Chemical mapping of ribosomal particles bound to paromomycin showed that

dynamic switching affected decoding of tRNAs and explained the antibacterial activity

of these small molecules.

Studies by Pilch, Hermann, and Tor advanced these studies in isolated systems and

showed that the ability of aminoglycosides to affect dynamics of this site was a better

predictor of antibacterial efficacy than simple binding [67, 69, 70]. Ramakrishnan

completed structural studies on the 30S ribosome particle and showed that the binding

of aminoglycosides in the whole particle displayed the dynamic switching features

initially described in the isolated systems [55]. Furthermore, the studies on HIV TAR

and other fragments of biological RNAs have shown that studying the ligand binding

capacity of isolated pieces could be used to score compounds for binding and infer

biological activity [73].

4 Small Molecule Microarrays for Studying Ligand

Binding

The Schreiber group developed the small molecule microarray approach by arraying

small molecules onto surfaces in a spatially defined manner [74]. Compounds on the

array bound a labeled protein target, indicated by signal at specific positions. Thus,

this approach provided a facile method to score compounds for binding to targets.

Inspired by these studies, Disney and coworkers developed a small moleculemicro-

array approach to profile the binding of small molecules to RNA targets. These studies

were used to profile aminoglycosides for binding to isolated A-sites from both the hu-

man and bacterial ribosome and identify small molecules that were not substrates for

resistance-causing enzymes [25, 26]. These studies were further developed to study

the effect of aminoglycoside modification by resistance-causing enzymes on the ability

of compounds to bind to the bacterial A-site [75]. Indeed by using various modifica-

tion enzymes and labeled substrates, the ability of a compound to be modified by a

resistance-causing enzyme could be profiled quickly. Known work by the Chow [76]

and Mobashery [77] groups showed that enzymatic modification significantly dimin-

ished ligand binding affinity to A-sites. Indeed, decreased binding of array-modified

aminoglycosides to A-sites was also observed in our microarray approach in high

throughput fashion [75]. The use of the microarray method to study binding of RNA

targets has been extended by us and others and is gaining widespread use.

Computational Tools for Design of Selective Small Molecules Targeting RNA:. . . 5



5 Two-Dimensional Combinatorial Screening: Facile

Profiling of Libraries of RNA Motifs for Binding

to Libraries of Small Molecules

Given the developments of profiling a single or few RNA targets for binding to

array-immobilized ligands, we sought to develop a novel method to profile large-

scale molecular recognition events via microarray (Fig. 2). To accomplish this goal,

we developed an RNA library that displayed randomized motifs and a microarray-

based platform that allowed for screening of chemical and RNA motif space simul-

taneously [28]. Thus, in Two-Dimensional Combinatorial Screening (2DCS), a library
of small molecules is spatially arrayed onto an agarose microarray surface followed by

hybridization of the surface with RNA motif libraries in the presence of competitors,

which constrain selected interactions to the randomized region in the RNA library

Fig. 2 Schematic of Two-Dimensional Combinatorial Screening (2DCS), a library-vs.-library

screening approach, to identify the RNA motifs preferred by small molecules [28]. Briefly, small

molecules are site-specifically immobilized onto a functionalized agarose-coated microarray, for

example, by using click chemistry. The arrays are hybridized with a labeled RNA library that

displays discrete secondary structural elements such as internal loops that are likely to be found in

biological RNAs. Hybridization is completed under conditions of high stringency using oligonu-

cleotides that mimic regions that are common to all members of the RNA library (C1 and C2).

Bound RNAs, as visualized by deposition of signal on the array surface, are excised from the array,

amplified, and sequenced. The RNA-small molecule pairs are then deposited into a database that

can be used as a facile lead compound identification strategy (Inforna)

6 M.G. Costales et al.



(Fig. 2) [27]. This approach and a bead-based equivalent [78] have defined the RNA

motif binding preferences for a wide number of small molecule compound types,

defining rules for molecular recognition. For example, bead-based studies defined that

RNA internal loops that contain pyrimidine-rich regions are preferred binding sites for

60-acylated kanamycin A derivatives [78].

6 Using Results of Two-Dimensional Combinatorial

Screening to Computationally Define RNA Targets

in the Transcriptome

The results of 2DCS were used to identify new druggable targets in the transcriptome.

For example, overlap was identified between the RNA motif binding preferences of a

60-acylated kanamycin A derivative harboring an alkyne and the RNA internal loops

that are present in the r(CCUG) repeat expansion (r(CCUG)exp) that causes myotonic

dystrophy type 2 (DM2). In DM2, r(CCUG)exp is present in intron 1 of the zinc finger

9 (ZNF9) pre-mRNA [79] and folds into a hairpin structure forming repeating 50CCUG/
30GUCC motifs in the stem. r(CCUG)exp sequesters and inactivates various proteins, in

particular muscleblind-like 1 protein (MBNL1), causing deregulation of alternative

pre-mRNA splicing [80].

Because r(CCUG)exp folds into an array of 2� 2 nucleotide pyrimidine-rich internal

loops, a modular approach was employed (Fig. 3a). Polyvalent scaffolds displaying the

60-acylated kanamycin with varied spacing were synthesized and studied to identify the

compound that best mimicked the distance between loops in r(CCUG)exp [81]. In this

case, a peptoid scaffold was used as peptoids are easy to synthesize and allow for

precise control of the spacing between RNA-binding modules (by the number of

propylamine spacers inserted between ligand conjugation sites) and valency/density

(by controlling the number of azide-containing modules installed on the backbone)

[81]. Additionally, peptoids are cell permeable [83]. By using a screen to identify

compounds that can inhibit a complex between MBNL1 and r(CCUG)12, a mimic

of r(CCUG)exp, it was identified that compounds with four propylamine spacers,

or nK-4 (where nK indicates the number of kanamycin-binding modules

and 4 indicates the number of propylamine spacers), were optimal (Fig. 3)

[81]. Furthermore, binding analysis showed that the designed, cell permeable small

molecules bound with an order of magnitude greater affinity and selectivity than

MBNL1 [81]. Thus, cell permeable small molecules can havemore favorable properties

for binding RNA over evolved proteins.

The effect of the compounds on improving DM2-associated defects was also as-

sessed in cell culture. Three designer compounds, monomer K, dimer 2K-4, and

trimer 3K-4, improve DM2-associated pre-mRNA splicing defects [82]. The poten-

cies of the compounds increased as a function of valency, providing IC50s in the low

micromolar regime [82]. These studies identified one of the first designer compounds

that improve disease-affected defects in cells.

Computational Tools for Design of Selective Small Molecules Targeting RNA:. . . 7



The Zimmerman group has also developed small molecules that target r(CCUG)exp

[84, 85]. These designer compounds inhibit formation of DM2-associated nuclear foci

at micromolar concentrations.

Fig. 3 Approaches to target the expanded r(CCUG) repeats (r(CCUG)exp) that cause myotonic

dystrophy type 2 (DM2). (a) The DM2 repeat folds into a hairpin structure with periodically repeating

50CCUG30/30GUCC50 internal loops. We identified a 60-acylated kanamycin A derivative (K) that

binds the loops with high affinity [27]. By identifying the optimal distance between Ks to target

adjacent loops simultaneously (nK-4), affinity, selectivity, and activity in cellular models were greatly

improved [81, 82]. (b) Structure-aided design using a structure of 2K-4 bound to r(CCUG) repeats

enabled design of a “clickable” K derivative with precisely positioned alkyne and azide groups

[82]. When the clickable compound binds adjacent loops in r(CCUG)exp, a multivalent compound is

synthesized on-site. Notably, oligomeric K species are not observed in cells that do not express

r(CCUG)exp. That is, the disease-affected cell serves as a round bottomed flask and r(CCUG)exp serves

as the catalyst to synthesize its own inhibitor [29]

8 M.G. Costales et al.



7 Structure-Aided Drug Design: Development of an

On-Site Drug Synthesis Approach

We sought to use structure-aided drug design to improve the activity of our nK-4,

DM2-targeting compounds. To enable these studies, we determined a structure of a

mimic of r(CCUG)exp bound to 2K-4, a dimeric compound that targets two 50CCUG/
30GUCC motifs in r(CCUG)exp simultaneously [82]. This structure enabled an on-site

drug synthesis approach (Fig. 3b) [29] based on the click chemistry methodology of

Sharpless and colleagues that was initially described by using acetyl choline esterase

as a reaction vessel to synthesize its own inhibitor in vitro [86]. That is, two com-

pounds equipped with an azide and/or alkyne bind adjacent sites on the target, which

bring the otherwise unreactive groups into close proximity. Once in close proximity,

the two groups click together to form a stable triazole linkage.

Studies of 2K-4 and derivatives thereof in their bound state of r(CCUG)exp showed

that an azide moiety at the 600 position on kanamycin A would be in close proximity to

an alkyne moiety displayed from 60-N-5-hexynoate kanamycin A when bound to

adjacent internal loops (Fig. 3b) [82]. Indeed, it was shown that incubation of these

two compounds with a mimic of r(CCUG)exp, but not other nucleic acids, allowed for

dimer formation in vitro [29].

We next studied if the synthesis of larger and thus more potent oligomers could be

catalyzed by r(CCUG)exp. We synthesized a singular compound 60-N-5-hexynoate-
600-azido-kanamycin A that contains appropriately spaced click reactive groups.

The compound does not react intramolecularly in vitro but reacts upon exposure

to r(CCUG)exp to form oligomers [29]. Importantly, 60-N-5-hexynoate-600-azido-
kanamycin A forms oligomeric species in cells that express r(CCUG)exp (but not

cells that do not) and potently improves DM2-associated defects including dereg-

ulation of pre-mRNA splicing and formation of foci [29]. Thus, on-site probe

synthesis was accomplished by using a disease-affected cell as a round bottomed

flask and a disease-causing RNA as a cellular catalyst. Many extensions of using

this approach are currently being explored.

8 Chemical Similarity Searching: A Ligand-Based

Computational Approach to Rapidly Lead Optimize

Small Molecules Targeting RNA

In addition to targeting the r(CCUG)exp repeat that causes DM2, we have also actively

developed small molecules that target the r(CUG)exp repeat expansion that causes

DM1. In DM1, an expanded r(CUG) repeat (r(CUG)exp) is present in the 30

untranslated region (UTR) of the dystrophia myotonica protein kinase (DMPK)
mRNA [87]. Like r(CCUG)exp, the DM1 repeat expansion also sequesters MBNL1

and deregulates pre-mRNA splicing [88]. Although we have used the above strategies

for DM1 that were described for DM2, in this module we describe the use of chemical

Computational Tools for Design of Selective Small Molecules Targeting RNA:. . . 9



similarity searching to quickly lead optimize compounds that target r(CUG)exp, af-

fording compounds that improve various disease-causing defects in cellular and animal

models of disease [16].

A lead bis-benzimidazole compound was identified that targets r(CUG)exp; how-

ever, application of this compound to cellular models of disease had no effect [16].

Thus, chemical similarity searching was used to identify compounds that are similar

to the lead compound but with differences that may improve bioactivity (Fig. 4).

Indeed, by searching libraries of small molecules for compounds that are similar to

the bis-benzimidazole as determined by shape Tanimoto scores, a library of 500 com-

pounds was constructed [16]. An in vitro assay for inhibition of the r(CUG)exp–

MBNL1 complex found that a subset of compounds from the library possessed as

much as 6-fold improved activity over the lead starting compound [16]. The most

potent compound identified,H1, improved various DM1-associated defects in cellular

models (Fig. 5) [16].

A mouse model is also available for DM1 in which r(CUG)exp is knocked in and

expressed via the human skeletal actin promoter [89]. DM1 mice display disease-

associated phenotypes including pre-mRNA splicing defects and myotonia. Addi-

tion of 100 mg/kg H1 delivered by i.p. injection improved pre-mRNA splicing

defects [16]. These studies validated that small molecules targeting this RNA can

be active in vivo.

RNA mo f-ligand database

Queried RNA target
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C-G
C
U C

G-C

C-G
U U
G-C

C-G
U U
G-C
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G G
G-C

G G
C U
A C

G-C

C-G
A G

G-U

-G
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C-G
C A

G-C

C-G

C U

G-C
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C U
A C

G-CC-G
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C U
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G-C

C-G
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U U
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U-A
A C

U U
U C

G-CU-A
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U-A

C-G
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G-C
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virtual screening,
improved -like binder

UG
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DM1, r(CUG)exp-MBNL1
complex

CUG CUG CUG CUG
GUC GUC GUC GUC

free MBNL1,
correc on of splicing

op mized
lead

Fig. 4 Chemical similarity searching has been used to optimize lead compounds targeting expanded

RNA repeats that were inactive in cells to small molecules that are active in cellular and animal

models [16, 30]

10 M.G. Costales et al.



Other excellent work has also been conducted on targeting r(CUG)exp repeats.

This includes work by the Miller, Zimmerman, and Berglund groups (Fig. 5). In the

case of Miller, dynamic combinatorial chemistry and lead optimization was used to

identify compounds that target the r(CUG)exp repeats and improve disease-associated

defects, including DCC-1 (Fig. 5) [90]. Work primarily by the Zimmerman group

used the structure of 1 � 1 nucleotide UU internal loops in r(CUG)exp to develop

triaminotriazine molecules that can hydrogen bond with the U bases and stack on the

adjacent CG base pairs [12, 91]. These compounds have activity in cells and also in a

Drosophila model of disease [92]. Work of the Berglund group has focused on the

identification of compounds, ranging from pentamidine [18] to actinomycin D [93]

(Fig. 5), that affect the transcription of r(CUG)exp repeats; both compounds improve

defects in a DM1 mouse model. Thus, there is much activity in this area and various

strategies are being brought to bear on targeting this repeating transcript. The ob-

servation that multiple modalities work and have activity in vivo is exciting for the

field.

9 Summary and Outlook

As many diseases are associated with its dysfunction and aberrant expression, RNA

has become an increasingly more relevant drug target. Breakthroughs in sequencing

and structural determination have led to the identification of disease-causing RNAs

Fig. 5 Small molecules that have been developed by various groups to ameliorate defects associ-

ated with myotonic dystrophy type 1 (DM1) [12, 14, 16, 18]
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and their structures. A library-vs.-library microarray screening platform has pro-

vided a wealth of data defining privileged RNA motif–small molecule interactions

[28]. By searching for these motifs in biologically active RNA folds, a facile lead

identification strategy has been developed [20]. Both chemical similarity searching

[16, 30] and structure-aided design [29] have been used effectively to optimize lead

small molecules that target expanded repeating RNAs. The latter enabled an on-site

synthesis approach to target r(CCUG)exp that has vast potential to progress the field

of precision medicine [29]. Challenges remain to improve current lead compounds;

however, work by various groups will continue to accelerate developments in the

field of small molecule modulation of RNA and methods to design selective

RNA-targeting ligands.
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and Affinity Maturation of Sequence-

Selective RNA-Binding Compounds
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Abstract This chapter describes a strategy developed at the University of Rochester

that relies on a two-step process for the generation of high-affinity, sequence-selective

RNA-binding compounds with target-relevant biological activity. First, a natural

product-inspired dynamic combinatorial library (DCL) is employed to rapidly pro-

duce “hit” compounds able to bind the target RNA. Second, a process of analog

synthesis is employed to enhance affinity, bioavailability, and sequence selectivity.

This strategy has been used to successfully produce compounds able to bind target

RNAs with high (nanomolar) affinity, and target-relevant activity in cellular assays

and in vivo. In particular, approaches to RNA targets of critical importance in Myo-

tonic Dystrophy (a triplet repeat RNA-mediated disease) and in the life cycle of HIV

will be discussed.

Keywords Bioisosteres, Dynamic combinatorial chemistry, Frameshifting, HIV,

Myotonic dystrophy, Natural products
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1 Introduction

Until recently, RNA was largely ignored as a target for molecular discovery. Only in

recent years have biologists and chemists studying RNA learned that, rather than a

simple intermediary between DNA and proteins, RNA has a rich functional landscape

all its own. Recognition of RNA’s regulatory functions, structural diversity, and

central role in many human diseases gave impetus to the goal of developing broadly

applicable strategies for the design of molecules capable of sequence- and structure-

selective recognition of RNA. While the field remains a long way from being able to

rapidly generate highly selective non-nucleotide based molecules for any arbitrary

RNA sequence (as is now largely a solved problem for many DNA sequences [1]),

researchers working in many groups around the globe have made significant strides

towards this goal [2–4]. This volume contains several chapters written by other

researchers active in this field. This chapter will focus on an approach developed at

the University of Rochester over the past two decades.
At the outset of our efforts in this area, there were few examples of successful

RNA-targeted molecular discovery. As such, directed ligand design was not feasible,

and establishing a high-throughput screening facility was beyond available resources.

Therefore, we sought an alternative approach. In particular, methods that might allow

a biological target to select and amplify its own ligand were deemed worthy of pursuit.

This led us (and, as it turned out, several other groups simultaneously) to develop the

concept of Dynamic Covalent Chemistry, or Dynamic Combinatorial Chemistry.

2 Origins of the Method

Dynamic processes have been at the heart of chemistry since its inception. There have

been numerous reviews of the development of Dynamic Combinatorial Chemistry

(DCC) [5–7], and as such that history will not be reviewed in detail here. One seminal
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contribution that should be highlighted, however, is a 1986 paper by Rideout describ-

ing the in situ assembly of hydrazone cytotoxins from component hydrazines and

carbonyl compounds [8]. This early demonstration of a self-assembled molecule gain-

ing biological activity, in conjunction with templated synthetic chemistry described by

Feldman and coworkers [9], spontaneous resolution of dynamic equilibria of enantio-

mers under thermodynamic control [10], and self-assembled, self-selected coordi-

nation networks reported by the Lehn group [11], led us to the following hypothesis

(Fig. 1). If one were to mix molecular fragments capable of reversible assembly, this

would generate an initial equilibrium mixture, or dynamic combinatorial library

(DCL). Adding a target of interest (for example, an RNA sequence) to this dynamic

mixture would shift the equilibrium according to Le Chatelier’s principle, as transiently
formed compounds bound to the target in proportion to their affinity. After a suitable

re-equilibration time, one could identify the highest affinity compound based on the

change in concentrations for library members. In the end, this analytical challenge was

perhaps the most difficult of the DCL process. Early contributions by other groups

included important publications from the Sanders group in which transesterification

of cholic acid derivatives was used to produce self-selecting mixtures of receptors

[12], from Still describing the dynamic selection of macrocyclic receptors for resin-

immobilized peptides via disulfide exchange [13], and the Lehn group’s identification
of small molecules binding carbonic anhydrase via imine exchange followed by so-

dium cyanoborohydride reduction to halt equilibration [14].

3 Initial Demonstrations with Coordination Complexes

An attractive aspect of DCC with regard to its application to nucleic acid-targeted

compound discovery is that the technique is inherently modular, and therefore ame-

nable to the extended binding surface presented by many nucleic acids. Initial efforts

in the Rochester group focused on the recognition of DNA using ligand exchange in

transition metal coordination complexes. Use of self-assembled libraries of transition

metal complexes was inspired both by Nature (in the context of zinc finger proteins,

sequence-selective DNA binding proteins which gain structural stability by coordina-

tion to Zn(2+)) [15], by the aforementioned work of Lehn, and by early studies from the

Schepartz group. In the Schepartz effort, salicylaldehyde was condensed with amines

+ …

Fig. 1 Dynamic Combinatorial Chemistry (DCC)
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to form “self-assembled ionophores,” selective for different ions [16].With these prece-

dents, we began by synthesizing a small library of six salicylaldimines (Fig. 2), and

incubating those with resin-bound homopolymeric (d(T)•d(A)) DNA in the presence

and absence of Zn(2+) ions. Analyzing material eluted from the column (i.e., library

components not bound to the DNA resin) revealed a decrease in concentration of an

N-methyl pyrrolidine-containing ligand, consistent with its Zn(2+)-dependent selection

by the DNA. Analysis of binding of this ligand to DNA in the presence and absence

of zinc confirmed both its affinity and requirement for the presence of Zn(2+) [17, 18].

A subsequent RNA-targeted study using Cu(2+) as the coordinating metal similarly

yielded selection from a small library of salicylamides; here, equilibrium dialysis was

employed in the selection scheme [19].

While these proof-of-principle experiments with metal salicylamides and salicyl-

aldimines demonstrated the ability of DCC to yield both DNA- and RNA-binding

compounds, transitioning the method to the identification of actually useful structures
would require modifications to the approach. First, as discussed above, DCC as orig-

inally developed in our lab and others required the examination of library selections

pre- and post-incubation with a target by HPLC or HPLC-mass spectrometry. While

there have been rare examples of extending this methodology to large (>1,000 com-

pound) libraries [20], the analytical challenge of doing so prevented general use of

DCCwith libraries of sufficient numerical and structural diversity to prove broadly useful

in the context of RNA-targeted compound discovery. Second, while interesting, the

coordination complexes that were an initial focus of our work did not have a clear path

to use in cells and in vivo due to their solution lability. Note that several other outstand-

ing DNA-targeted DCC experiments have been described by both Balasubramanian [21]

and Lehn [22], in each case using DCC to identify G-quadruplex targeted compounds.

4 Towards more Complex Library Analysis: Resin-Bound

Dynamic Combinatorial Chemistry

In order to simplify the process of identifying active compounds from a complex

DCL, we followed a path that had been successful in the context of oligonucleotide

analysis: phase separation. Immobilization of oligonucleotides on spatially segregated

OH
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N
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N

O

F

R, R' =

+ Zn(2+)

O

N
R

O

N
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Zn + other complexes

Fig. 2 Metal salicylaldimines employed in a DNA-targeted dynamic combinatorial library (DCL)
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spots in microarrays enabled a host of high-throughput biological experiments [23].

Therefore, we reasoned that by immobilizing library components in a microarray for-

mat, and allowing a second set of identical library components to react with the array-

immobilized materials, one could rapidly synthesize and screen (using a fluorophore-

tagged target) large dynamic libraries of dimers. Unfortunately, while attractive con-

ceptually, this idea faced an insurmountable hurdle: given the typical spot size of a

microarray, there would be insufficient material in each spot to outcompete formation

of compounds in solution, given sufficient solution monomer concentration for rapid

exchange. Therefore, we focused on an alternative that provided the advantages of

phase segregation in combination with larger amounts of material: library synthesis on

resin beads. In this “Resin-Bound Dynamic Combinatorial Chemistry” (RBDCC)

strategy (Fig. 3), each bead would carry a unique DCL monomer, synthesized using

standard split-pool methods [24]. When allowed to undergo dynamic exchange with a

mixture of DCL monomers in solution, a sub-library forms on each bead. Selection

under equilibrating conditions allows the distribution of compounds on each bead to

change, but, importantly, the original monomer synthesized on bead remains invariant.

After halting dynamic exchange, resin beads carrying the highest affinity combinations

may be identified by fluorescence microscopy, removed from the remaining pool, and

analyzed by mass spectrometry.

5 Library Design

RBDCC provides what is essentially a “theme and variations” approach to compound

discovery. The “theme” in this case is the underlying structure of the library and an

exchange reaction, varied by monomer diversity. A potentially useful “theme” for

nucleic acid-targeted library design was suggested by the structure of bisintercalating

peptide antibiotics. Represented by molecules such as Echinomycin (1) and Triostin

A (2), these compounds achieve selective recognition of DNA through a combination

of relatively nonspecific binding interactions via intercalation, in combination with
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Fig. 3 Resin-bound dynamic combinatorial chemistry (RBDCC)
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specific interactions with nucleic acid bases via the peptide backbone and side chains

[25]. One could in principle fullymimic these natural products by applying both trans-

esterification and disulfide exchange to create bicyclic structures. Thus far, however,

we have focused on linear dimers equilibrated via disulfide exchange. Initially ex-

amined in depth by the Whitesides group [26] and implemented in the context of

DCC independently by Still and Sanders (vide supra), disulfide exchange is ideal for

DCC experiments because of its ability to proceed under mild aqueous conditions,

compatibility with a broad range of chemical functionality, and, critically, by the

ability to halt equilibration easily. At buffer pH values near or above the pKa of an

alkyl thiol, exchange occurs via rapid SN2-like displacement of thiolate. If the pH is

dropped below the thiol pKa, this reaction is effectively halted allowing identification

of the selected compound. In practice, this means that exchange occurs with reason-

able facility at physiological pH (7.4) under standard buffering conditions and is

halted below pH 7.

Initial testing of the RBDCC concept was accomplished by synthesis of a simple

library of nine dipeptide monomers (Fig. 4) [27]. Cysteine provided the thiol. The

library was screened against two duplex DNA sequences, one known to bind triostin A

(DNA_1: 50-TCTAGACGTC-30) [28], and one preferentially bound by the related

synthetic compound TANDEM (DNA_2: 50-CCATGATATC-30) [29]. Library screen-
ing was initially conducted in solution phase, by analogy to “traditional” DCC screens.

While HPLC traces showed clear perturbation of the equilibrium composition of the

library in the presence of DNA_2, identification of the highest affinity compound was

not possible given the complexity of the equilibrium. DNA_1 did not produce any

obvious changes in the library HPLC chromatogram.

Next, the RBDCC concept was tested. Nine reaction vessels were prepared con-

taining resin beads bearing each of the nine monomer compounds. A solution con-

taining all nine monomers was then added to each tube, along with fluorescently

tagged DNA_2. After allowing the samples to reach equilibrium (the length of time

needed for this was determined using model peptide monomers), the exchange reaction

was halted, and beads were thoroughly washed with buffer to remove unbound DNA.

Examination of resin beads from each tube by fluorescence microscopy unambigu-

ously revealed that those bearing monomer 7were highly fluorescent, while remaining

beads had only modest or no fluorescence at the same exposure. This result suggested
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that homodimer 7-7 was the highest affinity binder. Confirmation of this observation

was provided by NMR titrations and by equilibrium dialysis: while 7-7 was found to

have a dissociation constant (KD) of 2.8 μM, the non-selected compound 10-10 was

found to bindDNA_2with a KD of 10.8 μM. These results confirmed that the RBDCC

protocol could differentiate between compounds of differing affinities. It remained to

expand RBDCC to a larger library size, conduct selection experiments under true com-

plex mixture conditions rather than in tubes separated by resin-bound monomer, and

apply the concept to an RNA target.

6 Case Studies in the RNA World

The demonstration experiments using a simple library undergoing selection against a

DNA sequence verified that the RBDCC method was capable of yielding nucleic acid

binding compounds. Could one expand this to a larger library, and, more importantly,

would that yield compounds that had sufficient selectivity and affinity for nucleic acid

targets to be useful (following a modicum of medicinal chemistry) for downstream

biological studies? Over the past decade, we have demonstrated that the answer to both

questions is “yes.” We were particularly eager to apply this methodology to RNA-

targeted compound discovery. Published work from our group has focused on two

RNA targets, described in detail below. As early work proceeded in parallel, and results

obtained from one target influenced experiments focused on the other, we will first

discuss the targets themselves, and then discuss the screening and medicinal chemistry

efforts in tandem.

7 Triplet Repeat RNA

Type I Myotonic Dystrophy (DM1) is a debilitating disease characterized by several

symptoms including muscle wasting, myotonia (an inability to relax voluntary muscle

after contraction), cataracts, cardiac defects, and testicular atrophy [30]. The disease

results from the expansion of CTG repeats within the 30 UTR of the DMPK gene

(Fig. 5); its severity correlates with the number of CTG repeat units present [31, 32].

Central to DM1 pathogenesis is that when these repeat units are transcribed into CUG

repeat RNA (referred to as (CUG)exp), they yield transcripts capable of binding a

splicing factor known as muscleblind, or MBNL1. Bound up as complex RNA-protein

foci within cell nuclei, these structures prevent MBNL1 from carrying out its normal

splicing function. As targets of muscleblind include proteins essential for function of

muscle cells, muscle dysfunction ensues. One attractive strategy for addressing DM1

pharmacologically, therefore, would be to produce compounds able to specifically bind

(CUG)exp RNA in competition with MBNL1. Extensive efforts by the Thornton group

demonstrated early on that this could be accomplished with antisense oligonucleotides,

and a construct descended from those early studies is currently in clinical trials. In the

small- to medium-sized molecule regime, several innovative approaches to (CUG)exp
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RNA recognition have been described in addition to the work we summarize here

(selected examples include: Pushechnikov et al., Arambula et al., and Warf et al.

[33–35]). A closely related disease, type 2 Myotonic Dystrophy or DM2, likewise

results from nucleotide repeat expansion, but the sequence in this case at the RNA

level is expanded tetranucleotide repeats, or (CCUG)exp [36]. Structurally, (CUG)exp

RNA forms hairpins regardless of length, made up of C*G base pairs and U*U bulges

[37]. This makes it ideally suited for a modular approach to compound discovery, and

multivalent recognition.

8 HIV Frameshift-Stimulating RNA

Nature uses a fascinating range of processes to control the production of proteins from

genetic information. One of the most surprising is the process of recoding, or “frame-

shifting” [38]. This allows for the product of an mRNA to be changed at the level of

translation, and typically relies on modulation of ribosomal behavior by specific RNA

structures. While several types of frameshifting are possible [39], we will focus here on

a process resulting in a 1-nucleotide backwards slippage of the ribosome, also known

as a �1 programmed ribosomal frameshifting (�1 PRF). This process is used to

regulate the ratio of two polyproteins critical to the life cycle of HIV: Gag, which

undergoes further processing to yield HIV structural proteins (capsid, matrix, and

nucleocapsid) and Pol, which is processed to yield several viral enzymes (HIV pro-

tease, integrase, and reverse transcriptase). Pol is produced only as a fusion with Gag,

and only if a �1 PRF event occurs [40]. The process goes like this: 90–95% of the

time, a ribosome processing the gag-pol mRNA produces Gag, reaches a stop codon,

and falls off. However, with a frequency of 5–10%, during this process the ribosome

pauses and shifts backwards 1 nucleotide on a so-called “slippery sequence” of

repeating uridines, taking it out of the reading frame that includes the Gag stop

codon, and into the Pol reading frame. This enables the production of Gag-Pol. �1

PRF in HIV is thought to be regulated by interaction of the ribosome with an excep-

tionally stable (Tm ¼ >90�) [41] stem-loop structure known as the “HIV-1 Frameshift

DMPK mRNA

= Untranslated Region

= Translated Region

(CUG)n

Splicing Factor Binding
Accumulation in Nuclear Foci

Altered Splicing
Type  1Myotonic Dystrophy (DM1)= Untranslated (CUG)n

5’ 3’

n = 100’s to 1000’s

Fig. 5 Expansion of CUG repeats in the 30 untranslated region ofDMPK leads to Type 1Myotonic

Dystrophy (DM1)
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Stimulatory Sequence,” or HIV-1 FSS, just downstream of the slippery sequence

(Fig. 6). Dual plasmid experiments verified that the ratio of Gag to Gag-Pol is critical

to the infectivity of HIV-1; variation of the ratio in either direction results in the pro-

duction of virus that is dramatically less infective [43]. The importance of both the

slippery sequence and the FSS is reflected in their resistance to mutation [44]. As such,

small-molecule mediated interference with HIV-1�1 PRF has been a recognized goal

for some time, since researchers hypothesized that sensitivity of the virus to FSS mu-

tation would reduce its ability to evolve resistance to compounds targeting this se-

quence. The first report of a compound able to influence frameshifting appeared in

1998 [45]. Here, bis-benzamide 13 was found to inhibit HIV-1 via what was believed

to be a frameshift-dependent mechanism. Subsequent work by the Butcher group,

however, revealed that 13 actually only binds the FSS weakly (KD ¼ 360 μM) and is

toxic at a concentration far below this [46]. Successful inhibition of HIV via modula-

tion of the frameshift process would therefore require substantially higher affinity and

specificity for FSS binding.

9 Library Selections

Experiments targeting both the HIV-1 FSS and CUG RNAs proceeded in identical

fashion, building on the previously described DNA-targeting proof-of-concept work.

A library of 150 tripeptide “monomers” incorporating cysteine residues and a

NH HN

N

NH HN

N

13

Fig. 6 The HIV-1

frameshift element consists

of a “slippery sequence”

and highly stable upper

stem loop. Other elements

of the secondary structure

shown may be different in

the context of the full HIV-1

genome [42]
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heterocyclic cap was synthesized using split-pool techniques on solid phase (Fig. 7). A

photocleavable linker [47] was employed to allow for downstream cleavage of library

products via photolysis, for subsequent identification by mass spectrometry. Library

diversity was provided by varying two amino acids, the heterocyclic cap, and the

position of the cysteine. The 50 combinations of varied amino acids and heterocyclic

cap were selected so as to provide both a diversity of functionality (charged/uncharged)

and to be uniquely identifiable by mass. The position of the cysteine residue was en-

coded by the size of the resin bead used, with small (155 μm), medium (225 μm), and

large (300 μm) resin employed for encoding cysteine in the first, second, and third

position, respectively. Resin loading was normalized across the three bead sizes by

selective acetylation. Following synthesis and deprotection, half the resin was cleaved,

providing a mixture of 150 monomers for use in solution, and an identical set of 150

monomers on bead. Resin-bound monomers were checked via fluorescence micros-

copy to ensure that there were no intrinsically fluorescent species. Likewise, library

monomers on bead were incubated with fluorescently tagged RNA targets to confirm

that monomers alone had negligible affinity. Next, the RBDCC experiments themselves

were conducted. As with the DNA-targeted proof-of-concept example, libraries were

allowed to equilibrate with RNA under exchange conditions for a period of days before

exchange was halted, unbound material eluted from the system, and resin beads

washed. Library beads carrying dimer compounds able to bind the RNA were then

identified via fluorescence microscopy. Individual beads were photolyzed using a

handheld UV lamp to cleave bound materials, and analyzed via mass spectrometry.

As RBDCC employs stoichiometry in which the bead-bound monomer is in excess

(driving the equilibrium towards binding to the resin), mass spectral identification only

reveals the identity of monomers, not complete compounds. While this requires a
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secondary screen or testing of individual combinations of monomers post-screen, it

nonetheless provided a dramatic simplification relative to full mixture-based screening.

9.1 Initial Results: HIV-1 FSS RNA [48]

Replicate screens conducted with the HIV-1 FSS RNA revealed three candidate

monomers involved in binding interactions, representing nine possible combinations

(counting symmetry breaking via bead attachment) (Fig. 8). To confirm the results of

the initial screens, a secondary screen was conducted using only these three monomers

on bead, and the same three monomers in solution, in nine separate reactions. This

experiment confirmed that the RBDCC process had indeed identified binding com-

pounds, and also highlighted the competitive nature of RBDCC: while the hetero-

dimer of 14 and 15 captured fluorescently tagged RNA when 14 was on bead and

allowed to undergo exchange with 15 in solution, it did not when 15 was on bead and

14 was in solution. This suggested that the formation of homodimer 14-14 in solution

outcompeted the heterodimer for binding. Indeed, the reaction in which 14-14 was

formed on bead yielded the strongest fluorescence, suggesting that this compound had

the highest affinity. Resynthesis of these compounds followed by SPR analysis (here,

with the compound immobilized on the SPR chip and RNA flowed in solution, all

subsequent SPR experiments used a mode in which the RNA was immobilized)

confirmed that 16 bound the HIV-1 FSS with a KD of 4.1 � 2.4 μM. While sequence
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selectivity was not explored in detail, two closely related hairpins bound with KDs

more than tenfold weaker than the FSS.

9.2 (CUG)exp RNA [49]

Screening the library against CUG repeat RNA proceeded in an analogous fashion,

here using Cy3-tagged (CUG)10 as the target. Analysis of replicate screens revealed

four monomers selected (Fig. 9); no overlap was observed between HIV-1 FSS RNA

and (CUG)10 RNA selections. In this case, all ten possible unique combinations of the

four monomers were synthesized, purified, and tested. A slot blot assay was employed

to provide an initial indication of affinity. This assay suggested that several of the

compounds had similar affinities, and all four monomers were able to participate in at

least one moderate-affinity binder. Results from this assay confirmed that none of the

beads selected in the RBDCC process yielded false positive hits.

Next, the ability of compounds to inhibit MBNL1 binding to (CUG)exp RNA was

tested. Here, an enzyme fragment complementation assay was employed. In this

system, (CUG)109 RNA was first immobilized in wells of a 96-well plate, and allowed

to bind MBNL1 fused to an enzyme donor peptide. When this binds an “enzyme

acceptor” (a beta-galactosidase construct), it produces a functional enzyme able to pro-

cess a substrate producing a chemiluminescent signal [50]. Competition for MBNL1

binding by compounds was anticipated to interfere with enzyme complementation.

Indeed, while compounds provided a spectrum of activity, all were able to inhibit

MBNL1 binding with IC50 values similar to the KD values measured by slot blot.
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Control compounds (not selected from the library and not able to bind (CUG)exp) did

not interfere with the luminescence reaction. One unexplained observation is that not

all MBNL1 binding could be abrogated.

It has been noted that results from screening experiments are frequently contam-

inated by the presence of aggregators [51, 52]. To ensure that this was not an issue

with our RBDCL screen, we examined compounds 15-15, 20-20, 19-20, and 15-20

by dynamic light scattering (DLS). This technique provides both the apparent size of

particles present in a solution as well as particle polydispersity. As a positive control,

Congo Red (a dye known to aggregate [50]) was found to form particles with an

average hydrodynamic radius of 69.25 nm. In contrast, only compound 15-15 formed

particles (hydrodynamic radius approximately 30 nm), but only at concentrations

above 100 μM. Addition of a detergent (Triton X-100, 0.01%) to the solution did not

measurably alter the aggregation of 15-15. Experiments analogous to these have been

used throughout subsequent research by the Rochester group on all RNA-targeted

compounds.

10 Building from RBDCC: Enhancing Affinity, Selectivity,

and Stability via Medicinal Chemistry

Experiments employing the 11,325-member RBDCC library to identify disulfides

binding CUG repeat RNA and the HIV-1 FSS were successful, yielding compounds

with moderate (low micromolar) affinity, and binding selectivity over tRNA and

target-related RNA sequences. Particularly impressive in the case of CUG-targeted

compounds was the ability to inhibit (CUG)exp-MBNL1 binding in vitro, with IC50s

comparable to the KD. Moving beyond this, however, to compounds realistically

useful for further study in cells and in vivo would require improvements in affinity,

selectivity, and most importantly stability: while the lability of the disulfide bond is

critical to the exchange process that makes RBDCC possible, it is a distinct liability

for bioassay. To address these issues, efforts thus far have focused on the

general concepts outlined in Fig. 10.

10.1 Replace Disulfides with Non-labile Bioisosteres

Research to date has focused on hydrocarbon linkages (alkane and alkene), although

other strategies are also possible. While not a perfect mimic of the disulfide linkage

(the –C–C¼C–C– olefin dihedral angle is either 180� or 0�, in contrast to the 108�

lowest-energy angle adopted by the –C–S–S–C– disulfide; Fig. 11), we were encour-

aged by the literature reports that previous replacement of disulfides with olefins had

proven successful [54–57]. A particularly notable example of this was work from the

Nicolaou group, in which selectivities of disulfide- and olefin-linked vancomycin
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dimers were shown to be similar [58]. In the series of compounds targeting (CUG)exp

RNA, replacement of the disulfide with an olefin also allowed us to examine the

effect of linker length on compound affinity, with useful results.
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10.2 Enhance Affinity Through Pi-System Extension

An early hypothesis was that, much like the bisintercalating peptide antibiotics that

served as a model for the core structure used in our RNA-targeted RBDCC library,

selectivity was likely to be a function of the peptidic portion of the molecule, while

affinity largely resulted from the heterocycle. Therefore, we reasoned that extension of

the heterocycle’s pi-surface would produce a better intercalator, and hence a higher-

affinity molecule. The obvious structural modification therefore was to extend the

quinolone moiety to a benzo[G]quinoline. Surprisingly, despite the extensive work

done on derivatives of acridine [59], a closely related heterocycle, virtually no prior

work had occurred on benzo[G]quinoline. Of course, it was important to be mindful

of the general observation that intercalative binding is nonselective, and that there

was the potential that this modification would enhance affinity, but reduce selectivity.

10.3 Constrain Conformation via Amide N-Methylation

N-methylation is employed both by Nature and in the design of peptidomimetics as a

strategy for conformational constraint, resistance to proteolysis, and enhancement of

bioavailability. Cyclosporine, an FDA-approved natural product used as an immuno-

suppressive agent gains its biostability and ability to cross cell membranes in part

through amide N-methylation. Use of amide N-methylation in the context of peptido-

mimetics has been summarized by Kessler and colleagues, who have been at the fore-

front of the field [60]. In the case of RNA-targeted compounds, we hypothesized that

selective amide N-methylation would enhance affinity through conformational bias.

With the above hypotheses as a framework, efforts focused on the HIV FSS began

by selective modification of compound 14-14. Replacement of the 2-ethylquinoline

with either 2-methyl- (21) or unsubstituted (22) quinoline had only a modest effect on

affinity, while both a 2-methylpyridine analog (23) and the simple peptide (24) had

nomeasurable binding ability. Initial attempts to enhance binding affinity through use

of a larger heterocycle including synthesis of 25 and 26 were unsuccessful, however

(Fig. 12).

Replacement of the disulfide linkage in 16 with an olefin was accomplished via

cross-metathesis between a resin-bound peptide incorporating allylglycine in place of

cysteine, and an identical peptide in solution. While in principle this reaction should

be feasible entirely in solution, in practice cleanup of the reaction was considerably

simpler in the resin-bound case. Cross-metathesis yielded both the E and Z isomers 27

and 28, which were readily separable by preparative HPLC. For saturated analog

29, olefin cross-metathesis was followed by on-bead hydrogenation catalyzed by

Wilkinson’s catalyst in a 1:10 mixture of methanol:methylene chloride. All three

compounds bound the FSS RNA with dissociation constants (as measured by surface

plasmon resonance) in the 100 nM to low micromolar regime; a roughly threefold

difference in affinity separated the tightest binder (Z isomer) from the weakest binder
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23 S-S No 
Binding

a

24 S-S H No 
Binding

a

25 S-S 1.42 ± 
0.17a

26 S-S 0.23 ± 
0.03a

27 CH=CH
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0.33 ± 
0.02b
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(the saturated hydrocarbon). Competition fluorescence titrations revealed no change in

affinity for FSS RNA in the presence of a 20-fold excess of total yeast tRNA, indi-

cative of high selectivity [61].

Following this initial set of analogs, a series of compounds was synthesized incor-

porating a benzo[G]quinoline in place of quinoline [62]. As expected, these com-

pounds (30 and 31) displayed enhanced affinity relative to their quinoline congeners.

Confirming earlier results with disulfide-containing peptides, a compound lacking

both benzo[G]quinoline moieties (32) had no observable affinity for FSS RNA, while

compounds bearing only a single benzo[G]quinoline had dramatically reduced bind-

ing ability. Likewise, although the “half-compound” 33 bound weakly, its affinity was

completely ablated in the presence of excess tRNA, indicating a nonselective binding

mode. These results confirmed the importance of all major aspects of the initially

selected structure. Parallel fluorescence titration experiments suggested that the

increase in affinity for benzo[G]quinoline containing compounds did come at a

cost in selectivity, as compounds were found to bind a homologous DNA sequence

with affinities only two- to fourfold weaker than FSS RNA.

Analogs incorporating both the olefin bioisostere for disulfide and the benzo[G]

quinoline moiety proved to have the high affinity needed for moving the program into

cellular assays. The presence of the benzo[G]quinoline structure also simplified early

tests of bioavailability, as its fluorescence provided a readily observable “tag” for the

presence of the compound. While the ability of compounds to cross cell membranes

was not quantitated at this stage, all benzo[G]quinoline containing analogs were found

to pass into the cytosol of HEK 293T cells as observed by fluorescence microscopy.

Toxicity was measured using a WST-1 assay in HEK293T cells as well; this assay

employs a reagent producing a colored dye in response to mitochondrial metabolism

[63]. Compounds were found to have toxicities (TD50) ranging from 10 to >60 μM.

Next, a dual-luciferase assay was employed to examine the effect of compounds on

frameshifting [64]. In this assay, plasmids are used encoding two luciferase enzymes

(Renilla and firefly) fused together. These enzymes catalyze a reaction producing

luminescence of differing wavelengths. Thus, when transiently transfected into HEK

293T cells, luminescence readout on a plate reader of the relevant wavelengths pro-

vides a measure of the ratio of active Renilla and firefly luciferase present. A control

(0-frame) plasmid is employed in which both enzymes are in-frame with each other,

producing a baseline level of Renilla–firefly fusion protein. In the experimental plas-

mid, firefly luciferase is in the�1 reading frame from Renilla, separated by a frameshift-

stimulating sequence. For our experiments, we employed a plasmid incorporating the

HIV-1 FSS, and a plasmid incorporating the frameshift-stimulating RNA sequence from

HTLV-2 as a separate selectivity control. Thus, compounds able to enhance frameshift-

ing via binding to the HIV-1 FSS would be expected to increase the amount of active

Renilla–firefly fusion, and thereby the ratio of firefly luminescence to Renilla. This is
indeed what was observed with compounds 30 and 31. A concentration-dependent

increase in frameshift was found in the HIV FSS-controlled system, while no analogous

increase in frameshifting was observed for the system under the control of the HTLV-2

FSS.
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Of course, the primary remaining question was whether this activity would translate

into an effect on virus. To address that issue, we employed an infectivity assay with

pseudotyped (single-cycle) HIV. In this assay, HEK 293T cells are transfected with

plasmids encoding a modified HIV genome (in which the env and nef genes are

replaced with green fluorescent protein, GFP), and a plasmid encoding the vesicular

stomatitis virus (VSV-G) envelope protein [65]. This yields pseudotyped HIV virus

particles that are able to infect target cells, but not replicate. Here, the TZM-bl cell line

is used as the target for infection; this is a derivative of the HeLa cell line in which an

enzyme has been introduced to provide a luminescence readout for HIV infection

[66]. This assay enables quantification of the amount of virus produced (simply by

observing GFP fluorescence in producer cells) and its ability to infect human cells

(by visualizing luminescence in target cells). Virus particles harvested from producer

cells are also quantitated and normalized via a p24 ELISA assay prior to being intro-

duced to target cells.

Using this assay, compounds 30 and 31 were found to produce a dose-dependent

decrease in the amount of virus produced, and a dramatic decrease in the infectivity

of pseudotyped virus particles. It is not clear why virus production is inhibited by

FSS-targeting compounds. Concentrations at which this occurs are below the TD50,

and cells appear to grow normally, so although a global effect on translation is

possible it is unlikely that this is the primary cause. To gain a further understanding

of compound effect on virus infectivity, harvested virus particles were western

blotted for reverse transcriptase (RT) and p24. This provides a measure of changes

in Gag:Gag-Pol ratio, as p24 is present in both polyproteins, while RT is only

produced in Gag-Pol. We observed that, concomitant with the decrease in infectiv-

ity of virus particles, the ratio of Gag-Pol to Gag increased as a function of

increased compound concentration. In contrast, the control compound 32 produced

no change in infectivity, and no significant change in Gag:Gag-Pol ratio. While not

definitive for compounds 30 and 31 operating via a frameshift-dependent mecha-

nism, these results are consistent with that hypothesis. The band pattern observed in

western blots was inconsistent with the one produced on treatment with the protease

inhibitor Indinavir, arguing against an interaction of FSS-targeting compounds with

protease (subsequent experiments confirmed this; vide infra).

As a next step in enhancing binding and biocompatibility, we prepared a series of

analogs incorporating N-methyl amides (Fig. 13) [67]. As mentioned previously,

amide N-methylation is one of the simplest peptide modifications providing confor-

mational restraint, enhanced bioavailability, and enhanced biostability. Eight analogs

were synthesized, incorporating two or four methylated amides. Only symmetrical

methylation patterns were examined at this stage. Methylation was accomplished

using a variation of methodology first described by Miller and Scanlan [68], in

which the growing peptide chain is first N-nitrobenzenesulfonyl (Nosyl) protected,

then methylated via TMS-diazomethane. Deprotection of the Nosyl group allows for

further extension using standard peptide coupling reagents.

Given that a potential outcome of this study was a dramatic reduction in affinity

(i.e., if conformational restriction provided by the N-methyl amides uniformly dis-

favored binding conformers), we were gratified to observe a significant improvement
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in binding affinity for all compounds, as measured by fluorescence titration. Of interest

was the fact that this enhancement was driven by an order-of-magnitude increase in the

association rate constant (kon). This observation is consistent with the conformational

restriction hypothesis, as it suggests that the ground state conformational ensemble is

better biased in favor of a conformer or conformers able to bind the FSS RNA. As with

previous analogs, toxicity and cell permeability were assessed in HEK 293T cells.

Toxicities were similar to those measured for the un-methylated compounds. Flow

cytometry was used to quantitate the relative amounts of each compound able to cross

cell membranes. We observed that this roughly followed the calculated logP of the

series, with more hydrophobic compounds attaining a higher concentration in the

interior of the cell. N-methylated compounds were also highly active in the pseudo-

typed HIV infectivity assay.

10.4 Enhancing Affinity, Selectivity, and Bioavailability
for (CUG)exp

In parallel to work on enhancing the affinity and selectivity of HIV-1 FSS-binding

compounds, the Rochester group prepared and tested a similar analog series targeting

(CUG)exp RNA [69]. The primary focus here was on derivatives of compound 20-20,

Sequence, KD (nM)

Compound FSS-RNA FSS-DNA Yeast tRNA
FSS RNA : FSS 
DNA Selectivity

FSS RNA : 
tRNA 

Selectivity

34 100 ± 30 230 ± 20 220 ± 30 2.3 : 1 2.2 : 1

33 66 ± 30 120 ± 20 330 ± 30 1.8 : 1 5 : 1

38 2.7 ± 1.0 81 ± 30 120 ± 40 30 : 1 44 : 1

37 2.7 ± 0.7 65 ± 10 180 ± 20 24 : 1 67 : 1

36 3.0 ± 0.1 79 ± 10 90 ± 10 26 : 1 30 : 1

35 1.1 ± 0.5 60 ± 8.0 67 ± 10 55 : 1 61 : 1

40 5.0 ± 2.0 34 ±10 91 ± 20 6.8 : 1 18 : 1
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one of the best-performing structures selected from the initial Cy3-(CUG)10 RBDCC

screen. Compounds 41-49 (Fig. 14) were synthesized. In addition to replacing the

2-ethylquinoline with benzo[G]quinoline and replacing disulfide with an olefin link-

age (compounds 42 and 43), E and Z isomers (48 and 49) of a compound incorporat-

ing an extended olefin linker were prepared, along with both isomers of a “scrambled”

sequence (46 and 47). Binding constants were measured for these compounds by SPR

against a series of (CUG) repeat RNAs, and compared with both DM2 ((CCUG)exp)

RNA and off-target sequences (Fig. 15).

As for HIV-1 FSS binders, (CUG)exp binding analogs gained substantial affinity

through substitution of 2-ethylquinoline with benzo[G]quinoline. Compounds 42

and 43 bound (CUG)2-(CUG)10 with similar affinity, and although neither dis-

played selectivity over (CCUG) repeats or (CAG), the E isomer (43) was found

to have modest selectivity for (CUG)exp over duplex (CAG/CUG). Removal of benzo

[G]quinolines (44 and 45) reduced affinity for (CUG)10, but did not ablate it entirely,

in contrast to previously described results from HIV FSS-binding compounds lacking

benzo[G]quinoline. Likewise, scrambled compounds 46 and 47 were found to have

reduced affinity for (CUG) repeats and actually were somewhat selective for duplex

(CAG/CUG) and an off-target RNA (the HIV-1 FSS). Most intriguing, however, was

the performance of the extended linker compounds 48 and 49. These were strongly

selective for (CUG)exp sequences over both (CCUG)exp and off-target RNAs; further

analysis of compound 49 showed selectivity for longer repeats (CUG)10 over short

repeats. On- and Off-rates were derived from SPR binding curves, with the off-rate
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providing the strongest indicator of selectivity (i.e., the compound with the longest

residence time on the target sequence had the highest selectivity). Thermodynamic

binding constants for all compounds to (CUG)10 were confirmed by fluorescence

titration and yielded values consistent with SPR.

SPR experiments were also employed to determine stoichiometry for selected

compounds and sequences. Given that the benzo[G]quinoline was hypothesized to

act as an intercalator, we were surprised to find stoichiometries incompatible with this

binding mode, according to neighbor exclusion rules [70]. Thus, these results suggest

either a groove-binding mode for both benzo[G]quinolines or a mixed mode in which

one intercalates and the other binds in the groove. Structural analysis will be required

to fully understand this observation.

Compound RNA Sequence
(CUG)2 (CUG)4 (CUG)10 (CCUG)10 (CAG)10 Duplex HIV-1 FSS

4 32
(n=2)

22.5
(n=4)

39
(n=10)

38
(n=10)

49
n=10 67 1240

5 21.5 38 68
(n=10) 15 55.5 307.5 759

6 ND ND 263 21900 160.5 336.5 116

7 ND ND 422 36100 312.5
(n=3) ND 302.5

(n=1)
8 ND ND 133.5 294 474.5 94 ND
9 ND ND 120.5 138 263 77 67

10 ND ND 81.5 278.5 ND ND ND

11 668 60
(n=1)

22.5
(n=5) 210 862 No binding 2000

Neomycin ND ND 409 1955 ND ND ND

DM1 DM2 Control

Fig. 15 Binding constants (apparent KD, nM) and stoichiometries (n) for (CUG)exp targeted

compounds as measured by SPR
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Toxicities of compounds 42 and 43 were tested in mouse myoblasts, as this cell

line would be used in further experiments testing efficacy in a DM1 disease model.

Toxic doses for each compound (TD50) were found to be on the order of 200 μM.

Fluorescence microscopy also indicated compounds localized in the nucleus, in

contrast to the uniform distribution observed for HIV-1 FSS RNA-binding com-

pounds. To test the ability of (CUG)exp compounds to displace MBNL1 in a cellular

context, their activity in mouse myoblasts carrying a luciferase gene fused to (CUG)800
in the 30-UTR was examined. In this assay, MBNL1 binding to the long (CUG)exp

repeat prevents transport of the luciferase mRNA out of the nucleus and subsequent

translation. Compound-dependent disruption of the (CUG)exp–MBNL1 interaction,

however, would restore production of luciferase, viewed quantitatively as lumines-

cence in a plate reader. In the event, compounds exhibited strong dose–response

behavior for restoration of luciferase activity. Compound 45, used as a control, showed

no activity.

While the performance of these compounds in cell lines was encouraging, could

they work in a live animal? To address that question, we tested three compounds

(42, 47, and 49) in the HSALR mouse model of DM1. Developed by the Thornton

group [71], these transgenic mice carry approximately 250 CTG repeats inserted

into a human skeletal actin (HSA) gene. HSALR mice are characterized by a DM1-

like phenotype, and at the molecular level have splicing defects in transcripts tar-

geted by MBNL1. Mice were treated with 40 mg/kg doses of compounds 42, 49, or

47 (as a control) via interperitoneal injection once daily for 5 days. When compared

with age-matched controls, compounds 42 and 49 produced a statistically signifi-

cant improvement in the MBNL1-dependent splicing of Clcn1, and Atp2a1 in hind

limb quadriceps muscle. No statistically significant change was observed on treat-

ment with compound 47. Two additional splicing events were examined for com-

pound 49: Ttn, and MBNL1-dependent splicing event, showed compound-dependent

improvement, while Capzb, an MBNL1-independent splicing event, showed no

change. These results confirmed that designed, high-affinity compounds targeting

(CUG)exp RNA could have activity in an animal model of DM1.

11 Beyond Dimers: Accelerating Compound Development

Through Orthogonal and Bidirectional Exchange

While the approach outlined above has produced compounds with exceptional selec-

tivity, affinity, and target-relevant activity in biological systems, the process of

dynamic combinatorial selection followed by iterative optimization via traditional

medicinal chemistry is not as rapid as one might wish. Are there ways to accelerate

RNA-targeted compound discovery via expansion of the chemical diversity space

addressed by a DCL? Two possibilities examined to date are, first, introduction of

additional, orthogonal exchange chemistries, and second, incorporation of bifunctional
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linkers into DCC. While still at an early stage, results from both methods suggest

promise.

11.1 Orthogonal Exchange Chemistry

Successful use of two different exchange chemistries operating either simultaneously

or orthogonally depending on conditions was first reported in the context of a dynamic

combinatorial system by Rodriguez-Docampo and Otto in 2008 [72]. Here, hydrazone

and disulfide exchange were implemented either separately, or together, depending on

the pH of the solution. The Furlan group later reported extending this to thioester

exchange [73]. Building on these initial reports, we sought to transfer the concept to a

resin-boundmode, or “ternary resin-bound DCC” [74]. Here, monomers incorporating

both an S-t-butyl disulfide and an acyl hydrazone were synthesized on resin (B1 and

B2, Fig. 16), and allowed to equilibrate with either thiols (A1 and A2), acyl hydrazines

(C1 and C2), or both. Thiopropanol was employed to accelerate disulfide exchange,

while aniline was used as a hydrazone exchange catalyst [75, 76]. After a 1-week

equilibration period followed by resin cleavage, mass spectral peaks corresponding to

all possible AB and BC dimers were observed, as well as several ABC trimers.

Surprisingly, no mass corresponding to trimer A1B1C1 was detected, suggesting that

even in this simple system self-selection is at play. Recent work by the Kool group

suggests that the hydrazone exchange process can be dramatically accelerated through

the use of more effective catalysts [77], so further study of this system is warranted.

11.2 Dynamic Linker Incorporation

As discussed above, an intriguing result during work on triplet repeat RNA was the

observation that the number of carbons separating the two halves of a modular

(CUG)exp binding molecule had a dramatic effect on both its affinity and selectivity.
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To test whether one could more rapidly access similar types of compounds in a

DCL, we set out to implement the scheme shown in Fig. 17 [78]. Conceptually, the

idea was to provide a “new option” to a previously studied solution-phase dynamic

system through the addition of one or more linker dithiols (Fig. 17, green hexagon).

When allowed to equilibrate, this library would generate new trimers incorporating

the dithiol linker. One would also expect to see simple linear and (potentially) cyclic

oligomers of dithiol derived through exchange and oxidative processes, by analogy to

previous DCLs consisting of dithiols [79]. When presented with a previously screened

RNA sequence, would this library select a new compound incorporating a linker

module (for example, compound C-D1-C), or the originally identified structure?

Initial DCL experiments incorporating trans-1,2-cylohexanedithiol (D1) con-
firmed that in the absence of an RNA target, trimers B-D1-B, B-D1-C, and C-D1-C

were formed in the library mixture, as well as all possible dimers with the exception

of A-A. No trimers incorporating monomer A were observed. Both the latter results

suggest that self-selection for A-X heterodimers occurs preferentially. When equili-

brated in the presence of HIV-1 FSS RNA, however, trimer structures disappeared,

leaving only dimers. Of these, homodimer C-C, the compound originally selected

by RBDCC experiment (described earlier), displayed the largest degree of amplifi-

cation. Thus, although these experiments did not yield new RNA-binding com-

pounds, the experiment served both as proof-of-concept for incorporating linker

variation in the form of dithiols as well as solution-phase confirmation of the

earlier library selection experiment conducted on solid support (Fig. 18).
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12 Conclusions

While much work remains to be done, the experiments described in this chapter

demonstrate that a resin-bound dynamic combinatorial library (RBDCL) approach to

natural products-inspired compound discovery, followed by analog synthesis, can

yield compounds able to bind biomedically relevant RNA sequence with high affinity

and good specificity. For the two targets studied, compounds display target-relevant

biological activity in human cells, and, for (CUG)exp targeted compounds, in an

animal model of disease. Current efforts are focused on expansion of the methodo-

logy to other types of structures, and a broader range of exchange chemistries. We

can anticipate this remaining an area of rapid growth for the foreseeable future.
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Structure-Based Discovery of Small

Molecules Binding to RNA

Thomas Wehler and Ruth Brenk

Abstract Ribonucleic acids (RNAs) constitute attractive drug targets. The wealth

of structural information about RNAs is steadily increasing making it possible to

use this information for the design of new ligands. Two methods that make heavy

use of structural knowledge for ligand discovery are molecular docking and frag-

ment screening. In molecular docking the structure of the binding site is used as a

template for the design of new ligands using computational methods whereas in

fragment screening biophysical methods are used for the detection of weak binding

ligands which are subsequently elaborated into tighter binding molecules. In this

chapter, we give an overview of both methods in the context of ligand discovery for

RNA targets and illustrate their applications for hit discovery.

Keywords Docking, Fragment screening, RNA, Structure-based design
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1 Introduction

Ribonucleic acids (RNAs) constitute attractive drug targets as they are involved in

many essential steps of the cell cycle. For example, RNAs regulate transcription

and translation, catalyze protein synthesis, and control gene expression [1]. In

addition, RNAs can fold into complex 3D structures reflecting their diverse func-

tions [2, 3]. RNA normally adopts an A-form helix. This structure is less attractive

for binding small molecules due to the lack of a suitable binding site. However,

perturbations in the A-from helix frequently occur through un- or mispaired bases

resulting in hairpin loops, internal loops, or bulges. Thus, binding sites are created

that can be addressed by small molecules [4].

Several drugs are known to act via RNA binding. It is well established that many

antibiotics including aminoglycosides, macrolides, tetracyclines, and oxazolidinones

target ribosomal RNA [5]. In recent years, also riboswitches were suggested as drug

targets [6–8]. Riboswitches are noncoding RNAs that function as genetic switches in

bacteria. They sense the concentration of their small molecule ligands whereas binding

of the ligand directs folding of downstream elements in the expression platform that in

turn influence expression. Thus, they contain a pocket that can be targeted for develop-

ing new antibiotics. Indeed, it was shown that compounds binding to the guanine

riboswitch in vitro have activity in an in vivo infection model [9–11]. Further, it was

demonstrated that the antibiotic compounds pyrithiamine and roseoflavinmost likely act

via the thiamine pyrophosphate (TPP) and flavin mononucleotide (FMN) riboswitches,

resp. [12–16].Other FMNanalogswere shown to be active againstC. difficile [17].Only
last year, the antibiotic compound ribocil which was discovered via a phenotypic screen

was published. Ribocil is chemically not related to FMNbut it was also found to exert its

antibiotic activity via the FMN riboswitch (Fig. 1) [18].

While RNA molecules are suited to bind small molecules, special considerations

have to be taken into account when designing ligands. RNA has polyanionic

character and is surrounded by an envelope of well-ordered water molecules and

positively charged metal ions. Therefore, ligands have to be of highly polar

character to displace this shell and indeed RNA-binding ligands have the predis-

position to be positively charged. This illustrates the particular challenges in drug

design towards RNA, since charged compounds are less likely to penetrate mem-

branes and often interact in a non-specific fashion with RNA requiring rigorous hit

validation with unrelated RNA [19]. Furthermore, the small molecule ligands form

different interactions with their RNA targets compared to small molecule interac-

tions with proteins. Hydrophobic interactions with side chains similar to proteins
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are lacking and the main interactions between small molecules and RNA turn out to

be π-π-stacking, hydrogen bonding, and electrostatic interactions [20]. The differ-

ent properties of small molecules binding to RNA targets compared to protein

ligands can be rationalized by investigating the properties of antibacterial com-

pounds. Antibacterials that modulate bacterial protein targets generally comply

with the “rule-of-five” guidelines [21] for classical oral human drugs [22]. In

contrast, antibacterials interfering with ribosomes often are larger than 500 Da

and more polar. In the case of aminoglycosides alogP-values as low as �8.5 and

polar surface areas (PSA) >130Å2 are possible [22, 23].

The number of crystal structures of RNA molecules is steadily increasing. In

September 2016, 303 crystal structures containing RNA and a ligand between

70 and 1000 Da were deposited in the Protein Data Bank (PDB) [24]. This structural

wealth enables a structure-based approach for the design of new ligands. Two

Fig. 1 The FMN-riboswitch binding site. The binding mode of FMN (green carbon atoms) was

superimposed with the binding mode of ribocil (blue carbon atoms). Both ligands form stacking

and face-to-face interactions with A48 and A49. FMN also forms a double hydrogen bond with

A99, a hydrogen bond with G11 via a hydroxyl group and multiple hydrogen bonds via its terminal

phosphate group (indicated as green dashed lines). In contrast, only the hydroxyl oxygen of ribocil
is involved in hydrogen bonds (gray dashed line)
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methods that make heavy use of structural knowledge for ligand discovery are

molecular docking and fragment screening [25, 26]. We will expand on both

methods in the following and give examples of their applications for the discovery

of RNA ligands.

2 Molecular Docking for RNA Targets

The aim of molecular docking is to predict the binding mode of a small molecule in

the binding site of its target and its binding affinity using computational methods

(Fig. 2) [26]. Docking can also be used to screen large databases for ligands binding

to a particular binding site (this is also referred to as structure-based virtual

screening). In this context, all ligands in the database are sequentially placed into

the binding site and scored for steric and chemical complementarity. Thus, a score-

ranked database with ligands enriched among the top ranked molecules is obtained.

Fig. 2 Outline of molecular docking. Each entry of a small molecule database is sequentially

placed in multiple orientations and conformations in the cavity and scored for steric and chemical

complementarity. The result is a predicted binding mode for each database entry together with a

score. High scoring ligands are visually inspected and selected for experimental testing.

(Figure taken from [27])
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Molecular docking consists of two parts: a conformational search to generate

different binding modes and a scoring function to rank the generated binding modes

and to estimate the binding energy. The main difference between the different

conformational search algorithms is how the degrees of freedom of the ligand are

treated while the scoring functions differ based on which underlying theory they are

built on. Docking is routinely used for ligand discovery for protein targets [28] and

there are several comprehensive textbooks and review articles about docking in

general (e.g., [26, 29, 30]). Therefore, we will only give a concise overview and

focus instead on what is specific for RNA-ligand docking compared to the more

established protein-ligand docking.

2.1 Conformational Search Algorithms

There are three principle conformational search algorithms used in molecular

docking to treat the degrees of freedom of a ligand: pre-generation of multi-

conformer ligand libraries, incremental construction, and stochastic methods

[26]. In the first approach, low energy conformations of the ligand are

pre-calculated and subsequently docked rigidly into the binding site of the target.

This approach is, for example, used in the earlier versions of DOCK [31]. In the

branched-out version DOCK3.5 the generated ligand conformations are

superimposed on a rigid substructure and the resulting ensemble is simultaneously

placed into the binding site which goes along with a considerable increase in

speed [32].

An alternative method is to incrementally build up the ligand in the binding site.

For this approach, the ligand is first split into basic fragments. One of the fragments

is then placed into the binding site. Subsequently, the ligand is reconstructed in the

binding site by incrementally adding the remaining fragments. During the recon-

struction of the ligand, different torsion angles are sampled. Examples of docking

programs using this approach are FlexX [33], Surflex [34], and later versions of

DOCK [35].

Ligand conformations and orientations can also be sampled on the fly using

stochastic methods. The two main computational methods used are Monte Carlo

simulations (MC) and genetic algorithms (GA). Both methods have in common that

a random change in the binding mode (e.g., rotation or translation of the ligand or

change of a torsion angle) is generated. The fit of the resulting pose is subsequently

evaluated. If the fit is worse than the starting pose it is rejected, if not it is kept for

the next cycle until a convergence criteria is reached. The docking programs ICM

[36] and Glide [37] are based on MC simulations while GOLD [38] and AutoDock

[39] use a GA.
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2.2 Scoring Functions

Scoring functions fulfill two purposes: (1) They serve as fitness function in order to

identify the binding mode with the lowest binding energy (i.e., the one found in the

crystal structure) among the poses generated in the conformational search and

(2) they rank different compounds relative to each other to identify the ones that

bind best to a given target (Fig. 2). There is a wide variety of different techniques

available which differ in speed and accuracy [26, 30]. In the context of virtual

screening, typically only fast scoring functions are applied. They can be divided

into three major classes: force-field based, empirical and knowledge-based scoring

functions.

Force-field based scoring functions are based on the terms of intermolecular

interactions of a classical molecular mechanics force field, i.e. they contain terms

for van der Waals (vdW) and electrostatic interactions [26, 30]. They can also

include terms for the intramolecular (strain) energy of the ligand. Their perfor-

mance is improved when also the desolvation energy of the ligand is taken into

account [40, 41]. The empirical parameters of the force field are either derived from

physical measurements or ab initio calculations. Thus, there is no need for binding

affinity data for parametrization. Examples of docking programs with force-field

based scoring functions include DOCK and GOLD [31, 38].

Empirical scoring functions include several terms describing properties that are

known to be important for forming a noncovalent complex whereas each term

consists of a descriptor multiplied by a weighting coefficient [26, 30]. The descrip-

tors typically take into account polar interactions such as hydrogen bonds and ionic

interactions, apolar interactions such as hydrophobic and aromatic interactions and

loss of ligand flexibility. The weighting coefficients are derived by multilinear

regressions using a set of complexes for which both the binding affinity and the

binding mode are known. As with force-field based scoring functions, considering

the desolvation energy can increase their performance [42]. Among others, the

docking programs FlexX [33], Glide [37], GOLD [38], AutoDock Vina [43], ICM

[36], and Surflex [34] contain this type of scoring function.

Knowledge-based scoring functions attempt to capture the knowledge about

receptor-ligand binding that is implicitly stored in large structural databases

[26, 30]. The underlying assumption is that close intermolecular interactions

between certain atom types or functional groups that occur more frequently than

expected by random are likely to be energetically favourable and should therefore

enhance the binding affinity. They are derived solely from structural data found, for

example, in the PDB or the Cambridge Structural Database (CSD) [44] without

including any affinity data. Examples of this type of scoring function include

DrugScore [45], PMF [46], and the Astex statistical potential (ASP) [47] which is

available in GOLD [38].
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2.3 RNA-Ligand Docking

The physico-chemical principles for RNA-ligand binding are the same as for

protein-ligand binding. Therefore, in general the methods developed for proteins

can also be applied for RNA [20, 27, 48–50]. However, there are several challenges

which have to be considered when transferring the methods. Firstly, RNA mole-

cules are highly charged resulting in strong solvation and association of ionic

molecules [4, 51, 52]. Water molecules and ions are often found at the binding

site. These can either mediate ligand contacts or be displaced by the ligand which

has to be considered during docking. Further, the long-range electrostatic interac-

tions have to be modelled appropriately to avoid overly favouring of charged

molecules, especially when using force-field based scoring functions. Secondly,

RNA structures are highly flexible [53, 54]. Thus, ligand binding can be associated

with a conformational change or induced fit movements which need to be consid-

ered when modelling RNA–ligand interactions [52]. Thirdly, depending on the

chosen descriptors and atom type definition, scoring functions that were parame-

terized on protein-ligand complexes (i.e., empirical and knowledge based scoring

functions) need to be re-parameterized on RNA-ligand complexes [51]. As there are

nearly 100 times less crystal structures of RNA-ligand complexes than for protein-

ligand complexes, less data can be used for parametrization which will in turn affect

their performance [46, 47]. In the light of these challenges, researches have opted to

either apply docking programs that were originally developed for protein-ligand

docking to RNA, mostly with some adaptations, or to develop new methods and

scoring functions (Tables 1 and 2).

2.3.1 Protein-Ligand Docking Programs Applied to RNA-Ligand

Docking

Allmajor docking programs developed for protein-ligand dockingwith the exception of

FlexX have been applied to RNA-ligand docking (Table 1). The docking programs

AutoDockVina, GOLD,Glide, and Surflexwere used as providedwhile AutoDockwas

used with and without adoptions. Barbault et al. [55] re-parameterized the AutoDock

scoring function based on only eight RNA-ligand complexes while Detering andVarani

[56] used solvation parameters for RNA atoms based on similar atom types found in

amino acids. In addition, nitrogen atoms were treated differently, depending on them

acting as hydrogen-bond donors or acceptors. Moitessier et al. extended AutoDock to

account for RNA flexibility and changes in the first hydration shell [59]. When using

different versions of DOCK below version 6, the atom parameters were taken from the

AMBER force field [78], however, the phosphate backbone was neutralized by

adjusting the partial charges of the involved atoms [56, 65]. DOCK 6 is an extension

of DOCK 5 but was specifically optimized for RNA-ligand docking [68]. The incre-

mental construction algorithmwasmodified to obtain better sampling andmore sophis-

ticated scoring schemes based on the generalized Born (GB) and Poisson–Boltzmann
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(PB) implicit solvent models were added. Filikov et al. used ICM, but tailored the

scoring function toRNA [71]. The new scoring function included terms for electrostatic,

vdW, and hydrogen-bond interactions, desolvation energy, and the loss of conforma-

tional energy of the ligand. The weighting factors were fitted using affinity data of just

five NMR structures of small ligands complexed with RNA.

2.3.2 Docking Programs and Scoring Functions Developed for RNA-

Ligand Docking

Three docking programs were specifically developed for RNA-ligand docking

(Table 1). MODOR generates first several orientations of the ligand in the binding

site which are subsequently energy minimized whereas ligand and receptor are kept

flexible to account for induced fit movements [73]. The resulting poses are scored

with a force-field based scoring function which also considers the solvation energy

Table 1 Overview of docking programs used for RNA-ligand docking

Docking program

Specifically developed for RNA-ligand

docking

Retrospective

validation

Prospective

predictions

AutoDock [39] In some cases, scoring function was

re-parameterized [55] or solvation and atom

parameters were adopted [56]

[56–60] [61–63]

AutoDock

Vina [43]

– [64]

DOCK 3.5 [32, 41] Phosphate backbone was neutralized [65] [65] [65]

DOCK

4 and 5 [35, 66]

In some cases phosphate backbone was neu-

tralized [56]

[56] [61, 63, 67]

DOCK 6 [68] Sampling method and scoring function was

optimized for RNA [68]

[68, 69]

GOLD [38] – [58, 70]

Glide [37] – [58, 64, 70]

ICM [36] In some cases scoring function was tailored to

RNA [67, 71]

[71, 72] [67, 71, 72]

MODOR [73] Yes [73] [74]

rDock [64] Yes [58, 64]

RiboDock [75] Yes [75] [76]

Surflex [34] – [58]

Table 2 Overview of scoring

functions developed for

RNA-ligand docking

Scoring function Retrospective validation

DrugScoreRNA [60] [60, 69]

iMDLScore1 [58] [58]

iMDLScore2 [58] [58]

KScore [77] [77]

LigandRNA [69] [69]

54 T. Wehler and R. Brenk



based on an implicit solvent model. RiboDock treats the ligand as flexible and uses

MC sampling to generate the binding modes [75]. It contains an empirical scoring

function which includes terms for typical RNA–ligand interactions such as

guanidinium–RNA interactions and π-π stacking of aromatic rings in addition to

terms found in conventional functions such as hydrogen-bond and lipophilic inter-

actions. The program rDock has evolved from RiboDock and is applicable for

protein and RNA targets [64]. A GA is used to generate an initial docking pose

which is refined using MC simulations. The ligand and terminal OH- and NH3-

groups of the receptor are treated flexible during docking. The terms for polar

interactions in the original scoring function were reformulated and terms for vdW

and solvation potentials were added. The scoring function was trained on a dataset

composed of 43 protein-ligand and 15 RNA-ligand complexes together with their

binding data.

Five standalone functions for scoring RNA-ligand complexes were published

(Table 2). DrugScoreRNA, KScore, and LigandRNA are all knowledge-based

scoring functions [60, 69, 77]. DrugScoreRNA uses distance-dependent pair poten-

tials derived in a similar manner as the original DrugScore function [60]. Deriving

the pair potentials was hindered by the small number of available crystal structures

of RNA-ligand complexes. To overcome this hurdle the authors included also

RNA-protein as well as DNA-ligand and -protein complexes in their knowledge

base. KScore is built based on similar principles as DrugScoreRNA, but uses

different atom types to describe the interactions in the complexes [77]. Further, a

combination of protein-ligand, DNA-ligand, and RNA-ligand complexes was used

to derive the scoring function making it applicable to not only score RNA–ligand

but also DNA– and protein–ligand interactions. Due to the limited number of

available crystal structures of RNA-ligand complexes also NMR structures were

included in the training set. In contrast to DrugScoreRNA and KScore, LigandRNA

uses distance- and angle-dependent potentials to describe the interactions between

ligand and RNA atoms [77]. As knowledge base, NMR and crystal structures of

RNA-protein and RNA-ligand complexes were used. iMDLScore1 and 2 are empir-

ical scoring functions [58]. The basis of the iMDLScore functions is the AutoDock

scoring function of which the terms for loss of torsional degrees of freedom upon

binding, vdW, hydrogen bond and electrostatic interactions were optimized using a

data set of NMR and crystal structures of RNA-ligand complexes together with

their binding affinities. For deriving iMDLScore1 all structures were considered

while for iMDLScore2 only complexes with positively charged ligands were

included.

2.3.3 Performance of RNA-Ligand Docking

Only a few studies evaluating the performance of RNA-ligand docking were

published (Tables 1 and 2). Most are retrospective studies comparing the perfor-

mance based on previously published data. In general, docking programs are

assessed based on their ability to (1) predict the binding mode correctly (mostly
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measured as root mean square deviation (rmsd) between docked and crystallo-

graphically determined binding mode), (2) to enrich known ligands out of a

database of decoys (simulated virtual screening), and (3) to predict the binding

affinity [30]. Comparison of the different methods for RNA-ligand docking is

complicated by the fact that often different test data sets and evaluation criteria

were used in the assessment studies.

Predicting the correct binding mode is generally considered to be the easiest

among the three docking tasks [30]. Detering and Varani were among the firsts to

validate the performance of DOCK and AutoDock for RNA-ligand docking in that

respect [56]. They showed that for 60% of the test cases (16 complexes) a binding

mode within 2.5 Å rmsd compared to the one found in the crystal structure was

generated. Li et al. obtained similar results for Glide and GOLD using a test set of

60 RNA-ligand complexes (60 and 62%, respectively) [70]. On a test set composed of

56 RNA-ligand complexes, in 54% of the cases rDOCK was able to predict the

correct binding mode while AutoDock Vina and Glide obtained success rates of

29 and 18%, respectively [64]. For MODOR, a success rate of 74% (based on a

data set of 57 complexes), for RiboDock 50% (out of 10 complexes), and for ICM

53% was found (test set containing 96 complexes) [72, 73, 75]. With DOCK 6 the

best results were obtained using a scoring scheme considering explicit water mole-

cules and positively charged counterions in combination with the more advanced

implicit solvent model PB/SA. In this scenario, for 80% of the complexes in the test

set containing ligands with less than 7 rotatable bonds (in total 10 complexes) the top

scoring binding mode had an rmsd of less than 2.0 Å [68]. This number dropped to

47% when also ligands with up to 13 rotatable bonds were considered (38 complexes

in test set). Using the same measure, DrugScoreRNA predicted 42% of the binding

modes correctly while the adopted AutoDock scoring function achieved a success rate

of only 26% (31 complexes in test set) [60]. With a different test set (42 complexes).

LigandRNA and DOCK 6 found the best solution in 36% and DrugScoreRNA in 31%

of the cases [69]. Moitessier et al. were able to dock a set of 11 aminoglycosides with

an average rmsd of 1.4 Å back into their receptors using an extended version of

AutoDock accounting for structural water molecules and RNA flexibility [59]. A

comprehensive assessment was carried out by Chen et al. [58]. They compared

5 docking programs (AutoDock, GOLD, Glide, MODOR, and RiboDock) and

11 scoring functions that come along with these programs. In terms of binding

mode predictions GOLD with the GOLD fitness function and rDOCK with the

rDOCK scoring function including the solvation term (see Sect. 2.3.2) worked best.

Both methods were able to generate at least one pose with an rmsd <3 Å among the

five top scoring poses for 73% of the cases (56 complexes in test set).

We are only aware of five studies in which the suitability of RNA-ligand docking

for virtual screening was assessed [56, 58, 65, 71, 75]. Encouragingly, it was

demonstrated that virtual screening performs better than random selection using

either ICM, GOLD, Ribodock, Autodock, DOCK 3.5 or DOCK 4.0 as docking

engine [56, 58, 65, 71, 75].

In four studies the ability to predict binding affinities was investigated [57, 60,

72, 77]. Barbault et al. used AutoDock together with their modified scoring function
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to establish structure-activity relationships for aminoglycoside derivatives

[57]. When molecular dynamic (MD) simulations were used to optimize the

binding modes, an R2 of 0.84 between measured and calculated binding energies

was obtained. On a data set of 15 diverse complexes, DrugScoreRNA achieved a

Spearman rank correlation coefficient of RS ¼ 0.61 and KScore a linear correlation

coefficient of R ¼ 0.81 [60, 77]. Using ICM and a test set of 48 complexes, a linear

correlation coefficient of R ¼ 0.71 was obtained [72].

Collectively, RNA-ligand docking performance is promising but there is clearly

room for improvements. Success rates for pose prediction in protein-ligand docking

can be as high as 80% [30] which was only observed for one docking program/

scoring function combination in the RNA field for a rather small and restricted data

set (DOCK 6 with PB/SA, see above). The simulated virtual screening studies were

carried out on very limited data sets, and with the exception of Detering and Varani,

contained only one or two targets. Similar, the obtained correlation coefficients are

in the area found for protein-ligand predictions, but the data sets used in the RNA

field were mostly rather small. From protein-ligand docking, it is well known that

the performance is target and software dependent [79, 80]. Therefore, extended

evaluation studies are needed to obtain a better picture on the strengths and

weaknesses of RNA-ligand docking with respect to virtual screening.

From the current studies, it is difficult to understand the underlying reasons for

success and failure. Therefore, we recently introduced an experimentally and

computationally tractable model system that allows entangling the different con-

tributions to binding energy and such to guide the improvement of the computa-

tional methods [65]. The Bacillus subtilis xpt-pbuX guanine riboswitch carrying a

C74U mutation (called GRA) was used to probe RNA-ligand docking [81]. The

adenine binding site in this riboswitch is rather small (108 Å3) and 98% shielded

from bulk solvent making this pocket less complex. In retrospective tests based on

previously published data we were able to correctly predict binding modes of

known ligands, separate ligands from non-binders, and enrich ligands from a

large database. Prospective predictions identified four new riboswitch ligands

with binding affinities in the micromolar range; two of them were based upon

molecular scaffolds not previously observed to bind to this riboswitch (Fig. 3a).

High resolution crystal structures were determined to elucidate the binding modes

of three of the new ligands (Fig. 3b). Interestingly, the difficulties that were

encountered in this docking study were not specific to RNA-ligand docking but

related to deficiencies in treating structural water molecules, predicting protonation

states of ligands and anticipating multiple binding modes, all issues that are still

challenging for protein-ligand docking as well. To the best of our knowledge, this is

still the only RNA-ligand docking study which did not only evaluate RNA-ligand

docking based on previously published data but also made predictions of new

ligands which were subsequently tested using binding assays and X-ray

crystallography.
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2.4 New Ligands Discovered by RNA-Ligand Docking

For several targets, RNA-ligand docking was successfully used for the discovery of

new ligands, demonstrating that despite its deficiencies the method is a valuable

tool for hit discovery for RNA (Table 1 and Fig. 4). In the following we only present

studies for which interactions of the screening hits with the target were demon-

strated in a binding assay.

In one of the first applications, Filikov et al. used adopted versions of DOCK and

ICM for the discovery of ligands interrupting the formation of the transactivation

response (TAR) element RNA-Tat complex [71]. Three compounds interrupting

the complex were revealed. In a subsequent study, docking and evaluation were

refined [67]. In this study, 11 ligands binding to TAR were found and for some of

them cell activity could be demonstrated and binding to the intended binding site

was confirmed using NMR. Also screening for TAR ligands, a different strategy

was applied by Stelzer et al. [72]. They considered the flexibility of the target by not

only docking into one structure of TAR, but by using an ensemble of 20 conforma-

tions, partially determined by NMR and partially derived from MD simulations.

Thus, by using ICM as docking engine, six compounds that bind to TAR and inhibit

complex formation with Ki values in the range of 10 nM–169 μM were found. One

of the compounds was also shown to inhibit Tat-mediated activation of the HIV-1

long terminal repeat in T cell lines and HIV replication in an HIV-1 indicator

cell line.

The RiboDock developers used their program for the discovery of ligands that

target the bacterial ribosomal A-site [76]. Screening of a small molecule library

revealed seven new ligands for which binding by NMR could be confirmed. These

ligands had Ki,app values in the range of 17–419 μM.

Fig. 3 (a) New riboswitch ligands identified by RNA-ligand docking. (b) Crystallographically

determined binding mode of a new riboswitch ligand together with Fo-Fc omit map (contoured on

3.0σ) which was calculated by omitting the ligand from the final model. Putative hydrogen bonds

are marked as dashed lines. (PDB code: 2nxz)
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Baranger et al. applied DOCK followed by AutoDock for finding ligands

binding to RNA tetraloops and to stem loop 3 (SL3) RNA of the packaging element

ψ of HIV-1. For the RNA tetraloop, they found one compound for which they could

confirm binding to its target by NMR [63]. For the second target, two molecules

were obtained that were selective for SL3 RNA over double- and single-stranded

RNA, and one of them showed selectivity for SL3 RNA over other stem loops in ψ
RNA [61]. In a third study, Warui and Baranger searched for compounds

preventing binding of the nucleocapsid protein (NCp7) to the ψ-RNA. They started
with a similarity search using one of the compounds from their previous study as

starting point followed by docking using AutoDock [62]. As an alternative strategy,

they conducted a high-throughput screen (HTS). Taken together with the previous

report, in total five compounds that bind selectively to SL3 RNA compared to

single- or double-stranded RNA were identified. Four of these compounds were

identified using computational screening and one by HTS. Collectively, they also

revealed four inhibitors of the SL3–NCp7 complex, all discovered by docking,

however, these were not selective.

MODOR was used for the discovery of ligands binding to hTR-P2b which is part

of the human telomerase RNA [74]. As MODOR is rather slow, an iterative strategy

was employed. First, a small database of about 3000 molecules was docked.

Promising hits were purchased and tested for binding by NMR. Subsequently, a

similarity search in a much larger database was conducted based on the active

compounds as starting structures. The hits from the similarity screen were then

again docked using MODOR to obtain a ranking. Testing of promising hits resulted

in 24 compounds which bound selectively to hTR-P2b RNA with KD values

Fig. 4 Selected ligands discovered by RNA-ligand docking. The target name is given below the

compound
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between 84 μM and 1.5 mM. All of them bound to the U-rich region as it was

intended in the docking approach.

2.5 New Approaches for RNA-Ligand Docking

The presented docking studies demonstrate the success of RNA-ligand docking.

Nevertheless, there is scope for enhancements. One issue is how to handle RNA

flexibility which was ignored in most of the studies. One option is to use

predetermined RNA conformations for so-called ensemble docking [82] as done

by Stelzer et al. and Moitessier et al. [59, 72]. Another option is to allow (parts of)

the RNA to move during docking as, for example, done in MODOR and ICM

[67, 73]. The required energy minimization steps in the latter two approaches makes

them rather slow and not applicable to screen large databases. An alternative faster

approach using elastic potentials grids was recently introduced by Krüger et al.
[83]. The underlying idea is to adopt a 3D grid of potential field values,

precalculated from an initial RNA conformation by DrugScoreRNA, to another

conformation by moving grid intersection points in space, but keeping the potential

field values constant. Thus, by using an apo- and a holo-structure as input, inter-

mediate conformations can be considered during docking. It was demonstrated that

this approach is twice as successful as docking into an apo structure and still half as

successful as redocking to the holo structure.

A further difficulty in structure-based ligand design is to confirm the modelled

binding mode experimentally in a timely manner. To this end, Frank demonstrated

that measured and simulated chemical shifts of an RNA-ligand complex (“holo
NMR chemical shifts”) could be used to elucidate the binding mode [84]. First, a

predictor was trained to predict the holo chemical shifts of a complex. In the second

step, using docking, several potential binding modes of the ligand were generated

and the chemical shifts of their complexes were predicted. Subsequently, the

measured and predicted chemical shifts were compared in order to filter out the

likely binding pose. Remarkably, for the models for which good agreement

between measured and predicted holo chemical shifts was obtained, the binding

modes were generally well predicted.

Finally, the holy grail in structure-based design is the accurate prediction of free-

energies of binding or at least the difference in binding energy between two

compounds. With this respect, free energy perturbation (FEP) methods have

recently gained much attention in the protein field [85]. In this approach, MD or

Monte Carlo simulations are carried out to determine the free-energy difference

between two related ligands. For that purpose, the ligands are transformed from one

to the other in silico by via either a chemical or alchemical path. In a recent study,

the performance of FEP to predict binding energy differences for ligands binding

either to the guanine riboswitch (GA) or the guanine riboswitch carrying a C74U

mutation (GRA) was evaluated [86]. The calculations yielded an overall mean

unsigned error (MUE) of 1.46 kcal/mol for the entire data set used. This value
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improved, if only ligands for which the binding data was published in the same

paper were considered. These are promising results and it will be interesting to see

the performance of FEP calculations for RNAs with more complex binding sites.

However, the lack of suitable data sets currently prevents such studies.

3 Fragment Screening

In fragment-based drug discovery (FBDD) relatively small libraries (a few hundred

to a few thousand) of low-molecular weight compounds (150–300 Da) are screened

for weak-affinity ligands of the investigated target (Fig. 5). Despite the low potency

of the discovered hits (KD-values �10 μM-mM) this approach leads to a higher hit

rate compared to HTS and offers the opportunity for a more efficient optimization

process [25, 87–89]. The reason for this is that fragment libraries are able to sample

larger proportions of chemical space in terms of scaffold diversity with a relatively

low number of compounds compared to their HTS counterparts containing larger

molecules and that less complex fragment molecules are more likely to bind to a

target, albeit at the cost of potent binding affinity [90, 91]. The weakly binding hits

Fig. 5 Fragment screening. A library of fragments covering a large area of chemical space is

screened for affinity to a certain target. Ligands are detected using biophysical methods with a high

throughput and sufficient sensitivity. For affinity improvement the weakly binding hits are

subsequently subjected to a fragment evolution process
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are subsequently subjected to a fragment evolution process. The affinity of the

fragments can be increased by either merging several fragments, linking them

together or growing the fragments to explore additional areas in the binding site

(Fig. 5).

3.1 RNA-Directed Fragment Libraries

Analysis of diverse sets of fragment hits against various targets revealed that these

hits on average follow a “Rule of Three.” This means that the hits usually have a

molecular weight �300 Da, �3 h-bond donors, �3 h-bond acceptors and a ClogP

�3. Further, the number of rotatable bonds is often �3 and the PSA �60

[92]. Therefore, these criteria are typically used for assembling fragment libraries.

In addition, the chemical space covered should include key pharmacophores related

to the target, and the fragments should have a balanced complexity and contain

appropriate positions for fragment growing during lead optimization [93]. Based on

these general guidelines, attempts were made to design fragment libraries tailored

for RNA ligands.

3.1.1 Assembly of RNA-Binding Fragment Libraries by Literature

Search

One possible approach to assemble a fragment library of RNA-binding compounds

is to search published literature for small molecules binding to RNA and to use this

information to derive a focused library. Bodoor et al. compiled a small molecule

database of 121 published RNA-binding ligands with KD-values of 50 μM or less

[94]. Subsequently, the ligands were fragmented at suitable linker positions

between rings and the obtained fragments were clustered according to physico-

chemical descriptors and chemical fingerprints. Finally commercially available

fragments representing each cluster were purchased resulting in a fragment library

of 102 compounds. The performance of the library was validated by screening it

against the bacterial ribosomal A site which resulted in two A site ligands that

compete for the same binding site as gentamycin (see Sect. 3.3).

3.1.2 Kinase-Directed Libraries for RNA Fragment Screening

Foloppe et al. postulated that the pharmacophores for ligands binding to the

bacterial ribosomal A-site (Fig. 6a) and the ATP binding site of kinases (Fig. 6b)

overlap and therefore suggested using kinase-directed libraries for fragment screen-

ing against RNA targets [51]. Crystal structure analysis and NMR experiments

demonstrated two main features of aminoglycosides binding to the A-site RNA.

They all stack on a conserved guanine (G1491) and form two hydrogen bonds to the
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Watson-Crick face of a conserved adenine (A1408) [95]. The pharmacophore of

ligands binding to the ribosomal A-site RNA is therefore expected to include an

aromatic ring stacking on G1491, a hydrogen-bond donor interacting with N1 of

A1408 and a hydrogen-bond acceptor interacting with N6 of A1408 (Fig. 6a). This

pharmacophore is shared by ligands binding to ATP binding sites of protein kinases

[96]. Kinase inhibitors binding to the hinge region typically also contain an

aromatic ring in addition to a hydrogen-bond acceptor and -donor in a similar

spatial arrangement as required for A-site ligands (Fig. 6b). Docking of a kinase

library against the A-site resulted in several plausible hit compounds, however,

experimental verification of the results has not been reported [51].

There might be the opportunity to employ kinase-directed libraries also on other

RNA targets, since due to the properties of the RNA bases, quite often a ligand will

have to stack on a base while hydrogen bonding to theWatson-Crick face of another

base in the binding pocket [51]. An example for another RNA target also requiring

this pharmacophore are purine responsive riboswitches [97].

Fig. 6 (a) Binding mode of the aminoglycoside paromomycin in the ribosomal A-site (PDB

code:1j7t). Potent ligands contain an aromatic ring stacking on G1491 (orange sphere), a

hydrogen-bond donor interacting with N1 of A1408 (green and red sphere, resp.), and a

hydrogen-bond acceptor interacting with N6 of A1408 (red and green sphere, resp.) (b) ATP
analogue binding to the hinge region of lymphocyte-specific kinase (PDB code:1qpc). Typical

kinase inhibitors contain an aromatic ring (orange sphere) and a hydrogen-bond donor and

acceptor interacting with the hinge region (green and red spheres). Hydrogen bonds are marked

as black dashed lines
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3.1.3 RNA-Focused Small Molecule Collection Based on Privileged

Substructures

Benzimidazole containing compounds have proven to be a privileged scaffold in

RNA drug design. Some derivatives compete with aminoglycosides for binding to

the bacterial rRNA A-site, others bind to the hepatitis C internal ribosomal entry

site (IRES) and bis-benzimidazoles interact with CUG repeats that cause myotonic

dystrophy type 1 [98]. Based on this knowledge a similarity search for small, drug-

like molecules containing the bis-benzimidazole or similar core structures was

performed [99]. This resulted in a library of about 300 compounds with the

potential to bind to RNA. The approach was validated by screening the library

against expanded repeating RNA (r(CUG)exp) that causes myotonic dystrophy type

1. The screening resulted in much higher hit rates compared to screening a con-

ventional HTS library (9% vs. 0.01–3%) and in compounds with more suitable

physico-chemical properties. It can be imagined that such an approach can also be

applied to assemble a library for fragment screening by restricting the selected

compounds to those that apply with the Rule of Three.

3.2 Fragment Screening Technologies to Identify
RNA-Binding Ligands

The higher hit rates in fragment screening compared to conventional HTS come at

the cost of binding affinity [91]. Therefore, methods are needed that are able to

screen fragment libraries with the required sensitivity and throughput. In general,

biophysical methods such as nuclear magnetic resonance (NMR) and surface

plasmon resonance (SPR) are used [89]. However, alternative methods such as

isothermal titration calorimetry (ITC), mass spectrometry (MS), thermal shift

assays, X-ray crystallography, and computational screening have also been

employed. In the following, we only concentrate on methods for which screening

against RNA was reported.

3.2.1 NMR-Based Detection Methods

By far the most studies reported on fragment screening against RNA used NMR

methods to detect ligand binding (see Sect. 3.3). NMR-based screening methods

can be subdivided into two groups. On the one hand are ligand-detected methods

and on the other hand are target-detected methods [100].

Ligand-detected methods trace the protons of the ligand involved in binding to

the RNA. They rely on the intermolecular transfer of magnetization between ligand

and target molecule and include saturation transfer difference (STD), waterLOGSY

64 T. Wehler and R. Brenk



and nuclear Overhauser effect spectroscopy (NOESY). For more details, we refer to

a recent review [100].

Target-detected NMRmethods monitor the change of RNA chemical shifts upon

ligand binding. The modified chemical environment of RNA atoms close to the

binding site induces chemical shift variations in these atoms. Reporter atoms in

RNA targets are either the imino protons of guanine and uridine or the aromatic

H5/H6 atoms of uridine and cytosine. Three types of setups are typically used to

detect small molecule binding to RNA targets: 1D-1H spectra, TROSY, and

TOCSY. For more details, we refer again to Moumne et al. [100]. All target-

detected NMR methods for identification of small molecules binding to RNA

have in common that more RNA is needed compared to the ligand-detected

methods. Instead of using RNA-ligand ratios of �1:100 typically equimolar ratios

are required for the former methods.

3.2.2 Mass Spectrometry (MS)

Using mass spectrometry (MS)-based methods, especially electrospray ionization

(ESI-MS), rapid characterization of small molecules binding to RNA is achievable.

Mixtures of compounds can be screened in parallel without the need for specific

labeling. Identification of compounds is possible by using the exact molecular

weight as label for each ligand [101, 102]. Native MS analysis of RNA-ligand

complexes allows the simultaneous determination of stoichiometry and dissociation

constants. The method is sensitive enough to detect ligands with KD-values in the

typical range of fragments. However, one of the drawbacks is the difficulty in

identifying nonspecific binding [103].

There is an excellent review by Hofstadler and Griffey summarizing the ade-

quacy of MS in analyzing non-covalent nucleic acid-ligand complexes. In partic-

ular RNA-ligand complexes were analyzed by ESI-MS. The most prominent

examples are aminoglycosides binding either to the HIV-1 transactivation response

element (TAR) or to the 16S A-site rRNA [102]. The group of Griffey developed an

MS method to study the structure-activity relationships (SAR) for lead discovery

against RNA targets. The so-called SAR by MS process starts by screening a set of

compounds to identify hits of an RNA target of interest. SAR and specific binding

of ligands are then probed through chemical elaboration of compounds and addi-

tional MS experiments. The output from SAR studies in turn is the key input for the

elucidation of pharmacophoric features corresponding to the most important

interactions [104].

3.2.3 Computational Approaches for Fragment Screening

In principle, the computational methods described above can also be used for

virtual fragment screening. In fact, the overall performance of fragment docking

and docking of larger molecules is comparable [105]. However, the reasons for
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failures are different. Sampling the binding modes becomes less of an issue in

fragment docking while the need for accurate scoring functions increases. In

principle our study about the discovery of GRA ligands using molecular docking

described above can also be considered as fragment screening as all docked

compounds were fragment-sized [65]. Admittedly, the binding site of GRA is rather

small so that larger molecules are excluded from binding making this a rather easy

target for FBDD. In a different study, Setny and Trylska established a workflow for

searching for 16S RNA A site ligands using pharmacophore-based virtual fragment

screening combined with 3D-QSAR. Twenty one potential ligands were shortlisted,

however, binding measurements were not carried out [106].

3.3 Ligands Discovered by Fragment Screening on RNA
Targets

Fragment-based drug design and lead discovery was successfully used to identify

new ligands for various RNA targets using various screening approaches. The

HIV-1 TAR element RNA was addressed by Zeiger et al. Ligand candidates

contained basic molecular building blocks such as benzene rings, guanidine or

amino groups. Screening was performed using a competitive fluorimetric assay

with a fluorescently labelled Tat-peptide. The two most promising structural classes

discovered were aminoquinolines and quinazolines. Their combination led to 2,4,6-

triaminoquinazoline (Fig. 7) as the compound with the highest affinity to TAR RNA

(IC50 ¼ 40 μM) [107]. Further investigation of the interaction between 2,4,6-

triaminoquinazoline and TAR RNA by 1H-NMR titrations revealed that this frag-

ment has two distinctive binding sites. A second fragment screening on HIV-1 TAR

RNA was carried out by Davidson et al. [108]. They designed a chemical probe, the

arginine derivative MV2003 (Fig. 7), to lock the RNA in a conformation capable of

binding fragments at an adjacent site. At the same time, the bound probe served as

reporter to detect fragment binding by ligand-based NMR during screening. After

screening a 250 compound fragment library by STD-NMR 20 fragments were

shortlisted out of which six were confirmed using NOESY experiments. In the

presence of MV2003 and TAR RNA strong NMR signals were observed while in

the absence of MV2003 ligand binding could not be detected indicating specific

binding.

Another RNA target FBDD was successfully applied for is the bacterial 23S

rRNA. This was done using the “SAR by MS” method developed by Swayze et al.

(see Sect. 3.2.2) [104]. Screening of diverse compound libraries revealed two

structurally different binding motifs for 23S rRNA-ligands: D-amino acids with a

positively charged side chain and the quinoxaline-2,3-dione scaffold. Competition

MS experiments showed that both classes were bound at different sites. Therefore,

the compounds were linked together resulting in a compound (10a) with a KD of

6.5 μM (Fig. 7) [104].

66 T. Wehler and R. Brenk



The SAR by MS method was also used for the discovery of ligands binding to

the internal ribosome entry site (IRES) subdomain IIa of HCV RNA. The benz-

imidazole screening hit displayed a KD-value of 100 μM. Optimization led to the

development of benzimidazoles with constrained side chains that were able to

lower HCV RNA levels in replicon assays with the best hit (compound 13) having

a submicromolar dissociation constant (Fig. 7) [109]. It was subsequently shown

that the compounds act by inducing conformational rearrangements in the IRES

subdomain IIa, in particular in a widened interhelical angle which in turn facilitates

the undocking of subdomain IIb from the ribosome and thus inhibits

translation [110].

Another important antibiotic drug target is the ribosomal 16S A-site RNA.

NMR-based fragment screening led to the discovery of aminoglycoside mimetics

that are structurally very different from the known aminoglycosides [111]. The

imino proton region of 1D NMR spectra was used to monitor spectral changes upon

the addition of compounds for the identification of ligands. Screening a 10,000

compound library in such a fashion revealed several classes of ligands binding to

the target. Optimization of a 2-aminopyridine to a 4-methyl analogue (compound
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18) resulted in the tightest binding ligand (KD of 3 μM, Fig. 7). Competition NMR

experiments in the presence of an aminoglycoside confirmed that the optimized

compound shared the same binding site. Further, the RNA-directed fragment

library described above (Sect. 3.1.1) was evaluated by screening it against the

A-site RNA using waterLOGSY NMR as main detection method. Five hits were

identified out of which two (compounds 1 and 3) showed competitive binding with

gentamycin (Fig. 7) [94].

The P4-P6 domain of the Tetrahymena thermophila group I intron is another

RNA target that possibly accommodates small molecules due to its stable and well-

defined globular fold and the presence of several binding pockets [112]. For the

fragment screen on this target the SHAPES approach was employed [113]. Here,

NMR is used to detect binding of scaffolds derived from shapes most commonly

found in known drug molecules [113]. Johnson et al. screened a SHAPES library of

112 compounds to find fragments binding to the P4-P6 domain of the group I intron.

They evaluated three different NMR methods with waterLOGSY being the most

suitable one. In summary, 23 of the SHAPES compounds interacted with the RNA.

These primary hits were counterscreened against a double-stranded control RNA to

exclude nonspecific binders which removed all compounds but methapyrilene

(Fig. 7) [114].

Further, ligands for the antiviral target tRNALys3 were developed using an

FBDD approach [115, 116]. Similar as with the 16S A-Site RNA ([111], see

above) the imino proton region of 1D NMR spectra was monitored to detect ligand

binding. The primary screen of a focused library of 50 small organic compounds

that were either synthesized in-house or commercially available revealed

diaminocyclopentanol (KD-value¼ 2.1 mM) and kynuramine (KD-value¼ 0.6 mM)

as ligands (Fig. 7). Subsequently, the binding sites of the compounds were deter-

mined using 2D HMQC NMR with 15N-labelled RNA. Kynuramine interacted with

the D stem of the tRNA and diaminocyclopentanol bound to at least two sites

located in the T and D stems. Fragment elaboration and linking resulted in a

compound (17f) with increased affinity (KD-value of 1.8 μM, Fig. 7). However,

this compound is not specific and also binds to other tRNAs with comparable

affinity. Subsequently, it was shown that replacing the 1,4-triazole linker with a

1,3,5-triazine linker (compound 10, Fig. 7) resulted in compounds that are selective

for the D-stem over the T-stem (KD-value of 1.4 μM) [117].

The thiamine pyrophosphate (TPP) riboswitch thiM of E.coli was also

approached using FBDD [118, 119]. The initial screening tool was equilibrium

dialysis with [3H]thiamine as reporter ligand. Out of a library of ~1300 compounds

20 hits were identified. Binding was confirmed by recording proton spectra of

compounds in the presence and absence of riboswitch RNA. The binding affinities

of 17 of these compounds could be determined using ITC and were in the range of

22–280 μM [118]. Subsequently, the crystal structures of four of the fragments in

complex with the riboswitch were determined [120]. The pyrimidine ring of

fragment 1 (Fig. 7) with a KD-value of 49 μM superimposes very well with the

one of TPP (Fig. 8a). Crystal structure analysis of all the four co-crystallized

fragments further revealed that these fragments induce an alternative conformation

68 T. Wehler and R. Brenk



of the TPP riboswitch which might be further exploited for the development of

tightly binding ligands.

NMR spectroscopy was further successfully applied for the identification of

fragment-like molecules binding to the influenza A virus RNA promoter [121]. Dif-

ferent influenza A virus subtypes carry viral RNAs in their genome with highly

conserved nucleotides on their 50- as well as their 30-ends. These ends fold together
and thereby promote the activity of the RNA polymerase making this partial duplex

RNA a suitable antiviral drug target. 1D NMR spectra were used to screen small

molecular weight compounds derived from a fragment library of 4279 compounds.

Amongst seven hit substances 6,7-dimethoxy-2-(1-piperazinyl)-4-quinazolinamine

(DPQ) (Fig. 7) had the most dramatic effect on imino protons of the RNA resulting

in a KD value of 50.5 μM. The structure of the complex between the RNA promoter

and DPQ was also determined using NMR spectroscopy. In the complex structure,

parts of the major grove are widened in order to accommodate the small molecule.

Subsequent cell-based assays revealed that DPQ has antiviral activity in influenza

A and B infected cell lines.

The suitability of FBDD for the discovery of telomeric RNA G-quadruplexes

(TERRA) ligands was also demonstrated [122]. A library of 355 fluorinated frag-

ments was screened by 19F-NMR. The spectra of 20 compounds were affected by

the presence of telomeric RNA. Seven primary hits were carried on and validated

by 19F-NMR and STD experiments. KD-values in the range of 120–1900 μM were

reported with hit 8 (Fig. 7) displaying the highest affinity [122].

Fig. 8 (a) Overlay of the binding modes of fragment 1 (green carbon atoms) and TPP (gray
carbon atoms) binding to the TPP riboswitch (magenta carbon atoms). Black dashed lines indicate
the hydrogen bond network and the green dashed line π-π-stacking between the ligands and A43.

(b) The chemical structure of the natural ligand TPP
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3.4 Alternative Strategies to Discover RNA Ligands by
FBDD: Surface Plasmon Resonance (SPR)

Surface plasmon resonance (SPR)-based biosensor assay methods are a useful tool

to directly measure macromolecule–ligand interactions by determining binding

affinities and kinetic parameters at the same time [123]. In most cases, the macro-

molecule is immobilized on a sensor chip surface coated with a thin gold film and a

chemically modified (dextran-)matrix above it to keep the macromolecule bound to

this functionalized surface. SPR is routinely used for fragment screening for protein

targets [123]. The fragment molecules are applied to the sensor surface via a

continuous flow in buffer and the binding event causes a change in the refractive

index measured near the surface. This is mainly effected by a change of the size of

the bound complex [124, 125]. An advantage of this method is its low consumption

of macromolecule, since the immobilization theoretically enables screening of up to

thousands of compounds without renewing the protein or nucleic acid [126]. How-

ever, proper experimental design is necessary to analyze the data and distinguish

nonspecific binding from the interaction of interest.

To date there are only a few studies, where an SPR-based evaluation of small

molecules binding to RNAwas realized. Gonzalez-Fernandez et al. used SPR to test

binding of tobramycin to anti-tobramycin aptamers with different levels of 20

O-methylation in their aptamer sequence. In this case a reverse configuration

compared to a typical SPR-experiment was chosen and the smaller binding partner

tobramycin was immobilized to obtain a better signal [127]. For the detection of

coenzyme B12 (AdoCbl) binding to the btuB riboswitch from Escherichia coli the
conventional strategy was chosen. The expression platform of the btuB riboswitch

is naturally not part of the interaction network to AdoCbl [128] and therefore was

chosen to be immobilized. In detail, a biotinylated DNA oligonucleotide comple-

mentary to the 30-end of the expression platform was immobilized to a streptavidin-

coated sensor chip in order to attach the riboswitch RNA via Watson-Crick base

pairing of the RNA-DNA-Hybrid. Determination of kinetic constants was achieved

by testing an AdoCbl concentration series [129]. In case that the overall fold of the

binding site will not be compromised, it is also possible to biotinylate the terminal

residue of the RNA and immobilize it on a streptavidin-coated sensor chip. To study

the preQ1 riboswitch of Thermoanaerobacter tengcongensis in the metabolite-

bound and free states, the riboswitch was 50-end biotinylated and the apparent

KD-values were determined [130]. A similar method with 50-end biotinylated

RNA was also described earlier for aminoglycoside antibiotics binding to RNA

structures [131]. In principle, these approaches are also amenable to fragment

screening, however the practical suitability still has to be demonstrated.
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4 Conclusions

Structure-based methods clearly have an impact on the discovery of new RNA

ligands. The ligands revealed using these methods are chemically diverse and many

of them are below 500 Da and carry only one positive charge or are even neutral

making them attractive starting points for further optimization (Figs. 3a, 4 and 7) As

anticipated when using these approaches, the affinities of the hits were typically in

the higher micromolar range. In the few studies in which potency optimization was

attempted affinity could be improved to reach the single digit μM range. It can be

expected that making use of structural information will help to improve their

affinities even further. The drug-like compound ribocil which was recently

disclosed together with its binding mode has an affinity in the low nanomolar

range for the FMN riboswitch (Fig. 1, [18]) and can serve as an inspiration to

intensify the hunt for drug-like and potent ligands for other RNA targets using

structure-based methods.
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Approaches for the Discovery of Small

Molecule Ligands Targeting microRNAs

Daniel A. Lorenz and Amanda L. Garner

Abstract RNA is essential for life, serving as the intermediate between genomic

storage and protein function. As our knowledge of biological systems has grown, so

has our understanding of RNA, revealing additional functions of this critical class

of biomolecules. One class of RNA, microRNAs (miRNA), highlights the funda-

mental role of non-coding RNA in higher organisms. miRNAs regulate nearly every

biological pathway through targeted translational suppression, and dysregulation of

miRNA expression has been implicated in many human disease states. Thus, thera-

peutically targeting miRNAs with small molecule ligands is of growing importance.

Herein we focus on methods employed to discover small molecule miRNA ligands,

their successes thus far, and future directions for the field.

Keywords High-throughput screening, microRNAs, Small molecules,

Therapeutics
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1 Introduction

MicroRNA-mediated gene silencing is a key regulatory mechanism of nearly all

biological pathways and represents a new horizon for therapeutic intervention. First

discovered in 1993, microRNAs (miRNA or miR) are a family of small RNAs

typically ~22 nucleotides (nt) in length that function in the fine-tuning of gene

expression [1, 2]. This regulatory function is exerted without the translation of the

miRNA, and instead uses sequence complementarity to regulate protein synthesis.

Thus, a single miRNA can regulate the expression of hundreds of mRNA transcripts.

The extent of the physiological importance for miRNAs remained a mystery until

10 years after their discovery when a conserved miRNA was identified across

multiple organisms [3, 4]. The let-7 miRNA family was found to play a fundamental

role in embryonic development across species from C. elegans to humans, serving as

an example of the tremendous regulatory power of these small RNAs. This excite-

ment has continued, and 2,588 mature miRNAs have been identified for Homo
sapiens alone, as according to the miRBase (http://www.mirbase.org). Consequently,

greater than 60% of all mRNA transcripts are thought to be regulated by miRNAs [5].

Regulation of mRNA transcripts through miRNAs is not universal, and varied

expression levels are found across cell types and states. Imbalance of miRNA

expression has been linked to most human diseases, including cancer, diabetes,

heart disease, neurodegeneration and viral infections [6]. Table 1 summarizes the

Table 1 Clinically relevant miRNAs discussed in this chapter

miRNA Target gene Expression level Disease Reference

let-7 RAS Down Cancer [7]

1 MET Down Cancer [8]

10b HOXD10 Up Cancer [9]

21 PTEN Up Cancer [10]

27a ZBTB10 Up Cancer [11]

29a LOXL2 Down Cancer [12]

34a BCL2 Down Cancer [13]

96 FOXO1 Up Cancer [14]

122 HCV, CCNG1 Up, down HCV, cancer [15, 16]

125 EIF4EBP1 Down Cancer [17]

133a CDC42 Down Heart disease [18]

142 APC Up Cancer [19]

155 TP53INP1 Up Cancer [20]

206 HDAC4 Up ALS [21]

335 RB1 Up Cancer [22]

372 LATS2 Up Cancer [23]

373 LATS2 Up Cancer [23]

504 P53 Up Cancer [24]

525 ZNF395 Up Cancer [25]

544 MTOR Up Cancer [26]
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miRNA targets discussed within this chapter, which represent only a small portion

of the known clinically relevant miRNAs. Biological details regarding these

miRNAs will be discussed throughout the chapter. Due to their vast therapeutic

potential, many researchers have invested effort in the manipulation of these

important biomolecules. In this chapter, we will review the current state-of-the-

art in the discovery of small molecule ligands for targeting miRNAs, in addition to

compounds identified using these approaches.

2 microRNA Biogenesis and Function

As introduction to many of the approaches used to target miRNAs, the biogenesis of

a miRNA will be briefly discussed (Fig. 1); this topic has been reviewed elsewhere

in detail [27, 28]. miRNAs are primarily transcribed by RNA polymerase II as long

transcripts called pri-miRNAs. These pri-miRNAs are recruited and processed in

the nucleus by the Microprocessor complex, which at its core contains a RNase III

enzyme, Drosha, and its accessory protein, DiGeorge Syndrome Critical Region

8 (DGCR8). The Microprocessor complex recognizes a hairpin loop structure in the

pri-miRNA, resulting in its cleavage to generate a pre-miRNA stem loop of

~60–80 nt containing a distinctive 2 nt overhang at its 30 end. Pre-miRNAs are

then transported to the cytoplasm through Exportin 5 and are subsequently identi-

fied by another RNase III enzyme, Dicer. Dicer subsequently cleaves the loop

region from the hairpin creating a ~22 nt mature miRNA duplex. After cleavage,

Dicer forms a complex with Argonaute (AGO), and the miRNA strand with less

thermodynamic stability at the 50 end is transferred into the AGO protein. This,

along with other accessory proteins, forms the RNA-Induced Silencing Complex

(RISC). RISC uses nt 2–8 from the 50 end of the mature single-stranded miRNA as a

guide to find complementary sequences in the 30 untranslated regions (UTR) of

target mRNA transcripts. Upon finding a target, the RISC complex sequesters the

Fig. 1 miRNA biogenesis pathway
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transcript from the translational machinery and recruits decapping and deade-

nylation proteins, thereby silencing the expression of that gene.

3 Therapeutic Strategies

Because each miRNA can regulate the expression of hundreds of mRNAs, targeting

a single miRNA will result in a potentially dramatic shift in phenotype due to

alteration of the global cellular transcriptome [29]. As a result, drug discovery

efforts have focused on diseases for which this would be beneficial, such as cancer,

or liver-centered disorders (e.g. hepatitis, hepatocellular carcinoma) due to the

bioavailability of the most common method for targeting nucleic acids, including

miRNAs. The current state-of-the-art for targeting miRNAs relies on antisense

oligonucleotide (ASO)-based approaches [6, 30]. Anti-miRs have been the focus

of most studies, and several candidates are in preclinical and clinical trials

[6]. These molecules function by binding to miRNAs with high sequence comple-

mentarity to block their ability to regulate gene expression. For those miRNAs

downregulated in disease, which is common for tumor suppressor miRNAs [31–

33], miRNA mimetics are currently undergoing preclinical and clinical evaluation

[6, 30]. Yet, despite the tremendous resources dedicated toward developing anti-

miRs, miRNA mimetics and other RNA interference-based drugs, many liabilities

exist with oligonucleotide-based approaches, including the requirement for chem-

ical modifications to enhance in vivo pharmacokinetic and pharmacodynamic prop-

erties, hybridization-based off-target effects [34], toxicity (e.g. immunostimulation,

inhibition of coagulation and liver toxicity), drug delivery problems and high cost

[6, 35]. As such, no miRNA-targeted drugs have yet been approved.

Inviting comparison to protein drug targets, the use of small molecules to

regulate miRNA biogenesis and function represents a promising, yet to date,

unrealized therapeutic strategy. The challenges associated with the discovery of

small molecules able to selectively target a specific RNA have been well-

documented [36–38]. One major issue is RNA’s hugely net negative charge,

resulting in the discovery of compounds with poor selectivity due to electrostatic-

based interactions. Additional challenges include its highly dynamic structure and

the low abundance of therapeutically relevant RNAs [39]. These challenges will

also apply to the discovery of small molecule ligands for miRNAs. However, in

contrast to DNA, RNA, including miRNAs and their precursors, possesses unique

secondary and tertiary structures, creating potential binding sites for small mole-

cules. In fact, these binding sites have already been exploited for the design of small

molecule RNA aptamers [40–42]. Furthermore, several endogenous RNAs are able

to selectively recognize small molecule ligands, for example, metabolite-binding

riboswitches [43]. This has recently been demonstrated for a pre-miRNA, and

pre-miR-125 was found to exhibit low micromolar affinity for folic acid [44]. As

additional support for this possibility, ribosomal RNA-binding antibiotics spanning

several molecular scaffolds, including aminoglycosides, tetracyclines and macrolides,
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are widely used drugs. Thus, a significant hurdle that remains for targeting miRNAs,

and RNAs generally, with small molecules is our lack of knowledge regarding drug-

like RNA-binding scaffolds that are not susceptible to the types of non-specific

interactions afforded by intercalators and positively-charged molecules. Throughout

this chapter, we will focus on screening assays used to identify small molecule

regulators of miRNAs and a selection of compounds identified using these approaches.

Through these efforts, it is hoped that a path forward to overcome the challenges of

RNA-targeted drug discovery will be illuminated.

4 Screening Assays

4.1 Cellular

The earliest efforts toward the goal of miRNA-targeted small molecule discovery

employed cellular assays of miRNA activity. In this approach, miRNA pathway-

based assays were developed, which utilize reporter genes designed to encode a

sequence in the 30 UTR that is complementary to the target protein or miRNA being

investigated (Fig. 2) [45–47]. Thus, as miRNA levels are increased or decreased,

the readout gene, typically luciferase or green fluorescent protein (GFP), will either

decrease or increase, respectively, allowing for quantification of miRNA biogenesis

and activity. While cellular pathway-based screens may be more biologically

accurate, they suffer from a few drawbacks. The largest of these is the requirement

for significant efforts in target identification following compound screening. In fact,

Fig. 2 Cellular assay for the identification of small molecule miRNA pathway modulators
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for the compounds discovered using this methodology to date, specific targets have

largely not yet been defined.

Several compounds that modulate miRNA expression have been discovered

through pathway-based approaches. The first of these screens was reported by the

Deiters group, who discovered the first small molecule miRNA modulator, com-

pound 1 (Fig. 3), for miR-21 through a small screen of ~1,000 compounds

[48]. miR-21 is one of the first miRNAs found to be overexpressed in nearly all

tumor types [49–52]. The status of miR-21 as a bona fide oncomiR [53] was

established in a mouse model of B-cell lymphoma, where ASO-mediated
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inactivation of miR-21 alone led to rapid tumor regression [54]. This pioneering

study demonstrated the concept of oncomiR addiction in cancer [55], and since

then, miR-21 addiction has been reported in many cancers. By regulating its target

mRNAs, including PTEN, miR-21 promotes cellular proliferation, migration and

invasion, and prevents apoptosis [52]. Compound 1 was found to exhibit an EC50 of

2 μM, in addition to high specificity for miR-21 over miR-30 and miR-93, as

determined via RT-PCR [48]. Derivatives of 1 have been synthesized by another

group via scaffold hopping with several exhibiting improved cellular inhibition of

miR-21 activity over the parent compound [56]. The Deiters group subsequently

performed a much larger screen of over 300,000 compounds against their miR-21

reporter assay [57]. From this screen and structure-activity relationship (SAR)

studies, the group identified aryl amide 2 (Fig. 3) with an EC50 of 0.86 μM and

good selectivity for miR-21 over miRs-125b, -17, and -222. Preliminary mechanis-

tic studies revealed no change in pri-miR-21 levels, suggesting that 2 does not act at

the level of transcription; however, the exact mechanism-of-action remains

unknown.

The Deiters group used the same assay format to identify scaffolds with the

ability to regulate miR-122 expression (3 and 4; EC50 values of 0.6 μM and 3 μM,

respectively; Fig. 3) [58]. miR-122 is the most abundant miRNA in the liver and is

of critical importance in stimulating the stability, replication and translation of

hepatitis C virus [59, 60]. ASOs targeting miR-122 are likely to be the first FDA

approved anti-miR-targeting drugs on the market, and two are currently undergoing

clinical trials, Miravirsen from Santaris Pharma and RG-101 from Regulus Ther-

apeutics [6]. Miravirsen, in particular, has shown promising clinical data in phase I

and phase II trials [61–64]. Interestingly, during their studies, the Deiters group also

uncovered a small molecule that increased the maturation of miR-122 at 3 μM (5,

Fig. 3) [58]. This activity is relevant to miR-122 in the context of its role in

hepatocellular carcinoma where it has been found to be downregulated [16]. In

general, compounds that are capable of increasing miRNA levels are also useful, as

several miRNAs are downregulated in disease, in particular, tumor suppressors in

cancer [31–33]. miR-34a is an example of such a miRNA [65, 66]. In fact, a

miR-34a mimic, MRX34 from Mirna Therapeutics, was recently investigated in

phase I clinical trials for several cancers; [67] however, the studies were recently

halted due to the development of immune-related severe adverse effects. A small

molecule, compound 6 (Rubone), has been discovered with the ability to increase

mature miR-34a levels and reduce tumor volumes in vivo in a mouse model of

hepatocellular carcinoma (Fig. 3) [68]. Thus, this compound or others targeting

miR-34a may be valuable leads for future drug development campaigns.

Other groups have also used a pathway-based approach to discover miRNA

biogenesis inhibitors. Zhang and co-workers used a similar luciferase assay to

screen a focused photoadduct library of acetylenes and naphthalenequinones

[69]. From this library, the group discovered compound 7 (Fig. 3), which was

found to downregulate several miRNAs, including the myogenic miRs-1, -133a,

and -206, which are enriched in heart and skeletal muscle, with selectivity over five

other miRNAs. This molecule was later used as a chemical tool to elucidate a new
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pathway regarding the muscle differentiation protein, MyoD [70]. The same group

used a similar photoadduct library to identify a universal activator of miRNA

biogenesis (8; Fig. 3), which promoted the maturation of pre-miRNAs to mature

miRNAs across several cell lines [71]. An FDA-approved drug, enoxacin, a fluo-

roquinolone antibiotic, has also been shown to enhance miRNA processing in cells

by binding to a Dicer accessory protein, TAR RNA-binding protein 2 (TRBP)

[72, 73]. In a slightly different approach, using GFP as a read-out, Shum and

co-workers conducted a screen of ~7,000 compounds targeting miR-21 expression

[74]. The group identified several molecules, including 6-hydroxy-DL-DOPA,

deoxycorticosterone, pachyrrhizin and flutamide; however, the activity of these

molecules has yet to be validated.

It is important to note that all of the compounds discussed thus far act either at

the level of transcription or a target has yet to be defined; three studies are contrary

to this. In the first, the Jeang group discovered that poly-L-lysine (PLL)

hydrobromide (9; Fig. 4) can act as a general Dicer inhibitor through a luciferase

reporter assay [75]. PLL, however, likely acts through non-specific, electrostatic

interactions and will be subject to significant off-target effects. In the second, the

Maiti group used a luciferase reporter assay for miR-21 and screened a small library
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of 15 aminoglycosides [76]. From these efforts and additional characterization, they

determined that streptomycin (10; Fig. 4) specifically inhibited Dicer-mediated

maturation of pre-miR-21; however, this finding has recently been called into

question [77, 78]. Finally, Maiti, Arya and coworkers examined neomycin-

bisbenzimidazole conjugates, represented by compound 11 (Fig. 4) [79]. This

work was carried out in order to improve the activity of neomycin, which was

previously found by the group to modulate the processing of pre-miR-27a

[80]. miR-27a is part of a miRNA cluster that is upregulated in a number of

human cancers, in addition to other diseases [11]. Conjugate 11 was discovered

using a luciferase assay of miR-27a activity, and was found to decrease miR-27a

levels by ~65% after treatment with 5 μM compound; specificity was not deter-

mined. Using AutoDock, compound 11 was found to bind at the minor groove of

the pre-miRNA just below the loop region. Further characterization also showed

inhibition of cell cycle progression in MCF-7 cells through flow cytometry, which

was not observed with the parent neomycin due to poor cellular uptake.

4.2 Biochemical

4.2.1 Small Molecule Microarray

Schreiber and co-workers were the first to report using immobilized small molecule

libraries, or small molecule microarrays, for high-throughput screening (HTS)

[81]. This approach has since been applied to many biological targets, including

RNAs and miRNAs [82–84]. Briefly, compounds are immobilized onto a slide,

typically glass or agarose, via covalent conjugation chemistry (Fig. 5). Subse-

quently, fluorescently-labeled biomolecules, in this case, a target or control RNA,

are incubated with the immobilized molecules, followed by washing. Those mol-

ecules that exhibit binding affinity for RNA are then identified via fluorescence

imaging. Selectivity can be determined by comparing binders of the target RNA to

a control RNA. Advantages of small molecule microarrays include their high-

throughput potential and potential ease of identifying specific binders. A drawback,

however, is the requirement for compound immobilization, which greatly limits the

diversity of ligands that can be assayed. In fact, as will be seen, the majority of

recent studies have focused solely on previously known chemical space for RNAs,

including positively-charged peptides, aminoglycosides and benzimidazoles and

related analogues. This restriction is due to the fact that library members must

contain chemical handles for covalent conjugation to the slide, limiting library size

and structure. Another disadvantage of the microarray approach is that the readout

does not report function. More specifically, a compound may bind a target with high

affinity; however, it may not elicit the desired biological effect (e.g. inhibition of

miRNA processing). Nonetheless, small molecule microarray is a heavily used

assay in the field and many interesting molecule have been discovered using this

method for targeting miRNAs.
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The Luebke group reported the first microarray screen targeting Drosha-

catalyzed pri-miRNA maturation using an immobilized peptoid array consisting

of 7,680 compounds [85]. The library was screened twice: once against their target,

the hairpin loop of oncogenic pri-miR-21, and again against a control loop

sequence. Through this screen, the authors identified peptoid 12 (Fig. 6) with a

Kd of 1.8 μM and 20-fold specificity over the control. Of note, the control varied

only in the loop region, demonstrating that the loop is targetable with specificity

despite its dynamics [86]. To further this point, a Mg2+ cleavage assay was

conducted in the absence and presence of 12, which showed a change in cleavage

localized to the loop region. Electrostatics was shown to play a key role in the mode

of RNA binding; and when the arginine residue was removed, binding affinity was

lost. Subsequently, it was reported that these compounds were not able to bind in

the presence of Mg2+ concentrations necessary for Drosha cleavage (Fig. 1). To

identify compounds that would inhibit Drosha processing in the presence of Mg2+, a

follow up screen of >14,000 peptoids yielded compound 13 (Fig. 6) with a Kd of

12 μM and selectivity over pri-miR-16 [87]. This new peptoid maintained the

ability to block Drosha processing, albeit only at 250 μM with 3.3 nM of

pri-miR-21. These findings highlight two points: The first is that these molecules

Fig. 5 Small molecule

microarray

88 D.A. Lorenz and A.L. Garner



are likely binding to the RNA and not the protein components of the Microproces-

sor complex. The second is that a more complex mechanism of inhibition is likely

occurring due to the vast excess of peptoid required to inhibit Drosha processing.

Within the same library, the group also discovered three molecules, which while

selective in the microarray, were not found to be selective in follow-up homoge-

nous assays. This phenomenon has been reported before and may be due to linker

effects or surface immobilization associated with the microarray format [88, 89].

The Shin group has also reported the use of a microarray screen, where they

identified pre-miR-155-binding peptides from a library of 185 amphiphilic peptides

with helical propensity [90]. The activity of miR-155, like many of the other

miRNAs that have been targeted, is implicated in cancer development, and

overexpression of this miRNA is signature in many solid and hematological tumors

[20, 49, 91]. After systematic deletions and mutations, a 16-amino acid sequence,

compound 14 (Fig. 6), was found to be the most promising, leading to inhibition of

in vitro Dicer processing with an IC50 value of 770 nM. Peptide 14 was also shown

to reduce mature miR-155 levels in cells by Northern blot. Further analysis showed
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the 14 was able to induce apoptosis in MCF-7 cells, as determined through flow

cytometry; however, it displayed less than two-fold selectivity based on its Kd

values for other pre-miRNAs tested. The authors also mentioned that while several

peptides exhibited binding to pre-miR-155, they did not inhibit Dicer-mediated

maturation. Thus, although a molecule exhibits specific binding to a RNA, it may

not elicit a biological effect, and compounds discovered using assays that only

monitor binding must be carefully followed up on in functional secondary assays. In

addition to this work, another group has also screened a library of tryptophan-rich

amphiphilic peptides to identify compounds that were able to enhance the

processing of let-7a [92], a well-known tumor suppressor miRNA that is

downregulated in cancer [7]. Additional peptide binders for miRNAs have also

been discovered via phage display [93], cellular miRNA profiling [94] and a library

of macrocyclic helix-threading peptides [95]. RNA-binding proteins have also been

evolved for the targeted inhibition of miR-21 [96].

Using immobilized guanidinylated aminoglycoside derivatives based on kana-

mycin and neomycin, the Disney group targeted miRNAs using a bottom-up

approach [97]. Instead of screening against a specific RNA target, a RNA internal

loop library was screened against the two compounds using their two-dimensional

combinatorial screening (2DCS) approach [98, 99]. Once a selective interaction

was identified, the authors mined a miRNA database for structures containing the

target site, and the identified motif was found within the Drosha processing site of

pri-miR-10b. miR-10b is an oncogenic miRNA that is highly expressed in meta-

static breast cancer cells and functions in promoting tumor cell invasion and

metastasis by targeting the expression of homeobox D10 (HOXD10), which in

turn leads to the enhanced expression of RHOC, a pro-metastatic gene [9, 100,

101]. Using guanidinylated neomycin B (15; Fig. 6) as a probe, the authors first

validated the binding interaction of this molecule with the identified internal loop,

and it exhibited a Kd of 417 nM. The group next demonstrated that 15 was able to

inhibit the biogenesis of mature miR-10b and increase levels of pri-miR-10b in

HeLa cells, demonstrating targeting of Drosha processing. Finally, the authors used

a luciferase assay with the 30 UTR of HOXD10, a known target of miR-10b, and

were able to detect an increase of luciferase activity in the presence of 100 uM 15.

While not a direct approach to targeting, these types of screens can be deposited

into databases for later discovery; this approach will be discussed in 4.3.

More recently, the Schneekloth group used small molecule microarray to screen

a pre-miR-21 hairpin fragment against a library of low molecular weight com-

pounds unbiased for RNA binding [84]. From these efforts, compound 16 was

discovered as a selective binder over a control HIV TAR hairpin RNA. This

compound also was found to exhibit good binding affinity for the pre-miR-21

hairpin (Kd values of 3.2 μM and 2.3 μM in fluorescence intensity and

2-aminopurine assays, respectively) and inhibit Dicer processing due to its ability

to bind proximal to the Dicer cleavage site. This study is important in that it

highlights the potential for more drug-like molecules to bind to miRNA targets.
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4.2.2 FRET

F€orster, or fluorescence, resonance energy transfer (FRET) is a common technique

used to assay intra- and intermolecular systems both in vitro and in vivo. The basis

of FRET assays centers around the change in fluorescence upon excitation of an

energetically-matched fluorophore (donor) and fluorescence quencher (acceptor)

that are in close proximity, typically 1–10 nm. Arenz and co-workers reported the

first FRET assay for pre-miRNA maturation, which they referred to as a beacon

assay [102, 103]. In this approach, both ends of the pre-miRNA hairpin loop are first

labeled with a FRET pair with the fluorophore at the 50 end and quencher at the 30

end, creating a quenched pre-miRNA beacon through base-pairing (Fig. 7). Upon

treatment of the pre-miRNA substrate with Dicer, the enzyme then breaks the

FRET pair through pre-miRNA processing to generate fluorescence signal. Of

note, other researchers have also designed FRET-based pre-miRNA maturation

assays [80, 104]. Unlike small molecule and peptide microarray discussed in Sect.

4.2.1, pre-miRNA beacon assays enable functional readout providing the benefit of

identifying small molecules that block maturation and not simply bind to the

pre-miRNA. A disadvantage, however, as with all fluorescence-based assays, is

that FRET approaches often suffer from compound interference [105, 106]. Addi-

tionally, incorporation of the fluorophores is also critical as some beacon designs

suggest that Dicer cleaves the substrate twice, once at the location of the

fluorophore/quencher and again at the loop region, leading to potentially inaccurate

data. Dicer, in fact, acts as a “molecular ruler” and counts from the 30 end to digest

the pre-miRNA into a mature miRNA duplex [107, 108].

Currently, most beacon assays have looked at aminoglycosides and their deriv-

atives. Using neamine and 2-deoxystreptamine scaffolds armed with click chemis-

try handles, the Arenz group searched for inhibitors of Dicer-mediated pre-let-7

maturation [109]. The let-7 family regulates cancer development and progression

by targeting cellular oncogenes including RAS and its mutant isoforms and Myc

[7]. The most potent compound identified was neamine analogue 17 (Fig. 8), which

was found to inhibit pre-let-7 maturation with an IC50 value (0.63 μM) two-orders

of magnitude better than that of kanamycin A. The Duca group has also examined

click chemistry-functionalized aminoglycosides, in this case targeting pre-miRs-

Fig. 7 FRET assay for Dicer-mediated pre-miRNA processing
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372 and -373 [104, 110]. These miRNAs are part of the miR-371–373 gene cluster

that was originally linked to stem cell pluripotency and cell cycle regulation

[111, 112]. miRs-373 and -373 have since been characterized as oncomiRs

overexpressed in several cancers, including gastric carcinoma, and function by

targeting tumor suppressor genes such as Large Tumor Suppressor 2 (LATS2)
[23]. In their first report, the group synthesized a library of neomycin-nucleobase

conjugates containing natural and non-natural nucleobases and identified com-

pound 18 (Fig. 8), which inhibited Dicer processing of pre-miRs-373 and -373

with IC50 values of 2.42 μM and 5.13 μM, respectively [104]. This compound also

inhibited cellular pre-miR-372 and-373 processing and activity and slightly

inhibited the growth of AGS gastric cancer cells at 50 μM. In a second report,

SAR studies were performed on 18, which yielded analogues 19 (Fig. 8) with

enhanced IC50 values of 0.985/2.19 μM and 1.08/1.10 μM for inhibition of

pre-miR-372 and -373 maturation, respectively [110]. These derivatives were also

active in AGS cells; however, both had questionable specificity for the pre-miRNAs

examined based on RT-qPCR analyses of treated cells. In addition to aminoglycosides,

the Duca group has also explored other ribosome-targeted antibiotic scaffolds

[78]. This investigation revealed neomycin B and select tetracycline derivatives as

general inhibitors of Dicer-mediated pre-miRNA maturation.

Although FRET assays have yet to be used in large scale screening efforts to

identify pre-miRNA maturation inhibitors, this type of assay has been employed to

screen for general Dicer inhibitors using a duplexed siRNA substrate [113]. In this

screen, 2,816 small molecules from the LOPAC, Prestwick and NIH collections
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were tested in 1,536-well format yielding an initial hit rate of 1.4%; however, upon

analysis of the hits, the authors cited false hit identification as a significant limita-

tion of their screen. This is likely due to both the assay format, which is subject to

compound interference, particularly by fluorescence quenchers [105, 106], and the

composition of the libraries tested.

4.2.3 Fluorescent Indicator Displacement

The simplest assay to set up for the discovery of RNA binding scaffolds is a

fluorescence indicator displacement (FID) assay. The premise of FID assays is

based upon the fact that many fluorogenic dyes (e.g. TO-PRO-1, SYBR green,

ethidium bromide, X2S) change their emission properties upon binding to nucleic

acids [114]. Thus, if a compound is able to bind to the RNA and compete with the

dye, then a change in fluorescence will be detected (Fig. 9). This type of RNA assay

format has been explored by several groups for both assay optimization [115] and

HTS purposes [114]. Generally, FID assays are straightforward to implement and

easily adaptable to any RNA target, allowing for expedited data collection. Yet,

similar to FRET assays, dependence upon fluorescent signal generation may result

in a large number of false positives and negatives, thereby complicating follow-up

studies. Additionally, as mentioned before, identified compounds that displace the

dye may not inhibit miRNA maturation or activity due to the lack of functional

read-out.

Herdewijn and colleagues performed an early FID screen against a collection

of aminoglycosides and antitumor drugs to identify binders of pre-miR-155

[116]. Compounds were screened for displacement of ethidium bromide. From

this analysis, the aminoglycosides framycetin, kanamycin B and neomycin B

were revealed to be the strongest binders (Kd values of 6 μM, 6 μM and 11 μM,

respectively); however, these compounds only weakly (�10%) inhibited Dicer

processing. This result reiterates the limitations of binding-based assays for

miRNAs.

Nakatani and co-workers were the first to use xanthone dyes (X2S, 20; Fig. 10)

as fluorescent indicators for RNA [115]. Following up on this prior work, the group

identified that substitution of the xanthone to a thioxanthone (X2SS, 21; Fig. 10)

showed enhanced binding to a pre-miRNA, pre-miR-29a [117]. This miRNA

Fig. 9 Fluorescent indicator displacement assay

Approaches for the Discovery of Small Molecule Ligands Targeting microRNAs 93



belongs to a family of three miRNAs (miR-29a, b, c) that function as tumor

suppressors and immune modulators [12]. Using 21 and a structurally-related

molecule, the Nakatani group performed two FID-based HTSs. The first study

was a pilot screen of 9,600 compounds against ten pre-miRNA targets, including

pre-miRs-21, -29a and -122 [118]. From this campaign, hit rates of 0.46–1.8% were

obtained dependent upon the pre-miRNA; however, many fluorescent compounds

were found to interfere with the assay. Focusing on pre-miR-29a, seven selective

compounds were identified in the first FID screen with four showing reproducible

binding in a second round of assay (22–24; Fig. 10). After demonstrating that
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xanthone-based FID assays are amenable to HTS, a follow-up screen of ~41,000

basic nitrogen-containing compounds was performed [119]. In this campaign, two

pre-miRNA targets were chosen, pre-miR-29a and -122, and Rev Response Ele-

ment (RRE) RNA was used as a control. For each RNA, 600–650 hits were

identified, and the authors state that there was significant overlap between the

RNA targets. 1,075 of the hit compounds were then rescreened using several rounds

of surface plasmon resonance (SPR) to determine binding to pre-miR-29a. From

this secondary screening, two series of binders were identified: compounds with

rapid association and dissociation kinetics likely to act as intercalators (25–27;

Fig. 10), and compounds with slow association and/or dissociation likely to func-

tion as groove binders (28–30; Fig. 10). No further biological characterization has

been reported on these compounds. The Nakatani group has also taken a rational

approach to the identification of pre-miR-29a binders, and compound 31 was

designed to bind to a cytosine bulge in pre-miR-29a adjacent to the Dicer cleavage

site [120]. Modest inhibition of Dicer processing was observed in the presence of

200 μM of 31.

Key to the implementation of FID assays is the development of high quality and

targetable fluorescent probes. Ethidium bromide and X2S are nucleic acid

intercalators; however, RNA is capable of participating in many different types of

binding interactions. Thus, an ideal FID probe should capture these diverse binding

modes. As a new approach for FID assays, Arya and colleagues designed a

fluorescein-conjugated neomycin (F-Neo, 32; Fig. 11) to prevent the identification

of simple intercalators as screening hits [121]. Using their newly developed assay,

the group designed and screened a library of dipeptide-neomycin conjugates

represented by general scaffold 33 (Fig. 11) against three mature miRNAs,

miR-142, -335, -504, and one pre-miRNA, pre-miR-504. From this study, several

conjugates with higher affinity for the mature and pre-miRNA than neomycin alone

were identified. These results translated to qPCR studies in cells, and a ~50%

decrease in target miRNA expression was observed.
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4.2.4 cat-ELCCA

With the goal of discovering new chemical space for targeting RNAs, in particular

pre-miRNAs, our laboratory has designed and developed a conceptually unique

pre-miRNA maturation assay based on our group’s novel assay technology,

cat-ELCCA, or catalytic Enzyme-Linked Click Chemistry Assay [77, 122–

124]. In this approach, opposite of small molecule microarray, a labeled

pre-miRNA substrate is immobilized onto a microtiter plate through a biotin-

streptavidin interaction (Fig. 12). Biotin is incorporated at the 50 end through a

linker to maintain the 30 2 nt overhang that is recognized by Dicer. The pre-miRNA,

which also contains a click chemistry handle (X) within the loop, is then subjected

to Dicer-mediated maturation, which enzymatically cleaves the terminal loop

bearing the click chemistry tag; however, in the presence of a small molecule

inhibitor, the tag would remain. Subsequently, horseradish peroxidase (HRP)

modified with a matching click chemistry handle (Y) is added to the wells, which

covalently reacts with the remaining immobilized pre-miRNA substrate. Conjuga-

tion to HRP affords the assay catalytic signal amplification following addition of a

pro-absorbent, -fluorogenic or -chemiluminescent HRP substrate similar to that

observed in ELISA, which employs HRP-conjugated secondary antibodies. With

respect to this click chemistry detection step, both copper(I)-catalyzed alkyne-azide

cycloaddition chemistry [77] and inverse electron-demand Diels-Alder chemistry

utilizing trans-cyclooctene and methyltetrazine [122] have been employed, with the

later being far superior for detection and HTS.

Although more labor intensive than mix-and-measure assays such as FRET and

FID, there are several important benefits to this new assay design over these

traditional assay formats. First, the read-out is the result of catalytic signal

Fig. 12 cat-ELCCA where X and Y represent click chemistry handles
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amplification, generating a robust and highly sensitive assay with large dynamic

range. Assays armed with catalytic signal amplification like ELISA are known to be

superior for bioanalyte detection; [123] however, antibodies for RNA targets are

difficult to generate making this class of biomolecule incompatible with such an

approach. By using click chemistry-mediated catalytic signal amplification,

cat-ELCCA finally enables access to this approach for RNA assays. Additionally,

despite the extra steps that washing adds to the overall protocol, their inclusion

significantly reduces the chances of compound interference. In fact, fluorescent

molecules and quenchers were not found to interfere with cat-ELCCA in both

fluorescence and chemiluminescence detection [77].

cat-ELCCA also has advantages over the other types of assays used to discover

miRNA modulators. Contrary to small molecule microarray (Sect. 4.2.1), by

immobilizing the RNA instead of potential ligands, the assay allows for screening

of any compound library to discover new RNA-binding motifs. Additionally,

cat-ELCCA is dependent upon a functional read-out; thus, hits will be identified

only for compounds that functionally inhibit Dicer processing of the pre-miRNA.

This is similar to the FRET assays in Sect. 4.2.2, but unlike these beacon assays, a

more biologically relevant pre-miRNA substrate is used in cat-ELCCA. Finally,

also similar to FRET, because the assay monitors only the Dicer maturation step,

target validation and subsequent medicinal chemistry will be expedited, unlike the

cellular assays described in Sect. 4.1.

Pilot screening for assay development purposes using cat-ELCCA was performed

using the LOPAC library of 1,280 pharmacologically active compounds [122]. From

this campaign, the assay yielded an excellent Z’ factor [125] of 0.69 with a signal-to-
background ratio of 11.5. Representative hits are shown in Fig. 13 (1.64% overall hit

rate); however, the activity of all compounds identified was very weak at 25 μM
(9.9%, 7.5% and 11.3% inhibition, respectively, for 34–36) and no follow-up studies

were performed on these molecules (unpublished results). Nonetheless, encouraged

by our assay statistics, to date, we have pushed forward with our efforts and ~85,000

small molecules and natural product extracts have been screened. The results of these

efforts are forthcoming.
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4.3 Computational

Drug discovery efforts have expanded in the last decade to include using powerful

computational software to predict and analyze ligand binding. Most of these efforts

have focused on proteins and are aided by the availability of high-resolution crystal

structures. RNA, on the other hand, due to its highly dynamic nature, has proven to

be much more challenging to gain accurate structural details of potential druggable

sites, such as the loop regions of pre-miRNAs [86, 126]. To overcome these

challenges, programs have been developed to model the structure of RNA

[127, 128]. Additionally, methods have been developed to make use of more

predictable regions of RNA, such as bulges and internal loops, to generate a large

database of molecules that can recognize specific structures [129]. As will be

described, this approach has been applied to miRNAs to enable ligand discovery

efforts [130, 131]. Additionally, researchers have used published screening data to

perform predictive modeling of potential small molecule miRNA-binding scaffolds

[132]. One of the largest advantages of computational methods is the ability to

screen enormous compound libraries at the relatively low cost of computer time.

More details regarding structure-based drug design for RNA can be found in a

following chapter of this volume [133].

With respect to computational drug discovery for miRNAs, the first report was

from the Kang group [134]. Using the MC-Fold/MC-Sym pipeline in conjunction

with AutoDock, the researchers first generated a three-dimensional model of

pre-miR-21, and then docked 1,990 compounds from the NCI database into the

predicted structure. These efforts resulted in the discovery of AC1MMYR2 (37;

Fig. 14), which was demonstrated to inhibit miR-21 maturation across several

cancer cell lines, as well as increase PTEN and PDCD4 expression, known

miR-21 targets, after 30 μM treatment. RT-PCR experiments showed that 37

regulated miR-21 levels in addition to those of several other miRNAs. In cancer

cells, AC1MMYR2 exhibited anti-proliferative activity, promoted apoptosis and

suppressed tumor cell migration and invasion. Compound 37was similarly found to

be efficacious in mouse models of glioma and triple negative breast cancer. In a

subsequent study, 37 was shown to inhibit breast cancer lymph node metastasis by

targeting carcinoma-associated fibroblasts via NF-κB pathway attenuation [135].

Drawing together several technologies that enable the design of RNA-targeted

small molecule ligands from only sequence, the Disney group has developed a

platform for targeting oncogenic miRNAs [98, 99, 129, 136–138]. Inforna, which

integrates the group’s 2DCS and structure-activity relationships through sequenc-

ing (StARTS) methodologies with RNA secondary structure prediction, was piloted

to identify small molecules able to bind selectively to precursor miRNAs

[130]. Additional information regarding this approach can be found in a preceding

chapter of this volume [139]. Inforna was used to match targetable motifs within the

Drosha or Dicer processing sites of disesase-relevant miRNAs, which were

predicted from miRBase, with small molecule ligands for that structural element.

From these efforts, benzimidazole 38 (Fig. 14) was identified as a selective binder
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of the miR-96 precursor with binding affinities of 1.3 and 3.4 μM for the 5’UUU/
3’AUA and 5’CGAUUU/3’GGUAUA motifs within the Drosha processing site of

this miRNA. miR-96 is a member of the miR-183 cluster (miRs-183, -96 and -182),

which are frequently overexpressed in cancer, neurological and autoimmune dis-

eases [140]. In cancer, the miR-183 cluster functions to downregulate the expres-

sion of tumor suppressors, including FOXO1 and PDCD4 [140]. Through

biological characterization, 38 was shown to reduce mature miR-96 levels by

90% at 40 μM compound in MCF-7 cells via qRT-PCR. Importantly, no inhibition

was observed for miR-182 and -183 at the same dose. The selectivity of 38 was

further assayed through miRNA profiling against 149 other disease-causing and

abundant miRNAs. From this analysis, 38 affected miR-96 by ~19-fold, while a

miR-96-targeted antagomir affected 12 miRNAs by ~2.5-fold. These findings

suggest that small molecule RNA ligands may exhibit enhanced selectivity for a

target over ASO-based reagents [141]. As designed, compound 38 was found to
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inhibit Drosha processing of pri-miR-96, in addition to promoting the expression of

miR-96 target, FOXO1, and inducing apoptosis.

In a follow-up report, the Disney group again used Inforna, this time to optimize

the activity of 38 [142]. An additional targetable site adjacent to the Drosha

processing site, a 1 � 1 GG internal loop, was identified and found to bind to a

bis-benzimidazole ligand. The researchers then synthesized heterodimeric com-

pound 39 (Fig. 14), which they termed Targaprimir-96, to simultaneously bind both

sites with one molecule. This bidentate molecule was shown to exhibit significantly

enhanced binding affinity (Kd of 85 nM) and cellular inhibition of miR-96 matura-

tion (IC50 value of ~50 nM). In triple negative breast cancer cell (TNBC) lines, 39

was found to induce apoptosis through the enhanced expression of miR-96 target

genes [14]. Of particular importance, 39 was shown to be bioactive in vivo

and inhibited tumor growth in a mouse model of TNCB through targeted

downregulation of miR-96 without toxicity.

In addition to miR-96, small molecules have been designed for two other

miRNAs using Inforna. Like several other miRNAs discussed, miR-544 is part of

a cluster of miRNAs (miRs-300, -382, -494, -495, -539, -543 and -544) that are

upregulated in cancer and target tumor suppressor genes [143]. The Phinney group

discovered that one target of miR-544 is mammalian target of rapamycin (mTOR),

which it regulates in response to hypoxia to ensure tumor cell adaptation to this

cellular stress. Thus, they hypothesized that miR-544 inhibitors may be beneficial

for inhibiting tumorigenesis by inhibiting this adaptive response. In collaboration

with the Disney group, compound 40 (Fig. 14) was discovered to target the 1 � 1

UU loop within the Dicer processing site of pre-miR-544 with midnanomolar

affinity [26]. In breast cancer cells, 40 (20 nM) was found to inhibit Dicer mediated

cleavage of pre-miR-544 leading to reduced mature miR-544 levels, in addition to

altering cellular growth under hypoxic conditions. To further evaluate the efficacy

of 40, MDA-MB-231 cells pretreated with compound were implanted into mice,

leading to inhibition of tumor growth in comparison to an untreated control.

Finally, as part of their original report, neomycin azide (41; Fig. 14) was

identified as a binder of the Drosha processing site of miR-525 [130], which is

overexpressed in liver cancer leading to enhanced migration and invasion [25]. Of

note, 41 was also found to inhibit the biogenesis of miRs-517c, -518e, and -519d

[130]. In a follow-up study, the Disney group found that 41 bound to miR-525 with

a Kd of 355 nM, inhibited its Drosha-mediated biogenesis, upregulated miR-525

target genes and inhibited cell invasion in HepG2 hepatocellular carcinoma cells

from 6.25 to 25 μM [144].

5 Conclusions

The discovery of selective small molecule ligands for RNA targets remains an

important challenge in both basic science and drug discovery. Focusing on work

within the sphere of miRNAs, here we have highlighted several methodologies used
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to identify small molecule binders and modulators of these cellular micromanagers.

From our analysis, two important conclusions can be drawn: the first regards the

assays used, while the second relates to the molecules.

As described in the text, several assay types and approaches have been used for

the identification of small molecule miRNA ligands and pathway modulators, and

each methodology has both advantages and disadvantages for discovery purposes.

By comparing these technologies, what is clear is that using methods that only

enable the detection of molecules that bind to RNA may not yield compounds that

modulate the function of that RNA. An exception to this is Inforna, which allows

one to target molecules to Drosha or Dicer sites for inhibition of miRNA matura-

tion. Other binding-based assays, like small molecule microarray and FID, rely on

more general patterns of binding and have resulted in the identification of mole-

cules without functional inhibition of the miRNA due to engagement in these

potentially non-specific interactions. Newer assays, such as pre-miRNA beacon

assays and cat-ELCCA, overcome some of these limitations. Cat-ELCCA, in

particular, was developed with HTS in mind and offers additional advantages for

screening with the goal of expanding the known chemical space for targeting RNAs

and miRNAs. The need for new assays for targeting RNA was cited as a future goal

in a previous comprehensive review of RNA-targeted drug discovery, and con-

tinues to be a growing area in the field [36]. An issue that remains to be addressed

with respect to biochemical RNA assays is the fact that different assay types can

yield different RNA ligands highlighting the potential importance of RNA dynam-

ics in the discovery of RNA-targeted small molecules [145, 146]. This is an area

that has been gaining significant ground in recent years and will be one to watch

in the future, particularly its integration with computational drug discovery

efforts [147].

Within this review, neomycin and other aminoglycosides, in addition to other

previously known RNA-binding scaffolds, have been cited as ligands for various

miRNAs several times. This reliance on known scaffolds for RNAs is primarily due

to the fact that we have only scratched the surface in terms of our knowledge of

privileged molecules for targeting RNA. Disney and co-workers have greatly

enabled our understanding of the types of RNA motifs that are ideal for binding

small molecules, such as internal loops and RNA hairpins; [114, 129] however,

much remains to be learned with respect to RNA-targeted chemical space. A major

challenge associated with such discovery is its reliance on HTS campaigns, which

brings two issues: one is cost and the second is the composition of available

screening libraries. The later is quite problematic, as commercially available

compound libraries, which are most accessible, are not composed of molecules

that are likely to bind avidly to RNA and the chemical diversity of these sets is

limited. We, ourselves, have experienced this in our screening campaign (see Sect.

4.2.4); however, expansion to new areas of chemical space, including natural

products and much larger and diverse pharmaceutical industry libraries may help

to overcome this challenge. It is surely a worthy pursuit and is beginning to show

some successes for RNA targets [148, 149].
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Although not discussed within this review, several proteins interact with

miRNAs to either promote or inhibit their processing and activity. Thus, we

would be remiss not to mention the work done in targeting these proteins involved

in various steps of miRNA regulation, which include shared components of the

pathway, such as AGO [150–153], and miRNA-family specific modulators, like

Lin28 that regulates let-7 maturation [154–157]. The targeting of RNA-protein

interactions has been explored for viral RNA targets [158] and several

RNA-binding antibiotics interact at the interface of RNA and protein [159]. This

is an emerging area for targeting miRNAs and may yield new druggable paths for

affecting the biology of these small RNAs. Going forward, the discovery of new

chemical space and targets to regulate miRNAs will aid in our quest to manipulate

these important biomolecules and ignite a new field of therapeutics. Using the

technologies discussed herein and the initial compounds identified, the vision of

regulating miRNAs with small molecules is becoming ever closer and will be

exciting to watch.
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Viral RNA Targets and Their Small Molecule

Ligands

Thomas Hermann

Abstract RNA genomes and transcripts of viruses contain conserved structured

motifs which are attractive targets for small molecule inhibitors of viral replication.

Ligand binding affects conformational states, stability, and interactions of these vi-

ral RNA targets which play key roles in the infection process. Inhibition of viral

RNA function by small molecule ligands has been extensively studied for human

immunodeficiency virus (HIV) and hepatitis C virus (HCV) which provide valuable

insight for the future exploration of RNA targets in other viral pathogens including

severe respiratory syndrome coronavirus (SARS CoV), influenza A, and insect-

borne flaviviruses (Dengue, Zika, and West Nile) as well as filoviruses (Ebola and

Marburg). Here, I will review recent progress on the discovery and design of small

molecule ligands targeting structured viral RNA motifs.

Keywords Antiviral drugs, Drug targets, Hepatitis C virus, Human

immunodeficiency virus, Influenza A virus, Noncoding RNA, Viral inhibitors
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1 Introduction

The compact genomes of viruses offer a limited number of protein targets for the

development of anti-infective therapy. Structured RNA elements in viral genomes

and transcripts have the potential to expand the target space for antiviral drug dis-

covery. Precedent for clinically approved RNA-binding drugs is found in natural

product-derived antibiotics including macrolides, tetracyclins, oxazolidinones, and

aminoglycosides which interact with ribosomal RNA (rRNA) of bacteria and block

protein synthesis in the pathogens [1, 2]. The well-defined structure of rRNA pro-

vides selective binding sites for these antibiotics which serve as a paradigm for RNA

recognition by small molecule ligands. RNA elements in viruses have been exten-

sively explored as potential drug targets in the human immunodeficiency virus (HIV)

and hepatitis C virus (HCV) [3, 4] whose genomes include conserved noncoding re-

gions (ncRNA) that may present structured binding sites for small molecules [5, 6].

Challenges and successes in the discovery and design of compounds targeting RNA

have been discussed in the previous comprehensive review articles which also provide

a historic perspective on past efforts to explore viral RNA targets for small molecule

inhibitors [7–12]. In the current chapter, I describe progress on discovery and inves-

tigation of small molecule ligands for viral RNA targets over the last 2–3 years and

include perspectives on potential new viral RNA targets which have not yet been wide-

ly explored but may attract interest in pathogens of unmet or emerging medical needs

(Table 1).
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Table 1 Viral RNA targets

Family Virus Genome RNA target

Small molecule

ligands

Retrovirus Human immuno-

deficiency virus

(HIV)

(+)

ssRNA

• Transactivation

response (TAR) ele-

ment

• Rev response ele-

ment (RRE)

• Dimer initiation

sequence (DIS)

• Packaging signal

(Ψ) stem-loop

3 (SL-3)

• Frameshifting signal

(FSS)

Reported for all

HIV targets; pre-

viously reviewed

[3, 13–15], and in

this chapter

Flavivirus

(genus

hepacivirus)

Hepatitis C virus

(HCV)

(+)

ssRNA

• Internal ribosome

entry site (IRES)

• G-quadruplex in the

C (nucleocapsid) gene

(p22)

Previously

reviewed [4], and

here

reviewed here

Insect-borne fla-

vivirus (arbovi-

rus; genus

flavivirus)

Dengue (DENV)

West Nile (WNV)

Yellow fever

(YFV)

Zika (ZIKV)

Tick-borne

encephalitis

(TBEV)

(+)

ssRNA

• 50 UTR (including

RNA promoter in

stem-loop A, SLA;

RNA long-range

interacting stem-

loop B, SLB)

• Structured elements

in the coding region

(including capsid

coding region hairpin,

cHP; pseudoknot C1)

• 30 UTR (including

RNA long-range

interacting structures)

• 30 UTR-derived
ncRNA (including

subgenomic flavivirus

RNA, sfRNA,

compromising host

defense)

None published

yet

Coronavirus Severe acute respi-

ratory syndrome

coronavirus

(SARS CoV)

(+)

ssRNA

• Frameshifting

pseudoknot (PK)

Reviewed here

Orthomyxovirus Influenza A virus (�)

ssRNA

• RNA promoter for

the viral

RNA-dependent RNA

polymerase (RdRp)

Previously

reviewed [16],

and reviewed here

Filovirus Ebola (EBOV)

Marburg (MARV)

(�)

ssRNA

• RNA promoter for

the viral

RNA-dependent RNA

None published

yet

(continued)



2 Viral RNA Targets

While many RNA virus genomes and viral transcripts contain structured and con-

served noncoding elements, not all RNA motifs may be accessible to selective

targeting with drug-like small molecule ligands. In the following, I will discuss

previously validated and new prospective RNA targets of viruses along with their

structural properties.

2.1 Human Immunodeficiency Virus

The (+) ssRNA genome of HIV contains multiple regulatory elements that play key

roles in transcriptional regulation, reverse transcription, viral protein translation,

nucleocytoplasmic transport, genome dimerization, and virion packaging [3]. The

HIV transactivation response (TAR) and Rev response (RRE) regulatory elements

were among the first non-ribosomal RNA targets investigated for the discovery of

small molecule inhibitors [17–23]. Other potential HIV RNA targets for small mol-

ecule ligands include the dimer initiation sequence (DIS), the packaging signal (Ψ),
and the Gag/Pol frameshift site (FSS). Three-dimensional structures have been de-

termined for all HIV RNA regulatory elements by NMR and crystallography studies

(Fig. 1). Previous efforts targeting HIV RNA have been reviewed comprehensively

Table 1 (continued)

Family Virus Genome RNA target

Small molecule

ligands

polymerase (RdRp)

• Structured

intergenic regions

(IGR) of the viral

genome

• 50 and 30 UTR in

viral transcripts

Herpesvirus Kaposi’s sarcoma

associated herpes-

virus (KSHV)

dsDNA • IRES in the tran-

script for the viral

homolog of the

FLICE inhibitory

protein (vFLIP)

• Polyadenylated

nuclear (PAN) non-

coding RNA

None published

yet

Hepadnavirus Hepatitis B (HBV) ds/

ssDNA

• Encapsidation signal

epsilon of viral

pregenomic RNA

(pgRNA)

None published

yet
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(Table 1) [3, 10, 11, 13–15]. In Sect. 3, I will discuss more recent studies on discovery

of inhibitors targeting the TAR and RRE RNA by screening and scaffold-based design.

Transcription of full-length HIV transcripts is stimulated by a complex mecha-

nism that involves host cell factors and a complex of the viral Tat protein bound to

the TAR element in the 50 leader region of the virus genome [13]. Tat recognizes a

conserved RNA stem-loop in TAR with a flexible pyrimidine-rich bulge which adopts

a stable conformation in complexwith the viral protein, peptide fragments, and smallmol-

ecule ligands. Structures of TAR complexes determined by NMR revealed a relatively

Fig. 1 Secondary and three-dimensional structures of HIV RNA elements which were previously

explored as targets for small molecule ligands. Codes for atom coordinate files in the Protein Data

Bank (PDB) are indicated. (a) The transactivation response (TAR) element in complex with a

peptide mimetic of the Tat protein (PDB: 2KX5) [24] (left) and with a synthetic small molecule

ligand (PDB: 1UUD) [25] (right). (b) Complex of the Rev response (RRE) RNA with Rev protein

(PDB: 4PMI) [26]. (c) Kissing loop dimer of the dimer initiation sequence (DIS) in complex with

the natural aminoglycoside neomycin (PDB: 2FCY) [27]. (d) Complex of the packaging signal (Ψ)
stem-loop 3 (SL-3) with nucleocapsid protein (PDB: 1A1T) [28]. (e) The Gag/Pol frameshift site

(FSS) in complex with a synthetic small molecule ligand (PDB: 2L94) [29]
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shallow and solvent-exposed ligand binding site in the widened RNA major groove,

which in case of Tat-derived peptides extends to the terminal hairpin loop (Fig. 1a).

Disruption of the Tat/TAR complex by competing RNA-binding ligands, including

peptides, natural products such as aminoglycosides, and synthetic small molecules,

blocks HIV replication [13, 18, 23].

Similarly, the viral Rev protein–RRE RNA complex has been extensively studied

as a target for HIV inhibitors [3]. The RRE sequence of ~250 bases in the second

intron of the viral RNA genome adopts a complex secondary structure which contains

a stem-loop (SL-IIB) that serves as the binding site for Rev. Nucleocytoplasmic ex-

port of full-length and singly spliced viral transcripts depends on Rev binding to

RRE. In contrast to Tat, which recognizes TAR RNA through a beta-sheet domain

(Fig. 1a), the RNAbinding of Rev ismediated by an alpha helix that inserts in awidened

major groove at the purine-rich internal loop of RRE SL-IIB (Fig. 1b).

The packaging signal resides in the 50 leader of the HIV genome, downstream of

the TAR element, and directs selective packaging of unspliced viral RNA as a dimer

into assembling virus particles. Genome dimerization initiates through kissing loop

interaction between DIS hairpins and requires in addition the packaging signal (Ψ)
stem-loop 3 (SL-3) which binds the viral nucleocapsid protein (NCp7). Both, the DIS

and Ψ SL-3 have been explored as targets for ligands that affect viral genome pack-

aging. Three-dimensional structures have been determined for the DIS kissing loop

dimer in complexes with aminoglycoside ligands (Fig. 1c) and the Ψ SL-3 bound to

NCp7 (Fig. 1d). The aminoglycoside binding site is located in the interface region bet-

ween the kissing loops and resembles the structure of the internal loop of the bacterial

ribosomal decoding site (A-site). The SL-3 interacts with NCp7 in the RNA major

groove and residues of the loop. Recently, NMR analysis has revealed the three-

dimensional structure of a 155-nucleotide region of the viral genome 50 leader that
contains the core encapsidation signal, including the Ψ SL-3 and DIS elements [30].

The Gag/Pol FSS regulates the transition of highly expressed HIV structural pro-

teins to enzymes expressed at low levels by a programmed�1 frameshift during tran-

slation. Ribosomal frameshifting allows to maximize the coding content of viral

genomes by giving access to overlapping reading frames [31]. Frameshifting depends

on two distinct RNA motifs, including a slippery sequence for the reading frame

change and a downstream motif whose relatively stable secondary structure stalls the

ribosome. In HIV, an RNA hairpin with a long GC-rich stem serves as the frameshift

motif. Ligands binding at the HIV FSS target may disrupt or stabilize the RNA hairpin

and thereby affect the equilibrium between translation of structural and enzymatically

functional viral proteins. The three-dimensional structure of the FFS RNA in complex

with a synthetic compound has been determined by NMR, revealing ligand binding

along the major groove of the hairpin stem (Fig. 1e).
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2.2 Hepatitis C Virus

The HCV is a member of the genus hepacivirus in the flavivirus family. HCV proteins

are translated by a cap-independent mechanism under the control of an internal ri-

bosome entry site (IRES) in the 50 untranslated region (UTR) of the viral (+) ssRNA
genome. The HCV IRES adopts a structured fold comprised of four discrete domains

which play key roles in the recruitment and assembly of host cell ribosomes. An RNA

internal loop motif in subdomain IIa serves as a conformational switch during tran-

slation initiation and provides the binding site for selective inhibitors of viral trans-

lation. The small molecule ligands capture an extended conformation of the RNA

switch and inhibit IRES-driven translation [32]. Discovery of the IRES binding HCV

translation inhibitors and studies of their mechanism-of-action have been described in

a comprehensive previous review [4]. Here, I will discuss the HCV IRES target

(Fig. 2a) as well as a recently described G-quadruplex target in the C (nucleocapsid)

gene. Progress in the discovery and characterization of HCV translation inhibitors will

be outlined in Sect. 3.

The HCV IRES element recruits ribosomes to the translation start site of the viral

genome, without the involvement of most canoncial eukaryotic initiation factors. Be-

cause of this crucial role for viral propagation and the high conservation of the IRES

RNA sequence in clinical isolates, this ncRNA element has been recognized early as

a potential drug target [35, 36]. Among the first inhibitors of IRES-driven translation

described were phenazines [37] and biaryl guanidines [38] identified by high through-

put screening against reporter translation in cells. IRES binding was not revealed in these

studies but structural features of the two chemical series suggest that the compounds may

interact with RNA. Screening for direct binding to the viral RNAwas the basis of a high-

throughputmass-spectrometry approach that identified 2-aminobenzimidazoles as ligands

Fig. 2 Secondary and three-dimensional structures of RNA targets for small molecule inhibitors of

HCV translation and influenza A virus replication. Codes for atom coordinate files in the PDB are

indicated. (a) The HCV IRES subdomain IIa internal loop. Crystal structures have been determined

for both, the free RNA and the target in complex with a benzimidazole translation inhibitor (yellow
sticks) [33] (PDB: 1UUD) [25] (b) The influenza A virus RNA promoter. A three-dimensional model

of a ligand–target complex was determined by NMR spectroscopy [34]. The ligand is shown in

yellow stick representation. The added tetraloop is indicated in grey (PDB: 2LWK) [34]
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of the subdomain IIa internal loop in the HCV IRES (Fig. 2a) [39]. Mechanism of action

studies demonstrated that these compounds act as allosteric inhibitors of an RNA con-

formational switch [32]. Further investigations revealed that the HCV IRES subdomain

IIa motif is the prototype of a new class of RNA conformational switches occurring in

the IRES elements of flavi- and picornaviruses. Unlike traditional metabolite-sensing

riboswitches, the viral RNA switches are structurally well-defined in both ligand-free

and bound states and function as ligand-responsive, purely mechanical switches [40].

The structural signature of the IIa-like viral switches is an RNA internal loop

flanked by two extended helices which adopt an overall bent conformation in the

absence of bound ligand (Fig. 2a). The L-shaped fold provides a scaffold that directs

the IRES subdomain IIa hairpin towards the ribosomal E site, at the interface of the

small and large subunits. Crystal structure determination has provided insight into the

conformational states of the HCV subdomain IIa switch in the absence [41] and pre-

sence [33] of ligands. It has been suggested that the 2-amino-benzimidazoles are

fortuitous ligands of a guanosine binding site [42] which lock the subdomain IIa target

in an extended conformation and thereby inhibit IRES function. In the RNA complex,

the 2-aminobenzimidazole inhibitor binds in a deep solvent-excluded RNA pocket

that resembles ligand interaction sites in aptamers and riboswitches (Fig. 2a) [33].

Recently, an RNA G-quadruplex (RG4) motif has been discovered in the HCV

genome which may serve as a potential target for viral inhibitors [43]. A conserved

guanine-rich sequence of the HCV core (C) nucleocapsid gene may transiently fold

into an RG4 motif under physiological conditions. Porphyrin derivatives such as tetra-

(N-methyl-4-pyridyl)porphyrin (TMPyP4) bind to the RG4 fold and stabilize the RNA

motif sufficiently to inhibit viral replication and translation in HCV-infected cell cul-

ture [43]. While these findings support a potential RG4 motif in HCV as a new target

for antivirals, a recent genome-wide study in yeast and human cells suggests that RG4

motifs are globally unfolded in eukaryotes, likely due to association with abundant

single-stranded RNA-binding proteins [44]. However, it is conceivable that RG4-

binding ligands may trap guanine-rich sequences in the quadruplex conformation and

thereby affect biological processes.

2.3 Influenza A Virus

The (�) ssRNA genome of the influenza A virus contains eight protein-coding seg-

ments (vRNA) which are transcribed to mRNA and replicated to complementary

sequences (cRNA). The viral replicase is an RNA-dependent RNA polymerase (RdRp)

that recognizes a partial duplex motif [45] formed through hybridization of comple-

mentary sequences at the 50 and 30 end of each vRNA segment [46, 47]. Duplex for-

mation between ends of segments leads to circularization of the vRNA and produces a

promoter for transcription and replication [48]. NMR studies revealed the RNA pro-

moter as an A-form duplex containing a noncanonical A•C base pair next to a uracil

base that forms a bifurcated hydrogen bond interaction with two consecutive adenine

residues in the opposite strand (Fig. 2b) [49]. These structural features induce widening
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of the RNAmajor groove in the promoter helix near the polymerase initiation site and

may provide a selective recognition motif for small molecule inhibitors of influenza

virus RNA replication. Ligands that interferewith replication by binding to the promoter

structure would provide a novel route for the development of anti-influenza drugs. In

Sect. 3, I will discuss recent studies of such RNA promoter-binding ligands [34].

2.4 Severe Respiratory Syndrome Coronavirus

In SARS CoV, the expression of viral replicase proteins such as the RdRp involves

a �1 programmed frameshift during translation of the (+) ssRNA genome. Ribo-

somal frameshifting maximizes the coding content of the viral genome by regulat-

ing translation of overlapping reading frames [31]. In some RNA viruses such as

SARS CoV and HIV, a �1 frameshift during translation enables a transition in the

production of highly expressed structural proteins to viral enzymes expressed at low

levels. Ribosomal frameshifting occurs at a slippery sequence and is triggered by a

downstream structured RNA motif that stalls the ribosome. The frameshift in HIV

translation is triggered by a stable RNA hairpin that has been explored as a target

for ligands aimed at stabilizing or disrupting the RNA fold. These earlier efforts on

targeting the HIV frameshift signal have been summarized in recent reviews [3, 15].

The SARS CoV frameshift motif is an RNA pseudoknot [50] which has recently

been studied as a target for small molecule ligands that inhibit ribosomal frame-

shifting [51, 52]. Ligand discovery efforts will be discussed in Sect. 3.

2.5 Insect-Borne Flaviviruses

Insect-borne flaviviruses including West Nile, Dengue, and Zika viruses contain a

(+) ssRNA genome. Unlike members of the hepacivirus family (e.g., HCV), these

pathogens do not rely on an IRES element for translation but employ other struc-

tured RNA motifs for translational control, replication, and host defense suppres-

sion (Table 1) [53]. Conservation and structural features of flaviviral RNA elements

suggest that they might be the viable targets for selective small molecule ligands

interfering with the biological function of these RNAs. The best-studied motif among

such elements is the replication promoter in the 50 UTR of the Dengue virus (DENV)

genome which recruits the viral RdRp [54]. During replication initiation, the viral

RdRp binds at an RNA three-way junction, designated as stem-loop A (SLA), which

comprises the first 70 nucleotides of the 50 UTR [54, 55]. Replication of the DENV

genome is preceded by circularization through complementary sequences in the 50

and 30 regions of the UTR and ORF, similar as in the influenza A virus. However,

unlike in influenza A, circularization of the DENV genome does not involve the RNA

promoter motif SLA [55]. The DENV SLA was discovered by secondary structure

prediction and confirmed by enzymatic as well as chemical probing [56–58]. Key

Viral RNA Targets and Their Small Molecule Ligands 119



structural elements of the DENV SLA three-way junction are highly conserved in dif-

ferent serotypes and clinical isolates. Mutation studies demonstrated that structural and

conformational integrity of the SLA is essential for the function of the RNA promoter

[54, 56], which suggests that ligand binding at the RNA may achieve a similar inhib-

itory effect.

2.6 Filoviruses

The etiologic agents of Ebola and Marburg hemorrhagic fever are filoviruses which

carry a (�) ssRNA genome. Similar as in the insect-borne flaviviruses and the in-

fluenza A virus, filovirus replication requires a structured RNA promoter but unlike

in the former viruses the 50 and 30 termini of the filovirus genome do not interact

during replication. Chemical probing has established an extended hairpin within the

first 55 nucleotides of the filovirus genome which serves as the replication promoter

in both EBOV and MARV [59, 60] and represents a potential target for small mol-

ecule inhibitors of viral replication. Other potential RNA targets in the filovirus ge-

nome occur in the long intergenic regions (IGR) which separate the reading frames

for seven structural virus proteins. Specifically, the IGR between VP24 and VP30

has been proposed to adopt a two-armed stem-loop fold including an RNA four-

way junction [61]. RNA hairpin motifs as potential targets in filoviruses are found

at transcription start sites and the 50 UTR of viral transcripts. A hairpin loop at the

transcription start site binds the VP30 nucleocapsid protein which serves as an anti-

termination factor [62, 63]. The 50 UTR elements of viral transcripts derive from

IGR and contain hairpin structures which have been proposed to regulate transcrip-

tion and translation [64]. A recent bioinformatics analysis of the EBOV genome

suggests that a conserved guanine-rich sequence within the L gene coding for the

viral RdRp may fold into a G-quadruplex (RG4) that is stabilized by a porphyrin

ligand (TMPyP4), similar to the RG4 motif discovered in the HCV core gene [65].

2.7 Kaposi-Sarcoma Associated Herpesvirus

Among DNA viruses that contain potential RNA targets for the development of anti-

viral drugs is the oncogenic Kaposi’s sarcoma associated herpesvirus (KSHV) which

causes malignancies in AIDS patients. KSHV-induced tumorigenesis involves the viral

homolog of the FLICE inhibitory protein (vFLIP) [66]. Translation of this protein is

driven by a structured RNA element that contains an IRES including a conserved

segment of 252 nucleotides [67, 68]. The vFLIP IRES consists of an independently

folding RNA core domain whose secondary structure has been determined by chemical

probing and mutational analysis [69]. The IRES RNA, together with a series of hairpin

motifs following immediately downstream, provides structurally well-defined sites

for ligands that may suppress vFLIP expression. A second RNA target in KSHV for
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potential antiviral interventionwith smallmolecule ligands is a conserved hairpinmotif

which acts as an enhancer of nuclear retention element (ENE) [70]. The ENE is a

79-nucleotide sequence in the 30 terminus of the 1,077-nucleotide polyadenylated nu-

clear (PAN) ncRNA, which is the most abundant viral transcript during lytic KSHV

replication [71]. PAN is an essential component required for viral propagation whose

accumulation relies on posttranscriptional stabilization dependent on the cis-acting

ENE RNA motif [70]. The ENE sequesters in cis the PAN poly(A) tail in an RNA

triple helix that protects the ncRNA from decay and leads to PAN accumulation [72].

The ENE hairpin, which contains a U-rich internal loop, and the ENE–poly(A) triple

helix complex are potential targets for small molecule ligands that may interfere with

KSHV replication.

2.8 Hepatitis B Virus

The Hepatitis B virus (HBV) contains a DNA genome that is replicated through re-

verse transcription of an intermediate pregenomic RNA template (pgRNA) [73].

The HBV pgRNA is sequestered together with polymerase into subviral particles

prior to reverse transcription. Initiation of reverse transcription requires a conserved

sequence in the 50 terminal region of the pgRNA which is also involved in virus en-

capsidation. The initiation and encapsidation motif adopts a stem loop structure

with a uridine-rich internal loop referred to as the epsilon encapsidation signal [74–

77]. Small molecule ligands of this RNAmotif have not been reported yet, but RNA

decoys of the epsilon sequence have been used to sequester reverse transcriptase,

thereby providing proof-of-principle that disruption of the pgRNA–polymerase in-

teraction suppresses HBV replication [78].

3 Ligands Targeting Viral RNAs

In the following, I will discuss recent progress on the discovery and design of small

molecule ligands for RNA targets from viruses including HIV, HCV, influenza A,

and SARS CoV, which were outlined in Sect. 2.

3.1 Human Immunodeficiency Virus

Among the RNA targets in HIV, the TAR element has been an early and primary

focus for efforts to develop ligands that disrupt binding of the viral Tat protein

[13, 18, 23]. Previously reported TAR-binding inhibitor ligands include synthetic

molecules, natural products, and peptides whose discovery and design have been

summarized in several previous reviews [3, 10, 11, 13, 14]. In a more recent study,
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small molecule microarray (SMM) screening of a TAR hairpin RNA conjugated

with a fluorescent dye has been used to identify selective ligands from a library of

~20,000 drug-like immobilized synthetic molecules [79]. The thienopyridine deriv-

ative 1 (Fig. 3) was identified as a hit compound with a target affinity of 2.4 μM and

anti-HIV activity in T-lymphoblasts (EC50 value of 12 μM). The ligand 1 represents

a new and more drug-like chemotype compared to previously reported TAR bind-

ers, and lead candidates for the development of antiviral drugs may emerge from fu-

ture improvement of similar thienopyridine derivatives.

In another recent effort to discover TAR-binding ligands, a fragment screen of

29 small molecules selected to represent molecular motifs beneficial for RNA re-

cognition has been performed by applying a fluorimetric competition assay that mea-

sured ligand-induced displacement of a dye-labeled Tat peptide from a TAR complex

[80]. The fragments were chosen to include hydrogen bond donors such as amines,

guanidines, and amidines as well as aromatic rings to engage in stacking interactions.

The most potent competitor ligands of the Tat–TAR interaction identified in the frag-

ment screen were quinazoline derivatives (2; Fig. 3) which inhibited complex forma-

tion with IC50 values between 40 and 60 μM. Proton NMR spectroscopy confirmed

the interaction of the quinazolines with the TAR RNA target as indicated by changes

in imino-proton signals upon compound titration. While the ligands emerging from

the fragment screening study were not tested for cellular activity, the quinazoline 2a
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had previously been identified as an inhibitor of the Tat/TAR complex with biological

activity to downregulate Tat transactivation in HIV-infected cells [23].

A previously reported approach of ligand discovery for the HIV TAR target focused

on derivatives of amino-phenylthiazole (termed “S nucleobase”) which had previously

been developed as a scaffold designed to interactwithA–Upairs through hydrogen bond-

ing at the Hoogsteen edge of adenine [81, 82]. A set of 15 amino acid and dipeptide

conjugates of the amino-phenylthiazole scaffold (3; Fig. 3) was tested for TAR target

binding and antiviral activity in cell culture.While several derivatives showed binding to

TAR in an assay that measured fluorescence changes upon compound titration to a

terminally dye-conjugated RNA, only a histidine conjugate (3a; Fig. 3) was a selective

ligand whose target interaction was not affected in the presence of competitor nucleic

acids. A tighter binding lysine derivative (3b; Fig. 3) was compromised by promiscuous

binding to other nucleic acids. Antiviral activity testing of the S nucleobase conjugates

3 in HIV-infected human cells resulted in IC50 values over tenfold lower than TAR bind-

ing affinity which suggests that these compounds may act also on targets other than

TAR.

Structurally more complex ligands of TAR which have been reported recently

include aminoglycoside-benzimidazole conjugates [83, 84] and nucleobase-linked

aminoglycosides [85, 86] for which nanomolar affinity for the TAR RNA has been

reported while antiviral activity in cells has not been tested yet.

For the HIV RRE–Rev complex target, inhibitors have mostly been explored by

ligand-based design in the past, as summarized in previews reviews [10, 14], and

two studies report small molecule high-throughput screens [87, 88]. However, these

efforts have not resulted in confirmed inhibitors of the Rev–RRE complex that also

showed antiviral activity in cells. Recent research suggests that post-transcriptional

modification of HIV-1 RRE by N6-methylation of adenine bases in SL-IIB may play

a key role in the activity of the RRE/Rev complex [89], indicating that authentic mod-

el systems are requisite for the study of RNA targets.

A binding competition screen for inhibitors of the RRE–Rev interaction has been

used to identify inhibitors of HIVRNA biogenesis. Around 1,120 FDA-approved drugs

were tested for the ability to block complex formation between the RRE SL-IIB RNA

and a fluorescent dye-conjugated Rev peptide [90]. Two drugs, clomiphene and cypro-

heptadine (4 and 5; Fig. 3), were identified as inhibitors of HIV transcription that af-

fected levels of spliced versus unspliced viral transcripts. It was shown that clomiphene

(4), which is approved as a selective estrogen receptor modulator, bound to the RRE

SL-IIB RNA with a Kd of 12.4 μM and had antiviral activity with an EC50 value of

4.3 μM in cells. Cyproheptadine (5), which is used as an antihistamine H1 receptor

antagonist, bound the RRE RNA with a Kd of 1.8 μM and inhibited viral replication

with an EC50 value of 17.5 μM. While the interaction of clomiphene (4) with the RRE

RNA target was specific, target binding of cyproheptadine (5) was compromised in the

presence of competitor nucleic acids. Interaction sites of the drugs 4 and 5 with the

RRE target were investigated by NMR, revealing the G-rich internal loop in the lower

stem of the SL-IIB RNA as the binding site. This region overlaps with the binding site

of Rev, consistent with the proposed mechanism of inhibition by competition between

the small molecule ligands and the viral protein. Interestingly, compounds 4 and 5 are
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quite hydrophobic and lack hydrogen bond donors which suggest that a large number

of heteroatom hydrogen bond donors and acceptors are not required to confer RNA

targeting properties to small molecule ligands.

3.2 Hepatitis C Virus

TheHCV IRES subdomain IIa RNAwas identified as a target for selective inhibitors of

viral translation, as outlined above in Sect. 2.2, including 2-aminobenzimidazoles (6–8;

Fig. 4) and diaminopiperidines (10; Fig. 4). The 2-aminobenzimidazole ligands, which

were initially discovered in a high-throughput mass-spectrometry approach, were

optimized for target binding by using structure–activity relationship data, resulting in

inhibitors such as 6 (Fig. 4) which had an affinity of 0.9 μM (Kd) for the IRES target

and showed anti-HCV activity in cell culture with an EC50 value of 3.9 μM [39]. Mech-

anism of action studies demonstrated that the 2-aminobenzimidazole compounds act as

allosteric inhibitors of an RNA conformational switch in the subdomain IIa [32]. A

FRET-based assay was developed to test compounds for the ability to bind and lock the

conformation of subdomain IIa, leading to viral translation inhibition, and thereby iden-

tifying inhibitors that capture the IRES RNA switch in an extended state [32, 91]. Crys-

tal structure analysis of the subdomain IIa target in complex with inhibitor 6a revealed

the ligand binding in a deep solvent-excluded pocket of the RNA [33]. Structural

characteristics, depth, and complexity of the ligand binding pocket suggest that drug-

like inhibitors may be developed that target this RNA as selective inhibitors of HCV

translation.

A different fluorescence assay, which did not rely on FRET, was used to identify

diaminopiperidines (10; Fig. 4) as ligands of the HCV IRES which lock the RNA

conformational switch in a bent state and thereby inhibit viral translation initiation [92].

An abundance of polar groups renders the diaminopiperidines hydrophilic compounds

whose binding affinity for the subdomain IIa RNA decreases in the presence of salt,

including physiological concentrations of sodium or magnesium [92]. The discovery,

optimization, structure, and mechanism of action studies of 2-aminobenzimidazole and

diaminopiperidine HCV translation inhibitors have been comprehensively reviewed

recently [4].

In attempts to optimize the synthesis of 2-aminobenzimidazoles such as inhibitor

6, which required a lengthy route to construct the pyran ring, we designed second-

generation ligands for the IRES subdomain IIa target. We synthesized N1-coupled

aryl derivatives (7) in which sterical hindrance of the aryl substituent induces a non-

planar conformation of the resulting compounds [93]. To address the basicity of the

2-aminobenzimidazole ligands, which increases the overall charge of the inhibitors

under physiological conditions, we replaced the imidazole ring with the less basic oxa-

zole ring to obtain compounds such as 8a and 8b [94]. Neither the N1-coupled aryl

benzimidazoles (7) [93] nor the oxazoles (8) [94] had an affinity for the IIa RNA target

better than the original 2-aminobenzimidazoles (Fig. 4).
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Based on the finding that 2-aminobenzimidazoles are fortuitous ligands of a gua-

nosine binding site in the subdomain IIa RNA switch, we explored amino-quinazoline

derivatives as more drug-like scaffolds to develop ligands for the HCV IRES target.

Closer analysis of the ligand binding site in the subdomain IIa led us to the design of

the amino-quinazoline fragment 9 (Fig. 4) whose spiro-cyclopropyl modification tar-

gets a small pocket at the backside of the inhibitor interaction site [95]. While the

fragment 9 showed onlymoderate binding affinity to the HCV IRES target, the positive

impact of the hydrophobic spiro-cyclopropyl substituent on ligand binding suggests

that inclusion of carefully placed nonpolar groups that improve shape complementarity

is a promising strategy for optimization of compounds binding to RNA. Compared to
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the 2-aminobenzimidazole and oxazole compounds 6–8, the fragment 9 stands out for

the simplicity of synthesis which is achieved in only two steps from commercial start-

ing material, thereby allowing straightforward preparation of more potent derivatives

in the future.

Ligands for the recently described putative G-quadruplex (R4G) motif in a guanine-

rich sequence of the HCV core gene include the porphyrin derivative 11 (TMPyP4)

[96] and the pyridostatin derivative 12 (PDP) [97] (Fig. 5) which stabilize the R4G

RNA fold sufficiently to inhibit viral replication and translation [43]. Porphyrins such

as 11 have been used before to target DNA G-quadruplexes, for example, in telomeric

regions and the c-MYC promoter [98–100] and were recently found to stabilize an

RG4 motif in the EBOV genome [65]. Efficacy studies of TMPyP4 (11) in rodent xe-

nograft tumor models revealed that despite the cationic nature of the porphyrin deriv-

ative, intraperitoneal administration of the compound resulted in systemic distribution

and decreased tumor growth, presumably by action on the c-MYC G-quadruplex DNA

target [96, 100].

In addition to small molecule ligands of the HCV IRES, copper-binding metal-

lopeptides have been reported recently which bind at IRES domains and are proposed

to inhibit viral translation by damaging the RNA through metal-catalyzed cleavage

[101–103]. The IRES-targeting metallopeptides were 7–27 amino acids in length, in-

cluding a Cu-binding Gly-Gly-His motif followed by an RNA-binding sequence, and

inhibited HCV in cell culture with sub-micromolar activity [101–103].

3.3 Influenza A Virus

The RNA promoter motif, which provides the initiation site for the influenza A virus

replicase, has been proposed as a target for ligands that inhibit viral replication. While

aminoglycoside antibiotics were shown to bind the promoter RNA with micromolar af-

finity, the impact of these promiscuously RNA-binding natural products on replication
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Fig. 5 Ligands for RNA G-quadruplex (RG4) targets, the porphyrin derivative TMPyP4 (11) and
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was not reported [104]. In a recent study, NMR fragment screening of an oligonu-

cleotide representing the RNA promoter against over 4,000 compounds identified the

amino-quinazoline derivative 13a (Fig. 6) as a selective ligand with a target affinity of

50 μM [34, 105]. Modeling of the RNA–ligand complex based on NMR NOE dis-

tance constraints suggested binding of the quinazoline ligand 13a in the major groove

at a motif including a bifurcated U < A/A motif (Fig. 2b). While the NMR model of

the promoter complex shows the quinazoline 13a interacting with the RNA target by

close contacts of ligandmethoxy substituents, it is not clear howmuch contribution to

binding may be attributed to hydrogen bonds involving C–H donor groups which are

weak and quite rare but not without precedent [106].

Antiviral activity of compound 13a against different strains of influenza A was

demonstrated by measuring inhibition of virus cytopathic effect, with the highest ac-

tivity achieved on H1N1with an EC50 value of 72 μM [34]. However, a cell-based viral

replication assay returned the antiviral potency of 13a corresponding to an EC50 value

in the range of 430–550 μM [34, 105]. Synthesis of analogs derived from 13a furnished

compounds 13b and 13c which had slightly better binding affinity for the RNA pro-

moter and improved activity as inhibitors of viral replication (Fig. 6) [105]. However,

the investigators noted that direct inhibition of the viral RdRp may contribute to the

antiviral activity of the quinazoline derivatives 13 [105].

3.4 Severe Respiratory Syndrome Coronavirus

An RNA pseudoknot in the genome of SARS CoV which triggers a �1 frameshift

during translation and thereby enables the transition from production of structural

proteins to viral enzymes has been proposed as a target for small molecule ligands

that inhibit ribosomal frameshifting. A three-dimensional structure model of the RNA
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pseudoknot was used for in silico docking which identified the 1,4-diazepane 14 (Fig. 6)

as a potential ligand [50]. Subsequent testing revealed 14 as an inhibitor of SARS CoV

translational frameshifting in vitro and in virus-infected cells [50]. More recently, bind-

ing of 14 at the viral pseudoknot was confirmed by surface plasmon resonance (SPR),

however with a relatively weak Kd of 210 μM [107]. Comparison of single-molecule

unfolding of the SARS CoV pseudoknot RNA in the absence and presence of 14 sug-

gested that ligand binding reduces the conformational plasticity of the RNA fold which,

in turn, affects ribosomal frameshifting [108]. The ability of the RNA fold to adopt al-

ternate conformations and structures are determinants of frameshifting efficiency rather

than thermodynamic stability of the RNA fold or its impact on ribosomal pausing. There-

fore, ligand-induced frameshifting modulation may only partially rely on stabilization

of an RNA fold. Previously described inhibitors of HIV translational frameshiftingmay

affect ribosome function through promiscuous RNA binding rather than by binding to

the viral genomic frameshifting signal [15]. Similarly, the SARS CoV pseudoknot-

binding ligand 14may interact with other RNA targets as well, which may explain the

over 450-fold higher potency of this compound as a frameshifting inhibitor in a cell-

based assay [50] compared to its binding affinity for the pseudoknot RNA [107].

4 Summary

While viruses show high genetic variability, regulatory motifs in viral transcripts

and RNA genomes are often conserved in clinical isolates and, therefore, may pro-

vide potential drug targets with a high barrier to resistance development. Develop-

ment of small molecule inhibitors is challenging for structured RNA, however, as

target drugability and ligand selectivity have to be carefully evaluated. RNA folds

rarely contain deep and structurally rigid binding pockets which are the most pro-

mising targets for drug-like ligands. Among viral RNAs, such characteristics are most

prominently found in the HCV IRES subdomain IIa which offers additional advantages

in targeting as a switch motif whose conformational states may be affected by ligand

binding in a deep RNA pocket. Similar well-defined ligand binding sites are present in

bacterial riboswitches which have been explored as antibiotic targets [109, 110]. Just

recently, a novel class of synthetic antibacterial compounds has been discovered, which

exert their activity through an unprecedented mechanism of action that involves tar-

geting a bacterial riboswitch involved in cofactor metabolism [111]. This success story

of antibiotic discovery for a bacterial RNA target sets a promising precedent for ligand

discovery directed at viral RNAswhich provide future therapeutic opportunities defined

by the targets’ structural complexity, participation in key processes of infection as well

as high conservation in the pathogens.
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Drugging Pre-mRNA Splicing
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Abstract The splicing of precursor messenger RNA (pre-mRNA) requires the

precise cleavage and formation of multiple phosphodiester bonds in nascent

pre-mRNA polymers in order to produce a protein coding message that can be

properly translated by the ribosome. Despite the precision of this process, the

spliceosome maintains considerable flexibility to include, or not include, defined

segments in the final message, thus allowing for the production of diverse tran-

scripts with distinct functions from a single gene sequence. The combination of

control and flexibility displayed by the spliceosome, in conjunction with input from

cis-acting sequences and trans factors, presents a unique opportunity for molecular

intervention during gene expression. Various chemical agents have the capacity to

alter the natural process of pre-mRNA splicing, thereby producing levels of splicing

products different than those found under natural conditions. This approach has

powerful therapeutic utility where mutation has caused certain splice variants to be

under- or over-represented. The following chapter highlights the exceptional

advances that have been achieved recently in splicing modulation with splice

switching oligonucleotides (SSOs) and small molecules, the two leading thera-

peutic modalities in this field.
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1 Introduction

Eukaryotic genes are discontinuous, with protein coding sequences (expressed

regions or exons) being disrupted by non-coding sequences (intragenic regions or

introns) [1]. Before the protein coding message can be properly translated by the

ribosome, the introns must be removed from the precursor messenger RNA

(pre-mRNA) and the remaining exons must be ligated together into a contiguous

coding sequence in a process known as pre-mRNA splicing. When reduced to its

simplest form, the splicing process is merely two sequential transphospho-

esterification reactions (Fig. 1). And although the transformation seems unimposing

from a purely chemical standpoint, the idea of facilitating a ring closing event

(step 1) between two atoms that may be thousands of bonds apart in sequence space,

amongst numerous functional groups with similar reactivity seems unfathomable. It

is no wonder that nature employs a very complex cellular machine, known as the

spliceosome, to attain high selectivity in this process. The spliceosome achieves

great precision by recognizing conserved pre-mRNA sequence elements. Several

small nuclear ribonucleoproteins (snRNPs) play an important role in defining the

locations for exon junctions, organizing the pre-mRNA and forming the catalyti-

cally active spliceosome (Fig. 2). Additionally, dozens of proteins participate in the

various stages and contribute to the high selectivity of this remarkable catalytic

process [2].

Despite the high precision of the spliceosome, very often there are clearly

marked exon junctions that are passed over and ignored. This apparent sloppiness

is actually an essential element of a highly regulated system. The presence of

nuclear trans-acting factors and pre-mRNA sequence elements (cis-acting ele-

ments) can either encourage or discourage the splicing machinery to choose a

particular exon junction. These sequence elements are termed exonic and intronic

splicing enhancers (ESEs and ISEs) and silencers (ESSs and ISSs). Nearly all
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human genes that contain multiple exons can produce multiple distinct mRNA

transcripts by alternative splicing [3]. Overall, the conceptual framework for

mRNA production is relatively simple – the order of the exons is defined in the

gene sequence. Cis and trans regulatory inputs determine the identity of exons (e.g.,

constitutive, cassette, or pseudo/cryptic) included in or excluded from the mature

RNA transcript. Transcription start site selection and polyadenylation site selection

can also be influenced by splicing control.

The flexibility of alternative splicing and the diversity of its outcomes are

remarkable. It is thought to increase the diversity of the human proteome [4, 5]

although typically a single major mRNA isoform is generated and alternative

protein isoforms, expected to be expressed by minor alternative mRNA variants,

are often undetectable. This coupled with the fact that the majority of alternative

splicing lacks inter-species conservation have led to an on-going debate about the

extent of splicing contribution to proteome complexity [6–8] and its role in gene

evolution [9]. Nevertheless, many fundamental biological processes, such as
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organogenesis and development, apoptosis, signal transduction, cellular metabo-

lism, and gene expression rely on alternative splicing to achieve a fast and sensitive

switch in biological function (e.g., from a pro-apoptotic to an anti-apoptotic protein

isoform) in response to developmental and environmental cues. For example, signal

transduction via a single pass cell surface receptor can be attenuated by skipping the

exon encoding the transmembrane domain (e.g., [10]); metabolic pathways can be

modified by enzyme-inactivating exon skipping [11]; gene expression homeostasis

can be maintained using a negative feedback loop that relies on an inclusion of a

nonsense mediated decay-inducing “poison” exon [12].

The diversity of alternative outcomes also requires a precise control of

pre-mRNA splicing to avoid potential deleterious effects. The dysregulation of

splicing factors or gene mutations can lead to over- or under-representation

of certain splice variants, which ultimately affects the level of proteins encoded

by the corresponding sequences. Tissue-specific degeneration leading to disease

can occur from the lack or overabundance of certain proteins required for normal

tissue maintenance. The flexibility of pre-mRNA splicing also makes it a promising

target for therapeutic intervention that may include switching between naturally

occurring mRNA isoforms and the generation of novel isoforms with desired

properties.

There are several potential scenarios where therapeutic modulation of splicing

could be beneficial in disease therapy (also reviewed in [13, 14]). Abnormal
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exclusion or inclusion of a cassette exon could lead to overexpression of an

undesired mRNA isoform. This increased skipping of an essential exon can be

the result of an intronic or translationally synonymous exonic mutation. An external

stimulus that shifts splicing toward the inclusion of the cassette exon could be

therapeutically beneficial (Fig. 3a). In another case, the overexpression of an

isoform produced from a mutually exclusive splicing event may have detrimental

effects on the cell. Treatment with a compound that shifts the splicing, thereby

decreasing the expression of the overexpressed isoform would be desirable

(Fig. 3b). In cases where an open reading frame is disrupted by an internal deletion

or (in some cases) insertion, a stimulus that induces skipping of the exon flanking

the mutation locus may restore the protein-encoding open reading frame and

preserve protein function (Fig. 3c). An exon skipping approach could also be

used in cases where a point mutation that disrupts protein function is present in

an internal exon, provided that the resulting internally truncated mRNA maintains

the protein-encoding open reading frame and that the expressed truncated protein

maintains proper function (Fig. 3d). Finally, and in contrast to the previous exam-

ples, a splice altering stimulation may be used to create a faulty mRNA to reduce

the expression level of a toxic or undesired mRNA or protein by generating a

frameshifted message that undergoes subsequent degradation via nonsense-

mediated decay or a related mRNA surveillance process and/or degradation of

protein due to the presence of an unnatural C-terminus (Fig. 3e).

Several important questions arise when thinking about targeting pre-mRNA

splicing as a means to treat human disease. What are the possible biomolecular

targets for splicing modulation? How can selectivity be achieved? What are the

practical limits for shifting an alternative splicing event? Therapeutics that target

pre-mRNA splicing can be broadly classified into two groups: those that encourage

the formation of a splice junction and those that discourage the formation of a splice

junction. The practical output of these methods is to favor the expression of the

splice variant that would be beneficial to address a particular disease.

Conceptually there are several conceivable modes of action for a molecule to

modify pre-mRNA splicing. A drug may bind to a spliceosomal component or trans
regulatory element to inhibit its interaction with pre-mRNA (trans blocker, Fig. 4a).
The same biological outcome may result from a drug that directly engages the

pre-mRNA, thereby blocking the binding of a spliceosomal component or trans
regulatory element (cis blocker, Fig. 4b). Type B would also cover drug–RNA

interactions that disrupt (or stabilize) a pre-mRNA structure that serves as a cis
regulatory element. A type B scenario has the potential for greater specificity than

type A if the drug has the ability to distinguish different pre-mRNAs by sequence. In

another scenario, a drug may indirectly influence a spliceosomal or trans regulatory
element by targeting upstream transcription factors, kinases, phosphatases, etc.

(upstream regulator, Fig. 4c). In this case, no direct contacts are made with

pre-mRNA, thus limiting the potential for high specificity. Lastly, there is

the potential for a molecule to stabilize or activate a complex composed of a

pre-mRNA transcript bound to a spliceosomal component or trans regulatory element

(complex stabilizer, Fig. 4d). In this last scenario, since pre-mRNA is directly

engaged there is potential for pre-mRNA sequence specificity. While molecules
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that act by each of the described modes may elicit profound biological effects, the

advancement of a molecule into the clinic will require a suitable therapeutic index,

which is often directly linked to specificity. As is the case with any therapy that

Disease-promoting 
gene expression

Disrupted CDS, 
expression inhibited

+ Compound

Deletion creates frameshift

Disrupted CDS

Restored CDS

+ Compound

Detrimental mutation removed
Frame-neutral detrimental mutation

+ Compound

Desired isoform

A) 

Undesired isoform

Splicing outcome in disease Desired/healthy state

+ Compound

B) 

C)

D)

E)

Overexpressed isoform

+ Compound

Fig. 3 Potentially druggable splicing events. (a) Inclusion (or exclusion) of a cassette exon. (b)

Switch between mutually exclusive exons. (c) Exon skipping to restore reading frame. (d) Exon

skipping to remove mutation. (e) Exon skipping to inhibit expression
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modifies gene expression levels, the greater the number of off-target alterations, the

more likely the chance of promoting undesired side effects.

In the last few years, novel therapeutic approaches utilizing different treatment

modalities, including splice switching oligonucleotides (SSOs) and small molecule

therapeutics, have targeted diseases caused by known splicing defects. New chemical

entities (including SSOs and small molecules) targeting several distinct disease areas

have been tested in human clinical studies. In 2016, two splice-switching oligonu-

cleotides received regulatory approval. EXONDYS 51™ (eteplirsen), an SSO that

induces the skipping of exon 51 of the DMD gene, was approved (under the

accelerated approval mechanism) by the FDA for treatment of Duchenne muscular

dystrophy in patients who have a confirmed mutation of the DMD gene that is

amenable to exon 51 skipping (See [15]). Spinraza™ (nusinersen), an SSO that

promotes the inclusion of exon 7 of the SMN2 gene, was approved for the treatment

of spinal muscular atrophy (SMA) in pediatric and adult patients (See [16]). Recent

examples of methods used to promote exon inclusion induce exon skipping or inhibit

some general aspect of splicing are described in the following sections.

2 Exon Inclusion

In some human diseases the underlying cause of disease can be directly linked to the

reduced expression of a critical protein due to an impaired splicing event. Indeed, a

single translationally synonymous exonic point mutation or intronic point mutation

could lead to excessive skipping of an exon that is essential for the translation of

fully functional protein product. Since some, albeit insufficient, desired isoform is

Spliceosomal or 
regulatory factor 
involved in splicing 

DrugPre-mRNA

A)

C)

B)

D)

External factor that 
regulates a splicing factor 

Fig. 4 Conceptual modes of action for drugs targeting pre-mRNA splicing. (a) Trans blocker. (b)
Cis blocker. (c) Upstream regulator. (d) Stabilizer
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produced, a reasonable and rational approach to treat the disease would require the

discovery of molecules that could take advantage of the mechanisms that impart

spliceosomal flexibility to induce exon inclusion and hopefully ameliorate disease

phenotype. Some exciting advances using this type of methodology are found in

this section.

2.1 SSO Approach to Treat Spinal Muscular Atrophy

Patients with spinal muscular atrophy (SMA) have a deficit of the survival

motor neuron (SMN) protein, which causes degeneration of α-motor neurons

[17, 18]. This deficiency is almost always the result of a homozygous deletion of

or mutation in the SMN1 gene. Humans usually have two or more copies of the

paralogous SMN2 gene, but this gene produces much less functional SMN protein

due to alternative splicing at exon 7. This alternative pathway is activated by a

translationally synonymous C to T mutation at position 6 in exon 7. The seemingly

innocuous mutation abrogates an exonic splicing enhancer sequence and creates an

inhibitory motif. As a result, the majority of transcripts produced from SMN2 lack

exon 7 (SMN2-Δ7), and encode a truncated SMN-Δ7 protein that is rapidly

degraded [19, 20]. Because SMN2 contains all of the necessary coding information

for wild type SMN protein, but just lacks the correct splicing impetus, any treatment

that has the potential to shift the splicing of SMN2 pre-mRNA to favor the

desired full length transcript (SMN2-FL) should hold considerable promise for

treating SMA.

One approach to modify a cellular splicing event is to treat cells with a splice

switching oligonucleotide (SSO) that is complementary to a regulatory sequence

within the pre-mRNA. The selective binding event that occurs between a specific

pre-mRNA sequence and the SSO could have various consequences, depending on

the location of the sequence within the pre-mRNA. To enhance exon inclusion, one

might target an ESS or ISS proximal to the exon of interest. Another approach

would be to slow a competing splicing event by binding to the competing exon

junction. Recruiting splicing enhancers to a splicing region using a bifunctional

SSO that contains a pre-mRNA binding motif and a splicing enhancer motif would

be another means of influencing splicing events.

All of the above-mentioned techniques have been successfully employed to shift

SMN2 splicing in favor of the SMN2-FL transcript (Fig. 5). SSOs directed to

repressor regions within intron 6 (element 1) [21], exon 7 (two ESSs) [22], and

intron 7 (ISS-N1) [23, 24] have demonstrated SMN2 splicing correction in patient-

derived cells. Additionally, SSOs that bind to the intron 7–exon 8 junction have

been shown to discourage splicing at the 30 splice site of exon 8 and improve the

ratio of SMN2-FL to SMN2-Δ7 [25]. In some cases a bifunctional oligomer,

incorporating both a pre-mRNA binding motif and a splicing enhancer/repressor

motif, has shown improved activity over the SSO alone [26, 27]. An even more

elaborate example of a bifunctional activator of exon 7 inclusion is a U7 snRNA

derivative delivered using a viral vector [28]. To date, SSOs targeting ISS-N1 have
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had the most profound effect on splicing in vitro, and have shown the greatest

therapeutic potential in animal models and SMA patients.

SSOs with varying length and backbone chemistry have demonstrated pharma-

codynamic responses in SMA mouse models (Fig. 6) [23, 29–32]. The long-term

benefit to motor function and survival depend on the delivery method and distri-

bution of the SSO. An SSO complementary to positions 10–27 (targeting the

ISS-N1 region) of intron 7 with 20-O-methoxyethyl ribose phosphorothioate

(20-O-MOE-PS) modified backbone (ASO-10-27) was administered to hSMN2
mice (mild SMA phenotype) intravenously twice a week at a dose of 25 mg/kg

[23]. Tissues were harvested after 1, 2, 3, and 4 weeks. An increase in exon

7 inclusion was observed in the liver, kidney, and thigh muscle, but not in the

spinal cord, suggesting that the SSO did not cross the blood–brain barrier (BBB).

Exon 6 Exon 7 Exon 8ISS

Element 1 ISS-N1

ISS

ESS ESS

SMN2

SSO

Fig. 5 Strategies for using SSOs to enhance exon 7 inclusion in SMN2
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Fig. 6 SSOs targeting the ISS-N1 region of intron 7 of SMN2

Drugging Pre-mRNA Splicing 143



Methodology for injecting SSOs intracerebroventricularly (ICV) to neonatal Δ7
SMA mice (severe SMA phenotype) was developed using a 20-O-methyl ribose

(20-OMe) phosphodiester SSO spanning positions 10–29 of SMN2 intron 7 (Fig. 6)

[24, 29]. After injecting 1 μg SSO at post-natal days 1 (P1), 3, 5, 7, and 10, CNS

tissue was harvested on P12. Western blot analysis indicated that SMN protein was

increased greater than twofold in brain and spinal cord, with SMN levels in cervical

spinal cord reaching as high as 3.6-fold. Analysis of the brain tissue using semi-

quantitative reverse-transcription real-time polymerase chain reaction (RT-qPCR)

indicated that SMN2-FL had significantly increased by ~1.4-fold in the brain.

Modest improvement in body weight and righting reflex were observed, however

the study was terminated at P12, thus no long-term benefits including survival were

reported.

A subsequent study in a mouse model of severe SMA (median survival time

10 days) [33] demonstrated that ICV injection of 20 μg of ASO-10-27 on P1 produced
significant increase of SMN2-FL and SMN protein in the brain (Fig. 7b, c), but a very

modest increase in median survival time (MST) (16 vs. 10 d for untreated) (Fig. 7a)

[30]. Strikingly, when the mice were administered 50 μg/g of ASO-10-27 by subcu-

taneous (SC) injections at P0 and P3 they had a median survival time of 108 days.

Combining the ICV and SC injections further increased the median survival time to

173 days (Fig. 7d). Additional studies showed that increasing the SC dose at P0 and P3

to 160 μg/g increased the median survival time to 248 days, with some mice living

longer than 500 days (Fig. 7e).

The SC injections increased the SMN levels not only in peripheral tissues

(kidney, liver, muscle, and heart), but in the CNS (spinal cord and brain) as well.

When the SMN2 FL/Δ7 mRNA ratio was measured over time in the liver, a

significant decrease in exon 7 inclusion was seen at P30 as compared to P10 after

the 160 μg SC dose. Interestingly, exon 7 inclusion at P180 was still significantly

higher than that observed for vehicle treated mice at P10. Since all of the vehicle

treated mice die very early (<20 days), there is no direct vehicle comparison for

P180. It is not entirely clear how much CNS penetration of the SSO is required for

survival benefit. The SSO clearly achieves CNS penetration in mice after SC dosing

at P0 and P3 when the blood–brain barrier is not completely developed. SC dosing

at P5 and P7, when the BBB is more mature, produces a very modest survival

benefit (Fig. 7d). The diminished benefit could also be rationalized by the need to

treat these severe mice very early in their developmental cycle. Nonetheless, it

seems clear that in this model system an increase of SMN in the CNS and periphery

is preferable to SMN increase in the CNS alone.

Consistent with the dramatic increase in survival, histological examination of the

mice treated SC with 160 μg/g of ASO-10-27 revealed α-motor neuron counts and

neuromuscular junction integrity comparable to heterozygous littermates (Fig. 8a, b).

Additionally, muscle fiber mean area cross sections and heart weight were nearly

normalized for treated mice (Fig. 8c, d). Muscle strength, balance, and coordination

were evaluated using the rotarod test in 3-month-old mice treated with 40, 80, or

160 μg/g ASO-10-27. The mice in the 80 and 160 μg/g groups performed better than

the 40 μg/g group, but not as well as heterozygotes (Fig. 8e, f).
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Superior in vivo efficacy can be achieved by switching from 20-O-MOE-PS

oligomers to phosphorodiamidate morpholino oligonucleotides (PMOs). A PMO

targeting positions 10–29 of intron 7 (Fig. 6, HSMNEx7D), masking ISS-N1,

showed long-term survival benefit in Δ7 mice after a single ICV injection (MST

>100 days) [31, 32]. This is in contrast to the minimal survival benefit achieved

with an ICV injection of 20-O-MOE-PS oligomers of similar length [34]. When the

Fig. 7 (a) Survival curves for mice after ICV administration of 20 μg ASO-10-27 or vehicle on

P1. (b) RT-PCR detecting SMN-FL and SMN-Δ7 transcripts in spinal cord tissue analyzed on P7

after ICV administration of 20 μg ASO-10-27 at P1. (c) Western blot detecting human SMN

(hSMN) in spinal cord tissue analyzed on P7 after ICV administration of 20 μg ASO-10-27 at P1.

(d) Survival curves after SC administration of saline (SC0) or 50 μg/g ASO-10-27 (SC50) twice

between P0 and P3. SC50-SC50 mice received two additional SC injections on P5 and P7. Het-SC-

ICV and SC50-ICV20 were heterozygous and SMAmice, respectively, that received combined P1

ICV and P0–P3 SC injections. SC-Late were SMA mice that received only two SC injections, on

P5 and P7. (e) Dose-escalating SC injections at P0 and P3 with 40 (SC40), 80 (SC80), or

160 (SC160) μg/g of ASO-10-27. Saline-treated SMA (SC0) or heterozygous mice (Het) served

as controls. Adapted from [30]. Copyright 2011 Macmillan Publishers Ltd
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Fig. 8 SMA mice were treated with ASO-10-27 (SC160, two SC injections at 160 μg/g at P0 and
P3), saline controls (SC0), and untreated heterozygotes (Het). (a) α-Motor neuron counts in each

cross-section of the L1–L2 spinal cord. (b) Arborization complexity of neuromuscular junctions

(red endplates; green neurofilament medium). (c) Mean fiber cross-sectional area of the rectus

femoris muscle; (d) heart weight. (e, f) At P90, SC40, SC80, SC160 and untreated heterozygous

(Het) mice were tested three to five times per day for 3 days on a rotarod, using an acceleration

profile. The mean times for staying on the spinning rod (e) and the percentage of no-fall trials and

of mice with �1 no-fall trial (f) are shown. Adapted from [30]. Copyright 2011 Macmillan

Publishers Ltd
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PMO was extended by five units (Fig. 6, PMO25), complementary to positions

10–34 of intron 7, additional activity improvement was observed both in vitro and

in vivo [35]. No data were reported for SC dosing of PMOs targeting ISS-N1 as a

comparison to results reported for ASO-10-27.

The very promising results achieved in pre-clinical animal studies with SSOs

targeting SMN2 splicing has led to multiple clinical trials in SMA patients with

ASO-10-27 (nusinersen, Spinraza™, IONIS-SMNRx, ISIS 396443) being the most

advanced. An open label phase 2 clinical trial in infants with Type I SMA receiving

nusinersen via intrathecal injections showed increases in median event-free sur-

vival and muscle function scores (Available from: http://clinicaltrials.gov/show/

NCT01494701). A 13-month phase 3 randomized, double-blind, sham-controlled

study in 121 patients with infantile-onset SMA evaluated the efficacy and safety of

a 12 mg dose of nusinersen (delivered via an intrathecal injection). A planned

interim analysis of the trial revealed that a greater percentage of infants treated with

nusinersen achieved a motor milestone response compared to those who did not

receive treatment (40 versus 0%; p < 0.0001) as measured by the Hammersmith

Infant Neurological Examination (HINE). At the end of the study, Spinraza also

demonstrated a statistically significant 47% reduction in the risk of death or

permanent ventilation ( p < 0.01). A separate 15-month phase 3 study in 126

non-ambulatory patients with later-onset SMA also met the primary endpoint at the

interim analysis, achieving a mean improvement of 4.0 points in the Hammersmith

Functional Motor Scale Expanded (HFMSE). The results from these two phase

3 studies along with data from multiple other clinical trials were sufficient for the

FDA to grant approval of Spinraza™ for the treatment of SMA in pediatric and adult

patients (Available from: http://clinicaltrials.gov/show/NCT02193074; http://www.

accessdata.fda.gov/drugsatfda_docs/nda/2016/209531Orig1s000MedR.pdf).

2.2 Small Molecule Approach to Treat SMA

Orally bioavailable small molecules are easier to administer and generally have

much broader tissue distribution than SSOs. Despite these advantages, the advance-

ment of small molecule drugs that target pre-mRNA splicing has been hampered by

the difficulty of targeting specific sequences. Synthetic molecules have been ele-

gantly designed to recognize specific DNA sequences through minor grove inter-

actions [36], however, the same level of specificity has been more challenging to

achieve when targeting RNA. There is no doubt that small molecules have the

capacity to bind specific RNA structures with high affinity based on numerous

examples of high affinity ligands designed to bind the bacterial ribosome and

riboswitches [37]. Other synthetic molecules have shown promise for targeting

specific mRNA sequences, such as trinucleotide repeats [38, 39]. However, as is

typically the case with small molecule RNA interactions, high affinity comes at the

cost of increased molecular weight, making the molecules less than ideal for oral

delivery and broad distribution. The challenge therefore remains: Can a small
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molecule with optimal pharmaceutical properties be designed to target specific

mRNA sequences? One area that may be underexplored, perhaps due to the

complexity of the target, is the design of small molecules that interact with

RNA–protein complexes, where RNA sequence defined structural elements may

be targeted (vide infra).
To identify small molecules that induce the inclusion of exon 7 in SMN2

pre-mRNA, a HEK293 cell line was modified to contain an SMN2 minigene

(from exon 6 to the 50 region of exon 8), followed by the firefly luciferase coding

sequence (Fig. 9) [40]. The transcript would express the luciferase enzyme and

increased chemoluminescence only when exon 7 was included. The exclusion of

exon 7 results in a frameshift such that the upstream initiation codon and luciferase

coding sequence reside in different reading frames. This minigene construct was

used to conduct a high throughput screen of ~200,000 discrete compounds which

led to the discovery of a weakly active coumarin compound, 2-1, that increased the

luminescence signal by >50% at 10 μM. The activity was confirmed using

RT-qPCR, quantifying the change in SMN2-FL mRNA with increasing compound

concentration. The concentration required to increase SMN2-FL mRNA by 50%

(EC1.5X RNA) was 9 μM. However, no measurable increase in SMN protein was

observed upon compound treatment of SMA patient-derived fibroblasts.

Through an activity-based optimization process guided by structure–activity

relationships (SAR), potency was steadily improved by more than 1,000-fold in

the reporter assay. Although the initial lead (2-1) had no activity in patient-derived

fibroblasts, the optimized compounds (e.g., 2-2) demonstrated low nanomolar

EC1.5X values for SMN2-FL mRNA (EC1.5X RNA) in the minigene construct in

HEK293 cells and SMN protein (EC1.5X PRO) in patient fibroblasts. The dramatic

increase in potency was linked to a few key structural modifications. An important

pharmacophore was discovered by modifying the right-side heterocycle of 2-3

Fig. 9 (a) SMN2 minigene reporter construct in HEK293 cells was used to screen small molecules

for exon 7 inclusion. (b) EC1.5X values for SMN2-FL increase in HEK293 cells and SMN protein in

patient fibroblasts for a small molecule lead 2-1 and activity optimized compound 2-2
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(Fig. 10). The potency of 2-3 (EC1.5X RNA ¼ 380 nM) was increased threefold by

introducing a methyl group at the 6-position of the imidazopyridine. A fivefold

potency improvement was achieved by replacing the ring carbon at the 7-position

with nitrogen (7-aza). Interestingly, when both modifications were introduced (i.e.,

6-methyl and 7-aza) a synergistic effect leading to >100-fold improvement in

potency was observed. This “nitrogen-methyl pair” motif was incorporated into

additional analogs during the optimization process.

Improved pharmaceutical properties could be achieved by replacing the

3,7-substitued coumarin core with a 4,8-substituted pyridopyrimidinone core (e.g.,

molecules SMN-C3 and RG7800, Fig. 11) [41, 42]. The optimized molecules

demonstrated a dose-dependent increase of SMN protein in the brain and spinal

cord of Δ7 mice when administered by intraperitoneal (IP) injection. Sustained daily

dosing of the compounds (IP from P3 to P23, then orally from P24 to P60) led to

increased body weight, improved motor function, and longer survival (Fig. 12 for

SMN-C3). In mice with a mild SMA phenotype (C/C-allele), both a shift in SMN2
splicing and an increase in SMN protein were observed in the brain and whole blood.

RG7800, a structural analog, was selected as the first small molecule SMN2 splicing
modifier to enter human clinical trials. A pharmacodynamic proof-of-concept was

demonstrated by changes in the splicing ratio of SMN2 mRNA in whole blood of

healthy volunteers dosed with RG7800. In a subsequent study in SMA patients

(Available from: http://clinicaltrials.gov/show/NCT02240355), RG7800, dosed

once per day for 12 weeks, demonstrated an exposure-dependent increase in

SMN2-FL mRNA with a corresponding decrease in SMN-Δ7 mRNA, as expected

for a splicingmodifier. SMN protein levels in whole blood increased up to 100% [43].

The specificity for SMN-C3 was addressed in an RNA sequencing study, since

one might surmise that a molecule exhibiting widespread changes in pre-mRNA

splicing would be limited in its application due to potential toxicity related to the

downstream effects. Comparing the differences in total transcript expression for

11,714 human genes in type 1 SMA patient-derived fibroblasts, treated with DMSO

or SMN-C3 (500 nM), demonstrated relatively few changes greater than twofold

upon compound treatment (SMN2 showed no significant change in total mRNA

Fig. 10 Modification of the “right-side” heterocycle leads to >100-fold improvement in potency
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abundance), suggesting that compound treatment did not cause widespread changes

in the transcription of genes or gene families (Fig. 13).

An additional analysis of changes to annotated splice junctions within the

observed transcripts revealed that only a small group of splice junctions were

Fig. 11 Small molecule SMN2 splicing modifiers

Fig. 12 (a) SMN protein levels in the brain of Δ7 mice after seven daily intraperitoneal doses

(P3 through P9) of vehicle or SMN-C3 (0.1, 0.3, or 1 mg/kg). (b) Appearance of a vehicle-treated

Δ7 mouse (Δ7 Veh), a SMN-C3–treated Δ7 mouse (Δ7 SMN-C3), and a vehicle-treated hetero-

zygous mouse (HET Veh). (c) Body weight from P3 through P60. Numbers at right indicate

survivors at P60 among 10 (HET) or 16 (Δ7) mice per group. (d) Kaplan–Meier survival curves

from P3 to P65. Adapted from [41]
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highly affected by compound treatment. Among these splice junctions were two

mRNA variants of SMN2 lacking exon 7 and several belonging to PDXC1. In effort
to determine the molecular target, mutational analysis of sequences known to be

involved with SMN2 exon 7 splicing regulation was performed. SMN-C3 appeared

to work independently of the known splicing regulators.

Another class of small molecule SMN2 splicing modifiers based on a pyridazine

scaffold was independently discovered (e.g., LMI070, Fig. 11) [44]. SAR-based

optimization aimed at maximizing cellular potency was driven by in vitro SMN

ELISA activity in SMA patient-derived fibroblasts and Δ7 mouse-derived myo-

blasts. Oral dosing of LMI070 resulted in changes in the splicing ratio of SMN2
transcripts to favor SMN2-FL and increased SMN protein in C/+ mouse model of

SMA as well as increased levels of SMN protein in the brain of Δ7 mice. A dose of

3 mg/kg/day of LMI070 in Δ7 mouse model of SMA resulted in a MST >35 days

compared to 14 days for mice treated with vehicle only. LMI070 was the first small

molecule splicing modifier to enter the clinic for studies in infants with type 1 SMA.

RNA sequencing analysis of LMI070 at 100 nM identified 39 splice junction

change events in 35 genes. Close inspection of the sequences of the affected splice

junctions indicated a preferred 50 splice site sequence, containing G and A at the�2

and �1 positions, respectively. This exon terminal “GA” sequence differs from the

canonical “AG” sequence and forms a less stable pairing to the U1-snRNP. The

hypothesis was proposed that the compounds bind to and stabilize U1-snRNP/

mRNA complexes that contain the less common “GA” sequence. Additional

binding experiments using size exclusion chromatography, surface plasmon reso-

nance (SPR), and nuclear magnetic resonance (NMR) spectroscopy provided addi-

tional evidence of an interaction between LMI070 and U1 snRNP in the presence

of mRNA. No high resolution spectroscopic data have been published.

This hypothetical mode of action provides a rational explanation for compound-

mediated splicing in the case of SMN2 exon 7 (Fig. 14). As described previously,

Fig. 13 (a) Difference in total transcript expression of SMN-C3 (500 nM) versus DMSO-treated

SMA type I patient fibroblasts for 11,714 human genes. (b) Differential effects of treatment on

individual splice junctions in human transcripts. Affected splice junctions are characterized by

either absolute difference in counts (Δ) or relative changes (Log2FC). The product p¼Δ�Log2FC

was used to rank splice junctions (up-regulated in blue, downregulated in red). The top 114 splice
junctions with p> 100 are shown (~300,000 splice junctions analyzed in total). Adapted from [41]
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the C to T transition in exon 7 of SMN2 causes less favorable U2 recognition and, in
conjunction with the less favorable “GA” sequence at the end of exon 7, impairs

exon definition. This change is sufficient to cause exon 7 skipping 50–90% of the

time. Compound treatment causes the stabilization of the U1/pre-mRNA complex,

thus overcoming the weakness of the U2 recognition near the 30 splice site. It is

interesting to note that compound treatment also stabilizes the U1/exon 7–intron

7 complex in SMN1 pre-mRNA and even though exon 7 is included in the final

transcript in 95% of the SMN1 mRNA, these small molecule splicing modifiers

increase the fraction of full length SMN1 mRNA to 100% (A. Dakka, N. A.

Naryshkin, PTC Therapeutics, South Plainfield, NJ, unpublished work, 2012).

This would suggest that on a global level additional sequence context around the

50 terminal “GA” will largely determine the responsiveness to the treatment and

could explain why the compounds show such remarkable selectivity.

2.3 Small Molecule Approach to Treat FD

Familial dysautonomia [FD, also known as Riley–Day syndrome or hereditary

sensory and autonomic neuropathy (HSAN) III] is a recessive neurodegenerative

disorder that is almost always caused by a noncoding point mutation at nucleotide

6 of the intron 20 donor splice site (IVS20+6T-C) of the IKBKAP gene (Fig. 15a)

[46, 47]. In >99% of FD patients both alleles contain this same mutation, which
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Fig. 14 Proposed mechanism of action for LMI070
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weakens the 50 splice site. When mutant IKBKAP pre-mRNA is processed by the

spliceosome, exon 20 is skipped much more frequently than would normally occur

for the wild type IKBKAP, thus producing less full-length IKBKAP (IKBKAP-FL)
and more exon-20-skipped IKBKAP (IKBKAP-Δ20) [48]. The frameshifted

IKBKAP-Δ20 transcript contains a premature termination codon in exon 21, which

causes rapid degradation through the nonsense mediated decay (NMD) pathway. This

is confirmed by the observation that IKBKAP-Δ20 levels are increased in patient cells
treated with cycloheximide, an NMD inhibitor [49]. Reduced levels of IKBKAP-FL
lead to lower expression of functional IKAP, a protein that has roles in transcription

elongation, histone acetylation, DNA methylation, and tRNA modification. The

absolute amount of IKAP protein needed for normal cell function may vary by cell

type. It is also known that the ratio of IKBKAP-FL to IKBKAP-Δ20 varies between

tissues, but tends to be lowest in the cells of the central and peripheral nervous system

[50]. The level of IKAP protein produced in neuronal tissues of FD patients is not

sufficient for normal function.

Because this devastating disease hinges on the balance of a single splicing event,

several attempts have been made to identify a small molecule that could shift the

splicing balance in favor of IKBKAP-FL [51–53]. The Slaugenhaupt lab developed

an assay in FD patient lymphoblasts using RT-PCR to quantify the ratio of

IKBKAP-FL/IKBKAP-Δ20 [49]. The assay was used to screen a small library of

1,040 bioactive compounds (mostly FDA approved drugs). A plant growth hor-

mone, kinetin (Fig. 15b), demonstrated a shift in splicing at 10 μM. A full dose-

response curve demonstrated that increasing the concentration of kinetin increases

the ratio of IKBKAP-FL to IKBKAP-Δ20 from ~1:1 in the absence of compound to

12:1 in the presence of 400 μMkinetin. A corresponding dose dependent increase in

IKAP protein was observed by Western blot.

To demonstrate the selectivity of kinetin on IKBKAP splicing, additional genes

that either demonstrate alternative splicing in vivo or have been shown to have

altered expression in the presence of kinetin were chosen for analysis [54]. Of the

seven genes analyzed, the splicing ratios were unchanged in five of them upon
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Fig. 15 (a) Alternative splicing of IKBKAP pre-mRNA. Mutation at nucleotide +6 of intron

20 causes a shift toward IKBKAP-Δ20. (b) Structure of the plant growth hormone kinetin
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kinetin treatment. The two splicing responsive genes had a common feature with

exon 20 of IKBKAP. Mutational analysis in and around exon 20 revealed the

importance of the sequence CAA at the �3 through �1 positions of the 50-splice
site of exon 20. It is estimated that ~9% of internal exons contain this sequence at

the 50-splice site [54]. Three additional genes that contain the CAA sequence were

shown to be kinetin sensitive; ABI2 exon 2, BMP2K exon 14, and NF1 exon

36 (NF1 exon 36 ends in CAAG).

To test the efficacy of kinetin in vivo, a humanized transgenic mouse line

carrying the complete human IKBKAP locus with the FD mutation was generated

[55]. The tgFD mice appropriately express the human IKBKAP from the transgene

with tissue-specific splicing patterns that match those in FD patients. In pharma-

cokinetic studies in mice, kinetin was observed in all tissues including those within

the central nervous system [56]. Mice dosed orally with kinetin at 400 mg/kg/day

achieved serum concentrations >30 μM, well above the 10 μM concentration

required for measurable activity in cultured cells. After 30 days of dosing, harvested

tissues were analyzed. RT-PCR analysis showed a shift in splicing toward

IKBKAP-FL mRNA in all tissues analyzed. This shift translated to higher levels

of IKBKAP-FL mRNA transcript and increased IKAP protein.

To determine whether orally administered kinetin could alter mRNA splicing in

FD patients, eight patients that were homozygous for the splice mutation were

administered 23.5 mg/kg/day of kinetin for 28 days [57]. Plasma concentrations

consistent with the levels required for activity in vitro were achieved in most of the

patients at this dose. The levels of IKBKAP-FL in patient peripheral leukocytes

after 8 and 28 days of dosing were compared to baseline levels measured prior to

dosing. At baseline the mean percent inclusion of exon 20 was 54 � 10%. After

8 days of dosing, six of eight individuals showed increased levels of IKBKAP-FL,
with a mean percent inclusion of 57 � 10%. After receiving kinetin for 28 days,

patients achieved an even greater percent inclusion of 71 � 9% ( p ¼ 0.002,

Fig. 16). No serious adverse effects related to treatment were noted for the study.

Based on proof of concept results both in preclinical and clinical studies, additional

kinetin analogs have been designed by the Slaugenhaupt lab with improved potency

and pharmaceutical properties [58].

Roughly a decade after the initial discovery of kinetin as an IKBKAP pre-mRNA

modifier, a screening effort in the Hagiwara lab led to the discovery of a more

potent molecule mediating IKBKAP exon 20 inclusion [59]. A dual color reporter

assay was designed and used to quantify the ratio of IKBKAP-FL to IKBKAP-Δ20.
Exon 21 of the IKBKAP minigene construct contained sequences for enhanced

green fluorescent protein (EGFP) and monomeric red fluorescent protein (mRFP).

EGFP is placed in the proper translational reading frame only when exon 20 is

included in the mRNA transcript. Conversely, when exon 20 is excluded, the

resulting transcript places mRFP in the proper translational reading frame

(Fig. 17a). The relative amounts of the two reporters can be quantified using

fluorescence microscopy. The construct was used to screen 638 molecules from a

chemical library and some additional approved pharmaceuticals.
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Interestingly, the most active molecule identified from the screen was a close

structural analog of kinetin, differing only by the addition of chlorine at the

2-position of the purine ring (Fig. 17b, RECTAS). RECTAS (rectifier of aberrant
splicing) demonstrated roughly a 25-fold improvement in activity over kinetin in

the fluorescence reporter assay (Fig. 17c). In addition, RECTAS increased the

inclusion of exon 20 in patient fibroblasts over kinetin when cells were treated at

similar concentrations. The increased levels of IKBKAP-FL led to a corresponding

increase in IKAP protein as demonstrated by western blot.

3 Exon Skipping

Skipping of an exon during pre-mRNA splicing can be exploited in several different

genetic circumstances. The most common applications include (1) generation of a

shorter isoform with altered function, (2) skipping of a downstream exon in order to

restore an open reading frame with at least partial functional recovery, (3) skipping

of a deleterious mutation-containing exon (provided that the shorter isoform retains

at least some biological function), and (4) skipping to disrupt an open reading frame

in order to suppress the expression of the target gene. The utility of exon skipping

has now been documented for many therapeutically relevant genes, some of which

are reviewed in detail below.

Fig. 16 The percent of the

IKBKAP transcript that

includes exon 20 in FD

patients treated with

23.5 mg/kg/day kinetin at

baseline, after 8 days of

dosing, and after 28 days of

dosing. Individual data

points shown with open

squares. Adapted from

[57]. Copyright 2011

Macmillan Publishers Ltd
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3.1 Treatment of Duchenne Muscular Dystrophy

The application and clinical advancement of exon skipping for disease therapy has

received the most attention in the field of Duchenne muscular dystrophy (DMD;

MIM #310200). DMD is an X chromosome-linked progressive degenerative myop-

athy caused by mutations in the dystrophin gene, whose main function in muscle

tissue is to connect cytoskeleton with the sarcolemma to maintain the structural

integrity of the muscle fiber. The N-terminal domain of dystrophin binds actin

filaments and, via 24 spectrin-like (SR) domains and four hinge regions, is

connected to the C-terminal domain which interacts with the inner side of the

sarcolemma where it joins a large multiprotein assembly called the dystrophin-

associated protein complex (DAP). The complete list of biological functions for

dystrophin is still being elucidated. In the muscle, the main role of dystrophin is to

act as both a linker and a mechanical stress absorber during the cycles of contrac-

tion and relaxation. This function requires the presence of both attachment domains

and at least some of the internal domains (much like a car suspension’s strut
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Fig. 17 (a) IKBKAP-FD reporter construct used to screen small molecules for exon 20 inclusion.

(b) Small molecule identified in a screen that shifts IKBKAP pre-mRNA splicing toward IKBKAP-
FL. (c) Microscopic analysis of HeLa cells expressing the IKBKAP-FD reporter treated with the

indicated small molecules. Adapted with permission from [59]
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system). Therefore, mutations that maintain this general three-part structure would

be predicted to retain some function, whereas mutations that result in the absence of

either terminal domains or the internal “stress absorber” would be expected to lose

all muscle-supporting properties. Indeed, following the discovery of the DMD gene

in 1986 [60] and subsequent genotyping of a sufficient number of DMD patients, it

was realized that a sizable fraction of DMD gene mutations do result in a consider-

ably milder Becker muscular dystrophy (BMD; MIM #300376) in which affected

individuals have reduced dystrophin function due to an internal truncation or an

amino acid substitution. Thus, “the ORF rule” was put forward stating that genetic

alterations retaining the open reading frame (ORF) of dystrophin are much more

likely to result in the milder Becker dystrophy (Fig. 18) [61].

The ORF rule suggests a practical approach to the treatment of Duchenne

muscular dystrophy in which the detrimental effect of a frame-disrupting deletion

could be partly reversed during pre-mRNA splicing by skipping an exon flanking

the deletion if such skipping restores the ORF (see Fig. 19 for a graphical overview

highlighting exons that would maintain the ORF when skipped). A deleterious point

Unaffected Duchenne Becker

Wild type dystrophin
Normal muscle function

Frameshift or nonsense mutation
C-terminus-truncated dystrophin
Duchenne muscular dystrophy

In-frame deletion mutation
Internally truncated dystrophin

Becker muscular dystrophy

dystrophin

actin filament

sarcolemma

Fig. 18 Cartoon depiction of the role of dystrophin in wild type muscle fiber (left), muscle fiber

with nonfunctional terminally truncated dystrophin leading to Duchenne muscular dystrophy

(middle) and muscle fiber with an internally truncated dystrophin protein leading to Becker

muscular dystrophy (right)
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28 29 30 31 32 33 34 35 36 37 38 39 40

41 42 43 44 45 46 47 48 49 50 51 52 53
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Fig. 19 Overview of the exons coding for the DMD gene. In-frame exons are shown in light blue

and out-of-frame exons are shown in dark blue. Exon deletions lead to in-frame messages when the

exons flanking the deletion have matching shapes. When the flanking exons do not match, the

deletions disrupt the reading frame. Adapted from [62]
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mutation in DMD could also be partly ameliorated by skipping the mutation-carrying

exon provided the ORF is maintained in the shortened transcript (Fig. 3c, d). This

phenomenon may be responsible for the production of dystrophin-positive (“rever-

tant”) fibers in human DMD and BMD patients and in animal models of Duchenne,

although the origin of revertant fibers is still being elucidated [63–66]. The unexpect-

edly mild phenotype of the commonly used mdx mouse model of DMD [67] carrying

an inactivating nonsense mutation in exon 23 is driven by massive sporadic exon

skipping that generates functional internally deleted dystrophin isoforms [68, 69].

Additional appeal for utilizing an exon skipping strategy to treat DMD arises

from the fact that a high prevalence of DMD mutations are amenable to this

approach. Dystrophin is the third largest human gene comprising at least 7 charac-

terized promoters, 79 exons, and introns whose size reaches over 248,000 nucleo-

tides. Dystrophin’s pre-mRNA takes about 20 h to be synthesized and undergoes

complex splicing. According to the recent analysis of the TREAT-NMD DMD

Global database, 80% of deletions and 55% of all DMD mutations can be poten-

tially corrected using exon skipping therapy [70]. The top ten target exons for

skipping, nine of which are located in the mutational “hot spot” area of exons

45–55, are shown in Table 1.

A naturally occurring mutation provided some of the initial insight leading to the

development of methods for pharmacologically induced exon skipping. The

so-called dystrophin Kobe, in which 52 nucleotides spanning an exonic splicing

enhancer (ESE) region in the middle of DMD exon 19 are deleted, leads to native

skipping of exon 19 [71]. Using a splice switching oligonucleotide (20-OMe

backbone) complementary to the first 31 nucleotides of the sequence deleted in

the Kobe mutation, the Matsuo group first demonstrated, in 1995, the inhibition of

DMD intron 18 removal from a DMD minigene pre-mRNA in HeLa cell nuclear

extract [72]. Then, in 1996, the Matsuo group demonstrated that a DNA-PS

oligomer (AO19, Fig. 20) complementary to the same region caused the skipping

of DMD exon 19 during the splicing of wild type DMD pre-mRNA in cultured

human lymphoblastoid cells [73]. Cellular delivery of AO19 required the use of a

Table 1 Prevalence of

mutations in DMD exons in

Duchenne muscular

dystrophy patients (top ten

shown)

DMD exon Mutation (%) Deletion (%)

51 14.0 20.5

53 9.0 13.1

45 8.1 11.8

44 7.6 11.1

43 3.8 5.6

46 3.1 4.5

50 2.0 2.9

52 1.7 2.5

55 0.9 1.3

8 0.9 1.3

Column 2 contains the percentage of all mutations, while column

3 contains only the percentage of deletions [70]
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cationic lipid vehicle. When cells were treated with 200 nM of AO19, only DMD-
Δex19 mRNA was observed, demonstrating for the first time the feasibility of

completely skipping a constitutive human exon through SSO treatment. Impor-

tantly, other DMD exons were not affected and the negative control, a DNA-PS

sense-strand, did not induce exon skipping. Utilizing AO19, DMD exon 19 was

skipped in myotubes generated from myogenic cells isolated from a DMD patient

harboring a deletion of the entire exon 20 region of the dystrophin gene [74]. On

this genetic background, skipping of exon 19 restores the open reading frame and is

predicted to restore, at least partially, the expression of dystrophin. The authors

observed up to 20% of dystrophin-positive fibers in cultures that were treated with

the SSO.

When a single dose of AO19 was delivered intraperitoneally as an aqueous

solution to mdx mice, measurable skipping of exon 19 was detected, with an effect

lasting up to 14 days post injection [75]. When a fluorescent label was linked to

AO19, the authors were able to detect the compound in interstitial tissue, cyto-

plasm, and myocyte nuclei, including centered nuclei representing the regenerating

myocytes. Thus, in vivo, AO19 delivered as a naked molecule in solution was

reaching the intended sites of action in skeletal muscle cells. These results gave the

Matsuo group confidence to test AO19 in a DMD patient with an exon 20 deletion

[74]. Four doses of the AO19, given once a week, delivered as an intravenous

infusion resulted in skipping of exon 19 in both lymphocytes and biceps muscle,

achieving ~6% skipping in the muscle. Immunostaining of the biopsied muscles

with antibodies detecting the N- and C-termini and the rod region of dystrophin

showed a modest increase in dystrophin production in post-treatment samples [76].

In the late 1990s–early 2000s, several other groups initiated research efforts in

exon skipping for DMD. TheWilton and Dunckley groups were inspired by another

natural phenomenon observed in mdx mice. This mouse model carries a premature

translation termination codon in exon 23 of the dystrophin gene, which would be

expected to result in a severe dystrophic phenotype. However, mdx mice have a

nearly normal lifespan and only mild dystrophy, primarily attributable to the
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presence of a small but measurable number (typically less than 1%) of dystrophin-

positive muscle fibers, thought to be caused by intrinsic exon skipping during

pre-mRNA splicing or due to somatic mutation [69, 77, 78]. SSOs were designed

to bind to the 30 and 50 splice sites at the ends of exon 23 and the branch point in

intron 22. Effective exon skipping was achieved upon transfection of both mouse

myoblast cell line C2C12 and primary mdx mouse myoblasts [79, 80]. Interestingly,

while Wilton et al. found blocking of the 50 splice site to be most effective in

eliciting exon 23 skipping, Dunckley et al. achieved maximal skipping with an SSO

blocking the 30 splice site (the nucleotide sequences of the SSOs were different in
the two studies). Dunckley et al. also observed increased levels of dystrophin

protein at the sarcolemma in about 1% of cultured myotubes. Around the same

time, van Deutekom et al. demonstrated the utility of 20-OMe-PS oligomers in

skipping murine and humanDMD exon 46. A series of oligonucleotides that bind to

predicted exonic splicing enhancers in exon 46 were used to transfect murine

C2C12 cells and human primary muscle cells isolated from a healthy individual

and two unrelated DMD patients. Efficient skipping of exon 46 was achieved and,

in DMD patients-derived myotubes, skipping resulted in the appearance of dystro-

phin staining in the sarcolemma region [81]. Human DMD-specific skipping of

exons 44, 46, and 49 was demonstrated in the hDMDmouse model carrying the full

2.4 Mb human dystrophin gene [82].

This seminal work clearly established the feasibility of exon skipping during

DMD pre-mRNA splicing and confirmed the hypothesis that a translation-

compatible open reading frame can be generated by skipping an exon carrying a

point mutation or flanking a frame-disrupting deletion. To determine the general

applicability of exon skipping as a potential therapy for DMD, several groups

performed comprehensive systematic surveys of “skippability” of all internal

exons in dystrophin using splice switching oligonucleotides [83, 84]. Every exon

was found to be skippable; however, the ease of eliciting the skipping varied

considerably between exons. For some exons treatment with two or more oligo-

nucleotides was required. Simultaneous skipping of multiple exons, necessary for

certain classes of DMD mutations, was also shown to be possible [85, 86].

Initial exon skipping studies in DMD relied mostly on oligoribonucleotides with

a 20-methoxy substituted phosphorothioate backbone (20-OMe-PS). These mole-

cules satisfy two key requirements for an SSO – they are nuclease-resistant and do

not support RNase H-mediated cleavage. However, due to their negative charge,

crossing biological membranes (which are also negatively charged) presents a

challenge which is particularly severe in cardiac muscle and the CNS. Indeed, the

extent of exon skipping observed in the in vivo studies presented to this point was

typically a few percent at best.

Several additional oligonucleotide chemistries (Fig. 21), including those based

on locked nucleic acids (LNA), peptide nucleic acids (PNA), phosphorodiamidate

morpholino oligonucleotides (PMO) and, recently, tricycle-DNA (tcDNA) have

been tested for DMD skipping (reviewed in [87, 88]). The presence of LNA units

results in much stronger hybridization energy, with each monomer adding at least

5 �C to the duplex melting temperature [89]. The stronger binding has effectively
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precluded the use of pure LNA oligomers as splice-switching reagents, because

oligomers with mismatches maintain high binding affinity, raising concerns with

regard to specificity. Shorter LNA oligomers (14-mers are typical) suffer from the

same consequence of reduced specificity. Copolymers comprised of LNA and

20-OMe-PS sequences may hold promise for maintaining the high nuclease stability

afforded by the LNA segment while achieving higher specificity from the increased

length permitted by the addition of the lower affinity 20-OMe-PS segment

[90]. However, the application of such chimeras has not produced the expected

improvement in exon skipping activity in vivo [91]. The application of PNA

oligomers showed early promise in modulating the splicing of pre-mRNAs for

several membrane receptors, but the activity in DMD exon skipping proved to be

much less consistent [89, 92, 93]. This inconsistency combined with higher reagent

costs has caused PNAs to receive less attention than other classes.

The tcDNA backbone may be emerging as the next promising scaffold for SSO

design due to its ability to induce exon skipping not only in skeletal muscle but also

in the heart and even, to a small but measurable extent, in the brain of the mdx

mouse [94] without signs of overt toxicity. In this study the tcDNA was designed to

induce Dmd exon 23 skipping, which is one of the most easily skipped exons.

Future work will need to address both the general utility of tcDNA for exon

skipping and the tolerability of this backbone in vivo.

PMOs have emerged as the leading type of SSO owing to a unique combination

of efficient hybridization, stability to nucleases, lack of immune response, and

aqueous solubility (reviewed in [95]). This class of SSO has shown robust DMD
exon skipping in cultured cells [96, 97]; in the mdx and hDMD mouse models [98–

100], and in the CXMD dog model [101]. Aoki and coworkers innovatively

proposed using a cocktail of PMOs to cause the skipping of the entire region

covering DMD exons 45–55 [102]. This approach would be theoretically applicable

to ~60% of DMD patients carrying a frame-changing deletion. The corresponding

internally truncated protein is known to be associated with mild myodystrophy. The

approach showed early promise in the mdx52 mouse model [102, 103]. Several

review articles provide excellent surveys of the efforts directed toward multiple

exon skipping in DMD [85, 86, 104].
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There are divergent estimates, likely driven by the differences in sequence and

biological models used, of unassisted cellular uptake of backbone-neutral PMOs

vs. negatively charged 2-OMe-PS oligonucleotides, with some groups demonstrat-

ing better uptake of PMOs and others giving the edge to 2-OMe-PS oligonucleo-

tides [91, 98]. A considerable advantage of the PMO backbone is its compatibility

with covalent attachment of cellular uptake-promoting moieties.

Cell-penetrating peptide-conjugated oligonucleotides have emerged as another

very exciting class of splicing modifiers due to their enhanced systemic bioavail-

ability (reviewed in [91, 105, 106]). This approach turned a challenge – the

presence of negative charges on the cell membrane and their interference with

the uptake of negatively charged oligonucleotides – into an opportunity. By the

mid-1990s several short peptides containing a high proportion of positively charged

amino acids (arginines and lysines) were shown to facilitate the delivery of various

kinds of molecular payload to the cytoplasm and nucleus of the cell. Research from

several laboratories has now expanded the arsenal to several dozens of cell-

penetrating peptides (CPPs) and work in this area continues. The mechanism of

CPP-mediated internalization is not completely understood and, depending on the

structure and cell type, can involve either the direct membrane translocation or an

endocytic pathway. The positive charge of CPPs constrains the type of molecular

cargo that can be covalently conjugated; only charge-neutral backbones such as

PNA and PMO are compatible. Oligomers carrying negative charge (e.g., siRNA

duplexes) can only be delivered using non-cationic peptides or as noncovalent

complexes with amphipathic peptides. Non-charged homing peptides are being

developed for oligonucleotides with charged backbones [107]. CPP-modified

SSOs offer enhanced potency and tissue penetration upon systemic delivery. A

very recent example is the work by Hammond and colleagues in which considerable

efficacy was achieved upon treating severe SMA mice with systemically delivered

PMO conjugated with Pip6a delivery peptide [108]. Of relevance to DMD, the

intravenously delivered Pip6a-PMO conjugate induced efficient SMN2 splicing

correction in several tissues including brain and spinal cord. For treatment of

DMD, the challenges of tissue distribution for SSO therapies are particularly

acute with respect to penetration into the cardiac muscle. Arginine-rich CPPs

have been the first SSO class to show DMD exon skipping in the heart. Addition-

ally, they confer benefit at doses lower than those required for unconjugated PMOs,

and prevent exercise-induced myopathy in mdx mice [106, 109–112]. Pharmaco-

kinetics, biodistribution, stability, and toxicity of an early version of a cell-

penetrating peptide attached to a PMO were studied in rats by Amantana and

coworkers [113]. Intravenous administration of the conjugate in rats produced an

LD50 of 210–250 mg/kg. Doses of 15 and 30 mg/kg were well tolerated, with no

evidence of clinical abnormalities. The target organ for toxicity appeared to be the

kidney, adding a cautionary note to this class of SSO. However, it should also be

noted that CPP-PMO conjugates are biologically active at much lower doses

(typically in the 1–10 mg/kg range) than PMOs by themselves. Active research

focused on CPP optimization, including the reduction of kidney damage, is ongoing

in several laboratories opening the way to commercial and therapeutic applications.
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Two additional splice-switching modalities that rely on nucleic acid hybridiza-

tion have been developed to achieve exon skipping. They are based on U1 [114–

117] and U7 [118–120] small nuclear RNAs engineered to interact with various cis
elements essential for splicing and interfere with the formation of a splicing-

competent spliceosome. These RNAs are delivered using lentivirus- and AAV-based

vectors and therefore achieve more consistent expression, proper cellular localization,

and readily associate with spliceosome components. The downsides of this approach

as a therapy are inherent to virus-mediated therapies and include the need for produc-

tion of large number of viral particles and existing and induced immune response.

A comprehensive treatment for DMD would require not only a dystrophin-

restoring compound but also pharmacological agents addressing other aspects

such as chronic inflammation, fibrosis, the depletion of satellite cells and reduced

muscle mass. Myostatin (MSTN) is a well-characterized muscle growth suppressor

[121]. Animals with two null MSTN alleles develop overtly hypertrophic muscles.

The MSTN gene consists of three exons. Skipping of the second exon disrupts the

open reading frame and inhibits myostatin protein synthesis. Several groups

achieved successful skipping of MSTN exon 2 using both 2-OMe-PS oligonucleo-

tides and PMOs, typically in conjunction with frame-restoring exon skipping in

DMD pre-mRNA [122–124]. It is important to note that in many myopathies the

inhibition of myostatin alone, while increasing muscle mass, may not contribute

substantially to muscle strength. To be effective, MSTN inhibition needs to be

coupled with agents that restore muscle structure [125].

3.2 Clinical Development of Exon Skipping SSOs

Three classes of splice switching oligonucleotides, DNA-PS oligomers, 20-OMe-PS

oligomers and PMOs, have been undergoing extensive clinical development,

although the bulk of the work has involved the 2-OMe-PS and PMO classes

(reviewed in [126–128]). As described earlier, the first human trial of a DMD
exon skipping oligonucleotide was performed by the Matsuo group using AO19

in a patient with a DMD exon 20 deletion [74]. This study served as a proof of

concept, but left several open questions. What role does RNase H-driven degrada-

tion ofDMDmRNA play? Will exon skipping studies in the mdx mouse translate to

humans? And what cells and tissues are relevant for the analysis of drug efficacy

(summarized in [87]). Since the skipping of DMD exon 51 can restore dystrophin’s
open reading frame in the largest cohort (13–15%) of DMD patients [62, 70], the

largest clinical effort has been devoted to SSOs targeting this exon.

Drisapersen (PRO051, Kyndrisa™), a 20-mer 20-OMe-PS oligonucleotide from

Prosensa/GSK/BioMarin, was identified by van Deutekom and co-workers as a

candidate for testing in DMD patients with mutations amenable to ORF restoration

by DMD exon 51 skipping. The first clinical trial, at a single-center, was an open

label study of a single intramuscular dose of drisapersen in four DMD patients. No

adverse events were observed. A variable degree of exon 51 skipping was detected
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in extracted muscle samples as measured by RT-PCR. Samples displayed an

increase in dystrophin-positive fibers with a sarcolemma-localized signal and an

upregulation of dystrophin production shown by western blotting; however, the

increase in protein did not appear to correlate with the relative fraction of Δ51
mRNA [129]. Encouraged by the initial results, several phase 2 and 3 studies on

drisapersen were initiated to investigate dose response, dosing regimens, and

patient cohorts. In total more than 300 DMD patients were dosed over the course

of the trials. The primary outcome measure was the distance traveled during a 6 min

walk (6 min walk test or 6MWT). Drisapersen, while showing positive trends in

subgroups of patients, did not achieve a statistically significant difference in the

primary endpoint, which in combination with drug-related side effects made regu-

latory approval challenging. Further development of drisapersen and other DMD

exon skipping candidates in BioMarin’s pipeline was halted.
With similar timing to the development of drisapersen, eteplirsen (AVI-4658,

EXONDYS 51™), a 30-mer PMO, was identified by researchers at Sarepta Ther-

apeutics (AVI BioPharma at the time). Eteplirsen also targets patients with muta-

tions amenable to ORF restoration by DMD exon 51 skipping. The first human

clinical trial for eteplirsen was a single-blind placebo-controlled dose-escalation

study of a single intramuscular dose in seven DMD patients. No-treatment-related

adverse events were reported. Extensor digitorum brevis muscle biopsies were

analyzed for DMD gene expression. The high dose (0.9 mg) resulted in measurable

increases in Δ51 DMD mRNA, dystrophin-positive fibers and dystrophin protein.

There appeared to be a correlation between the level of Δ51 DMD mRNA and

dystrophin protein [130]. Several phase 2 studies of eteplirsen were conducted to

select a dosing regimen and a therapeutic dose. Based on the results from one of

these trials, a phase 2 study (including the study extension) in 12 patients, the

company sought a regulatory approval in the USA. The primary outcome measure

was an increase in the number of dystrophin positive fibers, while the 6 min walk

test was a secondary outcome. Following an extended regulatory review that

included additional analyses of dystrophin protein levels in an ongoing phase

3 study using western blotting, in September 2016 EXONDYS 51™ (eteplirsen)

received accelerated approval for the treatment of Duchenne muscular dystrophy in

patients who have a confirmed mutation of the DMD gene that is amenable to exon

51 skipping (Available from: https://www.accessdata.fda.gov/drugsatfda_docs/

nda/2016/206488Orig1s000Approv.pdf). Using a similar technology, SSOs that

induce the skipping of exons 45, 51, and 53 are currently in clinical development

for the corresponding DMD patients (Available from: http://www.sarepta.com/our-

pipeline). Additional SSOs targeting DMD exons 8, 44, 50, 52, and 55, as well as a

CPP-modified PMO to skip exon 51, are in preclinical development.
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3.3 Small Molecules that Enhance Exon Skipping

Antisense oligonucleotide and virally delivered small nucleic acids dominate the

DMD exon skipping field; nonetheless, small molecule splicing modifiers have

been pursued as a potential therapeutic modality for this cause. Nishida and

co-workers screened a library of over 100,000 compounds for inhibitors of kinases

responsible for phosphorylation of SR proteins which regulate splicing. One of the

hits, TG003 (Fig. 22), was shown to be an inhibitor of Cdc2-like kinases and to

inhibit SF2/ASF-dependent splicing [131]. Upon treatment with TG003, a DMD
exon 31 minigene was responsive to increased exon skipping in HeLa nuclear

extracts. Additionally, when myotubes generated from DMD patient cells carrying

a nonsense mutation in DMD exon 31 were treated with TG003, the inherent

sporadic exon 31 skipping was increased [132].

Dantrolene, a postsynaptic muscle relaxant and ryanodine receptor antagonist, was

identified in a chemical screen of 300 compounds as a potentiator of SSO-driven exon

skipping [133]. In addition to the screening assay, SSO-enhancing activity was

demonstrated in vitro in mdx mouse myoblasts (exon 23 skipping) and human

DMD patient myoblasts (exon 51 skipping) and in vivo in mdx mice. Both

20-OMe-PS oligonucleotides and PMOs were responsive to dantrolene enhancement.

Hu and coworkers performed a screen of 2,000 compounds using a construct that

contained an interrupted green fluorescent protein coding sequence that carried

either murine Dmd exon 23 or human DMD exon 50, both flanked by their

corresponding intronic sequences [134]. The small molecule 6-thioguanine (6TG)

was found to be a weak inducer of exon skipping when administered alone. When

used in combination with a PMO, 6TG enhances the exon skipping activity of the

PMO in C2C12 mouse myoblasts. The combination therapy was also reported to

enhance exon skipping in mdx mice, after an intramuscular injection. Verhaart and

Aartsma-Rus further examined the effect of 6TG on DMD exon skipping in

cultured human muscle cells derived from a healthy donor, in C2C12 murine

myoblasts, and in mdx mice [135]. They concluded that indeed 6TG enhances the

effect of both 20-OMe-PS oligomers and PMOs. Additionally, it was found that the

activity of 6TG in the absence of SSO was non-selective, causing exon skipping of

various exons throughout the transcript, suggesting a general splicing disruption

and not an activity directly coupled to the binding of the SSO.
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Fig. 22 Small molecules found to increase exon skipping
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4 Splicing Inhibition

Various small molecules that inhibit some general aspect of the splicing process

have been discovered in screening efforts with assays that were either designed

specifically to identify splicing inhibitors or designed to identify cytotoxic mole-

cules [136]. In the latter case, detailed mechanistic work was required to link the

cytotoxic behavior of the molecule to the inhibition of a splicing process. Because

these molecules often stall the assembly of a catalytically competent spliceosome or

the catalytic splicing cycle at specific stages, they have served as useful tools in

understanding certain aspects of pre-mRNA splicing. The therapeutic application of

such molecules has largely been linked to cancer, since most display strong anti-

proliferative activity [137]. However, other applications may be possible depending

on the splicing target, since some splicing events may be more strongly inhibited

than others.

4.1 Targeting SF3b to Inhibit Splicing

The natural product FR901464 (Fig. 23) was isolated from the fermentation broth of

Pseudomonas sp. due to its potent cytotoxicity. It was determined that FR901464

caused cell cycle arrest at the G1 and G2/M phases [138]. A close analysis of the
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proteins involved in cell cycle regulation, after treatment with FR901464 or a more

stable methyl ketal analog spliceostatin A, indicated that the protein p27 was

upregulated [139]. Further analysis indicated that the upregulated protein was a

C-terminally truncated variant of p27, and that the truncated variant did not arise

from proteolytic processing. A biotinylated derivative of SSA was used in conjunc-

tion with streptavidin beads to pull out possible binding partners. Three proteins

were enriched in the 130–160 kDa range. Using LC-MS these proteins were shown

to be SAP155, SAP145, and SAP130, all of which are components of the SF3b

sub-complex of the U2 snRNP. Although FR901464 and SSA both have reactive

epoxides, they do not appear to form covalent attachments to the binding partners as

evidenced by wash out experiments.

A class of macrolides, with similar structural features as spliceostatin A,

revealed a similar mode of action. Pladienolides B and D (Fig. 23) were isolated

from culture of Streptomyces platensis [140]. Treatment of cells with 3H and

fluorescently labeled analogs of pladienolide B showed that the compound was

localized to the nucleus and present in nuclear speckles [141]. The nuclear fraction

of cells treated with the 3H labeled pladienolide B was subjected to immunopre-

cipitation using antibodies that bind nuclear speckle proteins. The results suggested

compound binding to components of the U2 snRNP. Of the various antibodies

raised against the components of the U2 snRNP, anti-SAP155 most efficiently

coprecipitated the 3H labeled pladienolide B. Using a similar coprecipitation

strategy with anti-SAP155 antibody and the nuclear fraction, a pladienolide B

analog containing a diazirine photo-reactive group was crosslinked to its binding

partner after UV irradiation. The pladienolide B analog was also linked to biotin,

allowing detection using streptavidin horseradish peroxidase (streptavidin-HRP). A

single prominent band of approximately 140 kDa was seen only after treatment with

both probe and UV irradiation. SAP130 was determined to be the target of the

crosslinking agent.

Spliceostatin A, pladienolide B, and other molecules with a similar chemical

architecture (Fig. 23) [142–144] influence splicing by binding to proteins in the

SF3b complex, particularly SF3b1 (SAP155). It has been suggested that the binding

event alone is not responsible for the activity, since inactive analogs effectively

outcompete active compounds at the binding site to restore splicing activity in

treated cells [145], leaving room for speculation that active molecules induce a

conformation change upon binding the complex. Mechanistic studies have shown

that SF3b interacting splicing inhibitors may impede the transition between com-

plex A and B [146], compromise the fidelity of branch point recognition by U2

snRNP [147], and/or impede exon ligation [145]. Regardless of the exact mecha-

nism, it is clear that although a core component of the spliceosome is being

compromised, not all splicing events are equally affected [147]. The underlying

principle may be rooted in the fact that not all pre-mRNA substrates have the same

affinity for spliceosomal components (i.e., there is competition between introns for

U2 snRNP association). RNA sequence and abundance, and associated splicing

factors all play a role in determining the favorability of the pre-mRNA/U2 snRNP

interaction. Ultimately, in an inhibitory environment pre-mRNA sequences that

Drugging Pre-mRNA Splicing 167



lead to more weakly associated complexes may experience greater changes in

splicing than their more stable counterparts [148].

So far, the therapeutic application of SF3b binders has been focused on cancer,

since many analogs arrest cancer cell growth at nanomolar concentration. An

analog of pladienolide D with improved pharmaceutical properties, E7107

(Fig. 23), showed promising results in oncology-related preclinical studies with

several xenograft models [149], leading to entry into a phase 1 clinical trial

[150]. The trial was halted due to vision loss experienced by two patients. The

exact underlying mechanism for the visual toxicity remains unclear. Additional

therapeutic applications of these molecules remain to be seen.

4.2 Spliceosome Stalling with Isoginkgetin

Whereas the SF3b binding compounds were identified from screening methods

designed to identify cytotoxic or cytostatic compounds, followed by detailed

mechanistic work to identify the target, a more direct approach of screening

molecules in assays designed to detect splicing inhibition has led to the discovery

of various other splicing inhibitors. In one such assay developed in HEK293 cells,

the open reading frame of firefly luciferase was placed downstream of a minigene

cassette containing exon 6-intron 6-exon 7 of human TPI (Fig. 24a) [151]. All the
in-frame stop codons were removed from intron 6 plus an additional base was added

to exon 7 such that luciferase only remains in the proper translational reading frame
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in the intron-containing mRNA. Although transcripts that retain introns are not

typically exported from the nucleus for translation, a small amount of exported

transcript is sufficient to generate a luminescence signal that distinguishes changes

in splicing. An additional control construct was created with a mutation at the 50

splice site of exon 6 that effectively abolishes splicing. Comparing the effect of

compound treatment in the reporter assay vs. the control assay distinguishes

splicing changes from other effects (e.g., transport). Approximately 8,000 com-

pounds from natural product and synthetic libraries were screened in the assay. A

bisflavanoid natural product, isoginkgetin, stood far above the rest of the com-

pounds in its ability to inhibit splicing (Fig. 24b). Isoginkgetin had been previously

described as a potential anti-cancer agent due to its unique activity [152]. To test

whether the activity was unique to the reporter assay, several endogenous tran-

scripts were evaluated, including those encoding β-tubulin, actin, DNAJB1, TPI,
glyceraldehyde-3-phosphate dehydrogenase, and RIOK3. All of these transcripts

exhibited pre-mRNA accumulation (2–20-fold) upon treatment with isoginkgetin.

It appears that isoginkgetin blocks spliceosome transition from complex A to

complex B. The binding target for isoginkgetin has not been determined. One

possible candidate is the SRPK2 kinase that phosphorylates the DEAD-box ATPase

PRP28 responsible for complex B formation.

4.3 Spliceosome Stalling with Madrasin

A splicing inhibition assay was developed in HeLa cell nuclear extract, utilizing a

FLAG-tagged spliceosomal protein and anti-FLAG peroxidase conjugated anti-

body [153]. The pre-mRNA substrate in the assay lacks the 30 exon thus allowing

spliceosome assembly and step 1, but not step 2 in the catalytic cycle (Fig. 2). The

quantification of complex C formation is possible due to the stalled splicing process

(Fig. 25). Any inhibition of early spliceosome formation or of step 1 in the catalytic

cycle would be detected by a lower abundance of complex C. Screening a library of

30,000 compounds at 50 μM concentration revealed two cyclic esters, psoromic

acid and norstictic acid, which inhibited splicing by more than 50%. In a separate

study, a very similar assay was used to screen a library of ~72,000 compounds

[154]. Madrasin (i.e., 2-((7-methoxy-4-methylquinazolin-2-yl)amino)-5,6-

dimethylpyrimidin-4(3H)-one RNA splicing inhibitor) was identified as the most

active compound. Madrasin completely inhibits splicing of the Ad1 pre-mRNA at

62.5 μM, whereas splicing of the MINX pre-mRNA was completely inhibited at

150 μM. Analysis using native agarose gel electrophoresis indicates that madrasin

interferes with one or more of the early steps in spliceosome assembly, allowing the

formation of the complex A but blocking the formation of subsequent larger

spliceosome complexes. When HeLa and HEK293 cells were treated with up to

30 μM madrasin, pre-mRNA splicing inhibition was observed for several tran-

scripts, ultimately causing cell cycle arrest. As is the case with the other general
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splicing inhibitors, madrasin may have limited clinical benefit due to a lack of

selectivity.

5 Conclusion

In humans the assembly of most mRNA transcripts requires the precise cleavage

and formation of multiple phosphodiester bonds in nascent pre-mRNA polymers.

This process of splicing is highly controlled, yet maintains sufficient flexibility to

proceed down alternative paths. The combination of control and flexibility presents

a unique opportunity for molecular intervention during gene expression. We have

described in this chapter various chemical agents that have the capacity to alter the

natural process of pre-mRNA splicing, thereby producing different levels of splic-

ing products than found under natural conditions. This technique has powerful

therapeutic application where mutation has caused certain splice variants to be

under- or over-represented. Additionally, splicing manipulation may be used to

bypass a deleterious section of mRNA and to reduce the expression of an undesired

gene product.

Over the past several years exceptional advances have been made with SSOs and

small molecules, the two leading therapeutic modalities for splicing modulation.

SSOs have long been recognized for sequence selectivity, but often knocked for

difficulty in administration and tissue penetration. Recent advances in delivery and
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penetration-enhancing agents have greatly improved the in vivo efficacy of SSOs.

Small molecules, on the other hand, rely on the strength of oral delivery and broad

distribution, but traditionally have suffered from the lack of selectivity in splicing

biology. Recent discoveries of selective small molecule splicing modifiers in the

areas of SMA and FD have begun to challenge this selectivity paradigm. We expect

that additional advances in drugging pre-mRNA splicing will be achieved as our

understanding of the potential targets and mechanisms increases. A combination of

creative design and applied knowledge should lead to promising new drugs in this

field in the future.
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Targeting RNA G-Quadruplexes

for Potential Therapeutic Applications

Satyaprakash Pandey, Prachi Agarwala, and Souvik Maiti

Abstract RNA G-quadruplexes are non-canonical structures formed in G-rich

regions of transcriptome. Considerable research points towards the potential role

for these dynamic structures in various genes involved in multiple pathways. The

ability of these structures to influence important biological processes has been dem-

onstrated in few selected important genes and more recently in a global manner

across the transcriptome. RNA G-quadruplexes are implicated in fundamental pro-

cesses such as translational regulation, alternative splicing, mRNA transport and

telomere homeostasis to name a few. The involvement of these structures in key

biological processes makes them attractive targets for therapeutic interventions.

Here we discuss the structural features of RNA G-quadruplex that make it more

monomorphic to develop ligands unlike the polymorphic DNA G-quadruplexes.

Furthermore, the role of RNA G-quadruplexes in important genes involved in dis-

eases and disorders such as neurodegeneration, cancer and viral infections has been

highlighted. A summary of ligands and their established roles in targeting RNA

G-quadruplex structures has been discussed in context of important processes.
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Moreover, we highlight the need to develop ligands that are highly specific in

targeting RNA G-quadruplexes, a new target to restore homeostasis in dysregulated

conditions.

Keywords Cancer, Homesostasis, Ligands, Neurodegeneration, RNA

G-quadruplexes, Viral infections
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1 Introduction

Central dogma of biology states a unidirectional flow of genetic information from

DNA to proteins via RNA as the intermediate messenger molecule [1]. Convention-

ally, RNA is restricted to acting as blueprint for the translational machinery to

produce proteins from DNA code. However, apart from being the messenger, RNA

has the capacity to adopt various structures to carry out its functions. ENCODE

analysis reported that 85% of human genome is pervasively transcribed but only 3%

codes for proteins suggesting additional roles for RNA thereby expanding its reper-

toire in biological functions [2]. For any structure to be biologically functional, it

requires two attributes – dynamicity and specificity [3]. Dynamicity refers to its ability

to form and resolve in response to stimulus while specificity refers to its ability to

distinguish the true stimulus from the false ones. RNA can undergo Watson–Crick

base pairing to form hairpin structures containing double stranded stem with single

stranded loop region or mismatched regions that result in bulges. Extensive functional

characterisation has been carried out to examine the importance of these structures in

different biological modules such as ribozymes, riboswitches, microRNAs (miRNAs)

and mRNAs [3, 4–6].

Various antibiotics that are used to treat infections in humans target the transla-

tional apparatus by binding to RNA motifs [7, 8]. One of the examples, streptomycin,
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has been shown to act by binding to structural features of 16S rRNA thus interfering

with translation and ultimately resulting in cell death [8]. These initial discoveries had

highlighted the importance of structuredness in RNA and its contribution to functions

of RNA. A number of techniques such as in-line probing [9], DMS footprinting [10],

enzymatic footprinting [11], PARS (Parallel Analysis of RNA Structure) [12] and

SHAPE (selective 20 hydroxyl acylation analysed by primer extension) [13] have been

used to understand the structuredness of single and global transcripts. Various high-end

structural techniques such as NMR (nuclear magnetic resonance) and X-ray diffraction

have also been employed in certain specific cases [14–16]. With the advent of next-

generation sequencing technologies, a global structuredness of RNA can be studied

using chemicals and enzymatic reactions on the total transcriptome of the cell. SHAPE

and PARS are two of the most widely used techniques that have been used to gain

insights into the structuredness of whole transcriptome [17, 18].

RNA is devoid of a complementary strand and hence has more potential to form

intramolecular structures. Canonical Watson–Crick base pairing structures such as

hairpin and stem loop exist and serve as interacting scaffold for different molecules

[19], peptides [20] and proteins [21, 22] thus serving as potential therapeutic targets.

Apart from these canonical RNA structures, certain non-canonical RNA structures also

exist. Triplex RNAs which form on the existing double stranded DNA moiety by non-

canonical base pairing with RNA are being explored recently and have been shown to

play a role in coding and non-coding RNAs governing processes such as RNA stabili-

ty and gene regulation [23–26]. One of the widely studied and characterised non-

canonical RNA structures which is both dynamic and specific is G-quadruplexes.

G-quadruplexes were discovered by Davies and Gellert when they found that higher

concentrations of guanylic acids form gel like structures in aqueous solutions [27].

X-ray diffraction studies later showed these mesh-like structures to be G-quadruplexes

[27]. G-quadruplexes are non-canonical secondary structures found in G-rich tracts of

nucleic acids both at DNA and RNA level. The basic unit consists of four guanines held

together by Hoogsteen bonds wherein each guanine can act as a donor and acceptor of

two hydrogen bonds. Four guanine molecules are arranged in a square, planar arrange-

ment with a metal ion coordinated to minimise the repulsion between inwardly oriented

oxygen atoms to form a G-quartet (Fig. 1) [28]. Two or more such G-quartets stack

upon each other to form a three-dimensional G-quadruplex. Monovalent cations sta-

bilise the G-quadruplex structure in the order of potassium > sodium > lithium [29,

30]. The intervening bases between G-quartets are termed as loops of G-quadruplex

and influence the stability of G-quadruplexes. G-quadruplexes can adopt various con-

formations (parallel, antiparallel or mixed) and topologies which depend upon the sugar

conformations, loop length and composition [30].

DNA G-quadruplexes have been ascribed regulatory roles owing to their predom-

inant occurrence at important genomic locations such as telomeric regions and in

promoters of proto-oncogenes and depletion in tumour suppressor genes [31]. Var-

ious molecules and peptides have been screened in a wake to alter these structures

and interfere with their biological processing thus making them attractive therapeutic

targets [32, 33]. However in the past two decades, attention has shifted from DNA

G-quadruplexes to RNA G-quadruplexes.
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RNA G-quadruplexes were discovered by Kim et al. in 1991 in 30 terminus of 5S

rRNA of Escherichia coli [34]. RNA G-quadruplex was also found to be located in

30 untranslated region (UTR) of insulin growth factor II (IGFII) gene downstream

of an endonucleolytic cleavage site [35]. The field has grown in the subsequent

years with studies of RNA G-quadruplexes located in different mRNAs, long

non-coding RNAs (lncRNAs) and telomeric regions [31, 36–40]. Comparative

studies have shown RNA G-quadruplexes to be more stable than their DNA

counterparts suggesting them to be of potential functionality inside the cell

[41, 42]. Bioinformatics studies predict RNA G-quadruplexes to occur in UTRs

and telomeric transcripts substantially more than in coding regions of mRNAs

[43]. Strategic location of RNA G-quadruplexes coupled with evolutionary conser-

vation in transcriptome suggests that these structures can act as regulatory motifs

whereby they influence the total output of the cell.

RNA G-quadruplexes can be viewed as regulatory modules/switches which if

interfered can turn on and off the expression of desired gene. RNA G-quadruplexes

indeed have been shown to be involved in a variety of biological processes such as

translation, mRNA localisation, alternative splicing and telomere homeostasis to

name a few [37–39, 44–46]. Balasubramanian and group for the first time demon-

strated visual localisation of RNA G-quadruplex within the cytoplasm of human

cells using G-quadruplex specific antibody [47]. A reverse transcriptase stalling

assay has been used in the past to map the location of G-quadruplexes in a transcript

by utilising the inability of reverse transcriptase enzyme to resolve these structures

under favourable conditions [48]. Recently, Kwok et al. coupled reverse transcrip-

tase stalling with next-generation sequencing to map the location of G4 structures at

nucleotide resolution throughout the transcriptome [49]. A very recent study by

Bartel and group however questions the existence of RNA G-quadruplexes inside

the cells. The authors use DMS-seq (sequencing of RNA obtained from cells treated

Fig. 1 G-quadruplex structure. Guanines arrange by Hoogsteen bonds (denoted in red) to form

guanine tetrad which stacks upon each other in the presence of metal ions (denoted in green
spheres) to form G2 or G3 quadruplexes
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with Dimethyl Sulfate) and argue that there exist counter mechanisms that unfold

RNA G-quadruplexes in higher eukaryotes [50]. Despite these contrasting reports, a

plethora of data exists for biological relevance of RNA G-quadruplex which may

form transiently in response to specific stimulus and dictate cellular processes.

RNA structures have been tested for potential targets in both prokaryotes and

eukaryotes. Aptamer sequences binding to specific molecules are selected from com-

binatorial screening approach in an unbiased manner to develop potential drugs that

can interfere with structured regions of genome and transcriptome. Short aptameric

sequences binding to specific aminoglycosidic ligands are selected from random pool

of aptamers. Moreover, inserting these sequences in UTR of reporter genes and tar-

geting them with cognate small molecules established that small molecule–regulatory

module interactions can control gene expression in eukaryotes [19]. Such studies es-

tablished the prowess of targeting naturally occurring RNA structures with small

molecules in cells. Potential RNAG-quadruplexmotifs exist within UTRs of important

genes such as NRAS, Zic1,MT3, VEGF and TGFβ2 to name a few. Biophysical and in

cellulo studies demonstrate the influence of RNA G-quadruplex in dictating transla-

tional output of these genes [37–39, 51, 52]. Several pioneers in the field have argued

that it is imperative to study the structural and thermodynamic features of RNA G-

quadruplexes to better understand their functions inside the cell. This knowledge will

in turn aid in designing specific ligands that can interfere and regulate naturally

occurring RNA G-quadruplexes in important genes. Specific ligands that can interfere

by stabilisation or destabilisation of these structures may help to restore normalcy in

pathophysiological conditions. RNA G-quadruplexes occur in a wide variety of genes

implicated in different processes such as telomere biology, cancer, neurodegeneration

and virology and thus targeting RNA G-quadruplexes holds promise in the future.

Development of ligands that can bind to specific RNA G-quadruplexes and innovative

strategies that can aid in targeting these structures in important genes is constantly

evolving. Here we summarise and discuss in detail the structural features and functional

aspects of RNA G-quadruplexes evident in the literature. But more importantly, we

provide current knowledge about the RNA G-quadruplexes in various important genes

that modulate biological processes and the use of ligands against RNA G-quadruplexes

highlighting them as targets for potential therapeutics in diseased conditions.

2 Structural Aspects of RNA G-Quadruplexes

Specific ligands and molecules against specific structures and scaffolds can be obtained

by rational designing or by an unbiased screening in a high throughput manner. Ra-

tional design approaches require structural information at a high resolution. Although

structural studies exist for G-quadruplexes, a lacuna exists in terms of the information

available for all the possible conformational landscapes and predicted topologies. Struc-

tural conformation and stability of G-quadruplex is primarily governed by the number

of G-quartets, loop length and composition, monovalent cations and flanking bases.

Based on the orientation of the strands, ribose conformations and patterns of connecting
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the G tetrads, loops are classified as lateral or edge wise, diagonal and propeller type,

mainly based on their appearance [30]. (a) Edge wise or lateral loops connect two

adjacent strands in an antiparallel arrangement. (b) Diagonal loops connect the diago-

nally/oppositely oriented strands arranged in an antiparallel manner. (c) Propeller or

strand reversal loops connect the top of one strand with the bottom of the other in case

of parallelly oriented strands. Studies by several groups have established the loop length

to be inversely correlated with the stability of G-quadruplexes both in DNA and RNA

level [53–56]. Longer loop lengths tend to destabilise the three-dimensional G-quar-

tets irrespective of their composition. Apart from length, the composition of the loop

nucleotides also influences the stability of G-quadruplexes. Biophysical studies by

Balasubramanian and group suggested shorter loops to be more stable for RNA G-

quadruplexes [56]. However studies from our group with a more comprehensive

library of different combinations of loop lengths and composition suggest that stability

of RNA G-quadruplex is dependent on loop length up to a certain limit beyond which

the stability of RNA G-quadruplexes is loop length independent [57]. These obser-

vations were further explored by Jean-Pierre Perreault and group where they explored

the formation and biological relevance of RNA G-quadruplexes with loop lengths

varying from two to 70 nucleotides in length [58]. The authors used in-line probing

technique to determine the formation of G-quadruplexes and reported that RNA G-

quadruplexes with a single central long loop of up to 70 nucleotides in length can form

under in vitro conditions. They further validated the relevance of their in vitro results

using loop lengths of 11 and 32 nucleotides under in cellulo conditions using lucif-

erase gene reporter system. Thus these studies suggest the need to redefine the existing

prediction tools of G-quadruplexes as they employ a very conservative loop length

maximum limit of seven nucleotides.

Conceptually the key differences between DNA and RNA G-quadruplex are the

presence of ribose sugar in RNA which is deoxygenated in DNA. Higher stability of

RNA G-quadruplex is attributed to differences in hydration and increased intramo-

lecular hydrogen bonding due to 20 of ribose sugar [41, 59]. Although RNA G-

quadruplexes are more heat stable than DNA counterparts, ribose sugar also restricts

them to a parallel conformation. The most probable reason for this monomorphic

nature is that the riboguanines involved in tetrad formation usually do not adopt syn
conformation, a prerequisite for formation of an antiparallel quadruplex. The rigid anti
conformation of the guanines is a result of 20-OH group which imparts C30-endo
pucker conformation to the guanines involved in G-tetrad [60].

As mentioned earlier, targeting RNA G-quadruplexes for potential medicinal

applications requires substantial information about the structural features of target

RNA G-quadruplexes. NMR spectrum of an RNA quadruplex was first reported by

Uesugi et al. for R14 sequence containing GGA repeats found in mRNAs of immu-

noglobin regions [61]. The sequence consisted of four GGAGG stretches separated by

UUUU residues. NMR structure reported a dimeric parallel quadruplex with a pro-

peller or strand reversal loop in which two parallel quadruplex blocks are stacked upon

one another. Comparative studies by the same group further pointed towards the key

differences between R-14 and D-14 stating that the same 14-mer in DNA forms an

182 S. Pandey et al.



antiparallel quadruplex with diagonal loops as opposed to the propeller and parallel

conformation in RNA [62].

Most of structural elucidation of G-quadruplexes has been performed on the se-

quences present in telomeric regions. Telomeres are the ends of chromosomes that

maintain the genomic integrity of the cell. Telomeres of vertebrates contain tandem

repeats of TTAGGG which can extend from 100 to 1,000 and more in length. An

enzyme telomerase is responsible to maintain the telomere length which is important

for cell viability [63]. Moreover, telomerase activity and telomere length have been

shown to be reduced in ageing cells and significantly higher in highly dividing cancer-

ous cells thus attracting telomerase inhibition as potential cancer target [64]. The single

stranded G-rich regions of the telomeres have the potential to form G-quadruplex

structures inside the cell and interfere with the telomerase activity [65]. Given the im-

portance of telomeres in biology, these G-quadruplex regions have been probed exten-

sively using NMR and X-ray crystallography techniques to understand the structural

conformation. X-ray crystal structures of the “12mers” (TAGGGTTAGGGT) and

“22mers” [AGGG(TTAGGG)] of telomeres display an all parallel structure with a

propeller loop arrangement projecting away from the stacked tetrads [66, 67]. NMR

and X-ray crystal structures of telomeric regions are in disagreement however. NMR

spectroscopy showed telomeric region to form an antiparallel conformation in the pres-

ence of sodium ions; however, X-ray crystal reports it to be a parallel conformer in the

presence of potassium ions. It is important to note that the level of potassium ions in the

cell is significantly higher than sodium ions, suggesting the potassium ionic conditions

to be more cellular mimicking. Zhou and group examined the telomeric G-quadruplexes

under molecular mimicking conditions over a period of time [68]. The authors reported

that telomeric regions initially display a mixed conformation containing both the anti-

parallel and parallel conformers; however, with increasing time, only the parallel con-

former is observed suggesting the more stable nature of parallel G-quadruplex.

Recently the structure of telomeric repeat containing RNA (TERRA) has been

elucidated by ESI-MS and crystallography. ESI-MS studies demonstrated the higher

order assemblies of RNA quadruplex formed in human telomeric sequences of variable

lengths (12mer, 22mer and 45mer) [69]. Studies by Martadinata and Phan have also

supported the stacking nature of RNA quadruplexes by comparing it with “beads on a

string” model for the quadruplex assembly via stacking of quadruplex blocks upon

each other [70]. Extending the solution based studies to the crystal environment ex-

hibited similar topologies for DNA and RNA quadruplex with differences in hydration

networks of the RNA quadruplex due to 20-OH groups and rigid C30-endo sugar puck-
ering of guanine residues in the tetrad [42, 67].

Another key difference between DNA and RNA is the presence of a methyl group

in uracil which is absent in its counterpart thymine present in DNA. Substitution of

20-OH by chemical analogues also has shown to destabilise G-quadruplexes further

highlighting its importance in G-quadruplex structure [71]. Substitution of thymine by

uracil also leads to stabilisation of G-quadruplexes suggesting the importance of loop

residues in influencing the G-quadruplex stability. Thymine to uracil substitutions

were carried out in thrombin binding aptamer (TBA) which possesses a two-tetrad

G-quadruplex (G2 quadruplex). Uracil containing quadruplexes were found to be
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more stable than thymine harbouring ones [72]. This difference in stability was a result

of loss of hydration which leads to stabilisation of stacking interactions due to loss of

structured water molecules. Thus RNA G-quadruplexes are more stable than their

DNA counterparts owing to their inherent chemistry of RNAmolecule containing ura-

cil and a 20-OH of ribose sugar. Utilising these differences between RNA and DNA can

increase the selectivity and specificity of available G-quadruplex ligands towards RNA

G-quadruplex.

3 Biological Functions of G-Quadruplexes

A plethora of data exists delineating the role of DNA G-quadruplexes ranging from

replication to transcription to telomere maintenance by systematic studies from several

groups. However in the past few decades, interest has shifted from DNA to RNA

G-quadruplexes [73, 74]. Two of the major reasons for this shift are: the absence of

complementary strand in RNA that makes it more flexible to adopt various structures

and the strategic occurrence of RNA G-quadruplexes in key locations of important

genes making them attractive targets for therapeutic interventions. Several studies in

recent past have discovered new functions for RNA G-quadruplexes extending their

roles in translational repression, localisation and alternative splicing to name a few.

The first discovery concerned with a functional role of RNA G-quadruplex was

made in 30-UTR of IGF-2 mRNA. A G-quadruplex motif at the 30-UTR of the

insulin-like growth factor II mRNA folded into a structured domain under in vitro

conditions. IGF2 mRNA undergoes a specific cleavage reaction in vivo at a site 50

to the G-quadruplex motif, suggesting a role of G-quadruplex in mRNA-processing

events [35]. Similar role for G-quadruplex motifs has been found for p53 mRNA

wherein G-quadruplex structure interacts with hnRNP H/F and helps to maintain

p53 expression by stabilising the transcript in wake of DNA damage thus leading to

apoptosis of the cell [45, 75].

After the initial discovery of role of G-quadruplex in IGF2 mRNA and its effect on

mRNA-processing events, the field was subjected to intense analyses and it was found

that a large portion of UTRs harbour predictive G-quadruplexes in them [43]. The first

experimental demonstration for role of G-quadruplexes in UTR was performed in

NRAS gene by Balasubramanian group [37]. The authors used a cell free system and

a reporter gene assay containing a wild type and a mutant G-quadruplex of NRAS to

measure the reporter expression system. It was found that the thermodynamically stable

G-quadruplex inhibited translation under the in vitro conditions. Although this exper-

iment cemented the role of G-quadruplex in translation, it did not reflect the behaviour

of G-quadruplex structures inside the cell. The first demonstration of G-quadruplex

mediated translational repression in UTRs came from in cellulo studies conducted on

Zic-1 (a zinc finger protein) UTR [38]. The study showed that G-quadruplexes inhibited

translation inside the cell using a luciferase reporter system assay. More importantly,

the inhibition was at the level of translation and not transcription thus suggesting a

translational regulation role of G-quadruplexes in UTRs of mRNAs. Several studies
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followed up these observations in different mRNAs involved in different biological

processes ending with similar conclusions for most if not all. Systematic studies were

conducted by Hartig and group to understand the role of G-quadruplexes as RNA

thermometers inside the cell using bacterial system [76]. G-quadruplexes with different

lengths and stabilities were introduced in a GFP reporter system tomeasure the effect of

these structures. It was found that thermodynamically stable G-quadruplexes inhibited

translation in a stability dependent manner. Although most of the initial studies point-

ed towards an inhibitory role for these structures, a seminal study by Basu and group

showed a contrasting role (translational activation) of G-quadruplex in translational

regulation [51]. Basu and group studied a G2-quadruplex (G-quadruplex with two

tetrads) in vascular endothelial growth factor (VEGF) UTR. Biophysical and biochem-

ical studies were carried out to establish the existence and stability of the structure in

VEGF UTR under in vitro conditions. However reporter system assays in human cell

lines revealed that the G-quadruplex motif increased translation rather than diminishing

it. It was recently demonstrated that these structures might serve as an independent

recruiting sites similar to Internal Ribosome Entry Site (IRES) motifs thereby attracting

the translational machinery and hence increasing the translation [77]. Several studies

including a few from our group have been conducted with an aim to explore the struc-

tural diversity and understand the role of G-quadruplexes on translation in a stability

and location dependent manner [39, 78–81]. Many rules have been laid out that follow

inhibitory role of RNA G-quadruplexes. However few examples deviate from the con-

ventionally established principles such as 50-UTR of Transforming Growth factor β2
(TGFβ2) [52]. TGFβ2 contains a G3 quadruplex (G-quadruplex with three stacks) in its
50-UTR as predicted bioinformatically using available algorithms. Biophysical and bio-

chemical analyses with the G-quadruplex motif clearly demonstrated its existence and

stability pattern. Reporter system assays using only the G-quadruplex domain displayed

a decreased translation for the luciferase enzyme inside the cell. However when whole

UTR of TGFβ2 was inserted in the reporter system, contrasting results were obtained. It

was found that G-quadruplex of TGFβ2 increased translation when present along with
flanking bases of UTR but inhibited translation without flanking bases. Further analyses

suggested the presence of a G2 quadruplex in its UTR along with the conventional G3

quadruplex. The synergistic effect of G3 and G2 quadruplex is somehow responsible

for the increased translation but its detailed mechanism still remains elusive. Thus con-

trasting roles of G-quadruplex exists as translational regulators thus making it difficult

to predict the functions of newly found G-quadruplexes.

Very few studies have explored the role of G-quadruplexes at 30-end of mRNAs.

Arora et al. used the above described luciferase reporter system to understand the func-

tionality of G-quadruplex in proto-oncogene serine/threonine-protein kinase 1 (PIM1)

[82]. A translational suppressive role was demonstrated for PIM1 G-quadruplex but

nevertheless without a detailed mechanism.

G-quadruplexes can be hypothesised as regulatory switches or interaction domains

for different proteins and hence could play an important role in cellular processes. Their

role in various diseases has been discussed elsewhere [83]. Targeting these structures

for potential therapeutic applications are discussed below.
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3.1 G-Quadruplexes in Neurodegeneration

3.1.1 Fragile X Mental Retardation Protein

Fragile X mental retardation protein (FMRP) is deregulated in mental disease condi-

tions – fragile X mental retardation syndrome (FXS) and FRAXE-associated mental

retardation syndrome (FRAXE) [84]. FXS is the most common form of inherited in-

tellectual disability with an incidence of one in 5,160 males who develop childhood

seizures, autistic behaviour and immature dendritic spines [85]. FMRP is a protein

which is absent in patients with FXS pathology. FMRP is an RNA binding protein con-

taining two ribonucleoprotein K homology domain (KH domain) and RGG domains,

both characteristic of RNA binding proteins. In FXS patients, expansion of CGG re-

peats is observed in FMR1 that codes for FMRP protein. This expansion leads to si-

lencing of FMRP expression and ultimately absence of FMRP protein inside the cells

[84, 86]. FMRP is an RNA binding protein which is involved in dynamics of mRNA

shuttling between nucleus and cytoplasm [87]. FMRP RGG domains recognise its

targets but it has been shown that binding of FMRP is a combination of both structure

and sequence. Extensive studies have been carried out to understand the RNA binding

activity of FMRP. FMRP contains RGG (Arginine–Glycine–Glycine) box which serves

as the binding domain to its various targets [88]. In an effort to identify the transcripts

that are bound by FMRP, extensive pull-down studies have been carried out followed

by sequencing to reveal the identity of the interacting RNAs [89, 90]. Initial studies by

Darnell and group suggested that most of the RNA targets of FMRP harbour G-

quadruplex motifs in their 50-UTR, coding regions and 30-UTR regions. Many of these

mRNA targets have been shown to harbour G-quadruplex structures in their 50-UTR,
CDS and 30-UTR, although only a subset of them has been experimentally validated.

Catalytic subunit of Protein Phosphatase 2A (PP2Ac) and Microtubules Associated
Protein 1b (MAP1B) are FMRP targets harbouring one or more G-quadruplex struc-

tures in their 50 UTR. FMRP represses the translation of MAP1B and PP2Ac by

blocking translational machinery. In the absence of FMRP, MAP1B and PP2Ac both

lead to changes in cytoskeletal filaments. In the absence of FMRP, MAP1B levels

increase leading to abnormal microtubule stability and in turn affecting the formation

of dendritic spines in neurons [91]. Similarly, the absence of FMRP increases the level

of PP2Ac leading to altered actin remodelling in fibroblast cells [92].

Expression of the G-quadruplex disrupting proteins hnRNP A2 and CBF-A was

shown to alleviate the translational block [93]. Interestingly, FMRP was found to reg-

ulate its own activity by binding to G-quadruplex present in coding region of its mRNA

and inhibiting its translation by a negative feedback loop [94]. Likewise, FMRP binds

to G-quadruplex in coding region of Amyloid Precursor Protein (APP) and regulates its

translation [95]. A comprehensive analysis of four major datasets containing mRNAs

associated with FMRP revealed significant overlap with each other [96]. Most of the

associated mRNAs contained a WGGA motif (where W ¼ A or U) and these motifs

were shown to be highly clustered. The authors hypothesise that WGGA motifs might

form G-quadruplexes which serve as the recognition motifs for FMRP. FMRP binds to
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4% of the RNAs present in the mammalian brain and majorly functions as a transla-

tional regulator governing the level of translation inside the cell. Evidence ofG-quadruplex

motifs in FMRP bound RNAs points towards a significant role of G-quadruplexes in-

side the cell and strengthens the role of G-quadruplex as sequestrating agents for proteins.

FMRP is postulated to stabilise these RNA molecules, as in the absence of FMRP

variety of genes are deregulated. Ligands that can compensate for FMRP loss by sta-

bilising G4 structures may restore normal metabolism of RNA targets of FMRP. If

cells lacking FMRP respond to such ligands, they will provide new unheralded roles

of FMRP biology. Moreover understanding the disease progression will be the key to

designing therapeutics. If G4 ligands can compensate for FMRP function, then they

possibly open up new avenues for pathologic diseases linked with FMRP loss. It will

be of significance to ascertain the biological role of G-quadruplex and ligands in the

context of diseases linked with deregulated G-quadruplex binding proteins. A global

stabilisation of G4 motifs could increase the stability of mRNA targets and hence help

to repair the deregulated pathways in pathological conditions.

3.1.2 C9orf72 Gene in Amyotrophic Lateral Sclerosis and Fronto-

Temporal Dementia

RNA G-quadruplexes have also been shown to be involved in neurodegenerative

disorders. Amyotrophic lateral sclerosis (ALS) results from degeneration of motor

neurons in the brain leading to dysregulated motor skills and paralysis and is fatal.

Fronto-temporal dementia (FTD) is a result of degenerated neurons in frontal and

temporal lobes and leads to altered behaviour and language impairment [97]. Both

ALS and FTD are considered to be part of the same disease. Neurodegenerative

diseases such as FTD and ALS are a result of multiple defects in cellular machinery

of neurons. But more importantly, expanded repeats expansion of GGGGCC (G4C2)n
has been observed in first intron of C9orf72 gene in patients with FTD and ALS [98,

99]. Normal individuals contain<30 repeats while patients with ALS and FTD contain

~500 to few thousand repeats in their genome. NMR and CD experiments have dem-

onstrated that these repeats are able to form RNA G-quadruplexes structures [100]. It

was hypothesised that G-quadruplex structures may bind and sequester important

proteins during the pathogenesis of ALS and FTD. Haeusler et al. demonstrated the

functional consequence of these repeats in C9orf72 gene [101]. They showed that

these repeats lead to abortive transcription by RNA polymerase. The rate of abortive

transcription events was found to be directly proportional to number of GGGGCC

repeats. These repeats thus stall the movement of RNA polymerase leading to

incomplete transcription events thereby decreasing pool of full-length transcripts.

The authors further went on to determine the binding partners for abortive transcripts

using RNA pull-down assays followed by quantitative mass spectrometry using

SILAC. Among many proteins identified, nucleolin was found to be a robust binding

partner to (G4C2)n repeat containing RNA. Furthermore evidence of nucleolar stress

was attributed to dispersed localisation of nucleolin in patient cells. Nucleolin was

found to be more dispersed throughout the nucleus under such conditions. Nucleolus is
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the site of rRNA maturation and deregulated nucleolin levels correlate with decreased

rRNA levels in the patient cells. The authors were also able to recapitulate the findings

from the patient cells by expressing abortive transcripts in normal cells.

RNA in situ hybridisation experiments further confirmed the interaction of (G4C2)n
RNA with nucleolin inside the patient cells. Thus the authors demonstrated that pa-

tients with repeat expansions in C9orf72 gene showcased abortive transcription, nu-

cleolar stress, decreased rRNA maturation and more sensitivity to proteotoxic stress.

These deregulated conditions alter homeostasis and the ability of these patients to

handle stresses declines rapidly making them more vulnerable to proteotoxic stresses

with increased age. Interfering with G-quadruplex structures in such patients may help

to relieve some of the stresses manifested in these patient cells. Different groups have

tried to identify the exact causes of ALS and FTD and postulate that the effects can be

seen by RNA mediated toxicity and/or peptide mediated toxicity or a combination of

both resulting in compromised nucleocytoplasmic transportmechanism [102]. Genome

wide screens in yeast showed the effect to be caused by dipeptide toxicity alone [103].

Dipeptide chains can be translated from expanded repeats in a repeat associated

non-AUG translation. Compelling evidence exists supporting each of the hypotheses

in different model organisms. Nevertheless, combination of multiple deregulated path-

ways could also cause the disease and needs to be tested in future. Zamiri et al. utilised

G4 ligand molecules to disrupt the secondary structures adopted by expanded repeats

in C9orf72 gene [104]. They tested cationic porphyrin (5,10,15,20-tetra(N-methyl-4-

pyridyl) porphyrin (TmPyP4)) and found it to actively distort the G-quadruplexes

adopted by (G4C2)n repeats in C9orf72 transcripts. The authors also tested the ability

of TmPyP4 to interfere with interaction between repeats and other proteins inside the

cells. They found that the presence of TmPyP4 interfered with binding of ASF/SF2 and

hnRNP A1 binding to (G4C2)n repeats suggesting that G4 structure in neurological

diseases and their protein interaction can be disrupted using specific small molecules.

Similar strategy was also utilised by Su et al. wherein they screened bioactive small

molecules that can target expanded repeats of C9orf72 (G4C2)n repeats in cells isolated

from patients with ALS/FTD [105]. These studies indicate that small molecules tar-

geting (G4C2)n repeats present a viable therapeutic strategy in ALS/FTD patients.

3.1.3 G-Quadruplexes in Alzheimer’s Disease

Alzheimer’s disease is caused due to accumulation of amyloid plaques and neurofi-

brillary tangles in neuronal cells leading to severe form of dementia in the patients.

Amyloid plaques are a result of accumulation of amyloid β peptide (Aβ), a proteolytic
product of the APP [106]. Both under- and overexpression of APP protein have been

linked to dysregulated neuronal structure and function [107, 108]. Early onset of

Alzheimer’s is a result of high accumulation of amyloid β peptide (Aβ) that is a result
of elevated levels whereas reduced levels of APP are linked to impaired learning and

immature dendritic spines [106]. Crenshaw et al. demonstrated the presence of a G-

quadruplex in 30-UTR of APP gene that controls its expression inside the cell [109].

G-quadruplex in 30-UTR of APP does not alter the expression levels of APP mRNA
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but regulates its translational output. Using luciferase studies, it was demonstrated that

mutated G-quadruplex in 30-UTR of APP increases the translational output of APP.

Thus 30-UTR G4 in APP negatively regulates its translational levels thereby keeping

APP expression in check as any deviation in APP levels is deleterious for the cell. A

wide variety of proteins interact with G-quadruplexes and APP levels may also be

subjected to expression of these interacting proteins and need to be probed further. On

contrary, mutations disrupting APP 30-UTR G-quadruplex could also increase APP

levels and lead to pathological features associated with Alzheimer’s disease. APP

30-UTR G-quadruplex can help understand the progression of Alzheimer’s disease and
can be employed diagnostically to reveal mutations or disruptions in regulation of APP

levels inside the cell. Moreover, in diseases with lower levels of APP, G-quadruplex

ligands can be employed to increase the levels of APP by destabilising APP 30-UTR
quadruplex and restore APP levels. But more importantly, APP levels are maintained

in a critical range and any deviation could give rise to dysregulated neuronal biology

and hence needs to be considered for future therapeutic interventions. Role of G-

quadruplexes in Alzheimer’s disease can also be at the level of APP cleavage by alpha

and beta secretase enzymes both of which are themselves under G-quadruplex medi-

ated regulation. Two important genes BACE1 and ADAM10 are involved in APP

proteolytic cleavage and both of these genes have been shown to be regulated by G-

quadruplex structures. ADAM10 belongs to a family of a disintegrin and metallopro-

teinase family which contribute to anti-amyloidogenic activity [110]. ADAM10 con-

tains an RNA G-quadruplex in its 50-UTR that represses the translation of ADAM10.

Moderate overexpression of ADAM10 can decrease amyloid β production inside the

cells. β-site APP cleaving enzyme 1 (BACE1) is responsible for cleaving APP to am-

yloid β peptides. BACE1 is subjected to G-quadruplex regulation during its alternative
splicing [111]. Mutation in G-quadruplex motif decreases full-length active BACE1 by

increasing the short inactive BACE1 protein. Thus, Alzheimer’s pathology is subjected
to G-quadruplex mediated regulation at various key steps and alteration or interference

with G-quadruplex motifs could prove to be a valuable intervention step in under-

standing the progression of disease and ultimately leading to potential therapeutic

targets. Rescuing the negative translational control by destabilising G-quadruplex in

ADAM10 and by decreasing full-length BACE1 may alter the balance towards more

normal physiology of neurons thus counteracting the production of amyloid β peptides
and decreasing neurofibrillary tangles associated with Alzheimer’s diseases. However
developing molecules that can target G-quadruplex ligands specifically by crossing

blood–brain barrier is a challenging task but nevertheless is a worthwhile pursuit in

future.

3.1.4 G-Quadruplex as Zipcodes in Neurons

An intriguing case of G-quadruplex involvement in neuronal RNA metabolism was

published by Moine et al. Moine et al. predicted that 30% of dendritic mRNAs

harbour potential quadruplex motifs in their 30-UTRs raising the possibility that G4
motifs may function as cis-acting elements dictating the localisation of dendritic
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mRNAs. Using Lambda reporter GFP system and mutational studies, they showed

that G-quadruplex motifs in UTRs of PSD-95 and CamKIIA – two of well-known

dendritic mRNAs – function as zipcodes for neurite targeting. They also demonstrat-

ed that the localisation is dependent on the ability of mRNA to form G-quadruplex

structures as mutated G-quadruplex structures did not function as neurite signalling

modules for mRNAs. FMRP has been shown to be involved in variety of mRNA

localisation in neurons and the authors claimed that the absence of FMRP did not alter

the basal transport of G-quadruplex containing dendritic mRNAs suggesting that these

modules function as cis-acting elements and may respond to different gradients in

cationic compositions to execute its function. These G-quadruplex sequences can help

to target mRNAs to different locations of cells. Transport of proteins is an energy

expensive task but transport of mRNAs to desired locations inside the cells helps to

spontaneously increase protein production inside the cells (Fig. 2).

3.2 G-Quadruplexes in Non-coding Transcriptome

With the advent of next-generation sequencing technologies, it was realised that a

major portion of genome is transcribed (~85%) but less than 3% of it codes for protein

coding genes [112, 113]. The remaining portion of transcripts was classified as non-

coding RNAs which were further sub-divided into two major classes – lncRNAs and

small non-coding RNAs (sRNAs). The distinction between lncRNAs and sRNAs is

based on arbitrary cut-off of length 200 nucleotides. Both classes of RNAs have been

shown to be involved in dictating biological output of the cell and have been sought

after as potential therapeutic targets in various pathological conditions [113]. Enrich-

ment of G-quadruplex in untranslated sequences prompted us to speculate that G-

quadruplexes may have a role in non-coding transcriptome. Our group have suc-

cessfully predicted and tested the role of G-quadruplexes in lncRNA and miRNAs

thus opening up the field to explore the function of G-quadruplexes in non-coding

transcriptome.

3.2.1 G-Quadruplexes in Long Non-coding RNAs

lncRNAs are transcripts greater than 200 nucleotides that do not contain an ORF

sequence. lncRNAs have been implicated to have roles in development and differen-

tiation, and their deregulation is linked to diseases in various organisms [113]. A major

subset of lncRNAs is enriched in nucleus and influences gene expression by binding to

various proteins involved in chromatin remodelling [114]. Binding to different in-

teractors by lncRNAs is based on their structural features which acts as scaffold for

assembly of protein complexes to execute their functions. G-quadruplexes may act as

scaffold structures in lncRNAs and aid in binding of different proteins thereby guiding

the assembly of proteins at their preferred location or altering the localisation of proteins

leading to pathological conditions. Our group performed bioinformatics prediction of
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126,406 annotated lncRNAs mapping 749 lncRNA to harbour at least one G4 motif in

their sequence [40]. Further analysis demonstratedG-quadruplexmotifs to harbour sin-

gle and dinucleotide loops suggesting them to be of highly stable nature and hinting

towards role of G-quadruplexes in lncRNA biology. Less abundance of cytosines in

the loop nucleotides further provided impetus that G-quadruplexes do not compete for

GC rich structures in lncRNAs and thus may form more efficiently. LncRNA biology

is a promising field with many different facets still unexplored. Contribution of G-

quadruplex structures to functionality of lncRNA is a promising avenue and needs to

be tested in future. We are currently exploring the role of G4 structures in lncRNA

functions using candidate lncRNAs and modulating its function with mutations and

state-of-the-art transcriptomics and proteomics approaches. Development of specific

G-quadruplex ligands which can be tagged with sequences complementary to desired

lncRNA can help to target lncRNAs specifically and interfere with their function es-

pecially under diseased conditions.

3.2.2 G-Quadruplexes in MicroRNA Biology

Another important role of G-quadruplex which is of potential therapeutic value is in

the field of miRNA biology. miRNAs are the most abundant class of small non-coding

RNAs regulating gene expression and homeostasis of the cell [115]. Deregulated

miRNA levels are linked to various processes that cause disturbance to normal phys-

iology of cells leading to pathological conditions [116–118]. Various approaches

ranging from antisense therapeutics to small molecules have been developed to target

miRNA involved in pathological conditions [119–122]. Screening of small molecules

to decrease oncogenic miRNA or upregulate tumour suppressor miRNA is prompting

Fig. 2 Biological functions

of RNA G-quadruplexes
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the field to explore various methods that can aid in regulating miRNA levels. miRNAs

are 22-nucleotide long molecules developed in a series of concerted cleavage and

transport reactions from nucleus to cytoplasm. Primary miRNAs (pri-miRNAs) are

transcribed to several kilobases in nucleus by RNA polymerase II and processed by

Drosha (RNAse II enzyme) to yield precursor miRNAs (pre-miRNAs) that are ex-

ported to cytoplasm [123]. Pre-miRNAs are further cleaved by Dicer enzyme into

22 nucleotides long double stranded RNA molecules that bind to their cognate target

mRNAs and silence their expression either by translational suppression or desta-

bilisation of mRNA [115]. Processing of pre-miRNA to mature miRNA involves a

catalytic nuclease enzyme–Dicer. Dicer acts a molecular ruler recognising stem-loop

structures in pre-miRNA and cleaving them to produce mature miRNA molecules.

Our group speculated the role of putative G-quadruplex structures in pre-miRNA and

its effect on mature miRNA production [124]. We hypothesised that Dicer mediated

activity on pre-miRNAs will be hampered by the ability of pre-miRNA to form a

G-quadruplex. Using in vitro Dicer and in cellulo models, we established that there

exists an RNA G-quadruplex to stem-loop equilibrium that dictates the production of

mature miRNA molecule inside the cells. Both G2 and G3 quadruplexes were tested

for their ability to modulate miRNA levels in synthetic and naturally occurring pre-

miRNAs and found to be effective in influencing miRNA production inside the cells.

Bioinformatics predictions suggested that 13% of pre-miRNAs possess potential G-

quadruplex motifs in their natural sequence. Using a high throughput qRT-PCR

method, we tested cationic porphyrin TmPyP4 to establish the role for G-quadruplex

structure in dictating mature miRNA production. Cationic porphyrin TmPyP4 has been

shown to interfere with G-quadruplex formation in RNA by destabilising them [104].

Our analysis indicated that a major subset of pre-miRNAs is affected by TmPyP4 as

evident by deregulated mature miRNA production. TmPyP4 is a highly non-specific

binder to RNA G-quadruplex and hence more in-depth studies will be required to

evaluate its effect on miRNA biology. Thus both metastable G2 quadruplexes and G3

quadruplexes can act as structural interference to Dicer processing leading to dereg-

ulated miRNA levels. Interference with miRNA processing is an attractive field and

employing G-quadruplex ligands to shift the equilibrium between G-quadruplex and

stem-loop structures could provide another dimension to target miRNAs involved in

pathophysiological conditions. Role of G-quadruplex structures in the regulation of

miR-92b and miR-125a has also been demonstrated by different groups. Arachchilage

et al. demonstrated that production of miR-92b is dictated by a G-quadruplex structure

in its precursor form and was shown to be dependent on different cations [125]. This

study was the first report establishing the in vivo role of G-quadruplex structure in

miRNA biology.

Another study demonstrated the role of G-quadruplex in miRNA-125a targeting its

cognate mRNA [126]. MiR-125a regulates the levels of postsynaptic density protein

95 (PSD-95), a cognate FMRP binding mRNA. FMRP, Argonaute2 (Ago2), forms a

silencing complex on the 30-UTR of PSD-95 thereby repressing the translation of

PSD-95. FMRP when phosphorylated binds to 30-UTR of PSD-95 via a potential G-

quadruplex structure and decreases translation of PSD-95. Under specific stimuli,

FMRP is dephosphorylated and Ago2 is released from PSD-95 UTR thereby activating
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translation of PSD-95. The target site of miR-125a is hidden or enclosed in a G-rich

region postulated to be bound by FMRP. Multiple G-quadruplex conformers can form

in G-rich region and miR-125a can access its target site only in the presence of one G-

quadruplex conformer. This study provided a novel role for alternative G-quadruplexes

that can mask the miRNA target sites and regulate miRNA mediated targeting inside

the cells by mechanism involving G-quadruplex binding proteins, messenger RNAs

and miRNAs.

3.3 RNA G-Quadruplex in Virology

Many different viral genomes have been shown to utilise G-quadruplex structures

to control the expression of key viral proteins thereby mounting an escape mech-

anism from host immune response.

Epstein–Barr virus (EBV) belongs to gamma herpesvirus family of viruses involved

in various lymphoblastoid malignancies [127]. EBV integrates within B-lymphocytes

establishing a long-term latent infection by episome formation within the cells [128].

EBV nuclear antigen 1 (EBNA1) is the gene responsible for latent infection and main-

tenance of viral episome in the cells [129]. EBNA1 contains distinct RGGmotifs which

bind to G-rich regions with propensity to from G-quadruplex structures in RNA [130].

EBNA1 recruits origin of replication complexes (ORC) to critically aid in viral re-

plication and maintenance [129]. Several studies have tried to understand the role of

this interaction in viral replication and whether G-quadruplex binding compounds can

interfere with this interaction ultimately inhibiting viral replication. Lieberman and group

tested various quadruplex ligands such compounds TmPyP3, TmPyP4 and BRACO-19

interfered with EBNA1 recruitment of ORC [131]. Long-term treatment with BRACO-

19 decreased cell viability and increased sensitivity of EBV positive cells to BRACO-19.

Small molecules that can specifically target EBV viral RNAG4s could help in designing

drugs that can target EBV positive cells.

A recent paper demonstrates the presence of RNA G-quadruplex in Ebola virus

[132]. Ebola virus disease (EVD) is caused by infection with Zaire ebolavirus (EBOV).

The genome of Ebola virus is a 19 kb long negative strand RNA molecule with a

potential to form a myriad of structures that can be used as targets to inhibit viral

replication. EBOV L gene contained a putative G-quadruplex in its UTR. Using es-

tablished biophysical methods in the field of G4 biology, the authors demonstrated the

ability of this sequence to form a stable G4 structure in RNA. Not many drugs exist for

treatment of Ebola virus with high efficiency. The authors tested TmPyP4 based on the

assumption that TmPyP4 will interfere with G-quadruplex in L1 gene and thereby

decrease viral load inside the cells. Using mini replicon assays, the authors went onto

demonstrate that viral replication is dramatically reduced (up to 9.6-fold) upon treat-

ment with TmPyP4 in wild type G-quadruplex containing mini genome as compared to

mutant G-quadruplex containing mini genome. G-quadruplex targeting ligands was

found to be more effective than ribavirin (antiviral drug) suggesting they can be used to

target Ebola virus replication lifecycle but still effect of such ligands on the host cells
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needs to be determined. Nevertheless targeting EBOV L gene G-quadruplex structure

with small molecule opens up new class of drugs that can be screened against these

deadly pathogens.

3.4 RNA G-Quadruplex in Telomere Biology

One of the most widely studied functions of G-quadruplexes is its role in the telomeric

regions. Telomeres are the ends of chromosomes that protect the chromosomal integrity

and have been implicated in ageing and cancer. Telomeric regions are extended by an

enzyme termed telomerase that extends TTAGGG repeats and carries out its function.

Telomeric regions had been considered transcriptionally silent for a long time until a

seminal study demonstrated that telomeres are actively transcribed to form long tran-

scripts ranging from 100 nucleotides to 9 kb [133]. TERRA repeats contain UUAGGG

repeats which have been predicted to form G-quadruplexes. Studies by various groups

have attempted to delineate the role of these structures in TERRA transcripts, making it

one of the most actively studied G-quadruplexes harbouring transcript [134, 135]. Mass

spectrometric studies have been carried out to catalogue TERRA interacting proteins

[136]. A high number of hnRNP proteins were found to be enriched in TERRA bound

fraction. An example hnRNPA1 has already been shown to be a G-quadruplex binder in

other studies further suggesting that these structures might act as hooks or sequestrating

agents to control the localisation and function of different proteins that bind to them.

From the above studies, G-quadruplexes were hypothesised to act as interaction domains

for different proteins.

RNA being inherently prone to forming structures requires equilibrium between

different structures to execute its function. Not all the conformations adopted by single

mRNA molecule may be of biological significance while in some cases, propensity to

form multiple structures may serve as regulatory roles by structural interference mech-

anisms. Human telomerase RNA forms an important helical structure termed as P1

helix [44]. P1 helix determines the template boundary for telomerase reverse tran-

scription activity limiting it to six nucleotides. P1 helix is preceded by a 50 tail which
has the propensity to from G-quadruplexes. It was found that G-quadruplex formation

interferes with P1 helix formation. Ligand 360A shifted the equilibrium more towards

G-quadruplex formation [44]. Initial in vitro biophysical studies paved the way to

further understand this structural interference by G-quadruplex motifs in human tel-

omerase RNA. It was found that RHAU a G-quadruplex resolvase protein binds and

resolves it to favour P1 helix formation inside the cells [137]. Telomerase is expressed

at high levels in various cancers. A preliminary analysis suggests that RHAU levels are

also increased in various cancers. This parallel suggests that RHAUmay be involved in

telomere maintenance in cancer cells thus contributing to their proliferative capacity

inside the cells. Various G-quadruplex targeting ligands have been used against

therapeutically important genes (Fig. 3).
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4 Targeting RNA G-Quadruplexes Using Ligands

4.1 NRAS

First demonstration of targeting naturally occurring RNAG-quadruplex in UTR with a

small molecule was from Balasubramanian group [138]. The authors tested pyridine-

2,6-bis-quinolino-dicarboxamide derivative (RR82) in an in cellulo translational assay

system utilising NRAS gene cloned upstream of luciferase. Pyridine-2,6-bis-quinolino-

dicarboxamide derivative RR82 decreased translation of the reporter system by 50% at

1.25 μM concentration in an in cellulo assay. The authors further in their wake to

improve selectivity derivatised RR82 by replacing a positively charged side chain with

a more apolar fluorophenyl group and created RR110. RR110 significantly downreg-

ulated the reporter gene expression (twofold) without affecting the non-G4 control

demonstrating its more selective recognition of the target RNA G-quadruplex. This

study paved the way to develop ligands highly specific for RNA G-quadruplex of

interest thus providing an early insight in the optimisation of RNA G-quadruplex

ligand [138].

Fig. 3 G-quadruplex ligands. Different ligands employed against RNA G-quadruplexes. (a) Phen-

DC3, (b) Phen DC-6, (c) TmPyP4, (d) RR110, (e) BRACO-19, (f) RGB-1 and (g) Pyridostatin
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4.2 TRF2

As pointed earlier, most of the initial studies performed for RNA G-quadruplex and

small molecule targeting focused on telomere regulation. Telomere repeat-binding

factor 2 (TRF2) is an important component of shelterin that protects the telomeric

ends from being recognised as double stranded breaks. Absence of TRF2 is associated

with growth arrest and senescence owing to shorter telomeres in human cells [139].

Targeting TRF2 expression in glioblastoma cells led to decreased tumorigenesis in

mice models using viral mediated shRNA delivery targeting TRF2 gene [140]. Gomez

et al. demonstrated the role of a potential G-quadruplex located 19 nucleotides up-

stream of translation initiation site in TRF2 gene [141]. The authors used a GFP re-

porter assay and cloned TRF2 quadruplex and its mutant counterpart to ascertain the

role for the structure inside the cell. They found 2.8-fold decrease in GFP expression

of G-quadruplex containing plasmid as compared to its mutant counterpart suggesting

that G-quadruplex structures regulate the expression of TRF2 in a cellular context. No

change in mRNA levels further suggested a translational suppressor mechanism by

RNA G-quadruplex. Potent G4 binders – 360A molecule, a pyridine dicarboxamide

derivate, Phen-DC3 and Phen-DC6, and two bisquinolinium compounds – were further

tested in FRET based experiments and displayed higher affinity for TRF2 RNA

G-quadruplex than its mutant counterpart. Using an in vitro translation system, they

further showed that all three molecules decrease translation but Phen-DC3 and Phen-

DC6 were more potent than 360A molecule. Phen-DC3 decreased GFP expression by

fourfold as compared to the mutant suggesting its selective nature. Taken together,

these observations indicate that G-quadruplex ligands inhibit protein synthesis proving

further proof of principle for ligandmediated regulation of gene expression by targeting

natural RNA G-quadruplexes motifs. Furthermore, TRF2 was shown to bind simul-

taneously to TERRA and telomeric duplex or G-quadruplex DNA making TERRA

G-quadruplex an important part of telomere structure [142].

4.3 p53

p53 is the holy grail of oncogenes highly involved in cancer progression and is one of

the most sought out cancer therapeutic targets. P53 is a tumour suppressor gene which

is mutated in various cancer cells [143]. TP53 gene exists in multiple isoforms at

mRNA levels [144, 145]. Many of these isoforms show lack of N-terminal regions.

N-terminal region of p53 contains a transactivation domain and a binding site for Hdm2

that targets p53 to proteasome machinery [146]. An alternate isoform p53l2 gives rise

to truncated p53, Δ40p53, which lacks 39 residues at N-terminal region. Δ40p53
counteracts the growth suppression effect of p53 by negatively affecting the expression

of p53 target genes [144]. Differential splicing in intron 3 leads to equilibrium shift
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between Δ40p53 and full-length p53. A G-quadruplex motif in intron 3 was found to

drive this equilibrium between expressed transcripts of p53 and Δ40p53 [45]. Both in

mice and humanmodels, it has been suggested that small variations in levels ofΔ40p53
could counteract growth suppression effect of p53 [143, 147]. Stable G-quadruplex

structures thus direct proper maturation of p53 mRNA and expression of p53 inside the

cells. The authors also tested 360A ligand to stabilise G-quadruplex structures and

examine the effect on p53 expression [45]. 360A increased full-length isoform levels by

fourfold and decreased the expression of p53l2 that codes for Δ40p53. These observa-
tions suggest that stabilising G-quadruplexes can be a potential therapeutic to shift the

equilibrium between full-length p53 and its alternate isoforms. More importantly, the

authors also mapped mutations affecting the G-quadruplex region and risk of cancer.

They found out that common polymorphism TP53 PIN3 leads to increased risk of

various cancers. Furthermore, an independent epidemiological study quantified the

expression levels of p53 RNA and found it to be reduced in TP53 PIN allele [148].

Mutant p53, a gain of function, is found in 74% of TP53mutated tumours [143]. Mutant

p53 has been shown to bind to G-rich regions with propensity to form G-quadruplex

structures [149]. These observations further highlight the role of G-quadruplex struc-

tures in governing the p53 network. Various groups are in pursuit of repairing the

mutated p53 proteins to counteract the proliferative potential of cancer cells. Similarly,

screening of G-quadruplex ligands which can shift the equilibrium between different

isoforms of p53 would serve as a potent method to target cancer.

4.4 Bcl-2

Cancer is an abnormal growth of cells due to disturbances in the signals that govern

survival and death of cells. Several important oncogenes belong to the family of

apoptotic genes wherein important anti-apoptotic regulators are overexpressed thus

leading to proliferative potential of tumours. Bcl-2 gene is an important regulator in

apoptosis pathway and considered to be an oncogene. Bcl-2 blocks the pro-apoptotic

proteins Bax and Bcl-wl and prolongs the survival properties of cancer cells. Different

strategies have been conducted in wake to knock down bcl-2 using antisense [150] and

small molecules [151] and many of these have shown promising results. 50 UTR of

bcl-2 gene was reported to contain a potential G-quadruplex motif which under in cel-

lulo conditions downregulates the bcl-2 expression [80]. Targeting bcl-2-RNA G-

quadruplex thereby presents us with another promising alternative for downregulation

of bcl-2 in wake to target cancer cells. Bcl-2 levels are significantly upregulated in

cancer cells as opposed to normal cells providing them oncogenesis potential and

resistance to chemotherapy [152]. Combinatorial drug therapies targeting different

cellular components are an effective approach albeit with side effects. Bcl-2 gene

also possesses a promoter G4 [153] thus providing opportunity to target the genes at

both its transcription and translational levels by DNA and RNA G-quadruplex binding

molecules.
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4.5 Other Studies Utilising G-Quadruplex Ligands

Twenty-four-membered pyridine ring containing polyoxazole macrocyclic com-

pounds was tested for anticancer activity and one of the compounds exhibited highly

selective binding to cell cycle check point dependent kinase Aurora A further dem-

onstrating that specific ligands targeting specific RNA G-quadruplexes can be ob-

tained. Compound displayed antitumour activity in metastatic cancers in mice model

further proving that RNA G-quadruplexes are highly promising therapeutic targets

for pathophysiological diseases such as cancer [154].

Recently, a new molecule RGB1 has been obtained by Uesugi with more specific

RNA G-quadruplex binding than reported elsewhere [155]. Using an in vitro screen-

ing of 8,000 molecules, the authors searched for RNA G-quadruplex stabilisers that

can stall reverse transcriptase mediated extension. RGB-1 was further shown to bind

to TERRA G-quadruplexes suggesting its binding to different RNA G-quadruplex

sequences. Comparison of RGB1 with TmPyP4 further demonstrated its ability to

specifically target RNA G-quadruplex whereas TmPyP4 was found to affect both G-

quadruplex and its mutant counterpart in a luciferase assay. Although the binding

strength of RGB-1 is lesser than currently used ligands such as pyridostatin, its ability

to distinguish between RNA and DNA G-quadruplex makes it a highly promising

molecule to exploit RNA G-quadruplex targeting in future. More in-depth structural

analysis with complex of RNA G-quadruplex with RGB-1 will pave the way to

design ligands specific for RNA G-quadruplex.

5 Conclusions and Future Directions

RNA secondary structures provide chemical biologists with an opportunity to target

genes in a specific manner. Global downregulation of genes harbouring similar

structure or specific deregulation by specific ligands targeting a desired gene of

choice both are appealing to biology and clinicians. RNA G-quadruplexes are one

of the potential targets that can influence gene expression globally and individually.

DNA G-quadruplexes can exist as parallel, antiparallel or mixed topology depending

on its sequence, cations, loop length and composition. RNA G-quadruplexes exist in

a single parallel topology due to its C30-endo conformation that makes it monomor-

phic. Currently the field suffers from lack of ligands that can distinguish between

RNA and DNA G-quadruplexes. Recent high throughput screening studies do pro-

vide candidates that may be able to bind to RNAG-quadruplexes without recognising

DNA G-quadruplexes. More such approaches could open the field for specific

targeting of RNA G-quadruplexes harboured by genes involved in important biolog-

ical processes. It is also important to distinguish between functional and inert G-

quadruplexes. Not all the predicted G-quadruplex motifs would adopt structure or be

formed inside the cells. Innovative approaches that can categorise functional G-

quadruplexes will provide researchers with a curated G-quadruplex list that needs
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to be interfered to restore homeostasis in pathological cells. Genome editing tools

such as ZFNs, TALENS and CRISPR-Cas have provided us with tools which can be

employed to substitute G-quadruplex structures in cells with mutated sequences.

Such studies will help to understand the regulatory potential of these structures inside

the cells in both normal and abnormal conditions. Identification of mechanism and

biomolecules that interfere with dynamics of G-quadruplex formation and their

deregulation in adverse conditions will open up new therapeutic targets in future.
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The Therapeutic Targeting of Long

Noncoding RNA

Caroline J. Woo

Abstract While only 1–2% of the human genome is dedicated to protein-coding

genes, much of the genome is actively transcribed. Long noncoding RNAs (lncRNAs)

are a subset of noncoding RNAs that arise from this “dark matter.” They are involved

in nearly every aspect of cellular biology, and in particular, transcriptional regulation

through epigenetic protein complexes. Using an oligonucleotide-based approach,

which can afford specificity, lncRNAs serve as potential therapeutic targets in many

disease areas. This chapter discusses their biogenesis, biological roles, and consider-

ations for drug development.

Keywords Epigenetics, Long non-coding RNA, Oligomers, Upregulation

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208

2 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208

3 Discovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209

4 Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

5 Cis-Acting and Trans-Acting Nuclear LncRNAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

6 Epigenetic Modifications of Histones and DNA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

7 Repetitive Elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

8 Specificity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

9 Oligonucleotide-Based Therapeutics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218

10 Target Identification and Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220

11 Animal Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

12 Long Noncoding RNA as Therapeutic Targets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

13 Selected Examples of lncRNA Preclinical Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

13.1 Example 1: ciRS-7 as a Target for Cancer Therapy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

13.2 Example 2: APOA1-AS as a Target for Hypercholesterolemia . . . . . . . . . . . . . . . . . . 225

13.3 Example 3: SMN-FL as a Target for SMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

C.J. Woo (*)

RaNA Therapeutics, 200 Sidney Street, Cambridge, MA 02139, USA

e-mail: cwoo@ranarx.com

mailto:cwoo@ranarx.com


13.4 Example 4: DBE-T as a Target for FSHD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227

14 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230

1 Introduction

The discovery of long noncoding RNAs (lncRNAs) has greatly increased the scope

of potential therapeutic drug targets over those afforded by directly targeting

proteins or messenger RNAs (mRNAs). Of the estimated 20,000 proteins in the

human body, less than 2% have been successfully targeted with approved small

molecule drugs or antibodies [1]. In contrast, more than 30,000 unique lncRNAs

have been identified [2] and are potential drug targets. Importantly, as synthetic

oligonucleotides (oligomers) have recently been used to target mRNAs, oligomers

may also be developed by rational drug design to target lncRNAs. Many diseases

posing a therapeutic challenge in the past are now understood to be caused by

genetic and/or epigenetic changes outside of protein-coding sequences. Therapies

for such diseases may be contemplated by targeting the RNAs arising from the

noncoding regions of the genome.

The upregulation of protein targets by traditional therapeutic modalities, such

as small molecules and antibodies, has been an elusive goal. However, lncRNA

antagonism affords an effective way to upregulate proteins since a subset of

noncoding RNAs (ncRNAs) function to repress protein transcription/translation

by localizing silencing chromatin modifiers. The recruitment of complexes that

modify chromatin architecture could then change the expression of a protein-coding

gene(s). Consequently, inherited disorders with low protein expression or the

expression of proteins with impaired function may be treatable by identifying and

antagonizing lncRNA activity. Many common life-threatening diseases such as

cancer, diabetes type II, Alzheimer’s disease, and Parkinson’s disease appear to

have common dysregulated epigenetic patterns and may therefore be amenable to

therapies directed against noncoding RNAs [3, 4]. The functions of most lncRNAs

are still being evaluated, but a wealth of genome-wide information is publicly

available in databases to facilitate their identification, functional characterization,

and target validation [5]. Thus, therapeutic approaches based upon lncRNAs hold

promise for future transformative therapies of such clinically challenging maladies.

2 Definition

The three main classes of ncRNAs include: housekeeping RNAs (e.g., ribosomal

RNAs, transfer RNAs, small nuclear RNAs and small nucleolar RNAs), short

noncoding RNAs [e.g., microRNAs (miRNAs)], and lncRNAs. LncRNAs are

broadly classified as those greater than 200 nucleotides in length. Unlike the first

two classes of ncRNAs, whose functions are well-defined, lncRNAs have diverse
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roles and are potentially involved in nearly every aspect of gene expression. Since

the discovery and annotation of lncRNAs are occurring faster than their functional

characterizations, lncRNAs are primarily characterized by their genomic location

relative to protein-coding genes. Long intergenic RNAs (lincRNAs) are those

transcribed from genomic regions between protein-coding genes. They may arise

from intergenic enhancer regions and are then called enhancer RNAs (eRNAs)

[6, 7]. There are several types of lncRNAs that overlap with protein-coding regions

[6]. Cis natural antisense RNAs (NATs) are transcripts that partially or wholly

overlap with genes and are transcribed on the opposite strand from the same

genomic locus [8, 9]. In general, NATs partially overlap a protein-coding gene

and are believed to be involved in the regulation of the expression of that gene.

Sense-overlapping intronic lncRNAs are transcribed from within the protein-

coding gene on the same strand as the gene and their functions are unclear [10, 11].

Most lncRNAs are processed similarly to mRNAs, including transcription by

RNA Polymerase II, capping at the 50 end, splicing by conserved splice-signals and
polyadenylation [12]. They are similar in length to protein-coding RNAs, although

they generally have fewer exons. Additionally, lncRNA genes harbor many of the

histone modifications that correlate with expression states along protein-coding

genes. However, meaningful differences do exist as lncRNAs are mostly enriched

in the nucleus, have often tissue- or temporally restricted expression, and some can

be processed further into smaller ncRNAs [12]. Interestingly, in one study exam-

ining several cell lines, promoters of tissue-specific lincRNAs were found to be

depleted of all histone marks except H3K9me3, a histone mark typically associated

with silenced genes [13]. The association of H3K9me3 with these promoters was

suggested to be involved in tissue-restricted expression. LncRNAs generally do not

code for proteins or peptides, and have low cellular abundance. Even so, lncRNAs

make up approximately 64% (excluding ribosomal, mitochondrial, and repeat

sequences) of all human cellular transcripts [14].

3 Discovery

Nearly two decades ago, the FANTOM (Functional Annotation of Mammalian)

genome consortium began classifying all expressed mammalian RNAs by sequenc-

ing cDNA clones. It was through this international collaboration that thousands of

new ncRNAs were identified. Cap analysis gene expression (CAGE) technology

was developed that could determine which RNAs were expressed in a cell by

sequencing the 50 ends of mRNAs [15]. Thus, it was revealed that much of the

genome is transcribed even outside of the protein-coding genes [16, 17]. Originally

focused on mouse cDNAs, FANTOM soon included human data as well. With the

advent of next-generation sequencing technology, entire transcriptomes (total cel-

lular RNA) could be sequenced in parallel by RNA-sequencing (RNA-seq) and this

greatly expanded the number of new ncRNA discoveries. The Encyclopedia of

DNA elements (ENCODE) Project, which began in 2003, employed these
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techniques and genome-wide computational methods with the goal of identifying

and determining functional elements of the entire human genome outside of

protein-coding genes. It became clear that, though at least 85% of the genome is

transcribed, only 1–2% of it comprises protein-coding genes [18–20].

Sequencing-based methodologies have produced genome-wide transcriptomes

from multiple species, cell types, and disease-states. Given the potential importance

of lncRNAs, extensive ongoing research efforts are focused on their functional

roles. Databases from large consortia exist such as FANTOM and GENCODE/

ENCODE which catalog genome-wide data, including lncRNAs [21]. Other data-

bases, specific to lncRNAs, exist as well, with varying degrees of validation [5].

One of the first described lncRNAs was XIST, a well-characterized and highly

conserved lncRNA. It binds to Polycomb Repressive Complex 2 (PRC2) and

spreads to multiple sites on one X-chromosome in placental female mammals to

silence most genes, resulting in an inactive X chromosome [22–24]. XIST was

discovered because it was only expressed on the inactive X chromosome and

lacked an open reading frame. XIST was observed to coat the entire inactive X

chromosome in a unique nuclear compartment resulting in a condensed chromatin

structure that is now known to be associated with gene silencing. Deletion of XIST
resulted in failed X-chromosome inactivation, whereas forced expression of XIST
on X-chromosomes (females) or autosomes (males) triggered gene silencing [23–

25]. These studies demonstrated that XIST was a key component required for

X-chromosome inactivation. It further demonstrated that an RNA that did not

code for any protein was an important modulator of chromosome function and

participated in events that positioned the chromatin to modulate the expression of

protein-coding genes. On a molecular level, XIST interacts with various protein

complexes, and these interactions occur with specific regions of the XIST sequence

[26–28]. For example, transcriptional silencing requires the repeat A domain [29],

which recruits PRC2 [24], while a different region known as the repeat C region is

required for XIST binding to chromatin. The deletion of one region did not affect

the association of proteins with the other regions and therefore their domains were

modular.

HOX transcript antisense RNA (HOTAIR) is another well-studied lncRNA,

which also contains distinct domains that associate with PRC2 and a histone

deacetylase complex, LSD1/CoREST/REST. It was first discovered in foreskin

fibroblasts using microarray technology that probed RNA expression from the

HOX gene clusters containing both the HOX genes and their intergenic regions

[30]. The basic principles discovered by studying XIST andHOTAIR can potentially

be applied generally across many classes of lncRNA.
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4 Functions

As more lncRNAs were discovered, it became apparent that they work through

diverse mechanisms and that cellular localization is essential to their function.

LncRNAs exist both in the nucleus and the cytoplasm, although they are mostly

nuclear. Enriched in the nucleus, some lncRNAs can modulate the chromatin

landscape to suppress or activate gene function [31, 32]. LncRNAs may direct

regulatory complexes to promoter regions to fine-tune the expression of single

genes, gene clusters and, as was described for XIST, an entire chromosome [33].

It has been demonstrated that they can act as molecular scaffolds with discrete

modular binding regions that recruit regulatory protein complexes to promoter sites

[33, 34]. LncRNAs are also necessary for imprinting (the silencing of a cluster of

genes from one parental germline as determined by the sex of the parent chromo-

some) because their expression from one parental allele will result in the silencing

of the genes from that same allele through the recruitment of chromatin modifiers.

The classic example of imprinting is the expression of XIST for X inactivation. It is

estimated that approximately 30% of lncRNAs associate with distinct protein

complexes that regulate chromatin. In addition to localizing proteins to their sites

of action, some lncRNAs can activate or inactivate transcriptional modulators by

removing them from their promoter regulation sites [35]. LncRNAs also function in

sub-nuclear compartments such as paraspeckles (cytoplasmic transport of mRNA),

permissive inter-chromatin granules (pre-mRNA splicing), repressive Polycomb

bodies (gene silencing/repression), telomeres (cell division and senescence), and

the mammalian-specific ribonucleoprotein bodies (stress responses, processing/

storage of mRNA, autocrine/paracrine exosomes). In addition, several lncRNAs

have been identified where the process of their transcription alone changes the

chromatin configuration to allow the transcription of neighboring genes [36, 37].

LncRNAs also exist in the cytoplasm where they serve many functions. One

example is growth arrest-specific 5 (GAS5) lncRNA, which folds into a secondary

structure that that acts as a decoy by binding to the DNA binding domain of the

glucocorticoid receptor to prevent signal transduction [38]. Cytoplasmic lncRNAs

also regulate the expression of mRNAs post-transcriptionally. They have been

shown to interact with mRNAs to recruit regulatory proteins that accelerate its

degradation or serve as molecular sponges to neutralize specific miRNAs that

negatively modulate the translation of various mRNA targets [39–41]. MiRNAs,

are a class of small noncoding RNAs, which suppress gene transcription by binding

to the 30 untranslated regions (UTRs) of their target mRNAs or to DNA promoter

regions [35, 42, 43]. By acting as molecular sponges, lncRNAs inhibit miRNA

function, resulting in increased expression of their target mRNAs [42]. Other

lncRNA functions include the modulation of gene splicing, altering the stability

of mRNA, modifying the stability and conformation of proteins, and nuclear export

of mRNAs to the cytoplasm for translation [31]. Thus, lncRNAs can affect most

cellular processes involved in protein expression.
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LncRNAs also circulate in exosomes and can be detected in blood and urine

[44]. The function of these exosomal lncRNAs is not known but it is thought that

they may play a role in autocrine or paracrine cell signaling. Since various lncRNAs

are sometimes differentially expressed in patients compared with healthy individ-

uals, exosomal RNA profiles have diagnostic potential for classifying diseases and

stratifying disease states. The ability to do so may allow for the optimization of

therapeutic strategies tailored to individual patients in a personalized medicine

paradigm. LncRNAs are involved in a wide range of regulatory structures and

mechanisms that are ripe for therapeutic targeting [11, 32, 45].

5 Cis-Acting and Trans-Acting Nuclear LncRNAs

A lncRNA is cis-acting when it regulates the transcription of neighboring genes on

the same allele from which it is transcribed. An lncRNA is trans-acting when it

regulates genes on a different allele or non-neighboring genes on the same allele.

The spectrum of lncRNA functions tends to balance stability, abundance, and target

proximity to optimally affect their specific targets. Newly transcribed cis-acting
lncRNAs (and some trans-acting lncRNAs) act immediately at their proximal

targets, though they are often expressed at very low copy numbers (roughly 1–10

copies per cell). Cis-acting lncRNAs affect their function at their target genes

because they are present at appropriate concentrations. ANRIL is an example of

an lncRNA that functions in cis by recruiting PRC2 to silence the Ink4A/ARF locus,

which encode for tumor suppressor proteins p15, p14, and p16 [46].

Most trans-acting lncRNAs act distally in a diffusion-mediated manner and are

often characterized by a long half-life and relatively high cellular abundance to

achieve sufficient concentration at their target sites. For example, metastasis asso-

ciated lung adenocarcinoma transcript 1 (MALAT1) is present at approximately

3,000 copies per cell and localizes primarily by diffusion from its site of transcrip-

tion to numerous distal gene targets on other chromosomes. When MALAT1 is

expressed ectopically, it can still affect its various gene targets. Due to the three-

dimensional organization of chromosomes within the nucleus, some trans-acting
lncRNAs interact with targets in close spatial proximity even though they are

located on a different chromosome. For example, the lncRNA CISTR-ACT, which
is transcribed on chromosome 12 and modulates the functions on the proximally

positioned chromosome 17 SOX9 locus [47].

6 Epigenetic Modifications of Histones and DNA

The human genome is comprised of approximately three billion basepairs,

containing both protein-coding and noncoding DNA, that is organized and pack-

aged within a nucleus that confers both structure and functionality. The foundation
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of this organization is built by a set of proteins called histones. The histones

combine to form an octamer composed of four dimeric subunits (H2A, H2B, H3,

and H4) around which approximately 146 basepairs of DNA are wrapped to form a

nucleosome unit. Collectively, the DNA and histone octamers are called chromatin.

The dynamic association between histones and DNA allows changes in their

conformation to mask or expose promoter regions of DNA to transcriptional

machinery in order to control transcription [48].

Regulatory proteins, in conjunction with chromatin, orchestrate transcription to

create unique transcriptome profiles in differentiated cells. Regions of the genome

that do not contribute to the appropriate cellular function must be silenced since

each cell contains a full complement of DNA, while other functionally relevant

regions of the genome must be transcriptionally active. Histones play a key role in

this selectivity, since they are covalently modified by regulatory protein com-

plexes to modulate the transcription of their associated genes. Different mecha-

nisms exist by which protein complexes localize to specific regions of the genome.

One way in which the regulatory proteins can be recruited to chromatin to create

(write), remove (erase), or recognize (read) marks on histone tails is through

lncRNA-mediated mechanisms [49]. Histone writers include lysine acetyltrans-

ferases, arginine/lysine methyltransferases, and serine/threonine/tyrosine phos-

phorylases. These marks are covalent modifications on specific amino acids

catalyzed by enzyme complexes that are localized to their sites of action by

associating with lncRNAs, the result of which is gene expression, repression, or

silencing [49]. Marks catalyzed by writers form a pattern that can predict silenc-

ing, repression (partial silencing), or enhanced active transcription. For example,

histone acetyltransferases are writers that acetylate lysines along histones and

histone deacetylases are erasers that remove acetyl groups. Together, they create

a dynamic regulation of gene expression driven, in part, by specific histone

acetylation. Other enzymes known as readers bind to the histone marks along

with effector proteins to initiate the modulation of gene transcription unique to that

locus.

Along with histone lysine acetylation, the best-characterized histone marks

include lysine and arginine methylation. Lysine acetylation on histone tails is

associated with transcriptional activation. Neutralizing the positive lysine side

chain charge by acetylation decreases the interaction with the negatively charged

DNA to unwind from histones, thereby exposing transcription sites. Although

methylation does not change the charge of lysine, it serves as a recognition

site for many chromatin effector complexes. The trimethyl states of histone

H3 at lysine 4 (designated as H3K4me3) and lysine 36 (H3K36me3) by histone

methyltransferase complexes are associated with active transcription. In contrast,

the trimethylation of lysine 27 (H3K27me3) by PRC2 serves as the recognition

site for PRC1 resulting in more stable gene silencing through chromatin

compaction [50].

Chromatin- and DNA-modifying protein complexes modulate and maintain

chromatin structures at chromatin regulatory sites with activities that may include

ATP-dependent nucleosome remodeling, histone modification, DNA modification,
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DNA/protein binding regions, and often lncRNAs. For example, various lncRNAs

have been shown to interact with PRC2 to recruit their gene silencing function to a

specific gene. HOTAIR is a trans-acting lncRNA is transcribed from the HOXC

gene cluster on chromosome 12 and participates in the silencing of genes from the

HOXD cluster on chromosome 2 as well as thousands of other sites throughout the

genome by localizing PRC2 and H3K27me3 deposition. As such, knockdown of

HOTAIR by RNA interference (RNAi) leads to de-repression of HOXD genes and

decrease of PRC2 occupancy and H3K27 methylation of the locus [30]. The

aberrant overexpression of HOTAIR has been associated with nearly 20 different

cancer types by repressing critical tumor suppressor genes.

DNA is also a target for reader, writer, and eraser enzymes through recruit-

ment by lncRNAs. DNA is methylated by the dinucleotide methyltransferases

(DNMT) enzyme complex family that includes DNMT1 and DNMT3A/3B.

DNMT1 is associated with S-phase cell replication and acts primarily as a

maintenance methyltransferase, while DNMT3A/3B are essential for de novo

methylation of DNA during embryogenesis. DNMTs transfer a methyl group

from S-adenosylmethionine to cytosines immediately followed by guanine

(CpG), thereby forming 5-methylcytosine. CpG islands – stretches of CpG,

spanning 300–3,000 basepairs – are found at many promoter regions. A highly

methylated state of a CpG island is associated with gene repression. In humans,

70% of all promoter regions contain CpG islands and nearly 70–80% of cytosines

in CpG islands are methylated. CpG islands are often located near H3K27me3

marks and it has been shown that the EZH2 subunit of PRC2 interacts directly

with DNMT complexes to guide DNA methylation of CpG islands [51]. DNMTs

are involved in the regulation of gene expression from early embryogenesis

throughout cell differentiation and the dysregulation of these processes may

play a major role in carcinogenesis [50–52]. A body of emerging evidence

supports the hypothesis that lncRNAs play key roles in the recruitment and

scaffolding of DMNT writers that mark the CpG regions of DNA [51]. When

comparing various cancerous versus adjacent normal tissue, the promoter regions

of several tumor suppressor genes become hypomethylated resulting in their

transcriptional suppression. Using RNA immunoprecipitation followed by next-

generation sequencing, 148 lncRNAs were found to be associated with DNMT-1

in an Hg19 colon cancer cell line [52]. One of these was a highly colon-tissue

specific lncRNA named DMNT1-associated Colon Cancer Repressed lncRNA1

(DACOR1) that was downregulated in 22 colon cancer samples relative to their

adjacent non-cancer tissues. The lentiviral transduction of DACOR1 into two

cancer cell lines demonstrated that DACOR1 enhanced methylation at multiple

genetic loci without affecting DMNT1 protein levels [51]. DACOR1 induction

resulted in the downregulation of a group of oncogenes including TGFß/BMP and

PHGDH, PSAT1, CBS, and ASNS leading to an inhibition of cell growth [53–

55]. Thus, the expression patterns of lncRNAs could serve as biomarkers of

disease progression and potential anti-neoplastic therapeutic strategies.
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7 Repetitive Elements

Noncoding regions of the genome have low evolutionary constraint relative to

protein- coding exons and are therefore less conserved. Gene duplication, repetitive

elements, and transposable elements have all contributed to the rapid evolution of

noncoding RNAs. More than half of all human DNA is made up of repetitive

elements or duplicated sequences often present as tandem repeats. Transposable

elements (TEs) are a type of repetitive element that can change positions within the

genome – resulting in the creation of polymorphisms and new mutations – and can

create additional repetitive elements in the genome. It has recently been hypothe-

sized that TEs significantly shape the noncoding transcriptome by modifying the

function, sequence, and structure of existing lincRNAs and by establishing new

lncRNA loci through introduction of DNA sequences that can confer transcriptional

activity by the insertion of promoter-like sequences [53, 54].

A growing body of evidence demonstrates a close association of repetitive

elements with the functions of lncRNAs. Repetitive elements are found in roughly

85% of annotated lncRNAs in primates [55]. For example, the Alu element is a

member of the short interspersed nuclear elements (SINE) family and is the most

abundant repetitive element in primates, making up 10% of the primate genome

[56]. Since lncRNAs fold in complex tertiary structures to create their functional

binding regions, there is more evolutionary pressure to conserve their three-

dimensional structures than their specific nucleotide sequences [56]. Alu elements

contained within lncRNAs can contribute to the tertiary structures necessary for

function. For example, some mRNAs contain Alu sequences in their 30-untranslated
regions (30-UTRs) that interact with Alu repeat elements in lncRNAs. The

intermolecular stem structures formed by these Alu/Alu base pairings provide the

binding site for STAU1 to initiate mRNA decay as is the case for plasminogen

activator inhibitor type 1 (SERPINE1) [57]. Additionally, inverted Alu elements

are found in many human mRNA sequences that appear to affect translational

accuracy, DNA repair, alternative splicing, RNA editing, translation regulation,

and heat shock induced gene repression [58, 59]. Rodents also harbor repetitive

elements, known as B-elements, in mRNA regulation. B-elements can be found at

the 30-UTR of mRNA that bind to lncRNAs with murine-specific repeats that are

functionally similar to the Alu repeats found in primates. In fact, both ALU and

B-repeats arose from the 7SL RNA gene more than 80 million years ago before the

primate-rodent evolutionary split [56, 60–63]. Thus, in mice, B1 repeat sequences

are utilized in a similar fashion to Alu repeats in primates, and murine lncRNA

homologs may exist that could aid in the development of studies for proof of

concept in murine models of disease.

The repetitive elements found within lncRNAs serve many other functions. They

are components of NATs that contain multiple binding sites to sequester miRNAs

from their target mRNAs. For example, ciRS-7, a NAT that acts as a sponge to

potentially sequester up to 74 miR-7 microRNAs from its target tumor suppressor

genes, is downregulated in cancer (see Sect. 10). In other cases, the repetitive
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elements in lncRNA domains enable high-affinity or multivalent interactions with

specific regulatory protein complexes. The lncRNA Firre (functional intergenic

repeating element) is encoded on the X chromosome but forms a punctate sphere of

active sites on multiple alleles to interact with the nuclear matrix protein hnRNPU

[64]. Firre includes 12 repetitive elements, each of which interacts with scaffold

protein attachment factor A, a protein that has both DNA and RNA binding sites

and is responsible for the nuclear retention of many RNAs [65]. Thus, repetitive

elements may serve as the sites of interconnection of Firre RNA molecules at

multiple genomic DNA sites [10, 66].

Genomic regions containing repetitive elements are sometimes unstable, leading

to the contraction or expansion in the number of repeat units and resulting in

disease. Until recently, treatment paradigms for such diseases have remained

elusive although the significance of variations in repetitive elements for the

manifestation of disease pathology has long been appreciated. In the case of

facioscapulohumeral disease (FSHD), contraction of the number of tandem repeats

in chromosome 4q35 is responsible for FSHD pathology. The significance of the

repetitive sequences will be further described in the examples section. Additional

examples of genetic diseases that are associated with contractions or expansions in

repeat elements include fragile X syndrome, myotonic muscular dystrophy, and

Charcot-Marie-Tooth type A. In some cases, a specific lncRNA is upregulated

leading to pathological manifestations of the disease. Accordingly, that specific

lncRNA represents a rational therapeutic target.

8 Specificity

Nearly 80% of lncRNAs in primates are specific to cell type, tissue type, cellular

differentiation state or disease-state [67]. The targeting of these lncRNAs to block

their functions, therefore, affords unique therapeutic specificity compared to con-

ventional drugs that target proteins. The regulatory proteins that complex with

lncRNAs are often ubiquitously expressed across cell types and function at many

genes, such as PRC2, LSD1/coREST/REST, and DNMT1, which have thousands of

gene targets. The lncRNAs can, in part, afford specificity of transcriptional regu-

lators. Thus, targeting lncRNAs using rationally designed oligomers [68] or possi-

bly small molecule inhibitors [2] may be able to provide therapeutic benefit with

decreased side effects (both on-target and off-target related). Oligomers targeting

lncRNAs will be discussed in the next section of this chapter. Using small

molecules to modulate RNAs, whether it be at the level of splicing mRNAs or

at disrupting lncRNA function, will be discussed elsewhere. Small molecule

approaches to specifically target a subspecies within a class of closely related

family members may pose challenges because a druggable secondary or tertiary

along the lncRNA may be too conserved for their selective inhibition [69]. How-

ever, new methodologies to better characterize subtle differences in RNA structure,

such as SHAPE (selective 20-hydroxyl acylation and primer extension) [70], may
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open the doors to rationally designing small molecules to modulate lncRNA

function.

Because of the ubiquitous expression of regulatory proteins that interact with

lncRNAs, direct targeting of those proteins may lead to target-related side effects

and a narrow therapeutic window, even with a subclass-specific small molecule

drug. For example, histone deacetylase (HDAC) inhibitors – first discovered in

small molecule screens conducted to identify compounds that induced the apoptosis

of cancer cells [71] – inhibit the catalytic subunit of corepressor complexes that

remove acetyl groups from histones. Doing so results in the opening of chromatin

and subsequent transcriptional de-repression of hundreds of genes. As a class, small

molecule HDAC inhibitors have limitations due to both target-related and off-target

related side effects that hinder their clinical utility and limit dose levels that can

safely be administered to patients [72]. In addition, HDAC inhibitors generally

inhibit all mammalian HDAC isotypes because they generally interact with the

druggable Zn2+ binding pocket common to all HDAC inhibitors [71, 73–75]. The

similarity of this binding pocket across isoforms has stymied efforts to develop

selective HDAC inhibitors for specific isoforms and therefore it is not known which

isoform is predominantly responsible for the toxic effects observed in clinical trials

[76, 77]. Thus, HDAC inhibitors are generally pan-inhibitors that interact with most

isoforms across the HDAC class such that the FDA has approved only three drugs

from more than 500 clinical trial investigations [77].

An alternative method to block aberrant histone deacetylation patterns is by

targeting lncRNAs involved in their recruitment. Since HDAC corepressor com-

plexes can be recruited by lncRNAs, this approach can potentially block HDAC

activity at specific genomic loci. In some cases, the expression of various lncRNAs

associated with HDACs is cancer-specific. C-terminal binding protein 1-antisense

(CTBP1-AS) is an lncRNA that is transcribed antisense to the CTBP1 gene and

upregulated in prostate cancer [78]. CTBP1-AS acts in both in cis and in trans.
CTBP1-AS recruits HDAC-Sin3A and repressor phosphotyrosine-binding–associ-

ated splicing factor (PSF) to the promoter region of CTBP1, resulting in histone

deacetylation, condensation of local chromatin, and decreased expression of

CTBP1. Low levels of CTPB1 promote the proliferation of cancer cells and are

correlated with poor prognosis and survival in patients with prostate cancer. In

addition, CTBP1-AS acts in trans by recruiting HDAC/PSF complexes to silence

many genes, some of which are tumor suppressors [79, 80]. Thus, by targeting

a single lncRNA, the prognosis of both androgen-dependent and androgen-

independent prostate cancer patients could potentially be improved by a mechanism

involving HDAC inhibition but with more selectivity and specificity than with

currently available small molecule HDAC inhibitors.
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9 Oligonucleotide-Based Therapeutics

The field of synthetic oligonucleotides (oligomers) has evolved rapidly over the last

25 years and the advances made can be directly leveraged to target lncRNAs.

Oligomers can bind to endogenous targeted RNA sequences by complementary

base pairing. The most common mechanistic approaches for lncRNA targeting are

to either induce degradation of the target RNA (e.g., via gapmers or RNAi) or

sterically block its interaction with regulatory protein complexes using chemistries

that do not invoke RNA degradation (e.g., via uniform chemically modified

mixmers or morpholinos) [81–84]. In this section, we will describe some common

oligonucleotide chemistries. Other advances and chemistries not covered have been

extensively reviewed elsewhere [83, 85, 86].

Oligomers are chemically modified synthetic DNA and RNA analogs compris-

ing 7–25 bases with unique chemical backbone linkages to improve biostability,

biodistribution, and/or binding affinity. The oligonucleotide backbone can be

modified with phosphorothioate (PS), which involves the replacement of the phos-

phate oxygen with a sulfur in an oligomer, leading to a backbone with increased

biostability but a small decrease in binding affinity compared with the native

phosphodiester linkage. This allows the oligomer to be less prone to nuclease

degradation. The 20-O-methyl (20OMe), locked nucleic acid (LNA), and 20-O-
(2-methoxyethyl) (MOE) modifications are common replacements for the ribose

ring that confer increased biostability and affinity for target DNA and RNA. The

20OMe modification is a naturally occurring modification of the ribose ring that

confers increased stability against endonuclease-mediated degradation and slightly

increases the affinity for binding to RNA. The LNA modification is the result of a

bridging methyl group between the 20 ribose hydroxyl and 40 ribose ring carbon

forcing the sugar to pucker into a high C30-endo conformation (RNA-like) that

results in strong binding to the complementary DNA and RNA targets. The MOE

modification is a substitution of the 20 ribose that confers greater stability against

nuclease digestion and forms a C30-endo conformation to favor more stable binding

to RNA targets. Other modifications include a phosphorodiamidate morpholino

(PMO) in which the deoxyribose ring is replaced with a morpholino and the

backbone is replaced with phosphorodiamidate resulting in an uncharged oligomer.

LNA, 20OMe, MOE, and PMO based oligomers possess superior biological stabil-

ity and binding affinity than DNA oligomers.

Oligomers that are used to target RNAs for RNAse-H mediated degradation are

known as gapmers because of the specific arrangement of the chemically modified

nucleotides. Gapmers are designed to have a central RNase H-sensitive DNA

segment comprised of optimally 8–10 nucleotides and flanked by 2–5 chemically

modified analogs of LNA, MOE, or 20OMe base units [87, 88]. Gapmers activate

RNase H, an endogenous enzyme that recognizes natural DNA/RNA hybrids

formed by the gapmer base-pairing with an endogenous RNA, including lncRNAs,

which leads to RNA degradation [59]. Gapmers are effective in both the nucleus

and cytoplasm though they tend to be slightly more efficacious for nuclear targets
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[89]. Short interfering RNA (siRNA) approaches can more efficiently target cyto-

plasmic RNAs for degradation via the RISC complex, but have also shown nuclear

activity against more abundant lncRNAs [39, 90] though there is some evidence

that siRNA may also function against nuclear targets [91]. Like native DNA, the PS

modification supports RNase H activity that degrades double-stranded DNA/RNA

duplexes. However, the LNA, 20OMe, MOE, and PMO modifications do not

support RNase-H activity. The flanking LNA, MOE, or 20OMe oligonucleotides

are still critical because they improve the affinity of the gapmer for its target RNA

and increase the biostability of the hybrid which facilitates RNase H activity and

knockdown of selected RNA targets.

Oligomers which contain these chemical modifications in a non-gap context do

not degrade their RNA targets, but rather antagonize the binding of lncRNAs to

their partners, and are referred to as mixmers [92]. They may bind to the lncRNA to

either sterically block an interaction or to alter the secondary or tertiary structure of

the lncRNA to be unrecognizable. As a result, using mixmers can alter gene

regulation through suppression, enhanced transcription (de-repression), alternative

splicing, and transcript stability in all cellular compartments [93, 94]. One example

of the potential use of mixmers is to block the binding of the suppressive PRC2

complex to lncRNAs resulting in decreased PRC2 localization to promoter regions

and subsequent transcriptional upregulation of associated protein-coding genes

[87]. LNA, 20OMe, MOE, or other chemical modifications are systematically

placed at different loci of the oligomer sequence to balance specificity and binding

affinity. For an optimal oligomer, whether it is a gapmer or mixmer, a balance

between on-target high-affinity binding with minimal off-target binding is the

optimal goal.

The oligomers described above generally possess similar pharmacokinetic prop-

erties. After systemic administration, they clear from the blood stream with a

circulating half-life of several hours. Oligomers are presumed to be taken up into

cells through endosomal transport that allow them access to the cytoplasm and

nucleus. Overall, phosphorothioated oligomers have an intracellular half-life of at

least several weeks and thus, their duration of action after systemic administration

is prolonged once they reach their cellular target. Such relatively longer intracel-

lular half-life is particularly attractive for CNS applications [95] requiring intra-

thecal delivery [96], as is demonstrated by nusinersin, a uniform MOE-based

oligomer recently approved for the treatment of spinal muscular atrophy, which is

administered intrathecally once every 3 months.

Oligomers primarily distribute to the kidney and liver after systemic adminis-

tration. However, targeting to other tissue types to alter the biodistribution of the

oligomers is an active field of research. Prior to 2015, only two oligomers were

approved by the FDA – fomivirsen for cytomegalovirus retinitis [69, 97] and

mipomersen for homozygous familial hypercholesterolemia [69, 86, 98]. Recently,

however, the FDA approval of a splice-switching morpholino for treating

Duchenne muscular dystrophy demonstrates that therapeutic levels of oligomers

can reach the nuclear compartment of skeletal muscle myotubes, a more challeng-

ing in vivo target than the liver [99]. Furthermore, oligomers directly administered
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to the CNS have the potential to treat neurological disorders. Many lncRNAs are

expressed specifically in the brain and may be amenable to oligomer modulation.

This strategy of blocking chromatin writers/erasers from their lncRNA binding sites

with oligomers may be sufficient to alter transcriptional patterns for therapeutic

interventions.

10 Target Identification and Validation

The discovery of lncRNAs with therapeutic potential is facilitated by the availabil-

ity of public databases that contain transcriptomes of human, mouse, and primates.

Some databases also contain genetic and epigenetic information distinguishing

between diseased and healthy tissues, including cancers and metabolic disorders.

The ability to mine these constantly expanding databases is instrumental to iden-

tifying and validating lncRNAs as therapeutic targets.

The rate of lncRNA discovery has surpassed the progress to delineate their

functions. The comparison of lncRNA expression patterns across tissues and cells

can aid in the correlation of lncRNAs and their biological functions. This approach

has been used to ascribe the functions of lncRNAs involved in cell-cycle regulation,

stem cell pluripotency, inflammation, and immunity. The identification of a thera-

peutic target can also be inferred by divergent histone/DNA methylation patterns in

cells/tissues from patients and healthy individuals. LncRNAs can be studied either

in the context of a healthy or diseased tissue, depending on the therapeutic strategy

and the disease setting.

Knock-down experiments with siRNAs, short hairpin RNAs (shRNAs) or

gapmers as well as overexpression experiments targeting the lncRNA are used to

validate the functional significance of the observed correlation. However, attribut-

ing function to lncRNAs can be complex. For example, lncRNAs such as nuclear

paraspeckle assembly transcript 1 (NEAT1) have been identified where the process

of transcription alone leads to the epigenetic modification of neighboring promoter

regions, without physical association of NEAT1, to affect the expression of those

genes. NEAT1 itself locates to paraspeckles and is required for paraspeckle forma-

tion. In such circumstances where the transcription of the lncRNA itself causes

chromatin changes at neighboring genes, ectopic expression of cis-acting lncRNAs
may not always recapitulate its effects.

Abnormal DNA methylation patterns around CpG islands can be discovered via

database mining or empirically between healthy and diseased patient cells. In still

other instances, mutations in protein-coding genes might be the causative event for

a rare genetic disease where low concentrations of functional protein are produced.

Increased transcription or corrected splicing of these genes by targeting modulatory

lncRNAs is a viable approach for the upregulation of enough functional protein to

provide potentially transformative benefit.
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11 Animal Models

Drug efficacy is classically determined in murine models of disease for proof of

concept (POC) studies. Although this is not an absolute regulatory requirement

preceding first-in man studies, it provides confidence for regulatory agencies and

has a strong probability of predicting therapeutic benefit. POC studies in small

mammals for lncRNA targeting drugs, however, are challenged by the lack of

sequence conservation of many lncRNAs across species. Protein-coding genes are

generally highly conserved across species, highlighting their functional importance.

This lack of sequence conservation for many lncRNAs should not discount their

biological significance. An lncRNA may tolerate sequence differences between

species, so long as their secondary or tertiary structures important for function

remain conserved. Nonetheless, because of differences arising in many lncRNA

sequences, most studies are conducted in primary human patient cells or in human

cell lines that express the lncRNA target. However, in some cases lncRNAs have

been observed to function differently in cell culture than in tissues [100] so it is

preferable to demonstrate that the disruption of their function will produce the

desired effect in vivo.

Though the primary sequence may be unique to a species, it is conceivable that

preclinical studies could be conducted to target a murine homolog of a primate

lncRNA that has a similar function in both species. In this instance, POC studies

could be conducted with an oligomer designed to target the mouse sequence in a

disease model. Studies comparing the function of human and mouse lncRNAs

might be required in this case. Similar approaches have been used to demonstrate

POC with murine and human antibodies directed against the same target [101].

POC studies can be conducted in primates, particularly for the upregulation/de-

repression of protein-coding genes. Gapmers have been used to degrade APOA1-

AS lncRNA to upregulate APOA1 in green monkeys [102]. Since this approach was

used to upregulate genes primarily expressed in the liver, a 1.7-fold upregulation in

of APOA1 mRNA could be assessed from liver biopsies, thereby not requiring

terminal studies. Additionally, a 30% increase in the levels of circulating APOA1

and its related homologs could be measured from blood samples [102]. Various

studies have suggested that upregulation of circulating APOA1 is beneficial in the

treatment of cardiovascular disease [103]. Taken together such studies conducted in

healthy non-human primates provide POC, if the gapmer is proven to be safe and

specific, for the conduct of formal preclinical and subsequent clinical studies. In

situations where an animal disease model is crucial, it may be possible to create a

primate model of the disease in small non-human primates such as marmosets.

The introduction of human tumor xenografts into immune compromised mice is

a practice that has been widely utilized for cancer studies. However, it is possible to

graft non-tumor tissues in immune deficient mice as well. An example of such an

approach is given in the facioscapulohumeral muscular dystrophy (FSHD) studies.

Since the genetic locus responsible for FSHD is present in mice, human muscle

cells were expanded from a biopsy and implanted into murine quadriceps muscle to
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conduct POC studies. Another approach is to create a humanized model of disease

as was done for SMN for the treatment of spinal muscular atrophy (SMA). Humans

are unique for the SMN locus, where two copies, SMN1 and SMN2, exist. All other

species harbor only the SMN1 ortholog. SMN1 and SMN2 are nearly identical in

sequence with the exception of a critical C-to-T transition in SMN2 that causes the

mRNA splicing machinery to skip exon 7. The protein arising from SMN2 is

truncated and rapidly degraded. A severe model of SMN deficiency was created

by knocking out the mouse SMN gene and knocking in the human gene cluster

containing both the human SMN locus and SMN-antisense 1 (SMN-AS1) [104].

12 Long Noncoding RNA as Therapeutic Targets

In addition to their associations with multiple types of cancer, various studies have

identified lncRNAs that are involved in the pathophysiology of disease in other

tissues and organs. Differential expression of lncRNAs can be found in ocular

diseases including glaucoma, proliferative vitreoretinopathy, and diabetic retinop-

athy [105]. A class of lncRNAs has been identified that serve as nuclear

co-receptors for steroid hormones, such as SRA, and have differential expression

patterns between breast cancer and normal cell lines suggesting a role in tumori-

genesis [106–108]. Additionally, SRA co-activates perixosome proliferator-

activated receptor δ (PPARδ), a nuclear receptor that regulates adipogenesis.

SRA knock-out mice are protected against obesity and glucose tolerance with a

possibility playing a role in diabetes. Prader Willi syndrome, a genetic disorder

causing obesity, mental retardation and insatiable appetite has been linked to a loss

of 116HG lncRNA expression in the CNS due to the loss of a paternally imprinted

gene cluster [109, 110]. LincRNA-COX2, Lethe and THRIL are examples of

lncRNAs involved in inflammatory responses [111, 112]. A group of lncRNAs

including BACE1-AS are upregulated in Alzheimer’s disease and regulate the

transcription of proteins such as beta-amyloid involved in the formation of amyloid

plaques [113]. Another antisense lncRNA, BDNF-AS is implicated in neurological

disorders including Huntington’s disease and schizophrenia [114, 115]. The

lncRNA fragile X mental retardation 1 (FMR1) plays a role in the pathology of

the trinucleotide repeat disorder such as fragile X syndrome [116, 117]. Other

lncRNAs have been linked to various cardiac and muscle diseases. Thus, lncRNA

have diagnostic and therapeutic potential for many diseases in nearly all tissue

types that are currently unmet medical needs.
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13 Selected Examples of lncRNA Preclinical Studies

In this section, the preclinical studies conducted to identify and demonstrate proof

of concept have been summarized for four potential therapeutic lncRNA targets.

The first is a circular RNA designated ciRS-7 that is downregulated in many types

of cancer and acts as a NAT sponge for the tumor suppressor microRNA, miR-7.

The second is an lncRNA that negatively modulates APOA1 transcription whose

antagonism may be an effective therapy in the treatment of cardiovascular disease.

The third lncRNA, SMN-AS1, is an antisense RNA target negatively regulates

SMN2 gene expression. The fourth featured lncRNA target may provide a potential

therapy for facioscapulohumeral muscular dystrophy (FSHD).

13.1 Example 1: ciRS-7 as a Target for Cancer Therapy

A handful of exonic circular RNAs (circRNAs) were identified several decades ago

but, until recently, were thought to be extremely rare. In 2013, Jeck et al. enriched

for circRNA species in the Hs68 human fibroblast cell line using RNase R to

degrade the linear species and sequenced the remaining non-linear RNA population

[118]. They concluded that approximately 14% of the transcribed genes identified

in the Hs68 human fibroblast cell line code for circRNA. Nearly 2000 circular

RNAs have been found in humans to date [119, 120]. CircRNAs are primarily

located in the cytoplasm but some appear to be enriched in the nucleus [118]. They

have high biostability (approximately 48 h) relative to other ncRNAs, due to their

circular structure that is resistant to exonuclease-mediated degradation. Alu ele-

ments are significantly over-represented in exons flanking the circRNAs, often in a

complementary inverted orientation [118, 119]. Notably, the sequences of many

circRNAs are well conserved across zebrafish, mouse, and primate, underscoring

the importance of their biological roles [121]. In addition, compared with lncRNA

classes that are poorly conserved across species, high conservation in circRNAs

facilitates preclinical development in terms of relevant animal models.

The recently discovered circRNA, ciRS-7 (also known as CDR1-NAT, CDRI-AS
and cir-ITCH) is transcribed from several exons of the cerebellar degeneration

related protein 1 (CDR1) gene. The primary function of ciRS-7 is thought to be the

negative modulation of miR-7 by serving as a NAT sponge to decrease its active

concentration. In healthy adult mammals, ciRS-7 is expressed primarily in the CNS

and to a lesser extent in peripheral tissues such as pancreatic islet cells. The

expression of ciRS-7 and miR-7 is highly correlated across tissues suggesting that

most miR-7 exists in a ciRS-7/miR-7 neutralized complex. Knock-out studies

conducted in fruit flies suggest that miR-7 may participate in stress responses.

In a model of neuroinflammation, depriving cultured astrocytes of oxygen and

glucose led to increased miR-7 levels and a consequent attenuation of inflammation

[122]. In another study, miR-7 overexpression in human neuroblastoma SH-SY5Y
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cells inhibited mitochondrial fragmentation, mitochondrial depolarization, cyto-

chrome c release, reactive oxygen species generation, and release of mitochondrial

calcium and thereby inhibited apoptosis [123]. Thus, it is possible that ciRS-7 may

function to maintain a reservoir of neutralized miR-7 that can be rapidly deployed

during environmental stress.

CiRS-7 is overexpressed in various cancers, including breast, hepatocellular,

lung, cervical, Schwannoma, tongue, colorectal, and gastric cancers, and it is

positively correlated with poor prognosis and survival [40, 124]. CiRS-7 sequesters

several miRNAs including miR-7, a powerful tumor suppressor. Although ciRS-7

has other functions, its overexpression is one of its key oncogenic mechanisms that

has been widely investigated across different cancers. In support of this mechanism,

the activity of miR-7 inversely correlates with the expression of ciRS-7. A single

copy of ciRS-7 can simultaneously chelate up to 70 units of miR-7 since each ciRS-

7 has 74 potential binding sites for miR-7 [119, 125]. Additional studies conducted

in cancer cell lines and tissues collectively demonstrate that ciR-7 acts as a

molecular sponge for up to four other tumor-suppressing miRNAs [124]. Though

the specific miRNAs sequestered by ciRS-7 may vary across cancer classes, they

always include miR-7.

Several lines of evidence indicate the role of the ciRS-7/miR-7 axis in disease

pathology. In the CNS, increased miR-7 activity is associated with Parkinson’s via
the negative modulation of alpha synuclein mRNA levels. In peripheral tissues,

dysregulated miR-7 activity is implicated in diabetes through its negative modula-

tion of the mTOR pathway. Many of the target genes of miR-7 include oncogenes

and tumor suppressor genes that promote transformation and cancer progression.

Dysregulation of miR-7 results in the aberrant expression of such genes including

EGFR, IRS-1/2, Raf1, Ack1, Pad1, PIK3CD, XIAP, KLF4, SNCA, 4EBP1, ACK1,
AKT, FAK HNF4, IGF1R, NOTCH1, p70S6K, PA28c, PAK1, mTOR, and DVl2.
Thus, increased ciRS-7 expression results in a powerful promotion of tumorigenesis

with roles in transformation, progression, and metastatic potential, with much of its

activity due to its negative regulation of free cytoplasmic miR-7 levels. One of the

challenges of targeted cancer treatment is that a symphony of genes is affected

(frequently silenced) so it is challenging to choose which specific protein/gene to

target. However, miR-7 and other miRNAs target multiple genes involved in

transformation/cancer progression and may therefore represent a more effective

treatment paradigm.

Evidence to date indicates that an attractive option for cancer therapy is to target

ciRS-7 for degradation with the goal of upregulating miR-7. Since both ciR-7 and

miR-7 are well conserved across species, relevant animal models for preclinical

development may be easy to establish.

224 C.J. Woo



13.2 Example 2: APOA1-AS as a Target
for Hypercholesterolemia

Apolipoprotein A1, the major transport protein for high density lipoprotein (HDL)

in blood circulation, functions as a co-factor for an enzyme important for the efflux

of cholesterol from tissues. APOA1 is of key importance for reducing the lipid/

cholesterol burden of white blood cells in arteries that are the major cause of

plaque-formation in coronary artery disease. Therefore, a viable therapeutic inter-

vention for coronary artery disease is to increase the circulating levels of APOA1

protein in patients having uncontrolled high cholesterol.

A cis-acting NAT sequence was recently identified leading to the discovery of

APOA1-AS, an lncRNA that negatively modulates APOA1 transcription at the

APO gene cluster [102]. Other members of this cluster include APOC3, APOC4,
APOA5, and inosine-guanosine kinase. APOA1-AS is transcribed convergently

with APOA1 and overlaps with 123 nucleotides of its exon 4. SiRNAs were used

to knockdown APOA1-AS in the human liver cancer cell line HepG2. It was

demonstrated that a 65% knockdown of APOA1-AS led to a threefold upregulation

of APOA1 mRNA. Other members of the APO gene cluster including APOC3 and

APOC4 were also upregulated three- to fourfold. This upregulation was specific for

the APOA1, C3, and C4 genes since other genes in the locus, including inosine-

guanosine kinase and APOA5, were not affected. Chromatin immunoprecipitation

(ChIP) was used to measure the levels of active chromatin mark (H3K4me3), and

H3K9me3 or H3K27me3 (repressive chromatin marks) in siRNA-treated and

untreated cells [102]. No changes in H3K9me3 were observed, but H3K27me3

was significantly reduced in the promoter regions of the APO gene cluster. These

results are consistent with a mechanism where APO transcription is repressed by

APOA1-AS. Additional ChIP experiments were carried out using antibodies

against lysine-specific demethylase (LSD1) and the PRC2 subunit SUZ12 to

demonstrate that the binding of those proteins to the APOA1 region was reduced

along with the changes in histone marks. Taken together, these data suggest that

APOA1-AS repressed the expression of APOA1 and related genes by recruiting the

PRC2 complex to the promoter region of the APOA1 gene.

After screening a panel of gapmers that spanned the entire APOA1-AS

sequence, several were identified that upregulated APOA1 expression (�1.7-fold

upregulation) in HepG2 cells. Lead optimization using different chemistries were

performed before LNA gapmers were chosen for in vivo studies in African green

monkeys. Here, primates were used for in vivo POC because APOA1-AS is not

conserved in lower mammals.

The LNA gapmers were delivered intravenously at a dose of 10 mg/kg � 3 days

and the comparison of liver biopsies on day �30 (baseline) and 72 h post last

injection demonstrated a 1.7-fold elevation in APOA1 transcripts in the liver and

circulating APOA1 protein levels. Circulating APOA1 protein levels remained

elevated for 18 days post last injection. Scrambled gapmer sequences produced

no elevation in mRNA or protein. These studies provide POC for an LNA gapmer
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that could be nominated for preclinical development and subsequent clinical

studies.

13.3 Example 3: SMN-FL as a Target for SMA

Spinal muscular atrophy (SMA), an autosomal recessive disease, is the leading

genetic cause of infant mortality worldwide. It is caused by mutations in the

survival motor neuron 1 gene (SMN1) and results in the premature death of motor

neurons. Humans possess an evolutionary duplicate of the SMN1 gene (SMN2)
which is identical to SMN1 except for a C to T point mutation that results in the

skipping of exon 7 in approximately 90% of transcriptional events. The protein

produced from this ‘delta 7’ transcript is largely non-functional and rapidly

degraded. Up to 10% of the SMN2 gene is transcribed correctly to include exon

7, producing a full length SMN protein (SMN-FL) that is identical to the protein

produced from SMN1. SMN2 expression is polymorphic in humans, with copy

numbers of SMN2 ranging from between 0 to 6. In healthy individuals, SMN2 copy
number does not dictate any phenotype. However, the number of copies of SMN2
generally correlates inversely with the severity of SMA in patients since the only

source of SMN protein is from the SMN2 gene. Patients with a higher copy number

of SMN2 produce more functional full length SMN-FL. While other genetic factors

can contribute to determining disease severity, the main cause of SMA is the

homozygous loss of SMN1. Interestingly, SMN1 heterozygotes are asymptomatic

even though they produce only 50% wild type SMN1 protein compared to healthy

individuals. Therefore, a modest increase in the SMN protein is expected to yield

significant therapeutic benefit supporting the therapeutic utility of approaches to

increase SMN2 expression.

ChIP sequencing data from the NIH Roadmap Epigenome Consortium showed

that H3K27me3 marks (indicative of PRC2 gene suppression) were associated with

SMN2 in human fetal brain. Knocking down the PRC2 subunit EZH2 in an SMA

fibroblast cell line decreased the H3K27me3 marks and resulted in upregulation of

SMN-FL, suggesting that PRC2/EZH2 repressed the transcription of SMN2. Indi-
cations of an antisense transcript were first detected by immunoprecipitating RNAs

associated with PRC2 [126]. Further studies characterized this lncRNA, SMN-AS1,

which was shown to localize to the SMN locus, potentially have a cis-regulatory
role in SMN2 expression [127]. Mixmers were designed to sterically block the

interaction between SMN-AS1 and PRC2. In SMA fibroblasts, ex vivo cortical

neurons as well as patient iPS-derived motor neuron cultures, the mixmers

increased SMN expression as a result of inhibiting the interaction of SMN-AS1

with PRC2. Together, these studies identified and validated an lncRNA which

represses SMN2 transcription as a strong target for the potential treatment of

SMA patients.

A second lncRNA at the SMN locus was found to be associated with PRC2,

which was also named SMN-AS1 [127]. Gapmer-mediated degradation of this
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lncRNA also resulted in the increase of SMN mRNA levels. Various experiments

conducted in HeLa cells, SMA fibroblast cell lines, neuroblastoma cell lines, and

primary mouse neurons suggested that PRC2 is recruited to the SMN promoter by

SMA-AS1, resulting in repression of SMN by H3K27me3. In a humanized mouse

model of SMA having the human SMN2 locus, SMN-AS1 was found to be

expressed specifically in the CNS. Gapmers were administered to the humanized

mice, which resulted in a decrease in SMN-AS1 levels in the brain and spinal cord

[128]. SMN2 pre-mRNA, FL-SMN2mRNA, and SMN protein levels increased in a

manner inversely proportional to SMN-AS1 knockdown. The murine phenotype,

however, was unaffected. An additional study was conducted to test whether the

co-administration of a low dose of splice-correcting ASO plus the gapmer targeting

SMN-AS1 would improve the phenotype of this model. Mice co-administered with

the splice-switching ASO and a gapmer targeting SMN-AS1 survived longer than

the control groups or those treated with the splice-switching oligo alone. These

studies suggest a clinical benefit of co-administration of SMN-AS1-interfering

ASO and splice-switching ASO for the treatment of SMA.

13.4 Example 4: DBE-T as a Target for FSHD

Facioscapulohumeral muscular dystrophy (FSHD) is an autosomal-dominant dis-

ease causing weakness/atrophy of the face, shoulder, upper arm muscles in its early

stages, followed by weakness/atrophy of the trunk and leg muscles in the later

disease-state resulting in loss of ambulation. FSHD is caused by 3.3 kb long repeat

elements (REs), known as D4Z4, that are located in the highly polymorphic region

4q35 in 95% of patients and are ordered in a head to tail orientation upstream from

the DUX4 gene promoter. In healthy individuals, the number of D4Z4 repeats

ranges from 11 to 150. In patients with FSHD, however, the number of D4Z4

repeats is contracted and ranges between 1 to 10 units. This contraction is associ-

ated with the upregulation of the DUX4 transcription factor and several of its

neighboring genes (FRG1/2 and ANT1). There has been some debate about

which upregulated gene is an appropriate therapeutic target, as murine models

over-expressing either FRG1 or DUX4 result in a dystrophic phenotype. Recent

studies, however, suggest an epigenetic disease mechanism since FSHD is associ-

ated with an alteration of epigenetic marks on DNA and histones, as well as a

loosened state of the chromatin associated with de-repression of DUX4 gene

transcription and its associated genes.

The region occupied by D4Z4 in healthy subjects is one of the largest CpG

islands in the human genome. Three-dimensional fluorescence in situ hybridization

studies showed that H3K27me3 at these CpG islands was diminished in FSHD

patients relative to healthy controls. In addition, the methyltransferase subunit of

PRC2, EZH2, was enriched at the promoters of DUX4, FRG1, FRG2, and ANT1 in

healthy subjects. These results suggested that the loss of PRC2 silencing was

responsible for the increased expression of D4Z4 associated genes.
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A unique lncRNA, D4Z4 Binding Element Transcript (DBE-T), was found in

FSHD biopsy samples, but not in healthy controls [129]. Depletion of PRC2 by

RNAi or treatment with 5-Aza-20-deoxycytosine (5-AzadCyD), a DNA methyl-

transferase inhibitor, and Trichostatin acid (TSA), a histone deacetylase inhibitor,

resulted in both de-repression of 4q35 associated genes and concentration-

dependent elevations of DBE-T without effecting the number of D4Z4 repeats,

CpG binding, or H3K27me3 enrichment. ShRNA-mediated knockdown of DBE-T

in chr4/CHO cells prevented de-repression of 4q35 associated genes, establishing

DBE-T as a positive regulator of 4q35 gene expression. Transient ectopic expres-

sion of DBE-T in chr4/CHO cells was unable to de-repress the D4Z4 associated

genes, demonstrating that DBE-T could not act in trans. It was also observed that

DBE-T knockdown resulted in the closed chromatin state observed in healthy cells

compared with the open chromatin structure characteristic of FSHD cells. DBE-T
was observed by FISH to be enriched in the nucleus and localized at D4Z4 loci.

Taken together these results showed that DBE-T is an lncRNA that could de-repress

the genes from the D4Z4 locus responsible for FSHD.

The recruitment of ASH1L, a histone-lysine N-methyltransferase enzyme, to the

D4Z4 locus in chromosome 4 was observed when cells were treated with

5-AzadCyD + TSA, further elucidating the mechanism of dysregulation in FSHD

[129]. In ChIP studies, ASH1L was also observed to be associated with D4Z4 in

FSHD muscle biopsy samples but not in healthy controls. UV-RNA immunopre-

cipitation (UV-RIP) using anti-ASH1L antibodies showed enrichment of DBE-T

compared to GAPDH controls, suggesting that DBE-T interacted directly with

ASH1L. This was confirmed using purified recombinant ASH1L and in vitro

transcribed DBE-T. ChIP-qPCR was used to show that histone mark H3K36Me2,

associated with ASH1L, was increased in the FSHD locus and could be reversed by

DBE-T knockdown. These results demonstrate that DBE-T aberrantly recruits

ASH1L to the FSHD locus resulting in the activation of the FSHD genes.

This series of experiments indicates that the disease pathology in FSHD patients

is epigenetically driven. In healthy individuals, 11 or more D4Z4 repeats result in

increased CpG methylation, a closed chromatin state due to histone deacetylation,

and transcriptional silencing of DUX4, FRG1/2, and ANT1. Fewer than 11 D4Z4

repeats signals a permissive chromatin state, resulting in DBE-T transcription,

recruitment of ASH1L to the promoter regions of the DUX4 locus and

de-repression of the FSHD-associated genes.

The development of an animal model for FSHD has been challenging due to the

lack of a conserved D4Z4-DUX4 region in non-primate species. Without a predic-

tive murine model for POC studies, the development of DBE-T-targeting technol-

ogies will be challenging. Although this hypothesis has yet to be tested in an animal

model, another group has tested a PMO for DUX4 knockdown using human muscle

engrafted onto nude mice [130]. Interestingly, this group observed that knockdown

of DUX4 also led to significant diminution of the downstream genes FRG1 and

ANT1, suggesting that DUX4 protein may be required for activating their tran-

scription. Further studies will be necessary to understand the interplay between

DBE-T, DUX4 and the neighboring genes.
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14 Discussion

LncRNA targeting affords exquisite target specificity that far exceeds the ability to

target a specific protein isoform. This is because lncRNAs are often expressed in a

cell and/or disease-specific manner where they modulate gene expression at specific

loci by attracting relatively ubiquitous regulatory protein complexes, such as

HDACs and PRC2. The comparison of small molecule HDAC inhibitors with the

potential inhibition of uniquely sequenced lncRNAs in specific gene loci regulated

by HDACs illustrates the relative specificity that can be leveraged for diseases

where HDAC inhibition has potential therapeutic utility. It is possible that each of

the 18 HDAC enzyme subclasses may be directed to target promoter regions by

specific cis-acting lncRNAs. Such specific targeting is advantageous as HDACs

regulate multiple genes across different cell types, many of which are unrelated to

disease phenotype.

The discovery of new lncRNAs and their mechanism of action is rapidly

growing, resulting in an explosion of new therapeutic applications for a wide

range of regulatory targets. The four examples provided in this chapter illustrate

the potential utility of directly targeting lncRNA to treat rare genetic diseases (SMA

and FSHD) and diseases with high prevalence (cancer and cardiovascular disease).

Targeting lncRNAs to increase or decrease protein levels may be a superior

alternative to the direct targeting of proteins in many cases.

The ability to upregulate proteins (potentially to therapeutic levels) is another

clear advantage of lncRNA targeting. Most traditional modalities must find targets

whose downregulation can improve disease conditions, even though the

upregulation of a protein would be more beneficial. Accordingly, targeting repres-

sive lncRNAs may allow previously un-druggable proteins to be upregulated to

provide therapeutic benefit. As the four examples provided in this chapter suggest,

either targeting the lncRNA for degradation or interrupting their binding to its

interaction partners may be applicable to modulate target genes with specificity and

robustness.

Numerous publicly available databases exist that greatly aid in the collaborative

discovery and validation of lncRNA targets. Although too numerous to list here,

these databases feature genome sequences across many species and include: the

DNA methylome (methylation patterns in normal and disease states); orphan

lncRNA sequences, whose functions have yet to be determined, and their genomic

location; and microRNAs that are regulated by lncRNAs. These databases can be

leveraged to expedite discovery and validation of therapeutic lncRNA targets in a

process tailored for each target as exemplified in the examples provided above.

The targeting of lncRNA for therapeutic applications represents a brave new

world for addressing unmet medical needs – from rare genetic diseases to high
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prevalence diseases such as cardiovascular disease, diabetes type II, Parkinson’s
disease, and cancer. The examples provided in this chapter illustrate the vast

potential of lncRNAs as drug targets. Importantly, their large numbers and their

molecular and cellular specificity opens the door for lncRNAs to be a rich field for

research and drug development to explore.
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Messenger RNA as a Novel Therapeutic

Approach

Matthew G. Stanton and Kerry E. Murphy-Benenato

Abstract The concept of mRNA as a therapeutic platform has historically been

ignored owing to challenges in oligonucleotide delivery and, maybe more impor-

tantly, the perceived shortcomings of mRNA with regard to stability and immuno-

genicity. Advances in several areas have recently prompted a reexamination of such

dogma. Significant improvements in oligonucleotide delivery have been realized

over the past decade and their application to mRNA has enabled a more rapid path

toward clinical development of this new modality. Similarly, recent discoveries in

mRNA chemistry further enhance the attractiveness of this platform by attenuating

innate immune activation and maximizing protein expression. With these advances,

mRNA is positioned to become an important new therapeutic modality.

Keywords Delivery, Immunogenicity, Lipid nanoparticles, mRNA, Nucleotides,

Polymers, RNA, Transcript therapy
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The advent of a new and potentially revolutionary technology is rare. Modern

medicine is defined by a few such examples including rational small molecule

drug design and protein therapeutics. These breakthroughs happen not in isolation,

but often as a confluence of technical advances that overcome previously limiting

barriers. For rational drug design this includes but is not limited to advances in
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synthetic organic chemistry, structural biology and computational science.

Biopharmaceuticals became possible with the explosion of advances in recombi-

nant DNA technology. While still early in its development and application, mRNA

therapeutics hold such revolutionary promise and like other breakthroughs is

enabled by advances in multiple areas. This chapter will focus on advances in

RNA chemistry, delivery and attenuation of immune stimulation as distinct scien-

tific fields that when brought together, enable mRNA as an exciting and viable

therapeutic platform.

Before outlining the technical details of mRNA therapeutics, it’s worth

discussing the reasons for such intense interest in this space. Indeed, this interest

is highlighted by the flow of investment capital over the past several years (for a

good online review of the mRNA therapeutics space: [1]). Figure 1 outlines the

general concept of mRNA therapeutics by focusing on the central dogma of

biology, which is DNA codes for RNA which codes for protein. All therapeutic

intervention must necessarily work at some level of this dogma. Small molecule

and biopharmaceuticals focus on the protein and skip over the preceding nucleic

acid components. This makes great sense in that the protein is the most proximal

mediator of disease, however it comes with great cost and complexity. Small

molecule therapies are discovered in a bespoke manner with substantial investment

in protein production, screening for small molecule binders and subsequent opti-

mization of leads. There are always challenges identifying molecules with the

desired potency, target selectivity, and pharmacokinetic properties which enable

effective translation in the clinic. Biopharmaceuticals, on the other hand, focus on

recombinant technologies to produce therapeutic proteins. These products enjoy the

benefit of selectivity but are encumbered by the technical costs of manufacture and

the limitation of only being able to access extracellular targets. The obvious

attraction of mRNA therapeutics lies in the ability to simultaneously address

limitations of both small molecule and protein therapeutics. A common set of

Fig. 1 The case for mRNA therapeutics
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technical platform tools could enable the generation of any protein of interest

in vivo, be it secreted, intracellular, or transmembrane. This holds the promise of

large molecule therapeutics at a manufacturing cost that is more common to small

molecules while also accessing previously undruggable targets. And unlike gene

therapy, which theoretically has similar advantages, mRNA therapy is devoid of

many safety concerns including genomic integration, immunologic response to

viral vectors and risk associated with uncontrolled, sustained protein expression.

Given the potential of mRNA as a therapeutic modality, the question most likely

to ponder is “why are we just now witnessing the emergence of this?” The

remainder of this chapter will cover the two main hurdles to implementation of

this technology and how these fields have evolved to address such concerns—RNA

delivery and innate immunology. There was a third topic that was once considered a

limitation to the realization of mRNA therapeutics and this was drug substance

stability but this has been addressed as witnessed by the advent of mRNA vaccines

and their clinical advancement and thus will not be covered here.

1 Delivery

A critical factor in mRNA therapeutics becoming a viable clinical option is the

identification of a delivery vehicle that enables efficient and safe systemic delivery

of mRNA to multiple tissues (Fig. 2). A delivery vehicle is required to protect the

mRNA from nuclease degradation as well as minimizing the vehicle/cargo specific

innate immune stimulation. Early in vivo examples of mRNA translation have

utilized a variety of delivery methods such as direct injection of unformulated

mRNA, commercially available transfection reagents, or cationic liposomes [2–

6]. In fact, Türeci, Sahin, and coworkers have demonstrated positive human clinical

data delivering mRNA based cancer vaccines in positively charged liposomes

composed of cationic amino lipids DOTMA (1) and DOTAP (2) (Fig. 3) and the

phospholipid DOPE (3) (Fig. 4) [7]. Through optimization of the surface charge of

the liposome they were able to affect selective delivery of mRNA to antigen

presenting cells. Looking ahead, to be able to translate the power of mRNA into a

broadly applicable therapeutic, a delivery vehicle which targets different organs

and tissue types will be required.

mRNA offers its own unique challenges for delivery due to its large size,

instability in vivo, and immunogenic nature. Therefore mRNA requires a vehicle

which will completely protect the material from degradation without contributing

to innate immune activation. Additionally, an ideal mRNA delivery vector will

target desired cell types specifically and will employ components that maximize

endosomal escape and are efficiently cleared by the body. Early discovery efforts in

the development of mRNA based therapies have taken advantage of the effort that

has gone into the identification of clinically viable delivery vehicles for other

nucleic acid based therapies, such as siRNA [8]. Of these delivery systems, one

of the most advanced are lipid nanoparticles (LNPs) which are being utilized in
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multiple clinical trials [9]. Lipid nanoparticles are multicomponent systems com-

posed of an ionizable lipid (Fig. 5), a phospholipid (Fig. 4), cholesterol, and a

PEG-lipid conjugate (Fig. 6) [10]. The structure of the ionizable lipid is a key factor

in potency. Modification of the pKa of the ionizable amine can dramatically affect

the surface charge of the particle and therefore its ability to associate with plasma

proteins and the lipid bilayer of endosome walls. When delivered intravenously,

LNPs selectively travel to the liver via an ApoE dependent mechanism, as shown

through in vivo experiments in ApoE knock-out mice [11]. Depending on the

ionizable lipid component, the LNPs are taken up by hepatocytes through an

Fig. 2 Attributes of ideal mRNA delivery vehicle

N+

Cl-

O
O

DOTMA (1)

N+
Cl-

O

O

O

O DOTAP (2)

Fig. 3 Cationic amino lipids

O

O

O

OO

NH3
+

O

O

O-

P

DOPE (3)

O

O

O

OO

N+

O

O

O-

P

DSPC (4)

Fig. 4 Representative phospholipids

240 M.G. Stanton and K.E. Murphy-Benenato



LDLr-dependent or micropinocytosis mechanism. The structure of the amino lipids

tails play a role in endosomal escape, helping to drive phase transition from a

bilayer to hexagonal HII thereby enabling release of the mRNA. The phospholipid

component increases the fusogenic character of the LNP lipid bilayer aiding

endosomal escape. Cholesterol stabilizes the LNP membrane and the PEG-lipid

shields the surface and stabilizes the particle.

The ability of LNPs, which have been optimized for siRNA delivery, to be

repurposed for mRNA delivery has been verified by three different groups. In 2012

researchers at Novartis demonstrated intramuscular delivery of a self-amplifying

RNA vaccine in a rodent model of RSV using D-Lin-DMA (5, Fig. 5) based LNPs

[12, 13], a vehicle that has been employed by Alnylam in a Phase I study for the

delivery of siRNA [9]. This was the first study that established amino lipid based

LNPs (which had been optimized specifically for siRNA delivery to the liver) form

stable particles with mRNA and effectively release the mRNA for protein transla-

tion in vivo.

In 2015 the Acuitas family of amino lipids were utilized for the systemic

delivery of mRNA to mice via multiple routes of administration [14]. In this

study intravenous delivered LNPs containing luciferase mRNA predominantly

show protein expression in the liver, whereas intramuscular and subcutaneous

injections result in more local expression. In vitro, the mRNA LNPs also utilize

an ApoE dependent mechanism for cellular uptake. Following this report, scientists

as CureVac GmbH employed the same lipid class and showed this class of LNPs

were a viable delivery route for mRNA in both pig and cynomolgus monkeys. In

both pigs and monkeys they observed efficacy with a single intravenous dose of

human erythropoietin (hEPO) mRNA. In addition, in the monkey (0.037 mg/kg
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dose of hEPO mRNA) they observed no appreciable changes in TNF-α or INF-γ
levels relative to pretreatment [15].

A group at Pfizer has also lent support to the concept of LNPs for mRNA

delivery. The researchers demonstrated intravenous and intrathecal delivery of

frataxin mRNA in MC3 effective based LNPs (6, Fig. 5, Alnylam’s second gener-

ation clinical LNP formulation for their siRNA program). Alnylam’s second gen-

eration clinical LNP formulation for their siRNA programs [16]. In this report,

using mRNA encapsulated in an MC3 based LNP, they were able to show mRNA

LNPs behave similarly in vivo to siRNA LNPs, delivering to the liver when dosed

intravenously.

In addition to the classes of amino lipids exemplified by MC3 (single ionizable

amine) Anderson and co-workers have pioneered the development of a series of poly-

amino lipid-like materials for siRNA delivery. The lipidoids, exemplified by C12-200

(8, Fig. 7), enter cells via a non-LDLr dependent mechanism [17]. Starting with the

optimal C12-200 formulation for siRNA delivery, C12-200:DSPC:Chol:DMG-

PEG2000 (50:10:38.5:1.5), Anderson and co-workers performed a systematic design

of experiment (DOE) to optimize for mRNA delivery [18]. By modifying the LNP

composition (e.g., phospholipid, lipid:mRNA ratio, molar composition of compo-

nents) they were able to improve the overall particle characteristics (smaller size,

improved encapsulation efficiency) and the in vivo efficacy. With the optimized

mRNA LNP composition C12-200:DOPE:Chol:DMG-PEG2000(35:16:46.5:2.5), a

three- to sevenfold improvement in protein expression was observed depending on

the reporter used. It is of note that the same improvement in in vivo efficacy was not

observed when the optimized formulation was utilized for siRNA mediated protein

knockdown, highlighting that an optimized siRNA vehicle is not necessarily going to
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be optimal for mRNA delivery, and vice versa. The hepatocyte specificity and

therapeutic efficacy of the C12-200 formulation has been further validated in collab-

oration with scientists at Shire [19].

In a separate report Anderson and co-workers demonstrated that an another

LDLr-independent lipidoid which had been developed for siRNA delivery, the

lysine based CKK-E12 (9, Fig. 7), could be applied to systemic mRNA delivery

[20, 21]. Through variation of the lipid tails [lauric (9, CKK-E12) to linoleic (10,

OF-02)] they were able to increase hEPO expression in mice relative to control.

Additional experiments with luciferase mRNA demonstrated selective expression

in the liver and minimal expression in the spleen with both CKK-E12 and

OF-02 LNPs.

Using a systematic approach to LNP optimization, Dong and coworkers have built

on the SAR generated with C12-200 (8) and developed a new lipidoid scaffold,

exemplified by TT3 (11, Fig. 7) [22]. Beginning with a triacetamide benzene core,

the linker between the amide and lauric lipid tails was modified. The optimized LNP

composition of TT3:DOPE:Chol:DMG-PEG2000(20:30:40:0.75) when delivered

intravenously to a mouse selectively delivered luciferase mRNA to the liver and

spleen and was shown to deliver human Factor IX in both wild type and Factor IX

KO mice in a dose dependent manner.

Dong and co-workers have published an alternative scaffold for mRNA delivery

based on a 1,3,5-triazinane-2,4,6-trione core [23]. By varying the lipid tail length off

the core and utilizing systematic in vitro screening and optimization of formulation

parameters they identified TNT-b10 (12):DOPE:Chol:DMG-PEG2000(34:40:35:0.75)

as the optimal LNP formulation. Efficient translation of firefly luciferase mRNA was

observed in the spleen of mice when delivered intravenously. When delivered intra-

peritoneal however, expression was diminished and no luciferase expression was

observed when delivered subcutaneously.

In an investigation of the correlation between buffering capacity of an

oligoalkylamine and its ability to complex mRNA and deliver intracellularly,

Dohmen and co-workers synthesized a series of oligoalkylamine-based lipids to

deliver mRNA intravenously [24]. In a screen of various alkyl amine cores, they

found the 2-3-2 ethanolamine core was optimal (13, Fig. 7); it had the highest

buffering capacity and highest in vitro transfection. In vivo LNPs formed with 2-3-2

lipid 13 and firefly luciferase mRNA had the highest level of bioluminescence in the

liver of mice when given intravenously.

LNPs have great potential for the systemic delivery of mRNA, however alter-

native delivery modes may be necessary in the future in order to enable delivery to

other tissues and by other routes of administration. mRNA polymer complexes are

another non-viral delivery option which researchers have investigated for nucleic

acid delivery (Fig. 8) [25]. Kataoka and co-workers applied their N-substituted
polyaspartamide polyplexes to the cellular transfection of mRNA [26]. In this

investigation they synthesized a series of N-substituted polyaspartamides, varying

the number of aminoethyl groups in order to vary the protonation states of the

different polymers. The studies demonstrated the mRNA polyaspartamide polyplex

has low stability in the cytoplasm resulting in lower levels of protein expression.
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Therefore mRNA polymer complexes which had a slower rate of endosomal escape

were optimal for sustained protein expression in cells. The polyaspartamide was

incorporated into a PEG-block copolymer with cholesterol and nanomicelles were

formed (PEG-PAsp(TEP)-Chol/mRNA) (14) [27]. The incorporation of cholesterol

to the co-block polymer increased in vitro stability to nucleases. This was further

validated in vivo and efficacy was demonstrated in a xenograph mouse model of

pancreatic cancer by delivering mRNA encoding an anti-angiogenic growth factor

(sFLt-1) intravenously.

Anderson and co-workers evaluated the structure activity relationship for

nanoparticles consisting of poly(glycoamidoamine) (PGAA) brushes [28]. The

PGAA polymers were synthesized from tartarate, galactarate, or glucarate. Differ-

ing lengths of polyamines were added, which were capped via epoxide ring opening

to introduce hydroxy-containing alkyl chains, similar to those found in the lipidoids

described above. The materials were evaluated in vivo for the delivery of both

siRNA and mRNA and they found activity correlated, with TarN3C10 (15) being

optimal for both. From the different analogs tested they found a number of key

structural parameters for efficient delivery; three aminoethanol groups, tartarate as

the PGAA polymer and shorter tail lengths. When TarN3C10-hEPO nanoparticles

were delivered intravenously they produced high serum levels of hEPO, reportedly

higher than C12-200 LNPs, however they do not report if C12-200 was formulated

under optimized conditions described above. Using luciferase mRNA, they deter-

mined the nanoparticles deliver mRNA most efficiently to liver and spleen, in

addition to a number of other tissues. A single dose tolerability study (1 mpk)

with the TarN3C10 nanoparticles showed transient increases of some cytokines

(G-CSF and MIG) and no effect on liver enzymes.

Being able to build on the work that has enabled siRNA and other nucleic acid

based therapies to enter the clinic has allowed the power of mRNA based therapies

to be realized. However the publications referenced here highlight there are still

advances to be made and questions to be answered. It has been shown that optimal

siRNA formulations may not be the best composition for mRNA. Also none of the
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referenced studies has addressed the question of whether these mRNA composi-

tions are able to evade the innate immune system. However as evident by recent

patent applications, a focus on delivery specifically for mRNA is an active pursuit

by the scientific community [29–32].

2 Innate Immunity

A longstanding barrier to mRNA-based therapeutics has been concern about acti-

vating innate immune sensors with exogenously delivered RNA. The consequence

of activation is somewhat complex but ultimately results in lack of expression of the

desired transcript along with potential for unwanted toxicity. There are numerous

RNA based immune sentinels as depicted in Fig. 9 [33]. Strategically, these sensors

are designed to trigger a response based on either (1) modifications that distinguish

foreign from self-RNA or (2) geography—the presence of RNA in locations that are

restricted to self-RNA. In order to minimize the activation caused by the former,

mRNA purity/quality is a key determinant. For the latter, modifications to the

mRNA are key to eliminating activation.

Cytosolic RNA sensors appear to have evolved to discriminate self vs. non-self

RNA on the basis of differences in molecular structure. Many viruses lack 50

capping enzymes for instance, and rely on mammalian host capping enzymes to

install a cap on a 50 triphosphate substrate [34]. Accordingly, mammals have

evolved two sensors capable of detecting foreign 50 triphosphate mRNA—RIG-I

and MDA5 [35, 36]. RIG-I is reported to sense 50 triphosphate capped single

stranded RNA of any length. 50 triphosphate duplex RNA is reported to be detected

Fig. 9 Sensors of the innate immune system
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based on length with RIG-I sensing shorter duplex RNA (�1 kbp) and MDA5

activated by longer duplex RNA (>1 kbp) [35]. In addition to RIG-I and MDA5,

more nuanced mechanisms of innate sensing exist such as the interferon-induced

proteins with tetratricopeptide repeats (IFITs, Fig. 10) [36, 37]. These proteins are

proposed to operate in an mRNA autonomous manner, effectively sequestering any

mRNA that lacks a Cap1 like 20 OMe group (Fig. 11) and limiting the expression of

that particular mRNA [37]. As a result of this autonomous activity, there are no

secreted biomarkers for activation of this pathway but in unpublished results from

Moderna, we observe up to a 2-log difference in expression in mice for Cap1

vs. Cap0 mRNA. This highlights the potential for subtle structural differences

leading to profound pharmacological effects. In this particular case, the potential

for triggering an IFIT specific response is easily remedied by the use of enzymes

that install the Cap1 20 OMe functionality. The ability to avoid recognition by RIG-I

and MDA5 is less straightforward. The generation of mRNA relies on the use of

RNA polymerases such as those from T7 or S6 bacteriophage (Fig. 12). While these

polymerases exhibit a wide range of desirable attributes, including overall effi-

ciency, promoter specificity and low error rates, they are also prone to generation of

non-desired products such as abortive transcripts, run-on transcripts and comple-

mentary, RNA templated transcripts [38–41]. Controlling for purity of the desired

Fig. 11 Structure of Cap0 and Cap1 mRNA

Fig. 10 X-ray structure of IFIT5 demonstrating Y156 interaction with Cap0 20 OMe
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polymerase product thus becomes a key element for minimizing RIG-I and MDA5

mediated innate immune stimulation. An example of the impact of enhanced

purification methods was reported in 2011 by Kariko et al. where they demonstrated

that HPLC purification of chemically modified mRNA reduced the secretion of

TNF-α and IFN-α to background levels in dendritic cells transfected with mRNA

[42]. Similarly, they observed background levels of activation of a host of genes

associated with RNA sensing in dendritic cells with chemically modified, HPLC

purified mRNA in contrast to unpurified control. Consistent with these results,

expression of eGFP was significantly higher for purified vs. unpurified mRNA in

the same cell lines. Cumulatively, these data highlight the importance of mRNA

purity as it relates to reducing innate immune activation.

Conceptually, evading endosomally restricted pattern recognition receptors such

as TLR3, TLR7, and TLR8 represents a much more significant challenge for

exogenously introduced mRNA. As discussed in the previous section on mRNA

delivery, entry to target cells almost invariably requires passage through TLR rich

endosomes. The earliest examples aimed at addressing this challenge relied on the

use of chemically modified nucleotides. In 2005, Kariko et al. reported the use of

naturally occurring modified nucleotides to avoid activation of TLRs (Fig. 13)

[43]. Their original hypothesis was that mammalian specific post-translational

modifications might be a mechanism of discrimination relative to viral or bacterial

RNA that lack such extensive modification. While this may be true for rRNA or

tRNA, it remains highly speculative with regard to mRNA. Regardless, this study

did provide the first empirical evidence that modification of RNA could have

dramatic effects on TLR recognition as evidenced by reduction in cytokine and

interferon secretion in dendritic cells transfected with modified RNA. The same

authors followed up this publication with one a few years later where they applied

the modification strategy to mRNA for transient protein expression [44]. When

examining the effects of modification on expression in several cell-free expression

Fig. 12 mRNA structure and common IVT methods of preparation
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systems they found that pseudouridine (ψ) gave the best expression followed by

5-methyl cytidine (m5C) and 5-methyl uridine (m5U). 2-thiouridine (s2U) and

6-methyl adenosine (m6A) were not tolerated with regard to expression.

Pseudouridine-modified mRNA was chosen for further characterization in cells

and in mice where it was demonstrated that expression was improved relative to

unmodified mRNA. They also demonstrated improvement was independent of

RIG-I, presumably in support of the TLR hypothesis. In 2012, the same group

published the use of HPLC purified, ψ containing mRNA encoding for erythropoi-

etin in both mice and rhesus macaques [3]. In the mouse studies, they demonstrated

the expected pharmacological effects (increases in reticulocytes and hematocrit)

while the rhesus study demonstrated expression of the target protein.

In 2008 and 2010 two papers were published that invoked the role of chemical

modification of mRNA in dampening RNA dependent protein kinase (PKR) acti-

vation in vitro [45, 46]. PKR, when activated, phosphorylates eIF2α, the result of

which is arrested protein translation. While the data provided in these manuscripts

is compelling, both utilized mRNA that was not purified by advanced HPLC

methods (these pre-dated the publication highlighting the importance of purity)

and therefor one needs to be careful to interpret the results as impurities could be

driving the PKR phenomenon. Nonetheless, it is worth noting the potential impact

of chemical modifications on direct RNA-based activation of PKR.

In 2010, Warren et al. published the combined use of m5C and ψ modified

mRNA to induce pluripotency and directed differentiation of human cells [47]. This

represented the first utilization of multiple modifications simultaneously which led

to increased protein translation and reduced innate immune activation (in cell

culture). The authors also highlight that when employing co-transcriptional capping

(vs. enzymatic based protocols) there appeared to be a benefit of treatment of the

product mRNA with phosphatase to cleave the remnant 50 triphosphate of the

uncapped RNA (see Fig. 12 for diagram of co-transcriptional capping).

A relatively unique modification strategy was published in 2011 involving the

use of non-optimal uridine and cytidine modification in sub-stoichiometric amounts
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[5]. The authors describe substitution of 25% of uridines and cytidines with s2U and

m5C, respectively. The empirical result was a measurable reduction in markers of

innate immune activation including IL-12 and IFNα and an increase in protein

expression. The use of sub-stoichiometric amounts of modified NTPs in the IVT

reaction to prepare mRNA raises interesting questions around polymerase bias

(with or without sequence specificity). The authors did not address the analytical

characterization of %-modified nucleotide incorporated and/or any sequence spec-

ificity for its incorporation. This says nothing of the regulatory hurdle of charac-

terizing a stochastic mixture of partially modified mRNA transcripts and

demonstrating batch to batch equivalence. Nonetheless, this represents a novel

conceptual approach to mRNA optimization.

The first published example of the use of N1-methyl pseudouridine (m1ψ)
appeared in 2012 from the team at Moderna Therapeutics. This and a subsequent

patent published in 2013 demonstrate improved translation when employing m1ψ
relative to transcripts that utilize ψ or m5C/ψ while simultaneously demonstrating

similarly low levels of interferon secretion (relative to unmodified) [48, 49]. Several

years after Moderna’s patents, academic groups began to publish on the value of

m1ψ for mRNA expression. Pardi et al. published a manuscript focused on LNP

mediated mRNA delivery and in it, employed m1ψ containing mRNA [50]. The

focus was not on the modified mRNA and thus did not contain comparative analysis

of other mRNA modifications. Andries et al. later reported in the same journal that

m1ψ alone or in combination with m5C can improve translation of firefly luciferase

in multiple cell lines, relative to ψ or ψ/m5C [51]. The authors also demonstrated

this benefit in mice, but interestingly m1ψ alone gave by far the highest levels of

luciferase expression both intramuscularly and intradermally. In an attempt to

explain the benefit of m1ψ, it was shown that expression in HEK293 cells

overexpressing TLR3 was minimally diminished for m1ψ containing mRNA rela-

tive to unmodified or ψ containing mRNA. Earlier this year, another group

published improved expression with m1ψ (along with other modifications) in

both cell-free and cell-based assays [52]. This group did not characterize the

modifications in vivo nor did they explore the impact of modifications on stimula-

tion of the innate immune system.

It is important to point out that not all investigators subscribe to the notion of

modifications as necessary for mRNA therapeutics. Thess et al. recently reported

the use of unmodified, sequence engineered mRNA encoding for erythropoietin and

conclude that with HPLC purified, unmodified mRNA they can achieve expression

that is improved over ψ modified mRNA and shows no signs of stimulation of

innate immunity (as measured by secreted cytokines) [15]. They demonstrate this in

both small (rodents?) and large animals (non-human primates). The challenge in

interpreting these results rests in the notion of sequence engineering and the

interplay between chemical modifications and sequence. In other words, we’re
left to take it at face value that a sequence optimized for expression of an

unmodified mRNA is similarly optimal for a chemically modified mRNA. Given

the vast sequence space for both untranslated and coding regions (employing
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synonymous codons) this remains a highly speculative assumption. It will be of

interest to see how this concept evolves over time.

3 Conclusion

A critical component of mRNA optimization that has yet to be addressed in any

detail publicly is the notion of sequence optimization/engineering. As mentioned

above, Thess et al. did address this concept, but did not disclose in any detail the

salient features of sequence optimization. With no public disclosures on this, we’re
left to speculate about the translatability of efforts to understand endogenous post-

transcriptional gene regulation. What lessons can be learned regarding differences

in endogenous UTRs and their impact on translation initiation and elongation?

What impact would they have on mRNA decay? For the coding region, can

important lessons learned be ascribed to synthetic mRNA? Presnyak et al. recently

described in great detail the notion of codon optimality and the impact of this on

expression and stability [53]. Will such lessons apply to chemically modified

mRNA? And will there be cross talk between ORF and UTR sequence optimiza-

tion? The answers to these important questions will likely form the basis of future

disclosures on the continued optimization of mRNA as a therapeutic modality.

We’re currently in the early days of optimization of mRNA therapeutics but already

there is a rapidly accelerating pace of discovery and disclosure, one that promises to

continue with the efforts on delivery, maximization of expression while simulta-

neously minimizing innate immune stimulation and, prophetically, the efforts to

improve features such as duration of protein expression. Importantly and not always

obviously, medicinal chemistry has a significant role to play in this effort.
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