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Preface

Over the past decade, superconducting devices have risen to prominence in the
arena of quantum optics and quantum information processing. Superconducting
detectors provide unparalleled performance for the detection of infrared photons.
These devices enable fundamental advances in quantum optics, the realization of
quantum secure communication networks, and open a direct route to on-chip optical
quantum information processing. Superconducting circuits based on Josephson
junctions provide a blueprint for scalable quantum information processing as well
as opening up a new regime for quantum optics at microwave wavelengths. We
have endeavored to provide a timely compilation of contributions from top groups
worldwide across this dynamic field. This volume provides both an introduction to
this area of growing scientific and technological interest, and a snapshot of the
global state-of-the-art. Future advances in this domain are anticipated.

Part I of this volume focuses on the technology and applications of supercon-
ducting single-photon detectors for near infrared wavelengths.

Chapter 1 provides an authoritative introduction to superconducting nanowire
single photon detectors by leading researchers from the Massachusetts Institute of
Technology, the NASA Jet Propulsion Laboratory, and the National Institute of
Standards and Technology (NIST), USA. The superconducting nanowire device
principle is discussed in detail. Key concepts are introduced such as detection
efficiency, dark count rate, and timing jitter. The use of amorphous superconducting
materials to achieve high device yield and extended mid-infrared sensitivity is
highlighted. Parallel wire architectures are presented and an outlook is given on the
scale-up to large area arrays.

Chapter 2 introduces another key superconducting detector technology, the
superconducting transition edge sensor. The chapter is contributed by the team at
NIST, USA, who has been in the vanguard of developments in this technology. The
device operation principle is introduced, including key considerations for maxi-
mizing sensitivity for the detection of infrared photons and photon-number
resolving capability. A range of important quantum optics experiments exploiting
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the unique capabilities of transition edge sensors are reviewed. Finally, the inte-
gration of transition edge sensors with optical waveguide circuits is discussed.

Chapter 3 focuses on superconducting nanowire detectors integrated with GaAs
photonic circuits. The chapter is contributed by a team of authors from the
Technical University of Eindhoven, the Netherlands, Consiglio Nazionale delle
Richerche (CNR) Rome, Italy and the University of Bristol, UK. This approach is
compatible with quantum dot single photon emitters, opening the pathway to fully
integrated quantum photonic circuits.

Chapter 4 reviews progress on superconducting nanowire detectors on
silicon-based photon circuits. This work is contributed by researchers at Yale
University, USA, and the University of Muenster, Germany. The marriage of
superconducting detectors with mature planar lightwave circuits is a compelling
alternative for on-chip quantum information processing. A range of technological
applications are discussed, including single photon characterization of on-chip
resonators and optical time domain reflectometry for long haul fiber links.

Chapter 5 gives an overview of applications of superconducting nanowire single
photon detectors in the realm of quantum communications. The chapter is authored
by a team of researchers from the National Institute of Information and
Communication Technology (NICT) in Japan. The chapter describes how low noise
superconducting nanowire single photon detectors enabled the world’s most
ambitious quantum cryptography network to be realized in Tokyo, Japan. This
chapter also describes developments in heralded single-photon source and quantum
interface technology, enabled by high-performance superconducting detectors.

Part II switches the emphasis to quantum optics in the microwave regime using
superconducting circuits at millikelvin temperatures.

Chapter 6 gives an authoritative introduction to the emerging field of microwave
quantum photonics. It describes the basic building blocks including transmission
lines, cavities, artificial atoms (qubits), and measurement setups. This chapter is
authored by researchers from the University of Queensland, Australia, and Jiangxi
Normal University, China. This chapter highlights the potential of superconducting
circuits to access and control quantum phenomena in the realm of microwave
photons.

Chapter 7 explores the role of continuous weak measurements as a probe of
quantum dynamics in superconducting circuits. In particular, it discusses the pos-
sibility to experimentally characterize the systems evolution in terms of quantum
trajectories and also how to use the feedback from weak measurements to stabilize
Rabi oscillations. This chapter is contributed by experts from Washington
University, St. Louis, USA, the University of California, Berkeley, USA, and the
Tata Institute of Fundamental Research, Mumbai, India.

Chapter 8 focuses on digital feedback control methods for superconducting
qubits. In particular, it describes the use of projective measurements and feedback
for fast qubit reset and deterministic entanglement generation. This chapter is
contributed by leading researchers at the Delft University of Technology, the
Netherlands, and Raytheon BBN Technologies, USA. This high fidelity projective
measurement-based technique now allows fast initialization of superconducting
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qubits and brings deterministic generation of entangled states by parity measure-
ment within reach.

Chapter 9 highlights the use of surface acoustic waves (SAWs) in connection
with superconducting quantum circuits. In particular, it describes the coupling of a
superconducting artificial atom to propagating SAWs and also how to form SAW
cavities in the relevant parameter regime of high frequency and low temperatures.
This chapter is authored by a team from Chalmers University, Sweden, Columbia
University, USA, RIKEN, Japan, and the University of Oxford, UK. This new
technique enables exploitation of single phonons as carriers of quantum information
between superconducting qubits as well as providing a method of storage of
quantum information in high quality phononic cavities.

This book arose out of a special symposium on ‘Superconducting Optics’ at the
joint Conference on Lasers and Electro-Optics—International Quantum Electronics
Conference (CLEO ®/Europe—IQEC conference) which took place in Munich,
Germany, in May 2013. One of us (R.H.H.) was a chair of the symposium and the
other (G.J.) was an invited speaker. We thank Prof. Dr. Jürgen Eschner of
Universität des Saarlandes, Germany, and the CLEO ®/Europe—IQEC programme
committee for proposing the special symposium. We undertook the task of editing
this book with encouragement from Dr. Claus Ascheron at Springer and Prof.
Gerard J. Milburn of the University of Queensland, Australia, Springer Quantum
Science and Technology Series Editor. We thank Praveen Kumar and his team at
the Springer production office in Chennai, India, for their diligent handling of the
proofs. We thank the authors for their high-quality contributions and their dedi-
cation in meeting challenging deadlines. We also acknowledge colleagues who
proofread parts of the volume, including Dr. Chandra Mouli Natarajan, Dr. Jian Li
and Dr. Robert Heath of the University of Glasgow, and Dr. Matti Silveri of Yale
University, USA. Finally, we thank our respective families of their patience and
forbearance as we guided this volume towards completion.

Glasgow, UK Robert H. Hadfield
Gothenburg, Sweden Göran Johansson
December 2015
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Part I
Superconducting Single Photon

Detectors: Technology and Applications



Chapter 1
Superconducting Nanowire Architectures
for Single Photon Detection

Faraz Najafi, Francesco Marsili, Varun B. Verma, Qingyuan Zhao,
Matthew D. Shaw, Karl K. Berggren and Sae Woo Nam

Abstract Over the past decade, superconducting nanowire single photon detec-
tors (SNSPDs) have emerged as a key enabling technology for quantum optics and
free-space optical communication. We review the operating principle and the lat-
est advances in the performance of SNSPDs, such as extending sensitivity into the
mid infrared, and the adoption of amorphous superconducting films. We discuss the
limits and trade-offs of the SNSPD architecture and review novel device designs,
such as parallel and series nanowire detectors (PNDs and SNDs), superconducting
nanowire avalanche photodetector (SNAPs), and nanowire arrays with row-column
readout, which have opened the pathway to larger active area, higher speed and
photon-number resolution.
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1.1 Introduction

Superconducting detectors can outperform other photon-counting technologies in a
variety of performance metrics such as detection efficiency, dark count rate, timing
jitter, reset time, and photon-number resolution [1]. As a result, superconducting
detectors have found use at the cutting edge of basic research in astronomy, quantum
optics, and free-space optical communication. In particular, single photon detectors
based on superconducting nanowires [2] have been widely adopted due to their
unrivaled performance in the infrared and due to advances in practical cryogenics.

In this chapter we discuss the design and performance of various types of
detectors based on the superconducting nanowire concept, such as superconducting
nanowire single photon detectors (SNSPDs or SSPDs) [3], superconducting nanowire
avalanche photodetectors (SNAPs or Cascade-Switching SSPDs) [4, 5], multi wire
photon-number-resolving (PNR) detectors [6, 7], and SNSPD arrays with scalable
multi-pixel readout [8–10].

1.2 Performance Metrics for Photon Counting Detectors

In this section we review the definitions of the key metrics used to quantify the perfor-
mance of photon-counting detectors, in order to assist with their direct comparison.

1.2.1 Detection Efficiency

The term system detection efficiency (SDE) describes the probability of registering
an electrical signal produced by a photon once the photon has entered into the input
aperture of the photon detection system. For example, for a fiber-coupled detector
system, the input aperture would be defined as the fiber penetrating into the cryogenic
vacuum chamber, which delivers photons to the detector itself. For a free-space
coupled system, the input aperture would be the optical window into the cryogenic
system. Conceptually, SDE can be thought of as the product of multiple efficiencies:

SDE = ηcoupling · ηabsorb · ηinternal · ηtrigger, (1.1)

where ηcoupling is the efficiency for the photons at the input aperture to be delivered to
the active area of the device within the detector system, ηabsorb is the probability that a
photon incident on the active area of the detector is absorbed by the detector, ηinternal

is the probability that an absorbed photon generates an observable electrical signal,
and ηtr igger is the efficiency with which the counting electronics actually registers
the electrical signal as a count. Note that for the photon-number-resolving (PNR)
nanowire detectors discussed below, a separate ηtr igger must be defined for each
photon number. While it is difficult to independently measure the four parameters in
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Eq. (1.1) with high accuracy, the SDE is often obtained from measured quantities in
the following way:

SDE = Rlight − Rdark

Rincident
(1.2)

where Rlight is the number of recorded counts per second when the detector is illu-
minated, Rdark is the number of recorded counts per second when the input aperture
is blanked off, and Rincident is the number of photons per second coupled into the
input aperture of the system. Another important definition of the efficiency which
occurs in literature is the device detection efficiency

DDE = SDE

ηcoupling
. (1.3)

When quoting the SDE, care must be taken to describe the conditions of the opti-
cal input beam used to illuminate the detector. For example, the coupling, internal
and absorption efficiencies depend on wavelength, while the absorption efficiency
also depends on polarization. For free-space coupled detectors and detectors cou-
pled through multimode fiber, ηcoupling and ηabsorb may depend strongly on the mode
structure and Fresnel number of the incoming beam, so it is important to consider
the conditions of the experiment when evaluating the SDE of a detector in a particu-
lar application. Another important consideration when extracting SDE from Eq. 1.2
is that ηinternal and ηtr igger can appear artificially high when the detector exhibits
afterpulsing (where one incident photon generates multiple electrical pulses at later
times) and retriggering (where a single electrical pulse is counted multiple times due
to electrical noise or unusual pulse shapes). It is therefore important to quantify these
effects using time domain methods such as inter-arrival-time histograms [11] when
evaluating the SDE.

1.2.2 Dark Count Rate

We define the dark count rate of a detector system as the response pulse rate that is
not due to incident signal photons. However, when minimizing the dark count rate in
a particular experiment, it is useful to draw a distinction between intrinsic dark count
rate Rintrinsic, background count rate Rbackground , and dark count rate due to electrical
noise Rnoise. Intrinsic dark counts occur when the detector produces a response pulse
when no photon was incident on the detector. Background counts are photodetection
events due to stray photons coupled to the detector system. Since many supercon-
ducting nanowire detectors are single-photon-sensitive at mid-infrared wavelengths
[12, 13], background counts are often dominated by black-body radiation emitted
either from inside or outside the cryostat. Electrical noise can cause the counting elec-
tronics to record the presence of a response pulse when the detector did not produce
one. In practice, the observed dark count rate that is measured in an experiment is
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DCR = (Rintrinsic + Rbackground + Relectronic). (1.4)

Depending on the superconducting material, the detector operation conditions, and
the experimental setup, the DCR can be limited be any of these three mechanisms.
When the detector is limited by background counts, it is important to engineer the
cryogenic shielding and the optical system to minimize background counts while
maintaining high coupling efficiency in the wavelength band of interest, which can
involve using spectral and spatial filters at cryogenic temperatures.

1.2.3 Timing Jitter

Superconducting nanowire detectors are often used for time-correlated single-photon
counting (TCSPC) applications, which are critically dependent on the timing accu-
racy of the detector. The time resolution of the detector is characterized by the timing
jitter, which measures the fluctuation in the time delay (δt) between the instant a pho-
ton is absorbed in the detector and the instant a photodetection pulse is registered.
The photodetection delay fluctuation can be quantified by acquiring many δt sam-
ples and measuring the full-width-at-half-maximum (FWHM) of the δt histogram.
The δt histogram is called the Instrument response function (IRF), and the FWHM
of the IRF is referred to as the timing jitter of the detector.1 Timing jitter can arise
from mechanisms intrinsic to the detector, from amplifier noise, and from jitter in
the time-tagging electronics. The measured IRF is the convolution of the detector
and system IRFs. For Gaussian IRFs, the jitter from all of these sources adds in
root-sum-square (RSS) fashion.

The time delay corresponding to the maximum of the IRF is referred to as the
latency. The measured latency includes delays due to the optical path length between
the input aperture and the detector (free space or fiber), the internal latency of the
photodetection process itself, the electrical path length (primarily RF cables), and
the processing time of the readout electronics. For certain applications, such as laser
time transfer, the long-term stability of the latency is an important parameter.

1.2.4 Recovery Time

Another important performance metric is the recovery time tD . This is the time needed
for the system to recover before it can efficiently detect another single photon fol-
lowing an initial photodetection event. While it is often sufficient to characterize this
quantity by a single number, the recovery process can be thought of as a variable
detection efficiency ηinternal(t) which depends on the time t since the last detec-
tion event, the form of which will depend on the physics of the recovery process

1 Other definitions of timing jitter also exist in the literature, such as the 1/e width of the IRF.
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and of the current dependence of the detection efficiency. The maximum count rate
of a single detector is ultimately limited by 1/tD . However, in practice the maxi-
mum count rate of the detector system is limited by the readout architecture, with
DC-coupled amplifiers resulting in higher maximum count rates than AC-coupled
configurations [14].

1.3 Superconducting Nanowire Single Photon Detectors
(SNSPDs)

Since their invention in 2001 [3], SNSPDs have emerged as the leading technology for
time-resolved single-photon detection, with applications in free-space optical com-
munication [15, 16], quantum optics [17–19], quantum key distribution [20], rang-
ing [21], and life sciences [22, 23]. SNSPDs have recently been demonstrated with
detection efficiencies up to 93 % [24] for 1550 nm-wavelength photons, background-
limited dark count rates of 4 counts per second (at 70 % SDE) [25], timing jitter down
to 18 ps [26] and wideband sensitivity between visible and mid-infrared wavelengths
[13]. The typical structure of an SNSPD is shown in Fig. 1.1. The SNSPD consists
of a narrow (<150 nm) and thin (<10 nm) superconducting nanowire. In order to
achieve a large active area with significant overlap with the optical mode, the long
superconducting nanowire is often folded into a meander shape.

Among the materials used for SNSPDs are niobium nitride (NbN) [3, 27–29], nio-
bium titanium nitride (NbTiN) [30, 31], tungsten silicide (WSi) [32], tantalum nitride
(TaN) [33], Molybdenum silicide (MoSi) superconductiong nanowire, SNSPD [34,

Fig. 1.1 Top-down
scanning-electron
micrograph (SEM) of an
SNSPD based on
70-nm-wide nanowires. The
inset shows a magnified
SEM of the nanowires
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35], molybdenum germanium (MoGe) [36], niobium silicide (NbSi) [37] and mag-
nesium diboride (MgB2) [38, 39].

The optimal operating temperature of most SNSPDs ranges from <1 K for WSi
to <4 K for the nitrides. MgB2 SNSPDs achieved the operating temperature of
10 K [38], which is the highest reported to date for this type of detectors. Since
SNSPDs operate at higher temperature than transition edge sensors (TESs, discussed
in Chap. 2) [40], they require less complicated cryogenics and are easier to use in
practical applications.

1.3.1 Photodetection Mechanism

Figure 1.2 illustrates the current understanding of the physical process of single-
photon detection in superconducting nanowires. When a photon is absorbed in the
superconducting nanowire, it generates an energetic quasiparticle which quickly ther-
malizes through electron-electron and electron-phonon scattering into a population
of quasiparticles at the gap edge, generating a spatially localized region where the
superconducting gap is suppressed. This region of suppressed superconductivity,
illustrated in Fig. 1.2a, is referred to as the hotspot [41]. Several models have been
proposed to describe the evolution of the system once the hotspot is formed [41–44].
According the model that to date has most successfully explained the experimental
data [44, 45], once the superconducting gap has been sufficiently suppressed, a vor-
tex can enter the nanowire (Fig. 1.2b). A sufficiently high bias current through the
nanowire can exert a force on the vortex, driving it across the nanowire and resulting
in a resistive slab across the nanowire (Fig. 1.2b). The resistive region will then grow
in length due to Joule heating (Fig. 1.2c) [46], causing the resistance of the wire
to grow from zero to several k�. The sudden change in impedance causes the cur-
rent to be diverted out of the nanowire into the readout electronics (see Sect. 1.2.2),
allowing the resistive slab to cool down (Fig. 1.2d) and return to the superconducting
state. Once the current flowing through the nanowire has recovered, the nanowire
can detect another photon.

1.3.2 Detection Efficiency and Constrictions

In sub-50-nm-wide nanowire SNSPDs based on Niobium nitride (NbN) supercon-
ducting nanowire, SNSPD [5, 13] and in SNSPDs based on amorphous supercon-
ductors such as WSi [24, 32], Molybdenum germanium (MoGe) superconducting
nanowire, SNSPD [36], and MoSi [35], the detection efficiency at 1550 nm wave-
length generally exhibits a sigmoidal dependence on the bias current. At low bias
currents (IB), the DDE increases exponentially with IB while at high bias currents
the detection efficiency saturates, reaching a plateau where the detection efficiency
shows weak dependence on IB. Figure 1.3 shows: (a) the DDE versus bias current

http://dx.doi.org/10.1007/978-3-319-24091-6_2
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Fig. 1.2 Sketch of photodetection process inside a current-biased superconducting nanowire
according to the model proposed in Ref. [44]. a A photon of energy �ω is absorbed in the nanowire,
suppressing the superconductivity locally (hotspot). b A vortex crosses the region with suppressed
superconductivity, resulting in a resistive slab across the nanowire. c Joule heating results in a growth
of the resistive region. In this state, the resistance of the wire rises to several k�, and the current is
shunted into the readout amplifier. d The resistive region eventually cools down and returns to the
superconducting state

Fig. 1.3 a Device detection efficiency versus normalized bias current of SNSPDs based on
30-nm-wide nanowires illuminated with 1550-nm-wavelength light [5]. The bias current of both
detectors is normalized by the critical current of the less constricted detector (red curve). b System
detection efficiency versus bias current for a WSi SNSPD, reproduced from [47] with permission
of SPIE

of NbN SNSPDs based on 30-nm-wide nanowires [5], and (b) the SDE versus bias
current of WSi SNSPDs embedded in a vertical optical stack to enhance absorption
(as discussed in detail in Sect. 2.2.2.1, in the context of TESs) [24, 47]. Saturated
detection efficiency versus IB curves are a sign of high internal efficiency [24] and
is predicted by the model described in [41]. Non uniformities and defects along the
nanowire introduced by lithography or film growth (referred to as constrictions) can
limit the switching current of the detector, resulting in reduced detection efficiency
[48]. Geometries (ultra-narrow nanowires) and materials (WSi, MoGe, MoSi) that
yield saturated detectors are more robust towards constrictions. For comparison, the
purple curve in Fig. 1.3a shows a constricted 30-nm-nanowire NbN SNSPD. In the
presence of a large saturation plateau, the constricted detector can still reach an effi-
ciency value comparable to a constriction-free detector (red curve in Fig. 1.3a). The
inflection point of the DDE versus IB curve is referred to as the cutoff current ICO.

http://dx.doi.org/10.1007/978-3-319-24091-6_2
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1.3.3 Speed Limit and Latching

A simplified lumped-element circuit model for an SNSPD is shown in Fig. 1.4a. In
this circuit model, the SNSPD is represented as the series connection of an inductor
LK (typically a few µH), accounting for the kinetic inductance of the superconduct-
ing nanowire (which is orders of magnitude larger than the geometric inductance),
and a resistor RN (typically a few k�) in parallel with a switch. RN represents the
normal-state resistance of the SNSPD. The impedance of the readout electronics
is represented by a load resistor RL (typically 50 �) connected in parallel to the
SNSPD. In steady state, represented by a closed switch, the detector is supercon-
ducting, biased at IB and exhibits no significant resistance. After the detection event,
the switch opens, and since RL � RN, IB redistributes into RL. However, the rate
at which the current in the detector can change is determined by the inductance LK

[28] of the superconducting nanowire. The current redistribution from the nanowire
to the load occurs within a time constant of τrise ∼ LK / RN (typically <100ps in
NbN and <1 ns in WSi), which we refer to as the rise time of the photoresponse
pulse. The detector eventually returns to its superconducting state and the current
redistributes back into the SNSPD. The current recovery in the detector occurs with
a time constant τfall ∼ LK/RL (∼1–2 ns for NbN, ∼20–40 ns for WSi), which is
referred to as the fall time of the photoresponse pulse.

If the recovery is so fast that the current flows back into the nanowire before the
nanowire has sufficiently cooled—i.e. while the gap is still suppressed, a stable, self-
sustaining hotspot is created [46, 49]. In this state, the detector is said to be latched,
and is unavailable for photon detection until the bias current is reset. The recovery
time, also referred to as dead time or reset time, is illustrated in Fig. 1.4d, which
shows the histogram of the inter-arrival time of two subsequent detector pulses [5,
11]. The dead time tD is often defined as the time delay at which the inter-arrival-
time histogram reaches 90 % of its peak value. While intuitive, the simplified circuit
model is not sufficient to explain the current dynamics in SNSPDs and more complex
multi-nanowire detectors. Furthermore, the lumped-element circuit cannot explain
latching.

A more advanced approximation is the one-dimensional electrothermal (ET)
model [46], a macroscopic model that quantitatively describes the formation of
a measurable photodetection pulse in the readout circuit, the current dynamics in
multi-wire configurations [50], and latching. The ET model is based on two coupled
differential equations. The first equation is the time-dependent heat equation

J 2ρ + κ
∂2T

∂x2
− α

d
(T − Tsub) = ∂

∂t
cT, (1.5)

where the three terms on the left hand side respectively describe the thermal dynamics
of the resistive region governed by Joule heating (J 2ρ, where J is the current density
and ρ is the resistivity of the superconducting material), cooling through diffusion
inside the superconductor (κ and c are the thermal conductivity and specific heat
of the superconducting material, respectively), and cooling through the substrate
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Fig. 1.4 a Simple circuit model for an SNSPD after photon absorption (open switch). The
impedance of the readout electronics is modeled with the load resistor RL = 50. The inductor
in series models the kinetic inductance of the SNSPD. b Calculated time-dependent temperature
distribution along an NbN nanowire. After the creation of a resistive slab at t = 0 s, the nanowire
temperature increases due to Joule heating and reaches a maximum value of 12 K. After ∼100–200
ps the resistive region cools back down to the substrate temperature. c Simulated time-dependent
detector current (t) after the creation of a resistive slab at t = 0 s. d Measured pulse-to-pulse inter-
arrival time histogram of a 4-SNAP (shown in green) and a fit (shown in red) [5]. The dead time
tD ∼ 3.3 ns was extracted from the fit as the inter-arrival time at which the count rate reaches 90 %
of its maximum value

(α is the thermal conductivity between the superconductor at temperature T and the
substrate at temperature Tsub). The second equation,

C

(
d2

dt2
LK I + d

dt
IRN + RL

dI

dt

)
= IB − I (1.6)

is the differential equation for the circuit shown in Fig. 1.4a. In this equation, C is the
AC coupling capacitance of the readout amplifier, LK is the kinetic inductance of the
nanowire, RL is the load impedance of the amplifier (typically 50 �) and IB is the
bias current provided by the source. Note that in this equation the detector resistance
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RN(t) is time-dependent and couples both equations. The time-dependent normal-
state resistance is a more accurate approximation of the SNSPD behavior during
photodetection than the constant RN in the simplified Circuit model (of SNSPD).
The ET model is now frequently used in the field to design detectors based on
superconducting nanowires. Figure 1.4b shows the time-dependent local temperature
along an NbN nanowire after the formation of a resistive slab following the absorption
of a photon. Joule heating results in the growth of the resistive region, which in turn
results in the diversion of IB out of the SNSPD and into the load, as shown in Fig. 1.4c.
The resistive region returns to the superconducting state within a characteristic time
on the order of ∼100 ps in NbN—however, due to the kinetic inductance, it takes
∼1–10 ns for the current through the nanowire to return to its initial value IB .

1.3.4 Mid-IR Detection

One of the advantages of SNSPDs over other single-photon detector technolo-
gies is their sensitivity over a wide spectral range. Figure 1.5 shows the DDE of
NbN nanowires as a function of width, wavelength and bias current [13]. At high
bias currents (IB > ICO) the DDE curve shows saturation—a sign of high internal
efficiency. The detection efficiency plateau shrinks with decreasing photon energy.
However, narrower nanowires are sensitive to longer wavelengths. As an example, 30-
nm-wide NbN SNSPDs could be operated above ICO for wavelengths beyond 2 µm.

Although ultranarrow (<50-nm-wide) NbN nanowires are sensitive in the mid
infrared (mid-IR), they are challenging to fabricate over large areas with high yield.
Amorphous WSi has a number of properties that make it a desirable superconducting
material for fabrication of large-area SNSPDs [9, 24, 51]. The reduced carrier density
and larger hotspot size in WSi allows the nanowires to be wider than NbN- or NbTiN-
based nanowires, which considerably improves device yield due to a lower probabil-
ity of constriction, making WSi a more promising choice for mid-IR single-photon
detection. Figure 1.6 shows the photoresponse count rate (PCR) of WSi SNSPDs
based on nanowires of different widths (w =180, 140 and 100 nm) in the wavelength
range λ = 2.1−5.5 µm [52]. As shown in Fig. 1.6a, 100 nm wide nanowire SNSPDs
showed saturated detection efficiency at wavelengths as long as 5.5 µm. To date,
SNSPDs have not been optimized for high efficiency in the mid-IR, but given the
intrinsic sensitivity of the material we expect there to be no fundamental limitation
to engineering near-unity-detection efficiency SNSPDs in the 2–5 µm wavelength
range.
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1.3.5 Performance Trade-Offs

The performance metrics discussed in the previous sections are difficult to indepen-
dently optimize because they are subject to several trade offs. In this section we
discuss the limitations that must be considered when designing SNSPDs.

Active area and dead time: In order to achieve high SDE, it is desirable to
maximize the active area of the detector to simplify optical coupling. However, as
the kinetic inductance of a nanowire is proportional to its length, the overall dead
time of an SNSPD increases with increasing active area. As we will discuss in
the next section, multi-nanowire architectures can result in a speed-up compared to
conventional SNSPDs in the limit of large active areas.

Active area and detector yield: While a larger detector area can enable larger
optical coupling efficiency, it also increases the probability of constrictions along the
nanowire. Detectors based on amorphous superconducting films (WSi [24], MoGe
[36], MoSi [34, 35]) are more robust towards constrictions than NbN, as discussed
in the previous section.

Sensitivity and timing jitter: SNSPDs based on narrow NbN nanowires and
amorphous superconductors offer large saturation plateaus and sensitivity to longer
wavelengths. However, narrower nanowires have a smaller cross-section, resulting in
smaller switching currents (ISW) compared to wider NbN wires. In a similar fashion,
WSi SNSPDs have switching currents comparable to 30-nm-wide NbN SNSPDs.
Since the detector voltage signal amplitude is on the order of RL · ISW, increased

DDE (%)

Fig. 1.5 Device detection efficiency (DDE, in color scale) versus wavelength λ and normalized bias
current (IB/ISW ) for SNSPDs based on a 85-nm-wide (ISW = 20.6µA), b 50-nm-wide (ISW =
9.3µA), and c 30-nm-wide NbN (ISW = 7.4 μA) nanowires. The λ-dependent cutoff current ICO
for each detector is marked with a red dashed line. Adapted from Ref. [13]
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Fig. 1.6 Photoresponse count rate (PCR) as a function of the normalized bias current (IB/ISW) at
λ = 2.1, 3, 3.8, 4.2, and 5.5µm for WSi SNSPD basedon a 100 nm wide nanowires; b 140 nm wide
nanowires; and c 180 nm wide nanowires. The nanowires were 4 nm thick. The switching currents
of the SNSPDs were: ISW = 4.1 µA for the 100 nm-wide-nanowire SNSPD; ISW = 6.4 µA for
the 40-nm-wide-nanowire SNSPD; and ISW = 7.5 µA for the 180 nm-wide-nanowire SNSPD.
Reproduced from Ref. [52] with permission of the Optical Society of America (OSA)

sensitivity comes at the expense of decreased signal-to-noise ratio (SNR). The limited
SNR makes detector readout more challenging [24] and results in increased timing
jitter [53]. By optimizing the nanowire width and employing multi-nanowire detector
architectures (see next section), this trade off can be relaxed.

1.4 Multi-Nanowire Detector Architectures

1.4.1 Superconducting Nanowire Avalanche Photodetectors
(SNAPs)

Superconducting nanowire avalanche photodetectors (SNAPs, also referred to as
cascade switching superconducting single photon detectors) [4, 5] are based on a
parallel nanowire architecture that allows single-photon counting with an SNR up to
a factor of 4 higher than SNSPDs [5].
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Fig. 1.7 Circuit model of a 3-SNAP biased above avalanche current IAV. a All three sections are
biased at IB/3. b The absorption of a photon drives one of the SNAP sections (initiating section)
into the normal state. c The current redistribution drives the remaining sections (secondary sections)
into the normal state (avalanche), resulting in a current redistribution into the load and a measurable
voltage pulse across RL

1.4.1.1 The Avalanche Regime

SNAPs are the parallel connection of N superconducting nanowires (referred to as
an N-SNAP) as shown in Fig. 1.7 for N = 3. For the correct operation of the device,
the parallel nanowires are connected in series with a choke inductor LS. In the steady
state (Fig. 1.7a) all N sections are biased with a current IB/N . The detection event
begins with the absorption of a photon triggering a hotspot nucleation (HSN) event
in one of the SNAP sections, as shown in Fig. 1.7b. This section, referred to as the
initiating section, becomes resistive, diverting its current to the nanowires that are
electrically connected in parallel to it. These sections are called secondary sections.
If the initial bias current (IB) of an N -SNAP is higher than the avalanche threshold
current (IAV), the current diverted to the (N − 1) secondary sections is sufficient to
switch these sections to the normal state (Fig. 1.7c). As one wire firing causes all the
remaining wires to fire, this process is called an avalanche. As a result, a current N
times higher than the current through an individual section is diverted to the readout
[4, 5, 50], resulting to an N-fold increase in the SNR.

In the avalanche regime, SNAPs operate as single-photon detectors, because a sin-
gle HSN event is sufficient to trigger an avalanche and therefore a measurable detector
pulse. Figure 1.8a shows the SEM of a 3-SNAP resist mask based on 30-nm-wide
nanowires, resulting in a threefold increase in SNR, as illustrated in the green trace
in Fig. 1.8b [5].

Figure 1.8c shows the DDE of an SNSPD and a 2-, 3- and 4-SNAP as a function of
normalized bias current IB/ISW . The last inflection point in the DDE versus IB curve
is the avalanche current IAV . The normalized avalanche current IAV /ISW increases
with increasing N . As will be discussed later, stable operation of SNAPs with N > 4
has not been demonstrated in the avalanche regime.
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Fig. 1.8 a False-color SEM of a 3-SNAP resist mask on top of NbN with each section colored differ-
ently. b Voltage traces of detector pulses of an SNSPD, a 2-SNAP, a 3-SNAP, and a 4-SNAP based on
20-nm-wide nanowires (in purple, red, green, and orange, respectively), showing increasing signal-
to-noise ratio as the number N of SNAP sections is increased. c DDE at 1550 nm wavelength versus
normalized bias current (IB/ISW ) for an SNSPD (ISW = 7.2µA), a 2-SNAP (ISW = 13.4µA),
a 3-SNAP (ISW = 18.1µA), and a 4-SNAP (ISW = 28.4µA) based on 30-nm-wide nanowires
(shown in purple, red, green, and orange, respectively). Adapted from Ref. [5]

Fig. 1.9 Device detection
efficiency versus bias current
curves of a 3-SNAP
measured at photon fluxes
ranging from 0.6 (red curve)
to 19 million photons per
second (purple curve)
Adapted from [5]. In the
avalanche regime, the
detection efficiency is
independent of the incident
photon flux
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1.4.1.2 The Arm-Trigger Regime

When biased below IAV, the current diverted from the initiating section is not suffi-
cient to trigger an avalanche. For an avalanche to form, additional HSN events have
to occur in the secondary sections. Figure 1.9 shows the detection efficiency versus
bias current-curve for a 3-SNAP [5]. For IB < IAV, at least two HSN events are nec-
essary to trigger an avalanche in the 3-SNAP. This operation condition is referred
to as the arm-trigger regime, and is illustrated in Fig. 1.10. As shown in Fig. 1.10a,
the first HSN event (which we called arm HSN event) diverts the current from the
initiating section to the secondary sections, which do not switch to the normal state.
After the arm HSN event, the still superconducting secondary sections operate as
a 2-SNAP biased above the avalanche current, in that an avalanche will be created
if an additional HSN event (which we called trigger HSN event) occurs in one of
the secondary sections (see Fig. 1.10b, c). In this regime the SNAP operates as a
multi-photon gate [54] rather than a single-photon detector. Figure 1.10d shows the
simulated current dynamics for a 3-SNAP in the arm-trigger regime [5, 50]. The arm
HSN event diverts the current from the initiating section to the secondary sections.
The trigger HSN event in one of the secondary sections results in an avalanche,
diverting the current from the detector into the load and resulting in a measurable
voltage pulse across RL .

1.4.1.3 The Unstable Regime and Afterpulsing

The N parallel nanowires of an N-SNAP have an N 2-times lower inductance than
an SNSPD with the same area. It was initially believed that SNAPs had the potential
to reach N 2-times reduced reset time compared to SNSPDs. However, part of the
speed advantage is negated by the choke inductor LS in series with the nanowires,
resulting in a smaller effective speed-up. It has been shown [55] that a sufficiently
large L S is essential for stable operation in avalanche regime. When the initiating
section fires, it diverts its current to the secondary sections and to the load. The
current diverted to the load, referred to as leakage current Ilk , does not contribute to
create an avalanche, so it should be minimized. We can approximate the ratio of Ilk

and the current redistributed to all (N − 1) secondary sections after an HSN event
as r = L0/(L S(N − 1)) [55], where L0 is the inductance of a single SNAP section.
A decrease in LS/L0 results in an increase of Ilk (see Iout in Fig. 1.10d). A higher
Ilk results in an increase of IAV, so a larger bias current is necessary to trigger an
avalanche. A large IAV/ISW is undesirable because the detector needs to be biased
closer to ISW to operate in the avalanche regime, resulting in a higher dark count rate.

In addition to the undesirable effect of a higher avalanche current, a small L S

changes the behavior of the SNAP at low bias currents. Figure 1.11a shows the
normalized photon count rate (PCR) versus bias current of a 3-SNAP with r =
0.28. The PCR is normalized by the incident photon flux, which corresponds to the
device detection efficiency for IB > IAV . Between IB ∼ 0.7ISW and IAV the detector
operates in arm-trigger regime. For IB < 0.7ISW the SNAP emitted many smaller-
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Fig. 1.10 a Circuit model of a 3-SNAP biased below IAV. An initial HSN drives the initiating section
into the normal state. However, the current redistribution is not sufficient to drive the secondary
sections to the normal state. b, c A second HSN in a secondary section occurs, triggering an
avalanche. d Simulated current dynamics through the initiating section (I1), the secondary section
where the second (trigger) HSN occurs (I2) and the secondary section that switches to the resistive
state (I3) following current redistribution from the first two sections. The second HSN event results
in an avalanche and current redistribution from the SNAP into the load (Iout , shown in black). The
detector was biased below IAV. Adapted from Ref. [5]

amplitude pulses in addition to the avalanche pulses, as shown in the lower inset
(blue trace) of Fig. 1.11a. This is referred to as the unstable regime. The detector
pulses in the unstable regime result in a spurious, photon-flux-dependent peak in the
DEE versus IB curve. We observed that SNAPs with r > 0.1 operated in the unstable
regime at low bias currents. For some applications, a large r might be acceptable,
and a question arises regarding the lowest achievable LS value.

The reset time of SNAPs in NbN is ultimately limited to ≥1 ns [55]. SNAPs with
shorter reset times showed afterpulsing, i.e. they generated a series of pulses for each
detected photon, as shown in Fig. 1.11b, c. Therefore, the speed limit of SNAPs is
similar to SNSPDs (∼1 ns dead time for NbN [46]), although they can still be used
to extend the active area of the device without increasing the dead time.

1.4.1.4 3D-SNAPs

The detection efficiency of conventional SNSPDs and SNAPs is dependent on polar-
ization due to the polarization dependence of ηabsorb [56], which is larger for light
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Fig. 1.11 a Normalized photon count rate (PCR) versus IB/ISW of a 30-nm-wide 3-SNAP at
different incident photon fluxes. The PCR is normalized to the photon flux, corresponding to the
device detection efficiency for IB > IAV . The inset shows traces of the detector output voltage in the
unstable regime (IB = 0.65ISW , bottom panel, blue arrow) and the avalanche regime (IB = 0.9ISW ,
top panel, red arrow). b Persistence map of the traces of the detector output voltage for a 4-SNAP
with leakage current parameter r = 1. The detector was biased close to the switching current. c Inter-
arrival time delay histograms of the detector pulses for 4-SNAPs with r ranging from ∼0.1 (red)
to 1 (crimson). The detectors were biased close to the switching current. Adapted from Ref. [55]

polarized parallel to the nanowires compared to light polarized perpendicular to
the nanowires. In order to construct a polarization-independent detector, two sec-
tions of a 2-SNAP were stacked vertically on top of each other forming a three
dimensional SNAP (3D-SNAP) [51]. Figure 1.12a shows a sketch of the 3D-SNAP.
The two nanowire meanders were separated by a 30 × 30µm, 75 nm-thick square
pad of hydrogen silsesquioxane (HSQ), which served as the electrical insulation. To
increase the detection efficiency, the 3D-SNAP was embedded in a stack of dielectric
materials to optimize absorption at λ = 1550 nm (See also Sect. 2.2.2.1, where the
same strategy is used to optimize TES performance) [24]. Since the two sections
could be patterned independently, the nanowires in each section were oriented at
orthogonal angles with respect to one another.

The vertical stacking of orthogonal nanowire meanders connected electrically in
parallel enabled: (1) a factor of ∼2 higher signal-to-noise ratio than with SNSPDs,
(2) polarization independent system detection efficiency over a ∼ 100 nm-wide
wavelength range, as illustrated in Fig. 1.12b, and (3) system detection efficien-
cies greater than 85 %, comparable to the best results achieved to date with a planar
SNSPD (see Fig. 1.12c) [24].

1.4.1.5 Series-SNAPs

A disadvantage of the traditional SNAP design is that a large series inductor L S >

3L0 is generally required for the correct operation of the device. For large-active-
area SNAPs the requirement on LS results in a detector with long reset time, long

http://dx.doi.org/10.1007/978-3-319-24091-6_2
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rise time and large timing jitter. The constraint on the series inductor can be relaxed
using a design outlined in Fig. 1.13a, referred to as a series-SNAP [53, 57]. In this
configuration, the series inductor is itself fashioned out of SNAP elements, extending
the active area of the device without sacrificing the timing jitter nor the reset time of
the detector (see Fig. 1.13c–e).

1.4.1.6 Multi-Stage SNAPs

As discussed in Sect. 1.4.1.1, in N -SNAPs the avalanche current increases with
increasing N . Practically, the maximum number of SNAP sections in parallel with
stable avalanche has been limited to 4 sections (IAV /ISW ∼ 0.9 for a 4-SNAP) [5].
One approach to circumventing this limit is to implement a multi-stage SNAP struc-
ture that allows for a smaller avalanche current IAV [58]. Figure 1.14a shows the
structure of a three stage 2-SNAP. In this SNAP, a pulse is not generated through a
single avalanche, but rather through three cascaded avalanches. An HSN event results
in a first avalanche in a 2-SNAP, marked with a blue arrow. The resistive 2-SNAP

Fig. 1.12 a Three-dimensional sketch of a 3D-SNAP (not to scale) based on two stacked WSi-
SNSPDs with orthogonal meander orientation. Both SNSPDs are connected electrically in parallel
to each other and in series with an inductor L S , comprising a 2-SNAP. The equivalent circuit is
shown in the inset. L0 represents the inductance of a single section. b, c SDE (in color scale) as a
function of polarization (represented by orientation on the Poincaré sphere) for b a 3D-SNAP and
c a standard single-layer WSi-SNSPD. Adapted from Ref. [51]
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Fig. 1.13 a Nanowire arrangement sketch for a series-2-SNAP comprising four 2-SNAP units
connected in series. b Electrical circuit equivalent of the series-2-SNAP shown in (a). c Detector
output voltage trace of a series-2-SNAP with the design outlined in (a, b). d DDE versus IB for a
series-2-SNAP based on ∼80-nm-wide nanowires. e IRF of the same device as (d). The IRF was
measured at IB ∼ 22µA (see red circle). Adapted from Ref. [53, 57]

is connected in parallel to an identical 2-SNAP and the two parallel 2-SNAPs are
connected in series to an inductor L S2. The resistive 2-SNAP diverts its current to the
still superconducting 2-SNAP connected in parallel to it (second avalanche, marked
with a green arrow). In the avalanche regime, the current redistribution drives the
second 2-SNAP into the resistive state as well, and subsequent avalanches follow the
same scheme. The signal from the detector illustrated in Fig. 1.14a is shown as the
red trace in Fig. 1.14b.

The SNR of the three-stage 2-SNAP, referred to as 23-SNAP, is comparable to a
traditional 8-SNAP, with the advantage of a lower avalanche current. The avalanche
current of the 23-SNAP is comparable to that of a 2-SNAP, while an 8-SNAP would
be extremely challenging to realize due to its high expected avalanche current.

1.4.2 Parallel- and Series-Nanowire Detectors (PNDs, SNDs)

SNSPDs are not inherently photon-number-resolving (PNR) detectors. However, n
photons in a short optical pulse can be resolved by spreading the incoming light
onto m ≥ n SNSPDs, and adding up the number of detection events [6, 7, 59]. If
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Fig. 1.14 a Equivalent circuit of a 3-stage 2-SNAP (23-SNAP). The first, second and third avalanche
are illustrated with the blue, green and red arrows, respectively. b Amplitude of detector output
voltage of an SNSPD (blue) and of a 23-SNAP (red). The 23-SNAP shows a ∼8-times higher SNR
compared to the SNSPD. Adapted from Ref. [58]

the pulses from each SNSPD can be recorded (e.g. by reading out each detector
individually [16, 59]), this system can be used to measure multi-photon correlation
functions [60].

For applications where counting the mean number of photons is of interest, PNR
detectors based on multiple superconducting nanowires have been demonstrated.
The first approach to be demonstrated was the parallel-nanowire detector (PND)
[6, 61, 62], shown in Fig. 1.15a. The PND comprises the parallel connection of N
superconducting nanowires in series with resistors (N -PND). At the steady state, each
nanowire is biased at IB/N . An HSN event in one of the sections (which is referred to
as the firing section) results in the diversion of the current of that section into the load
(Iout ) and into the other still superconducting sections (which are referred to as non-
firing sections). The current diverted to the non-firing section is referred to as leakage
current δ I . If δ I is negligible, most of the current of the firing section is diverted
to the load. Additional HSN events in other non-firing sections result in an increase
of Iout proportional to the number of HSN events, as shown in Fig. 1.15b. When the
firing sections relax, the series resistors ensure the current is equally redistributed
amongst all the sections of the device.

The leakage current is significantly affects the correct operation of PNDs. For
small N , δ I limits the maximum bias current of the N -PND, resulting in lower
detection efficiency when non-saturated nanowires are used. For large N , δ I severely
limits the signal to noise ratio of the detector, since most of the current through the
firing section is diverted to the non firing sections, instead of the load. δ I can be
reduced by increasing the impedance of the sections, e.g. by increasing the resistance
in series with each section. PND design is discussed in detail in Ref. [62].

A recent approach, the series-nanowire detector (SND) [7, 63, 64], aims at
addressing the issue of the leakage current affecting PNDs. Figure 1.15c shows the
equivalent circuit of an N-section SND (N-SND). Each section comprises a super-
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Fig. 1.15 a Circuit diagram of an N-PND, comprising N superconducting nanowires connected in
parallel. Each nanowire is connected to a series resistor R0 to minimize leakage current. b Detector
output voltage histogram of a 5-PND. The influence of dark counts was minimized by using a pulsed
laser source and gated detector readout [6]. The peaks correspond to 0, 1, 2 and 3 detected photons.
c Sketch of the structure of an N-SND, comprising N superconducting nanowires connected in
series. Each nanowire is connected to a parallel resistor Rp . d Calculated output voltage of an
SND for 1, 2, and 3 detected photons. e Detector output voltage histogram of an SND. The peaks
correspond to 0, 1, 2, 3, 4, 5, and 6 detected photons. Reproduced from Ref. [6] in accordance
with Nature Publishing Group permissions, and from Refs. [63, 64] with permission of the Optical
Society of America (OSA)

conducting nanowire in parallel with a resistor Rp. In the steady state, all of the
nanowires are biased at the same bias current IB . When an HSN event occurs in one
of the sections, the current is diverted out of the nanowire and into the corresponding
Rp, resulting in a voltage V1 ∼ IB · Rp across the SND. Each independent HSN event
increases the voltage across the SND by V1, and thus if all HSNs are photodetection
events, the total voltage across the SND is proportional to the number of detected
photons, as shown in Fig. 1.15d, e.

The SND holds the potential for large dynamic range [7, 63] and high efficiency,
since it is not affected by the leakage current. It should be noted that the proof-
of-concept PND and SND data should be seen as pseudo photon number resolving
detectors. True single-shot photon-number resolution (as opposed to the statistical
data shown in Fig. 1.15b, e) requires a detector with intrinsic energy resolution, such
as a transition-edge sensor [40] or microwave kinetic inductance detector [65].
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1.4.3 Row-Column SNSPD Arrays

Several groups have developed arrays of SNSPDs in which each SNSPD has a ded-
icated bias and readout circuit [16, 66, 67]. However, these approaches are limited
in scalability since the cooling power of the cryogenic system limits the number of
RF cables used to read out the detectors. Furthermore, the high timing accuracy of
SNSPDs requires each readout line to have >1 GHz bandwidth, which makes the
number of readout channels a cost-intensive resource and precludes any frequency
multiplexing scheme.

A scalable approach to this problem is the current-splitting concept, which
includes the resistive row-column readout scheme, in which nanowires are used
as switches to divert current in a two-dimensional array [9, 10], and the inductive
current splitting scheme, where different nanowires produce qualitatively different
output pulse shapes, which can be discriminated to identify which detector fired [8].
Both of these topologies are similar to the PND approach presented above. Schemat-
ics of these concepts are shown in Fig. 1.16a, b.

Fig. 1.16 a Circuit diagram illustrating the scalability of the detection scheme with a 3 × 3 array
of SNSPDs. b Circuit diagram of a current-splitting array based on inductive splitting. This scheme
was used to read out four SNSPDs D1,2,3,4. The red arrows represent the current redistribution path
after an HSN event in D2. c Calculated time-dependent differential output voltage after an HSN
at t = 0 in D2 (blue), D2 (red), D3 (green) and D4 (purple). The electrothermal simulation was
performed using the following values: RS = 200, Z0 = 50, L S + L K = 400 nH, and L p = 50 nH.
d Normalized count rate for an 8 × 8 array read out using the resistive scheme shown in (a). The
graph shows the photoresponse of the array to a centered laser spot. Reproduced from Refs. [8–10]
with permission of the American Institute of Physics (AIP)
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We will discuss the resistive current-splitting approach in further detail because it
offers better prospects of scalability. The row-column readout scheme requires only
2 N high-speed readout channels for an N × N two dimensional array of SNSPDs,
greatly reducing the cryogenic heat load requirements of the system, while main-
taining the high timing accuracy of the detectors. The position of the detection event
is not encoded in the pulse amplitude like in the inductive current splitting scheme,
but rather in a combination of row and column pulses.

Figure 1.16a shows a circuit diagram for a 3 × 3 array. The SNSPDs are biased
with a current IB through a bias tee in each column. Each pixel consists of the SNSPD
in series with a resistor RS . In simplified terms, each SNSPD can be represented as
an electrical switch in parallel with a resistor RN (see Fig. 1.4). When the SNSPD
is in the superconducting state, the electrical switch is closed, shorting the resistor
RN . In this steady-state situation, the circles in Fig. 1.16a are equivalent to short
circuits, and IB is equally distributed between all three pixels in the column. When
an HSN event occurs in one of the SNSPDs, the electrical switch opens, and the
current is diverted into RN [28]. In this case, the circles in Fig. 1.16a can be replaced
with resistors of magnitude RN � RS = RR in series with the total pixel inductance.
Typically the value of RN is on the order of 1–10 k� for SNSPDs fabricated from
amorphous WSi. The high pixel resistance causes the current through the firing pixel
to be diverted to the non firing pixels in the same column (this leakage current is
analogous to that of PNDs), and to the column amplifier of the firing pixel (on top of
the picture), creating a positive voltage pulse. The current through the row resistor RR

is simultaneously reduced, resulting in a negative voltage pulse in the row amplifier
of the firing pixel. When the resistive SNSPD pixel relaxes to the superconducting
state, the series resistance RS ensures that the current is equally redistributed amongst
all the pixels in the column, like in PNDs. By observing correlations between pulses
in the row and column readout lines, it is possible to determine which detector fired,
as long as multiple pixels are not firing simultaneously. As such, this technique is
best suited to applications where the photon flux rate is low compared to the inverse
recovery time of the detectors, or for applications where single photons arrive on a
clock.

The pulse height, signal-to-noise ratio, and hence the jitter of the row pulse scales
in proportion to RR . Thus it is desirable to make RR much larger than the input
impedance of the row amplifier (typically 50 �), without causing the SNSPDs to
latch into the normal state due to speedup of the current recovery into the pixel [46,
49]. Typical values of RR for fabricated arrays range between 25 and 50. The pixel
resistance RS affects the leakage current like the section resistance of PNDs [62].

The first demonstration of the row-column readout was a four-pixel (2 × 2) array
[10]. 8 × 8 SNSPD arrays have recently been fabricated using WSi, with >96 % pixel
yield [9]. The latest generation consists of 30 × 30µm pixels, with a pixel spacing
of 60µm. The 8 × 8 arrays are free-space-coupled and read out with only 16 coaxial
cables. Figure 1.16d shows the pixel count rate with a laser spot centered on the active
area of the array. Since all 64 pixels are simultaneously read out, real time imaging
can be performed as the spot is moved across the array. Given the excellent yield of
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current 64-pixel arrays, 256-pixel and possibly even kilopixel-class arrays may be
within reach in the near future.

1.5 Conclusions

In this chapter we have introduced the most widely used type of superconducting sin-
gle photon detector, the superconducting nanowire single photon detector (SNSPD).
Since its invention in 2001 [3] this device has undergone rapid development and
has rapidly become the detector of choice for infrared quantum optics and many
other photon-counting applications [2]. We have defined key performance metrics
for benchmarking SNSPDs against off-the-shelf photon counting technologies. We
have explored the mechanism of photodetection with a view to maximizing detection
efficiency and minimizing timing jitter. We have discussed potential limits on device
yield, spectral sensitivity and count rates. We highlight key recent developments
which address these challenges. We introduce several promising multi-nanowire
detector architectures which offer enhanced speed, photon-number resolution and
imaging capability. SNSPDs are discussed further in this volume in the context of
integration with photonic circuits (Chaps. 3 and 4) and as an enabling technology for
quantum communication networks (Chap. 5).
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Chapter 2
Superconducting Transition Edge Sensors
for Quantum Optics

Thomas Gerrits, Adriana Lita, Brice Calkins and Sae Woo Nam

Abstract High efficiency single-photon detectors allow novel measurements in
quantum information processing and quantumphotonic systems. The photon-number
resolving transition edge sensor (TES) is known for its near-unity detection efficiency
and has been used in a number of landmark quantum optics experiments. We review
the operating principle of the optical superconducting TES, its use for quantum
optics and quantum information processing and review its recent implementation in
integrated photonic platforms.

2.1 Introduction

The superconducting transition edge sensor (TES) is an exquisitely sensitive device
which exploits the abrupt change in resistance at the onset of the superconducting
transition. Since its demonstration in 1998 [1] the optical TES has been improved and
utilized by groups around the world and tailored for optical photon detection [2–6].
Owing to its intrinsic energy resolution capability, it is perfectly suited for the detec-
tion of optical pulses stemming from quantum optical processes in which the number
of photons per pulse is needed to determine the state of the optical quantum system.
Since interaction with the environment degrades every quantum system, detection of
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optical quantum states must be done very efficiently, i.e. with as little loss as possible
added by the detector. Thus the optical TES was continuously improved to achieve
the highest detection efficiency possible, with efficiencies nowadays routinely in
excess of ninety percent for fiber-coupled devices [7].

The detection of visible to near-infrared light is an important enabling technology
for many emerging applications [8]. High optical intensities can easily be detected
with room temperature devices, such as silicon photodiodes. These detectors can have
high detection efficiencies close to 100% and can detect light levels from tens of mil-
liwatts down to picowatts (millions of photons per second). However, these devices
are not capable of registering single photons. Photo-multiplier tubes (PMTs) had
been and continue to be the workhorse for single-photon optical detection. However,
their efficiencies are relatively low in the visible [8], and even lower in the telecom
band at∼1550 nm,wheremuch of the current quantum information and communica-
tion technology is being developed. InGaAs avalanche photodiodes (InGaAs APDs)
offer higher efficiencies (∼20%) at telecom wavelengths. However, their dark count
rates may be in the 100s of kilohertz. To mitigate this effect, their bias voltage is
typically gated and synchronized with the expected optical input signal. This method
of course precludes continuous quantum-state production techniques, and even then
only offers incremental improvements in the effective detection efficiency and dark
count rate. Currently the only available single-photon detectors offering high (near
unity) detection efficiency paired with low dark count rates at telecom wavelengths
are low-temperature superconducting devices. One of these is the superconduct-
ing nanowire single-photon detector (SNSPD). Najafi et al. give an introduction to
SNSPD technology in Chap.1 of this book; Chaps. 3, 4 and 5 expand on implementa-
tions and applications of SNSPD devices in quantum optics, information processing
and communications.

This chapter gives an overview of the development and applications of super-
conducting transition edge sensors tailored for optical wavelengths. This work was
principally carried out by the authors at the US National Institute of Standards and
Technology (NIST) in Boulder, Colorado. We discuss the TES, its applications and
future perspectives for single-photon and photon-number-resolved detection.Wefirst
review the operating principle of the TES, discuss techniques to improve the per-
formance of these devices from the first demonstration, and describe techniques to
characterize the performance of TES detector systems. Next we review important
quantum optics experiments that benefited from the use of the TES. We also review
our recent efforts on integration of TESs into optical waveguide circuits that will be
used in future applications of TES detectors.

http://dx.doi.org/10.1007/978-3-319-24091-6_1
http://dx.doi.org/10.1007/978-3-319-24091-6_3
http://dx.doi.org/10.1007/978-3-319-24091-6_4
http://dx.doi.org/10.1007/978-3-319-24091-6_5
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2.2 The Optical Transition Edge Sensor

2.2.1 TES Operation

2.2.1.1 Basic Operating Principle

Superconducting transition-edge sensors (TES) are highly-sensitive microcalorime-
ters that are used as microbolometers to detect radiation from sub-mm wavelengths
to gamma-rays. They typically consist of an absorber, a sensitive thermometer, and
a weak thermal link to a thermal bath [9]. The optical TES is a superconducting
sensor measuring the amount of heat absorbed from an optical photon with energy
on the order of 1 eV. When an optical photon is absorbed by the sensor, the asso-
ciated photon energy is transformed into a measurable temperature change of the
sensor. The most successful optical TESs operate at temperatures below 1K[7, 10,
11]. However, higher operating temperatures are possible by reducing detector size
(to maintain equal heat capacity of the electron system), even though light may miss
the detector, reducing the system detection efficiency [12]. For devices operating
below 1K, the thermal isolation required is usually provided through the Coupling,
electron-phonon within the superconductor itself, which can be weak at low temper-
atures, especially with certain superconducting metals. Tungsten is an example of a
material which achieves the necessary weak coupling below its thin-film supercon-
ducting critical temperature Tc, typically ∼100mK.

Due to the low photon energies involved, detection of single photons at optical
and near-infrared wavelengths requires very low heat capacity and extremely sensi-
tive thermometry. For optical TES detectors based on tungsten [7], the absorber is
the electron system in the metal; the thermometer is the superconducting-resistive
transition in the metal; the weak thermal link is the weak electron-phonon coupling
in the metal itself; the thermal bath is the tungsten phonon system, strongly coupled
to the lattice of the silicon substrate and, in turn, to the cryostat cold-plate onto which
the detector chip is mounted [13].

2.2.1.2 Thermal Response

In our tungsten-TES detectors, after an optical photon is absorbed by an electron, the
hot electron (∼11, 000K) scatters with neighboring electrons at a length scale equal
to the mean free path. The thermal link between the electron and phonon system in
tungsten is small compared to other metals, enabling strong non-equilibrium effects,
in particular allowing for the electron system to remain hot for several hundreds of
nanoseconds [14]. By contrast, a strong thermal link between the tungsten phonon
system and the surrounding thermal bath allows immediate dissipation of the ther-
mal energy into the thermal bath, a process much faster than the electron-phonon
coupling, as shown in Fig. 2.1a. Thus the heat dissipation process can generally be
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Fig. 2.1 The fundamentals of TES operation: a Principle of the TES as a microcalorimeter;
b Resistance versus temperature “Transition edge” of a typical TES. Energy resolution is achieved
by careful design of the system parameters; c Typical TES photon number histogram of amplitudes
of the output response when illuminating the sensor with a weak coherent state

understood by a simple two-body model treating the phonon system of the tungsten
and the thermal bath as one body:

Ce(Te)
dTe

dt
= Σe−pV

(
T 5

e − T 5
bath

) + PJ + ηγ δ(t)Pγ , (2.1)

where Ce(Te) is the temperature-dependent heat capacity of the electron system
(Ce = γe ·V · Te); γe is the specific electron heat capacity coefficient, V is the
absorber volume, Te, and Tbath are the electron and thermal bath temperatures, Σe−p

is the electron-phonon thermal coupling parameter, PJ is the Joule heating power
due to the TES voltage bias, δ(t)Pγ is the absorbed optical power incident at the
TES at initial time t = 0, and ηγ is the fraction of the optical energy transferred to
the electron system after the optical pulse is absorbed with remainder being trans-
ferred to phonon system, i.e. ηγ is the energy collection efficiency. For tungsten,
typical values areΣe−p ∼ 0.4 nW/(μm3K5), γe ∼ 140 aJ/(μm3K2) and ηγ ∼ 0.50.
During operation at the transition edge, the electron temperature is kept near the
transition temperature via voltage biasing [15], i.e. Te = Tc. The voltage bias causes
Joule heating that raises the electron temperature of the detector to a temperature
in the narrow superconducting-to-normal transition region, as shown in Fig. 2.1b.
The transition edge is about 1–2mK wide with a resistance change of several ohms.
In steady state operation, the power dissipation of the device (Joule heating of the
slightly resistive device) equals the power flow from the electrons in the tungsten
to the phonons in the metal: Σe−pV

(
T 5

e − T 5
bath

) = PJ = V 2/R(T ). The positive
temperature coefficient of resistance (dR/dT > 0), combined with the voltage
bias, results in a negative electrothermal feedback that keeps the detector stably
biased in the narrow superconducting transition. For example, if the temperature
increases (decreases), the resistance increases (decreases), resulting in a smaller
(larger) amount of Joule heating. With the detector thus equilibrated at a very steep
point in its superconducting-to-normal transition, the absorption of a single photon
results in a relatively large instantaneous change in the electrical resistance that can be
measured with a Superconducting quantum interference device (SQUID) electronics
described in the following section.
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Figure2.1b shows an example of a resistance versus temperature curve for a TES.
Devices fabricated at NIST have a typical volume of 12.5μm3 (25μm × 25μm ×
0.02μm) and a transition temperature of ≈100mK. A photon with an energy of
0.8 eV heats the electron system by ≈0.05mK, resulting in a measurable resistance
change. Due to the shape of the transition edge, an optical wave packet with some few
numbers of photons will result in an increase in the resistance change of the device
until the device approaches its normal resistance value. The response of the device to
many suchwavepackets is shown inFig. 2.3,where clear separationbetweendifferent
waveforms, corresponding to different numbers of absorbed photons, can be seen. A
typical histogram of the different response pulse heights is shown in Fig. 2.1c. When
operating the TES in the linear regime, the energy resolution determines the photon-
number resolving capability of the detector (a monochromatic source is assumed).
The energy resolution of the transition edge sensor is limited by the noise associated
with the Johnson noise of the intrinsic resistance of the device, the noise associated
with the statistical process of the electron-phonon thermal link [16] and the readout
noise of the electronics. The TESs fabricated at NIST have a typical energy resolution
of less than 0.25 eV in the linear operating regime [7].

2.2.1.3 SQUID Readout

The optical transition edge sensor readout is typically accomplished by use of super-
conducting quantum interference devices (SQUIDs) [17], which serve as low noise
amplifiers of the current flowing through the TES. The SQUIDs are used to mea-
sure current flowing through coils that are inductively coupled to the SQUID loop
(Fig. 2.2a shows the schematic of the TES readout). There are two coils. The one
on the left couples signals from the TES (input coil), and the one on the right is
used to optimize the output of the SQUID (feedback coil). Generally NIST optical

Fig. 2.2 TES readout via SQUID: a Schematic of the SQUID readout; b measured SQUID output
voltage response (after x100 room temperature amplifier) as a function of input coil current (IT)

for IFB = 0 (dashed line) and IFB set to some value to maximize the TES response at it quiescent
operating point (solid line)
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TESs use a series array of SQUIDs, typically 100 (denoted by x100 in Fig. 2.2a),
operating coherently [18] to produce signals large enough to be easily amplified at a
later stage using simple room-temperature electronics. Because of the low operating
temperature, and the need for a relatively stiff voltage bias, a small shunt resistor (Rs)

is placed in parallel with the TES (the TES is drawn as a variable resistor (RT ) in the
schematic). The value of Rs is chosen to be much smaller than the TES operating
resistance when the TES is biased to detect photons (Rs∼10 m�). The SQUID input
coil inductively couples the TES current (IT ) via a magnetic flux (ΦB) to the SQUID
and therefore allows direct equivalent current readout.

Figure2.2b shows a measured SQUID response as a function of feedback coil
current. The period of oscillation is about 36μA, revealing a SQUID sensitivity
of about 36μA/Φ0, where Φ0 is the magnetic flux quantum. The amplitude of the
oscillation is determined by the geometry and material of the SQUID’s Josephson
junctions. In this case, a x100 room temperature amplifier along with a x100 SQUID
array was used. Consequently, the magnitude of the voltage swing of one SQUID
itself is≈32μV.The y-axis-offset originates from the resistance of the lead cable that
supplies the bias current to the SQUID. For maximum signal-to-noise, the SQUID
readout should operate around the maximum slope of the SQUID response, the
working point. To accomplish this proper “flux bias,” another coil is added to the
SQUID, which inductively couples IFB inducing flux ΦFB to the SQUID. This added
flux allows tuning of the overall flux through the SQUID, hence tuning the SQUID
to the optimal working point: ΦW = ΦB + ΦFB.

2.2.1.4 TES Output

Figure2.3 shows typical waveforms for a TES optimized for light at≈800 nm wave-
length. The TESwas illuminatedwith weak coherent state pulses with amean photon
number per pulse of ≈2. The photon energy was 1.55 eV (800nm). Detection effi-
ciency of this particular device was found to be ≈94% [13]. The figure shows 1024
individual waveforms of the TES response. Clearly, photon-number resolution is
present, and up to 4 photons can easily be distinguished from the detector output.
When no photon is present the signal consists entirely of the readout noise of the
electronics, the Johnson noise of the detector itself and the fluctuations of the ther-
mal bath [9]. The clear separation of the no-photon waveforms from those due to a
photon means that the TES does not have any dark counts (false positives). There are
however background counts. These background counts are real detections, which can
be due to spurious visible wavelength photons coupled to the detector from the lab
environment, spurious black-body photons or even high energy cosmic ray muons.
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Fig. 2.3 Typical TES output
Vout(t) response waveforms
under illumination with
1.55eV (800nm wavelength)
photons

2.2.2 TES Optimization

2.2.2.1 Optical Stack Design

Absorption of optical photons in metals is generally dominated by the metal’s inter-
band transitions [19]. The interband transitions originate from the band structure of
the metal. In principle, the optical absorption coefficient of a metal will be altered
when the metal undergoes a superconducting transition due to a change of its band
structure [20]. However, since this effect is small in tungsten, our studies show no
significant change in the absorption coefficient when the tungsten undergoes the
superconducting transition. A bare superconducting film is neither a perfect reflector
nor highly absorptive at optical frequencies. For optical photons, the optical prop-
erties of the material can be well described using a complex index of refraction. At
NIST, using the complex index of refraction for tungsten we have been able to embed
a tungsten-TES in a dielectric stack with a quarter-wave back-short reflector, anal-
ogous to a microwave “backshort”, to impedance-match the TES to free-space. The
thickness of the dielectric layers can be varied to optimize the absorption at particular
wavelengths. In general, it is possible to absorb >95% of normal incident photons
over a wide range of wavelengths from the UV to the mid-IR using variations of
the dielectric stack layers optimized for a specific wavelength. The bandwidth of the
absorption depends on the details of the stack design [7] (see Fig. 2.4a). A typical
dielectric stack consists of a highly reflective mirror, a dielectric spacer, the active
detector film and an anti-reflection (AR) coating.

A critical step in designing a multilayer structure that maximizes the absorption
in a metal film is to determine the indices of refraction of all component layers. The
optical properties of thin films differ from the bulk tabulated values, so it is necessary
to measure the actual indices of refraction. The indices of refraction can be extracted
from reflectance and transmittance measurements of thin-film samples deposited



38 T. Gerrits et al.

Fig. 2.4 Maximizing optical TES performance via optical cavity design: a Spectrophotometer
data taken at room temperature indicating significant improvement in device absorption at 1550nm
when bare tungsten is embedded between appropriate dielectric layers; b Calculated absorption for
tungsten (W) embedded in optical multilayer structure designed to optimize absorption at different
wavelengths. (a)Reproducedwith permission fromRef. [7].Copyright 2008,OpticsExpress (OSA);
(b) Reproduced with permission from Ref. [21]. Copyright 2010, Proceedings of SPIE

onto quartz or silicon wafers. Film thickness strongly influences the refractive index
calculation and so must be measured with high accuracy. Using these measured
indices of refraction for all layers in a thin-film modeling program, we designed
structures that enhance absorption in the active device material. An optimization
algorithm varies thicknesses for a fixed sequence of materials, and calculates the
expected performance of the optical stack in terms of reflectance, transmittance, and
absorption in the active device material. The component layer thicknesses giving
maximum absorption in the active device material are used as target thicknesses
when fabricating the optimized multilayer structure. The optical stacks for tungsten
TESs designed at NIST are similar for all wavelength-specific designs (see Fig. 2.4b).
The differences are in the layer thicknesses and thematerials choice of non-absorbing
dielectrics and/or top-layer AR coatings. Our simulations indicate greater than 99%
absorption in the tungsten layer at each target wavelength [21].

The bandwidth of the absorption depends on the details of the stack design. There
are several important parameters to considerwhen designing optical stacks: thickness
variation from design values to deposited layers in the structure, as well as interface
intermixing or material reactivity can affect film optical constants and will shift the
absorption of the multilayer stack from the design target value. Figure2.5 shows
how thickness variation from target values (output of the optimization algorithm)
may affect the overall reflectance of the multilayer structure for a TES optical stack
optimized for absorption at 810nm. By employing a Monte-Carlo search algorithm
randomly varying layer thicknesses within a standard deviation of 5% from the
target values, a better estimate of the actual measured absorption is obtained. The
altered simulation curve represents the expected reflectance corresponding to slightly
different layers thicknesses than designed, in this case 1% to 7% thickness variations
for 4 out of 6 layers in the structure.
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Fig. 2.5 The tungsten TES
optical structure consisting
of 6 layers is optimized for
absorption at 810nm
wavelength. Reflectance
curves for initial simulation
(open circles), measurement
(solid circles), and Monte
Carlo altered simulation
(crosses) are displayed.
Reproduced with permission
from Ref. [21]. Copyright
2010, Proceedings of SPIE

Compatibility of layers in the optical structure is also important, especially since
stresses will arise from the differences in coefficients of thermal expansion when
cooling down to the cryogenic operating temperatures, 100 mK to 200 mK. An
example of incompatibility between layers is seen when hafnium (Hf) is used as
a TES. When embedding Hf in a multilayer structure (mirror of gold, dielectric
spacer Si3N4, Hf active device material, Si3N4 as antireflection coating), absorption
in the active device material can be greater than 99% at 860nm [22]. However,
stress induces a broadening in the superconducting transition of Hf in the multilayer
structure. That broadening results in a significant increase in TES recovery time
(20μs for Hf in multilayer compared to ∼500 ns for the bare Hf) [22]. For tungsten
TESs in multilayer structures, the tungsten is deposited as part of an in situ trilayer:
amorphous-silicon / tungsten / amorphous-silicon, which was found to enhance and
stabilize the tungsten Tc against thermal-stress-induced suppression [23]. Titanium
(Ti), is anothermaterial used for optical TES. By embedding Ti in an optical structure
consisting of successive layers of dielectric deposited by ion beam assisted sputter-
ing (IBS), high detection efficiencies at 850nm (98%) and 1550nm (84%) with fast
response and 25 ns timing jitter were reported [10]. However, oxidation of Ti and sub-
sequent oxygen migration (even when Ti is embedded in the optical structure) results
in degradation of superconductivity and changes in refractive index. By adding an
in-situAu layer (10nm) on top of Ti (30nm), simulations have shown that absorption
larger than 99% is possible when using an antireflection coating consisting of 11
dielectric layers [24].
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Fig. 2.6 TES packaging: a TES in self-aligned package; bTES package with optical fiber attached;
c 16 channel detector mount box. Adapted from [13]

2.2.2.2 Detector Packaging

Reproducible and stable alignment of the optical fiber with the TES is crucial for
reliably achieving high detection efficiencies. Since the optical-mode field diameter
in the optical fiber is ≈10μm, and the size of the TES is 25μm × 25μm, slight
misalignment of the optical fiber with respect to the TES will result in decreased
collection of optical photons onto the active area of the TES, and hence decreased
overall detection efficiency.Also, amechanically stablemount is required to allow for
robust fiber-to-detector alignment that can survive multiple thermal cycling without
drifting. Miller et al. [13] presented the self-alignment mount shown in Fig. 2.6. This
shows the TES chip mounted on top of a sapphire rod held by a gold-plated oxygen-
free, high heat-conductivity copper mount. The TES is located at the center of the
2.5mm disk. Bond pads allow wire bonding the TES to gold pins integrated in the
copper mount. A commercial zirconia fiber sleeve is put around the sapphire rod
and TES chip (Fig. 2.6b). The TES chip and sapphire rod are precision machined
to a diameter of 2.499 ± 0.0025mm, such that the commercial fiber sleeve locates
the TES precisely in the center of the sleeve. A fiber ferrule is inserted into the
fiber sleeve. Both the fiber ferrule and sleeve have a combined specified tolerance
of ≈1 μm. Along with the precision micro-machining of the TES chip this ensures
fiber-to-detector alignment precision of about 3 μm [13]. Many of these self-aligned
detectors can be compactly mounted together in a single unit (shown in Fig. 2.6c),
which can easily be mounted in a cryogenic system.

2.2.2.3 Refrigeration of the TES

Since the TES are required to operate at temperatures below the temperature of liq-
uid helium, elaborate cooling systems are required to operate these devices. The
workhorse for operating the TES at around 100 mK temperatures is the adiabatic
demagnetization refrigerator (ADR). The ADR relies on the magnetocaloric effect,
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which manifests itself by cooling a paramagnetic material upon adiabatic demagne-
tization of that material, achieving temperatures of about 50 mK. In our case, the
demagnetization process is initiated at temperatures around 4 K, given by the lowest
temperature achievable by standard commercially available cryogenic cooling tech-
niques. Since the total energy stored in the paramagnetic material is limited (about 1
Joule), the ADR only has a limited cooling capacity (or hold time). Due to the heat
load via wires and optical fibers connected to the detectors, our ADRs generally have
hold times of about 8–12 hours, depending on the number of TESs present. After the
energy is depleted, the ADR temperature can be recycled, a process taking about 2
hours.

2.2.2.4 Speed Improvements and Timing Jitter

The recovery rate of the optical transition edge sensor is limited by the thermal link
between the electron and phonon system. While a weak thermal link between the
electron and phonon system is required for a photon to be converted to a detectable
electrical signal, the weakness of this link can lead to long recovery times compared
to other single-photon detectors such as superconducting nanowire single-photon
detectors (SNSPDs) and single-photon avalanche photodiodes [8, 25]. The thermal
recovery time of the TESs fabricated at NIST can be as short as 1–2 μs. During
the thermal recovery time, the TES is still able to receive and detect a photon, and
therefore has nodead time,whichwenote is unique amongphoton countingdetectors.
However, if an absorption event occurs during the recovery of the detector, signal
pile-up will occur and will make the detector response characterization complicated.
Thus, one seeks short recovery times to allow for high-repetition rate experiments.
Calkins et al. have recently demonstrated such engineering of the thermal coupling
between the electron and phonon systemof theTES [26] achieving a thermal recovery
time of less than half a microsecond.

Figure2.7a shows a micrograph of a device fabricated with two 2μm × 10μm ×
0.115μm gold bars deposited on the edge of the tungsten TES. Since the thermal

Fig. 2.7 a Micrograph of the fabricated TES with gold bars deposited on top of the tungsten;
b Sensor electron-phonon coupling with the addition of gold bars; c TES response without gold
bars; d TES response with added gold bars. Reproduced with permission from Ref. [26]. Copyright
2011, AIP Publishing LLC
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electron-phonon coupling parameter of gold is ≈10x larger than for tungsten, one
can engineer the thermal coupling by adding a controlled volume of gold to the
TES. Figure2.7b shows the thermal model of the TES with the gold bars added. The
gold’s electron system is strongly coupled to the tungsten’s electron system. A strong
thermal linkΣAu,e−p between the gold’s electron and phonon system allows for faster
thermalization to the thermal bath, hence a modified thermal coupling constant of
the whole system. In addition to the thermal coupling parameter, the strength of
thermal coupling improvement depends on the gold’s volume and its specific heat
capacity coefficient γAu [26]. The difference in TES response with (Fig. 2.7d) and
without (Fig. 2.7c) gold bars under illumination with an attenuated pulsed laser is
easily seen. The TES with the gold bars reduced the thermal recovery time to ≈460
ns, an improvement of a factor of 4 without affecting the energy resolution [26].

In addition to faster recovery times, low timing jitter is another desirable parameter
for most single-photon experiments [10, 27]. The timing jitter is the uncertainty in
identifying the arrival time of the photon. It is important to realize that this is separate
from the ‘latency time’ of the detector. Latency is the timedelay fromwhen the photon
was absorbed by the detector to the time when the system indicates that a photon has
been detected and is largely due to propagation delays in cables and amplifiers. The
main contribution to timing jitter in TESs is noise in the identification of the time
associated with the threshold crossing of electrical output pulse originating from a
photon absorption event. The timing jitter (�tσ ) of such an electrical signal can be
approximated by:

�tσ = σ
d A
dt |t

≈ σ

Amax
τrise, (2.2)

where σ is the root-mean-square (RMS) noise of the electrical signal, dA/dt is the
slope of the signal at a given time t , trise is the rise time and Amax is the maximum
amplitude. The slope (∼τrise/Amax) of the electrical signal is directly proportional to
the timing uncertainty of the electrical output. The rise time of the electrical signal
for TESs used at NIST is generally limited by the overall inductance in the readout
circuit and the resistance of theTES. Inmost of the experiments performedwithNIST
TESs, the combination of SQUID input inductance and wiring inductance leads to an
inductance of a few hundred nH. This inductance along with the low TES resistance
(≈1�) will limit the signal rise time τrise∼L/R to several hundred nanoseconds.
With a typical x100 SQUID amplifier, we measure a timing jitter full-width half
maximum (FWHM) of ≈50–100 ns for the TES output, far greater than the timing
jitter that would be required for a gated experiment using a Ti:Sapphire oscillator.
Lamas-Linares et al. have recently demonstrated timing jitter FWHM values of 4.1
ns for 1550nm single photons and 2.3 ns for 775nm by directly wire-bonding the
TES to a SQUID chip designed to have lower input inductance, and using high-
bandwidth room-temperature amplification [27]. The lower timing jitter for higher
energy photons stems from the larger amplitude of the TES output waveform.
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2.2.3 Detector Characterization

2.2.3.1 Photon-Number Resolution

The optical TES is one of the few detectors with intrinsic photon-number-resolving
capability. Other detection strategies exist where detectors with no number-resolving
capability, ‘click/no-click’ detectors,1 are multiplexed to achieve a quasi-photon
number resolution. However, in those cases the fidelity of the measured state is
always degraded compared to true/intrinsic photon-number-resolving detection. In
many applications, however,multiplexed click detectors are sufficient to achieve high
fidelity state characterization [28–30]. In contrast to simple ‘click/no-click’ detectors,
the TES output contains information about the number of photons absorbed.

Figure2.8a illustrates the photon-number-resolving capability of the TES. The
TES was illuminated with weak coherent state pulses with a mean photon number
per pulse of ≈2. The photon energy was 1.55 eV (800nm). Figure2.8a also shows a
≈2μm wavelength black-body photon detection at ≈10μs after the weak coherent
pulses.When TESs are coupled to typical telecom optical fibers, background photons
such as this result from the section of the high-energy tail of the room-temperature
black-body emission spectrum that falls below the long cutoff wavelength of the
fiber around 2000nm [31]. However, when the energy of the signal photons is large
enough, the black-body photons can easily be separated out by pulse height analysis.
Generally, our TESs coupled to telecom optical fibers detect black-body photons
at a rate of 500–1000 photons/sec−1, which has a negligible effect on pulsed-light
measurements and minimal effect on measurements of continuous sources in the
near-IR down to the several femtowatt level. As can be seen in Fig. 2.8a, at higher
photon numbers, the TES response enters the non-linear regime close to the normal
conducting regime, and the photon-number resolution capability degrade.

To maximize the signal to noise ratio, post-processing of the output waveforms
can be done. One fast, reliable method is optimum filtering using aWiener filter [16].
Even though the optimum filtering method using Wiener filters only works in the
case of white Gaussian noise (the TES response is not white due to the temperature
dependent Johnsonnoise in the transition), theTESpulse heights canbe reconstructed
reliably with improved signal to noise ratio [7]. A measured coherent state with
mean photon number of ≈5 is shown in Fig. 2.8b. In this case, the optimum filter
analysis was used to determine the pulse-height histogram. Since the optimum filter
makes use of a known linearly-scalable detector response, the method fails when the
assumed detector response does not match the actual response, i.e. when entering
the non-linear region. This effect is evidenced by the reduced visibility of the pulse
height peaks for photon numbers larger than 4, shown in Fig. 2.8b. To improve the
photon-number resolution at higher photon numbers in the non-linear region, one can
find the most optimum representation of each photon-number response [32]. Also,
linearization of the non-linear detector response can be accomplished to enable better

1 We refer detectors with no photon-number-resolving capability as ‘click/no-click’ detectors, i.e.
the detector cannot discriminate between the absorption of one or more photons.
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Fig. 2.8 Detector tomography results a Many TES output waveforms; b TES output pulse height
histogram shown with boundaries dividing one detected number from the next; c Photon-number
detection event probability as a function of input mean photon number; d Reconstructed POVMs
for 0 through 4 photons and the “click” event

photon-number resolution close to or beyond the normal-conducting region [33].
Another method, allowing for analyzing detector responses far beyond the normal
conducting regime was presented in Ref. [34] and will be presented below.

When characterizing the detector outcome for a photon-number-resolving detec-
tor one seeks to determine the probability of a detector response given a certain num-
ber of photons on the input. This probability is equivalent to the positive-operator-
valuedmeasure (POVM). The POVMcharacterizes the detector outcomes (in photon
number k) for any given input photon number Fock state. Since pure photon num-
ber states at any value of k are still hard to realize in the laboratory, one employs a
tomographic reconstruction of the POVMs based on measurement outcomes from
excitation with weak coherent states, which are easily generated by attenuating a
coherent laser beam [28, 35, 36]. Given a set of m coherent probe states C and
a detector POVM Π , the measurement result R is given by: R = CΠ . In general,
POVMs are phase-dependent. However, in the case of TESs one can assume no phase
dependence to the detector outcomes. Thus the POVMmatrix is diagonal and can eas-
ily be represented by a vector. Also, in practice theHilbert space needs to be truncated
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at some photon number kmax. We chose detector outcomes 0 through 4 photons and
define the ‘click’ outcome for photon numbers greater than 4. Figure2.8c shows
the detector outcome probability as a function of input coherent state mean photon
number. For a given input mean photon number, we can identify three regimes: 1)
Fully photon-number-resolving, where the probability of a click outcome is small; 2)
Partially photon-number-resolving where a significant number of detector outcomes
are ‘click’ outcomes; 3) ‘click’ detector where the majority of detector outcomes are
above4photons. Figure2.8d shows thePOVMs reconstructedby themaximumlikeli-
hood reconstruction. These POVMs fully characterize the phase-insensitive detector
response under the illumination with a k photon number state. In the case of the
1-photon outcome POVM, the POVM value at k = 1 yields the detection efficiency
of the TES. A more complete tomographic reconstruction of the detector outcomes
not relying on continuous POVMS instead of partitioning the outcomes for specific
photon numbers, considers was recently presented in Ref. [37].

2.2.3.2 Extending the TES Response to the Normal-Conducting Regime

Transition edge sensors typically resolve photons over a range of 1 to 10 or 20,
depending on the wavelength, heat capacity of the device, and steepness of the super-
conducting resistance transition. The severely reduced variation of resistance with
temperature above the superconducting transition of the detector makes it more diffi-
cult to extract (or assign) photon numbers from detection events that cause saturation
in the pulse height as illustrated in Fig. 2.8. Despite the saturation in the pulse height,
one can still extract some information about the number of photons detected. The
uncertainty in the number of photons detected may exceed one photon, but the num-
bermay be below the shot noise limit of the pulsed input coherent state. This sub-shot
noise performance still could be useful in applications requiringweak light detection.

Figure2.9a shows a TES response under illumination with a coherent state pulse
with a mean photon number of 4.8 × 106 photons at a wavelength of 1550nm [34].
The rise at t = 0 shows the initial heating of the electron system, and the TES imme-
diately enters the normal-conductive regime, evidenced by the flat response out to

Fig. 2.9 a TES output waveform after excitation with about 4.8 × 106 photons in a single pulse;
b uncertainty in photon number (black squares) after subtracting the photon source shot noise
(dotted line) as a function of input mean photon number. Reproduced with permission from Ref.
[34]. Copyright 2011, Optics Express (Optical Society of America)
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0.1 ms. We can estimate the time it takes for the TES to return to its transition region
(thermal relaxation time [TRT]) and use it to determine the initial heating of the
electron system. A full fit to the detector response (dark solid line) yields the thermal
relaxation time. Figure2.9b shows the uncertainty in units of photon number as a
function of input mean photon number derived from the TRTs. The black squares
show the outcome uncertainty after subtracting the photon source shot noise. The
uncertainties were obtained by determining the variance of the fitting parameters
obtained from 20,480 waveforms for each input mean photon number. The dashed
line shows the photon source shot noise. The results show that detection of ≈1,000
photons below the shot-noise is possible. Beyond 1,000 photons (≈1 keV) the uncer-
tainty in the detector response rises above the input photon shot noise. The detector
can reliably produce an outcome up to amean photon number of≈10,000 as outlined
in ref. [34]. Beyond≈10 keV the detector response deviates from the theoretical pre-
diction due to cumulative heating of the detector substrate at the repetition rate of 1
kHz used in those measurements.

2.3 Applications of the Optical Transition Edge Sensor

2.3.1 Key Experiments in Quantum Optics

In this sectionwe review experiments that have benefited from the high-detection effi-
ciency and photon-number resolving capabilities of transition edge sensors (TESs).
We review the first experiment using the TESs measuring the output photon-number
statistics from a Hong-Ou-Mandel (HOM) interference experiment [38], describe
how the TESs enabled us to generate high-fidelity coherent state superpositions
(optical Schrödinger cat states) [3], and how subtraction of photons from a thermal
state affects the photon-number distribution of the heralded state [39]. Lastly, we
review fundamental tests of quantum non-locality that require high total detection
efficiencies—detection-loophole-free Bell tests based on optical photons [40, 41].

2.3.1.1 Hong-Ou-Mandel Interference

HOM interference [42] lies at the heart of quantum interference and has been studied
extensively over the last decades. The effect exploits the bosonic character of pho-
tons and forbids two indistinguishable single photons that enter two different input
ports of a semitransparent beam splitter to exit different ports—the two photons
will always exit either port together. To demonstrate or use this quantum interfer-
ence, experiments usually rely on coincidence counting of single photons exiting
the two output ports of the beam splitter. When full HOM interference exists (that
is the two incident photons are completely indistinguishable), the coincidence rate
should drop to zero. Using TESs, however, Di Giuseppe et al. were able to directly
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Fig. 2.10 a Setup for determining photon-number statistics from a Hong-Ou-Mandel experiment;
b Measured Hong-Ou-Mandel interference dip and photon bunching. Reproduced with permission
from Ref. [38]. Copyright 2003, Physical Review A (American Physical Society)

measure the photon-number statistics from a HOM beam splitter for the first time
[38]. Figure2.10a shows their experiment utilizing TESs for determining the output
photon number statistics after HOM interference of two indistinguishable photons
generated during a spontaneous parametric down-conversion event. The photons
(λ ≈ 700 nm) are delayed with respect to one another to observe the photon-number
statistics as a function of the distinguishability of the photons’ paths. Figure2.10b
shows the observed HOM interference dip (open diamonds), i.e. the probability of
seeing one photon in one and one photon in the other output port, P(1,1). As expected
P(1,1) approaches zero when both photons’ paths become nearly indistinguishable.
The open triangles and solid circles show the probability of two photons exiting one
port, and no photon exiting the other port, P(2,0), and vice versa, P(0,2). In both
cases the probabilities increase as the photon delay nears zero. This result showed the
transition of a binomial (classical) distribution to a bosonic distribution of the two-
photon state after interference on the beam splitter due to photon-number resolving
capability of the TES.

2.3.1.2 Photon-Number Subtracted States

Photon-number subtraction is a useful technique for applications in quantum optics.
One example of the use of photon subtraction is the generation of a coherent state
superposition (CSS) state. Such states are often called Schrödinger cat states when
each subsystem of the superposition contains a macroscopic number of photons.
The use for high quality CSSs ranges from super-resolution metrology to quantum
computing [43]. High fidelity CSSs are required to minimize the overlap between the
two superimposed states and to achieve fault-tolerant quantum computing [44]. A
number of experiments that aimed to generate such opticalCSSs have been performed
[45–48], two of which used TESs to herald the presence of the CSS [3, 48]. To
create the CSSs a photon-subtraction scheme depicted in Fig. 2.11a is utilized, and
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Fig. 2.11 a Scheme for optical Schrödinger cat state generation. An up-converted laser pulse enters
an optical parametric amplifier (OPA) to create a squeezed vacuum state. After spectral filtering,
photons are probabilistically subtracted via a weakly reflecting beam splitter and detected with a
TES. Quadratures of the heralded state are measured by homodyne detection; b The reconstructed
and theoretical cat state. Reproduced with permission from Ref. [3]. Copyright 2010, Physical
Review A (American Physical Society)

we will concentrate in the following on the experiment performed in Ref. [3]. The
scheme, in principle allows for large amplitude and high fidelity CSSs by heralding
on the measurement of multiple photons subtracted from a squeezed vacuum [49,
50]. A squeezed vacuum state is prepared and sent through a weakly reflecting
beam splitter. Reflected photons that are detected herald an approximate CSS in the
transmitted beam. The TES used in this experiment had an efficiency of 85% and
was able to resolve up to 10 photons at a wavelength of 860nm. The experiment
aimed at generating the largest CSS with the highest fidelity. Figure2.11b shows the
theoretical and reconstructedWigner functions of the CSS obtained after subtraction
of three photons. Themeasured CSS had amean photon number of 2.75 and a fidelity
of 0.59, which remains the largest CSS generated from squeezed-vacuum photon-
subtraction to date. Whilst the demonstration of large and high fidelity CSS was
achieved, the rate at which these states were generated was low and made scaling
impossible. However, recent work has demonstrated the potential for high-rate, high-
fidelity approximations to CSS, through the use of photon replacement operations
implemented with number-resolved detection [51].

Continuous variable (CV) quantum states, such as the CSS described above, are
measured by use of optical-homodyne detection and reconstructed by maximum-
likelihood estimation [52]. In this case, a strong local oscillator is used to determine
the quadrature of theweak quantumfield. Since the TES can resolve up to 20 photons,
another method of measuring the quadrature of CV states is by performing optical
homodyne measurements in the weak local oscillator regime, where the overall sig-
nal strength is on the order of the weak quantum state. A number of experiments
have already been presented in the literature showing the capability of weak-field
homodyne detection [53–55], one of which utilized the TES [56]. Combined with
more efficient state generation schemes and because of the small amount of energy
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absorbed by the detector, weak-field homodyne detection may become an important
resource in the future when generating these states on-chip and mating them with
high-efficiency superconducting integrated detectors [57–60], where low power dis-
sipation platforms are a key challenge.

Another example of a photon-subtracted state was recently presented by Zhai
et al. [39]. Up to eight photons were subtracted from a thermal state of light obeying
Bose-Einstein statistics. A laser pulse illuminated a spinning disk of ground glass.
Collection of the transmitted beam with a single-mode optical fiber selects a single-
mode thermal state. By use of TESs, Zhai et al. reconstructed the photon-number
statistics and showed that the photon number of the photon-subtracted state increases
linearlywith the number of subtractedphotons.This seemingly counterintuitive result
is explained by the noting that because thermal light is bunched, when sampling of
a portion the light pulse made via the beam splitter finds a high number of photons,
it means that the other portion of the light pulse (the other port of the beam splitter)
is likely to also have a high number of photons. It is also important to note that
these states, conditioned on the presence of a photon number larger than zero in the
subtracted path, are necessarily rare because the photon-number probability always
falls with increasing photon number. Given the measured photon number distribu-
tions, Zhai et al. also demonstrated that when using TESs, second- and higher-order
correlation functions can easily be derived from the measured photon-number sta-
tistics [39, 61], and the thermal Bose-Einstein distribution approached a Poisson
distribution representing the subtracted state when the number of subtracted photons
is large.

2.3.1.3 Fundamental Tests of Quantum Non-locality

In classical physics, locality refers to the measurement outcome of an object that is
influenced by its local interaction with the environment. To explain observed quan-
tum mechanical correlations, an unknown theory that could describe the observed
correlations at a local level may exist. Such a theory is referred to generically as a
local hidden variable theory. Quantum Non-locality (QN) refers to the description of
observed quantum mechanical correlations that cannot be mimicked by local hidden
variable theories.

In 1964 Bell [62] developed an inequality showing that no local hidden variable
theory can reproduce certain predictions made by using quantum mechanics. Bell’s
inequalities constrain correlations that systems governed by local hidden variable
theories can exhibit, but some entangled quantum systems exhibit correlations that
violate the inequalities. Thus, testing an inequality with a quantum system experi-
mentally could falsify the hypothesis that the system is governed by a local hidden
variable. However in all previous experiments, loopholes exist that a local hidden
variable model can exploit to mimic the observed outcomes that violate the tested
inequalities. These loopholes make an experimental test of local hidden variables
a challenging endeavor. The three most prominent loopholes are the freedom of
choice, locality, and detection (also called fair-sampling) loophole. While all loop-
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holes have nowbeen closed individually [40, 41, 63–66]with photons, an experiment
addressing all of these loopholes simultaneously is still lacking. Here, we summarize
experiments relying on the TES’s high detection efficiency to close the fair-sampling
loophole.

A variation of Bell’s inequality based on a maximally polarization entangled state
was introduced in 1970 by Clauser et al. [67], and an upper limit of ≈88% for the
overall detection efficiency of the entangled pairs necessary to close the fair-sampling
loophole was introduced.2 Even with the best detectors, such high overall system
detection efficiency is difficult to achieve in photonic systems, since the entangled
photons generally have to couple into single-mode optical fibers. This coupling can
be lossy, although as it has recently been shown to be quite efficient (theoretically
reaching almost 100%) when considering the correct geometric coupling properties
[68, 69]. Eberhard came to the conclusion that lowering the amount of entanglement
of polarization entangled states, allows for lower overall system detection efficien-
cies, as low as 2/3 [70]. This absolute lower limit assumes no detector dark counts
or degradation of the entanglement visibility. Thus, a system efficiency of >70% is
a more realistic efficiency to aim for.

Recently two groups succeeded in closing the fair-sampling loophole by use of
photons and TESs [40, 41]. Both experiments made use of entangled photon pairs
generated in a spontaneous parametric down-conversion (SPDC) process and a vari-
ation of the Bell inequality, the so-called CH Bell inequality [71]. In both cases
a clear violation of the CH Bell inequality was shown with an efficiency allowing
for detector background counts and entanglement visibility degradation. Christensen
et al. employed a non-collinear entanglement scheme at a down-conversion center
wavelength of≈710nm. The TES optimized for this study had a detection efficiency
of ≈95%. The symmetric single-mode fiber coupling efficiency of the entangled
photons was > 90%. Additional loss of ≈5% was introduced at the single-mode
fiber/telecom fiber interface splice (the telecom fiber is generally used for coupling
photons to the optical TES). Further, spectral filtering added≈7% loss to the overall
system performance, leading to an overall system efficiency of ≈75%. Giustina et
al. used an entangled SPDC source based on a Sagnac configuration and achieved an
overall system efficiency of ≈73% and 78% in the two collection modes. The TESs
in this study were optimized for a center wavelength of 810nm and had a detection
efficiency of ≈95%. The latter experiment was performed using a continuous wave
excitation of the SPDC process.

Progress continues toward implementing an experiment using photons that closes
all loopholes simultaneously. In these experiments, both high-efficiency detection
and good timing resolution is needed. Further analysis of data obtained in Ref. [41]
showed that because of the continuous excitation of the SPDC process, the results are
in principle subject to the coincidence-time loophole [72]. Even though a re-analysis
of the data revealed that the experiment was not subject to the coincidence-time

2 Note that overall detection efficiency is a product of all optical losses in transferring the photons
from where they are generated to where they are detected and the detector’s detection efficiency
(see Sect. 1.1.1).

http://dx.doi.org/10.1007/978-3-319-24091-6_1
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loophole [73], future loophole-free experiments will use pulsed sources to define
every trial of the Bell test. Also, an improved TES timing jitter results in better
rejection of background light. Better rejection of background light lowers the needed
overall source-to-detector coupling efficiencies needed to perform a loophole-free
experiment.

2.4 Integration of Optical TES on Waveguide Structures

We now present our recent efforts towards integrating optical TESs into optical on-
chip architectures for scalable quantum information processing.We review the results
presented in two publications [57, 58]. Integrated optics has become one of the lead-
ing technologies for generating and manipulating complex quantum states of light,
since mode-matching, low-loss and small device footprints allow for more complex
structures. A recent example of photon routing using integration to build complex
networks is Boson sampling [74–77]. In these experiments the photon detection was
done off-chip, which severely limited the number of modes that could feasibly be
measured due to interface losses. Therefore, high-efficiency on-chip detection via
evanescent coupling of the optical mode is key to realizing such large-scale opti-
cal quantum information and communication applications. Currently, a number of
groups are pursuing integration of superconducting single-photon detectors on scal-
able platforms. Most efforts center around superconducting nanowire single-photon
detectors [59, 60, 78–80]—two such approaches are reviewed in Chaps. 3 and 4
of this volume. Our method exploits integrated TESs which combine both high
efficiency and intrinsic number resolution. Any integrated detector will avoid loss
originating from coupling off-chip. In addition, such a detector can in principle be
placed at arbitrary locations within an optical waveguide structure to allow optical
mode probing, and allow in principle fast feed-forward operations, if all detection,
decision, and photon routing is performed on chip. As we show, such a detector will
also enable mode-matched photon-number subtraction without the need for com-
plicated optical setups. However, one challenge remains when integrating source,
circuit and detector on-chip. Since the number of pump photons required to generate
single-photon states is large, a small fraction of the pump photons may leak into the
single photon detector, resulting in unwanted detection events degrading the fidelity
of the desired state. Therefore, pump filtering and pump rejection is currently one of
the major challenges towards realization of a fully-integrated device.

2.4.1 On-Chip Transition Edge Sensor

For integration of our TES, we use a silica-on-silicon planar structure and UV
laser writing to define the optical waveguide [81] fabricated at the University of
Southampton (U.K.). Figure2.12a shows the schematic of this structure. A thermal

http://dx.doi.org/10.1007/978-3-319-24091-6_3
http://dx.doi.org/10.1007/978-3-319-24091-6_4
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Fig. 2.12 a Schematic of the silica waveguide structure; b Schematic of the multiplexed long
absorber evanescently coupled TES; c Micrograph of one fabricated long absorber TES; d Elec-
trical output waveforms for all three multiplexed TESs. (a) Courtesy James Gates, University of
Southampton, U.K. (b)–(d) Reproduced with permission from Ref. [58]. Copyright 2013, Optics
Express (Optical Society of America)

oxide cladding layer is deposited on a silicon substrate. The waveguide core layer
is a germanium-doped silica layer and deposited via Flame Hydrolysis Deposition
(FHD). UV laser writing into the photosensitive core layer achieved an index con-
trast change of ≈0.3% and results in a waveguide mode of Gaussian profile [82].
After UV writing, the optical waveguide is ≈5μm wide. As a proof-of-principle
we embedded a 25μm × 25μm × 0.04μm TES on top of such a silica waveguide
structure [57]. The detection efficiency of a photon inside the waveguide was found
to be ≈7%. We found that when aiming for close-to-unity detection efficiency in
such a silica waveguide structure, the evanescent coupling of the absorber has to be
on the order of the length of 1 mm due to the small optical mode overlap with the
absorber. In contrast, a silicon waveguide device with mode-field dimensions a factor
of ten smaller than those of our silica device, only require ≈20 − 30μm absorber
length to achieve high absorption of the optical mode [60].

To improve the overall absorption and therefore the detection efficiency of our
devices,we increased the absorber length andmultiplexed three devices. Figure2.12b
shows the schematic of an integrated high-efficiency TES presented in Ref. [58]. The
device consists of three detector regions with absorber lengths of 210μm each, and
yielded an overall device efficiency of 79% for a photon inside the waveguide. This
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approach used a separate absorber geometry increasing the interaction lengthwith the
optical waveguide mode. The total heat capacity of the absorber/sensor device was
low enough to retain the photon-number resolution of the TES. A micrograph of the
fabricated device is shown in Fig. 2.12c. The active TES is a 10μm × 10μm sensor
made of tungsten, 40nm thick operating at a transition temperature of≈85 mK. Two
100μm long tungsten absorbers are attached to the device and placed directly on
top of the optical waveguide. To maintain an overall low heat capacity, the layer
was 3.5μm wide and 40nm thick. A gold spine facilitates the heat conduction to the
sensor area and allows the heat to reach the sensor region before being dissipated into
the substrate. Thegold layerwas 2μmwide and80nm thick. Simulations showed that
for an absorber this length, the probability of absorbing a photon inside thewaveguide
should be ≈48%. Simulations also revealed that the effective mode index mismatch
at the absorber/no-absorber interface is on the order of 0.1%. Therefore the optical
mode is almost undisturbed, so reflections at the absorber/no-absorber interface are
negligible. This allows multiplexing of several such detectors on a single waveguide
to maximize the absorption of the optical mode. Calkins et al. also modeled the
detector response due to the absorption of a photon along the long absorber [58].
When a photon is absorbed along the tails of these detectors, that energy must be
transmitted to the sensor region before escaping via some other thermal path, e.g.
through the phonon system into the substrate. This process is described by electron
diffusion and depends on the thermal conductivity of the electron system and the
amount of energy the electron system can carry. Calkins et al. found that a lower
device temperature (lower Tc) and a large thermal conductivity are advantageous to
facilitate such properties [58]. To maintain photon-number resolution, the maximum
length of the absorber depends on the heat capacity, transition temperature, thermal
conductivity, and electron-phonon coupling strength of the device. The latter will
eventually leak heat out of the system into the substrate [58].

Figure2.12d shows the waveforms from the device presented in Ref. [58]. A
strongly attenuated pulsed 1550nm laser was used to measure the device’s response.
The device consists of 3 individual detectors, TES 1 through TES 3. Clearly, photon-
number resolution is well maintained for these long absorber detectors. Also, the
measured detection efficiency was about 43% per detector element, yielding an
overall efficiency of≈79%. Figure2.12d also shows the subsequent decay of photon-
number amplitudes. Since all three detectors have the same length, each preceding
detector absorbs part of the incomingphoton state resulting in an exponential decrease
in detected mean photon number with each additional detector. In this study all TESs
were read out individually, each with a dedicated SQUID amplifier. This poses a
scalability constraint when multiplexing many TESs on a single circuit.
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2.4.2 A New Experimental Tool: On-Chip Mode-Matched
Photon Subtraction

The experimental results, along with optical-mode modeling, allowed us to find the
dependence of the detection efficiency as a function of the absorber length. We are
nowable to fabricate a detectorwith pre-determined absorption (detection efficiency).
Since the silica platform requires relatively long absorbers per unit of detection
efficiency, variation in the detection efficiency due to fabrication imperfections are
considered to be small. Thiswill allowus to implement the first quantumoptics exper-
iment utilizing the non-Gaussian operation of photon-subtraction on-chip, an exper-
imental challenge when working with free-space optical components. Figure2.13
shows a schematic of a heralded photon-subtraction experiment. This is similar to
the scheme used for the generation of coherent state superpositions described above.
A generated photon state is sent towards a beam splitter with known reflectivity.
The beam splitter probabilistically reflects photons from the input state and sends
it to a heralding photon detector. Measurement of a photon at this detector projects
a subtracted photon-number state onto the input state. In this way, the transmitted
(heralded) state can show non-classicality. The heralded state detection is accom-
plished by some other scheme such as homodyne detection or photon counting. The
challenge in these kinds of experiments in free-space is to mode-match the photon
subtraction (heralding) detector to the heralded state detection. The mode-matching
must be done in the spatial, spectral and temporal regimes to achieve high-fidelity
state generation. If the subtracted photon is not mode-matched to the heralded state
detection, a vacuum state is detected, thus degrading the fidelity of the heralded state.
The integrated approach, however, offers an almost perfect mode-matched heralding
detector, since the optical mode transmitted matches the optical mode evanescently
coupled to the heralding detector.Also, since theTES intrinsically has no dark counts,
there should be no false heralding photon detection events. In addition, the TES has
100% internal detection efficiency (probability of an absorbed photon yielding an
output signal) for the subtracted photons. When combining the integrated photon
subtraction scheme with weak-field homodyne detection, the integrated TES plat-
formmay become a powerful tool for the study and manipulation of optical quantum
states.

Fig. 2.13 Schematic of on-chip photon-number subtraction (heralding) for the experimental real-
ization of non-Gaussian operations
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Fig. 2.14 Experimental scheme for measuring the coupling efficiency and detection efficiency of
the TES detectors

2.4.3 On-Chip Detector Calibration

Determining the detection efficiency of a waveguide-integrated single-photon detec-
tor is a crucial aspect of studying the device performance. In contrast to fiber-coupled
devices where the detection efficiency can be determined for photons inside the opti-
cal fiber, the overall detection efficiency of a waveguide-integrated detector also
includes the fiber-to-waveguide loss, a non-negligible contribution to the overall
device-loss. Here we show how we are able to discriminate between the fiber-to-
waveguide coupling loss and the detection efficiency of a photon residing inside the
waveguide, following the derivation found in the supplemental material of Ref. [57]
and in [58]. Figure2.14 shows the scheme for measuring the detection efficiency
of the TES centered on top of the waveguide and simultaneously measuring the
fiber-to-waveguide loss. We perform three independent measurements:

• Wemeasure the overall transmission through the whole device. Under the assump-
tion that fiber-to-waveguide coupling is single-mode, the coupling efficiencies at
sides A and B are independent of the propagation direction of the photons. This
assumption can easily be verified bymeasuring the transmission through the device
in both directions: if T = TAB = TBA then T = ηswitchηA(1 − rint)(1 − ηTES)ηB,
where ηswitch is the switching ratio of the switch, ηA and ηB are the coupling
efficiencies into the waveguide on side A and B, respectively. ηTES is the detec-
tion efficiency of the TES, and rint is the reflection at the absorber/non-absorber
interface. Since rint is small (≈0.1%): T ≈ ηswitchηA(1 − ηTES)ηB;

• We measure the overall system detection efficiencies including the fiber-to-
waveguide coupling losses: ηs A/s B ≈ ηA/BηTES (with rint � 1) for each propa-
gation direction.

We can solve for ηA, ηB and ηTES. We can also estimate the uncertainty of the
final outcome when including the calculated absorber/non-absorber boundary loss.
It is important to note that this technique does not account for losses within the
detection region, i.e. underneath the detector. These losses would be equivalent to
a boundary reflection, and, if these are small they would only have small effects
on the final detection efficiency outcome. We use two power meters to measure the
overall transmission along both possible propagation directions (TAB or TBA). To
achieve well-defined attenuated single-photon laser pulses, we calibrate optical fiber
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attenuators using the calibrated power meter as outlined in Ref. [13]. The switch
imbalance (ratio) is determined beforehand and is modeled according to a weak
laser pulse propagating through a beam splitter with transmissivity ηswitch. By this,
we obtained: ηA = 39.8%, ηB = 47.9% and ηTES = 7.2% for our first proof-of-
principle device [57].

Similar to the method described above and in Ref. [57], the detection and fiber-to-
waveguide efficiencies can be estimated for the high-efficiency multiplexed TESs.
Calkins et al. determined the detection efficiency for all three multiplexed detec-
tors also by measuring the overall system efficiencies for both propagation direc-
tions. In addition, they were also able to deduce the waveguide mode absorption in
their estimation. In general the method yields 2N + 1 measurements for N multi-
plexed detectors, allowing determination of more system parameters than necessary
to extract the sensor and fiber-to-waveguide coupling efficiencies (N + 2). In prin-
ciple, this method can be extended to many low-efficiency detectors allowing the
probing of crucial circuit parameters, such as scattering losses, beam splitter ratios
and detection efficiencies.

2.5 Outlook

We have given an overview of the superconducting optical transition edge sensor
(TES) and its use in quantum optics experiments. The high detection efficiency of
the TES combined with photon number resolving capability are key requirements
for experiments in quantum optics and quantum information. However, it should be
noted that the TES can in principle have a large dynamic range owing to its thermal
response with low uncertainty. This large dynamic range at the single-photon level
may be advantageous for calibration of photon pulses that are in the mesoscopic
regime between single-photon detection and conventional sensitivities of semicon-
ductor photodiodes. The relatively slow response and recovery time of the TES, par-
ticularly compared to superconducting nanowire single-photon detectors (Chap. 1),
preclude their use in some high-speed photon-counting applications, but when true
photon-number resolution is required, the TES is the most efficient tool to measure
photon states across an extremely broad wavelength range. The almost unity detec-
tion efficiency of the TES is still unmatched and is crucial for fundamental tests of
quantum nonlocality. We have presented our efforts on integration of optical TES on
optical waveguide structures and showed a route towards high-detection efficiency
implementation. A full source-circuit-detector implementation is still missing due to
the challenges of optical pump reduction to minimize both the heat load on the cryo-
genic system and unwanted detection of spurious pump photons. However, circuit
implementation, along with high-efficiency TESs, is on its way also investigating the
potential for mode-matched high-efficiency photon subtraction for future quantum
information applications.

In the future, the dynamic range of the TES may be interesting to studies that
aim at macroscopic entanglement [83], a developing route of research that requires

http://dx.doi.org/10.1007/978-3-319-24091-6_1
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single-photon resolution at levels of hundreds of photons. In principle, the energy
resolution of the TES can be improved at the cost of speed, e.g. lower thermal heat
escape mechanism. The combination of weak-field homodyne detection and inte-
grated optics may lead to interesting, more complex experiments in the continuous
variable regime of quantum optics.
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Chapter 3
Waveguide Superconducting
Single- and Few-Photon Detectors
on GaAs for Integrated Quantum Photonics

Döndü Sahin, Alessandro Gaggero, Roberto Leoni and Andrea Fiore

Abstract Integrated quantum photonics offers three principal advantages over bulk
optics—low loss, simplicity and scalability. Quantum photonic integrated circuits
show promise for on-chip generation, manipulation and detection of tens of single
photons for quantum information processing. For quantum photonic integration,
gallium arsenide is one of the most promising material platforms as full integration
of all active and passive circuit elements can be obtained.

3.1 Introduction

Quantum information processing with photons relies on single-photon sources, pas-
sive circuit elements and single-photon detectors. In order to take advantage of quan-
tum physics in advanced quantum technologies such as quantum simulation and
quantum computing, tens of photons must be generated, manipulated and detected.
However, when the number of photons exceeds a few, bulk optics becomes complex
and difficult to scale [1]. Integrated quantum photonics offers a solution to these
formidable challenges. Quantum photonic integrated circuits (QPICs) may enable
the scalable generation, manipulation and detection of single photons on a chip,
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thereby opening the way to quantum information processing at the level of tens of
qubits. To date, spontaneous parametric down-conversion, nitrogen-vacancy centres
in diamond, and semiconductor systems such as quantum dots (QDs) have been
explored as integrated single-photon sources. QDs made of III-V semiconductors,
such as InP and GaAs, have attracted considerable attention for their potential to
be integrated with semiconductor photonic circuits and particularly for their effi-
ciency when combined with photonic crystal structures. Superconducting nanowire
single-photon detectors (referred to as SSPDs or SNSPDs in the literature), on the
other hand, are a promising enabling technology for single-photon detection due to
their fast response, low dark count rates, low jitter, and scalability [3]. The integra-
tion of superconducting nanowire detectors with III-V semiconductor waveguides is
therefore of primary importance for the realisation of a scalable and fully-integrated
quantum photonic technology. In this chapter, we will first describe the deposition
of NbN thin films on GaAs, the nanofabrication of detector structures and the mea-
surement techniques needed to characterise waveguide detectors. We then discuss the
design of waveguide single-photon detectors and their electro-optical characteristics.
We show a key functionality for the characterisation of quantum light, i.e. the on-chip
measurement of the second order intensity correlation function, g(2)(τ). In the last
part of the chapter, we discuss integrated photon-number resolving detectors able to
resolve the photon number in a given pulse. The combination of these functionali-
ties makes waveguide photon detectors on the GaAs platform strong candidates for
integrated quantum information processing with photons.

3.1.1 Integrated Quantum Photonics

Quantum information processing (QIP), which enables new protocols and function-
alities in communication and computing, is on the verge of a transformation from a
scientific field to a research-usable technology. The simplest example of a commer-
cial application is quantum key distribution, based on the exchange of a cryptographic
key by coding the information onto single photons. The security of the exchange is
guaranteed by the laws of quantum mechanics, enabling a physically-secure form of
communication [4]. Furthermore, the tantalizing prospect of computational speed-
up for a number of important problems has motivated research in the direction of
quantum computers, with many experimental platforms being investigated. Single
photons are one of the preferred implementations of quantum bits, since they are rel-
atively easily generated, detected and manipulated, and can be transmitted over long
distances with low loss and low decoherence. For these reasons, they are used in QKD
and will form an integral part of any future QIP system where quantum information
needs to be transferred between different nodes or processors. While photons hardly
interact with each other, the nonlinearity associated with photon detection can be used
to realize quantum gates [5] and in principle even a scalable optical quantum com-
puter [6, 7]. Photonic quantum simulation appears a particularly promising mid-term
goal, as it requires moderate numbers of photons (∼50–100) (see review in Ref. [8]).
However, the production, processing and detection of single photons is still mostly
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realized using discrete, free-space or fiber-optic devices, resulting in unacceptable
complexity and cost when circuits with several photons are built. The development
of an integrated quantum photonic circuit is therefore needed to advance the state-
of-the-art of photonic QIP in both science and applications. This has motivated a
strong recent interest for integrated quantum photonics. Starting from the seminal
demonstration of an optical CNOT quantum gate in a silica-on-silicon waveguide
circuit [9], outstanding progress has been achieved in controlling photonic qubits on
a planar chip by combining waveguides, splitters and phase modulators, based on
position-coding [10]. Three-dimensional quantum circuits using polarisation-coding
have also been demonstrated [11]. Integrated quantum photonics based on this simple
set of components has already equalled or surpassed the state-of-the-art of table-top
or fiber-optic quantum optics, leading for example to the demonstration of quantum
walks of entangled photons [12] and to several experimental demonstrations of boson
sampling [13–16]. However, in view of scaling up the number of photons to few tens,
the on-chip integration of sources and detectors is also needed. First demonstrations
of the integration of single-photon sources in waveguide circuits have been reported,
based either on artificial two-level systems in optical semiconductors [17] or on
parametric down-conversion [18–20]. On the detector side, single-photon detectors
on waveguides have been reported almost simultaneously by three groups, based on
transition-edge sensors (TES) on silica waveguides [21], superconducting nanowires
on GaAs/AlGaAs ridge waveguides [22] and superconducting nanowires on Si/SiO2

waveguides [23]. In this chapter we describe the fabrication and characterization of
different detector structures integrated on GaAs waveguides, while waveguide TES
and nanowire detectors on Si are discussed in Chaps. 2 and 4 respectively.

3.1.2 GaAs-Based Quantum Photonic Integrated Circuits

III-V semiconductors, and GaAs in particular, are strong candidates for the imple-
mentation of a dense QPIC. Single photons and entangled photon pairs can be pro-
duced from the radiative recombination from excitonic complexes in quantum dots
(see a review in Ref. [17]). QDs are semiconductor nanostructures where carriers
are confined in three dimensions, giving rise to energy quantization and a discrete,
atom-like density of states. Similarly to atoms, the spontaneous emission from an
excited energy state results in the emission of a single photon, while a cascade
recombination from a biexcitonic state can produce a pair of entangled photons. The
collection of spontaneously emitted photons into waveguides is normally very inef-
ficient, but it can be optimized by controlling the optical density of states around
the emitter (for example using photonic crystal structures), so that most photons are
emitted into a given mode (see recent reviews in Refs. [25, 26]). The channeling of
single photons into photonic crystal waveguides with probabilities above 98 % has
been reported [27], and efficient coupling of single photons from photonic crystal
to ridge waveguides has been shown [28]. Methods for actively tuning the spectrum
of photons emitted from distinct, waveguide-coupled QDs are also being investi-
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gated [29, 30], which is promising in view of the fabrication of arrays of sources of
indistinguishable photons.

GaAs is also a suitable material for waveguiding and passive circuits. GaAs/AlGa
As waveguides with propagation loss of 0.2 dB/cm were reported [31] and direc-
tional couplers and multimode-interference (MMI) couplers can be realized, simi-
larly to other material platforms. As compared to Si photonics, a key advantage is
the presence of a second-order optical nonlinearity, which enables phase shifting
via the Pockels effect, at very low power consumption. Quantum photonic circuits
based on GaAs, including phase modulation and directional couplers, were recently
demonstrated [32]. As will be shown later in this chapter, single-photon and photon-
number detection is possible by integrating superconducting nanowires on GaAs
ridge waveguides, completing the suite of functionalities needed e.g. for boson sam-
pling. In the long term, coupling of single photons to spins in waveguide systems
[33] may open the way to integrated quantum memories.

3.1.3 Nanowire Detectors on GaAs

Nanowire detectors on GaAs exploit the same photon detection mechanism as free-
space coupled SNSPDs [3] (as extensively discussed in Chap. 1). Upon absorption of
a photon, quasi-particles are created around the vicinity of absorption point. Through
a complex microscopic process involving diffusion of quasi-particles and vortex
crossing (see Ref. [34] and references therein), and depending on the bias current,
this local perturbation can lead to the creation of a resistive region across the cross-
section of the wire. The resistive section further grows due to Joule heating, resulting
in a resistance of the order of 1 k�. Therefore, the applied DC bias current to the
circuit is diverted to the load resistance producing an electrical pulse which can be
amplified with room temperature amplifiers and detected.

Nanowire detectors were initially fabricated on sapphire [3] and MgO [35]. In
2008, they were realised on Si [36]. Later in 2009, a numerical study showed that
when nanowires are placed on top of Si3N4 waveguide with an inverse tapering
(for adiabatic coupling), the absorptance on the nanowires would increase up to
76 % for about ≥50 μm–long wires [37]. Nearly simultaneously, nanowire detectors
were demonstrated for the first time on GaAs/AlGaAs Bragg mirrors [38] in a free-
space-coupled configuration, with a motivation of integrating the active and passive
optical elements on a single chip. Then in 2011, the first nanowire detectors integrated
on a III-V waveguide were shown, achieving a high efficiency of ∼20 % with a
waveguide length of only 50 μm [22]. It was also theoretically calculated that an
efficiency close to 100 % can be obtained due to high absorptance via evanescent-
wave coupling, as discussed in the next section.

Recently, further progress in functionality and integration has been demonstrated
by several groups, such as the on-chip measurement of photon statistics (covered
in this chapter) [39], the integration of InAs QDs with waveguide detectors and the
corresponding time-resolved characterization of QD emission [40, 41]. Besides, in

http://dx.doi.org/10.1007/978-3-319-24091-6_1
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Ref. [41], the generation and detection of single photons have been demonstrated
by using superconducting NbN nanowires on GaAs multimode ridge waveguide.
All these recent works demonstrate that the III-V system is highly promising for the
realisation of fully-integrated QPICs, potentially paving the way to scalable quantum
photonic applications.

3.2 Fabrication of Nanowire Waveguide Detectors on GaAs

3.2.1 Deposition of NbN Thin Films on GaAs

The fabrication of nanowire detectors is extremely challenging due to their low
tolerance to variations of the wire properties. As high quantum efficiency with NbN
wires can only be obtained if the wire is biased very close to its critical current,
any imperfections locally limiting the Ic strongly affect the efficiency of the whole
nanowire. This in practice requires a uniform NbN film with thickness in the 3–5 nm
range and high critical current. We note that the use of lower-gap superconducting
materials such as WSi results in a less critical dependence on the bias current [42,
43] and thereby potentially higher yield. However, waveguide nanowire detectors
based on WSi have not yet been demonstrated and are not discussed in what follows.
The technique most commonly used for depositing 2D NbN films is DC reactive
magnetron sputtering. This method, widely used for depositing metals, alloys and
nitrides, exploits the energy and momentum transfer from the ionized sputtering gas,
argon (Ar) and nitrogen (N), to a solid target, niobium in our case. For NbN films with
an intended thickness of 3.5–4 nm, the superconducting transition temperatures, Tc,
as high as 12 K are reported. Among them, NbN films deposited on MgO [44], MgO
buffer layers [45] and sapphire substrates [46] exhibit higher Tc than those sputtered
on Si and GaAs. In fact, sapphire has a lattice constant closer to NbN, allowing the
growth of a polycrystalline film with larger grains. However, as we have discussed
in the previous sections, for the realization of a fully integrated QPIC, direct-gap
III-V semiconductors, and particularly GaAs, are very promising as they enable the
integration of single-photon sources. The use of GaAs substrates poses significant
challenges for the nanowire detector fabrication:

(a) the mismatch between the substrate and NbN film lattice parameters is higher
(∼23 %) than with other substrates such as MgO (∼4 %), sapphire (∼9 %) or
even Si (∼20 %);

(b) the best quality of NbN films is usually obtained with deposition temperatures
(800 ◦C) incompatible with GaAs processing; and

(c) the relatively high atomic density of GaAs (compared with sapphire, MgO or
Si) makes high-resolution electron beam lithography (EBL) more challenging
because of the stronger proximity effect.
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In the following, we show that high-quality NbN films and nanowire devices can be
obtained on GaAs despite these problems.

The magnetron sputtering technique allows deposition at low plasma pressure (2–
3 mTorr) by confining the plasma only around the cathode. Therefore, the sputtered
particles retain most of their kinetic energy because the low pressure strongly reduces
the collisions between sputtered particles and the inert gas (argon, Ar). The Ar ions
are accelerated towards the cathode, they are practically not affected by the magnetic
field, impinge without collision on the target and give rise to Nb sputtering. To deposit
nitride compounds (NbN in this case), a partial pressure of nitrogen gas (referred to
as reactive gas) is introduced together with Ar in the chamber. As nitrogen reacts with
the sputtered Nb, it forms NbN, which grows on the substrate. The Nb/N ratio in
the films depends on the balance between the sputtering and nitridization rates of the
target. In order to change the film composition and to influence the superconducting
properties in a reproducible way it is then important to have control over the target
sputtering/nitridization balance. Depositions have been performed in constant current
mode as in this mode of operation the nitrogen partial pressure uniquely determines
the nitridization state of the target [47], i.e. the composition of the deposited NbN
films, which makes it possible to fabricate films with good reproducibility. We use
a vacuum chamber equipped with two electrodes, facing each other: the cathode,
electrically coupled with the solid Nb target, and the anode, on which the substrate is
mounted. A heater sets the substrate temperature during the deposition. The optimum
deposition temperature is determined by varying it between 300–600 ◦C, and it is
found to be in the range 350–410 ◦C, which corresponds to the best compromise
between low surface roughness and high Tc [38, 48].

Indeed, high substrate temperatures TS ≥ 800 ◦C are used on sapphire substrates
[3], to promote the surface diffusion of the sputtered particles, resulting in films
with high crystalline quality. We previously developed a low-temperature deposition
process (TS = 400 ◦C) on MgO, which yielded high quality NbN thin films [35].
However, films deposited on GaAs at elevated temperatures did not reach the same
quality as the films on MgO [35]. We have found that the reason for this degrada-
tion is as follows: at 400 ◦C oxides (AsO and As2O3) evaporate from the surface
of the GaAs substrate during the baking and the deposition procedure, resulting in
poor morphology of the substrate surface and thus of the deposited films. Indeed,
evaporation of AsO starts at 150 ◦C and between 300 and 400 ◦C various chemi-
cal reactions take place, leading to the formation of a very stable Ga2O3 oxide and
evaporation of As and Ga from the substrate, which, due to the masking effect of
the oxide, enhances surface roughness [49]. We investigated the surface morphology
of NbN/GaAs films by an atomic force microscope (AFM). A 5 nm thick NbN film
grown at 400 ◦C shows a very large granularity with a grain size of about 100 nm
[38]. From the roughness analysis we obtained a root mean square roughness Rrms ∼
10.9 nm and a mean peak to peak distance of ∼45 nm while the peak to peak max-
imum value is ∼75 nm. We attribute this granularity to As-oxide desorption during
baking, resulting in the formation of Ga or Ga2O3 droplets [49] as confirmed by
a baking test performed on a GaAs substrate without Nb. The substrate granularity
results in disordered superconducting films with poor superconducting properties, i.e.
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low critical temperature (Tc = 6.8 K) and wide transition width (�Tc = 2.4 K), where
the localization of charge carriers by Coulomb interaction and the corresponding
enhancement of quantum fluctuations of the phase of the superconductor order para-
meter induces the superconductor–insulator transition [50]. Lowering the baking and
deposition temperature leads to a dramatic improvement of the surface quality and
superconducting properties. In fact 4.5 nm NbN film deposited at 350 ◦C shows an
Rrms ∼ 0.1–0.2 nm and a mean peak to peak value 0.61 nm with the maximum peak
to peak value of about 1.1 nm [38]. This improvement in the microstructure has a
direct effect on the superconducting transition. Indeed the transition width for 4.5 nm
thick NbN film is very narrow with �Tc = 0.7 K and the critical temperature is quite
high, Tc = 10.3 K. Besides, as expected, for a slightly thicker 5 nm NbN film, the
transition width is further decreased and the critical temperature is higher [51].

3.2.2 Detector Nanofabrication

For the integration of nanowire detectors on ridge waveguides, NbN films (thickness
4–6 nm) are deposited on top of a GaAs (300 nm or 350 nm) /Al0.75Ga0.25As (1.5
μm) heterostructure grown by molecular beam epitaxy on an undoped GaAs (001)
substrate. After NbN deposition, there are four steps of EBL for the fabrication of the
superconducting nanowire waveguide single-photon detectors (WSPDs) Waveguide-
integrated SNSPD (see Fig. 3.1). The EBL is the main top-down pattern-generation
technique in nanotechnology because it provides arbitrary patterning capabilities at
the sub-micro-meter scale. EBL is therefore increasingly important for the fabri-
cation of novel photonic, magnetic, and nanoelectronic devices. The EBL working
principle is relatively simple: a focused beam of electron is scanned across a sub-
strate covered by an electron-sensitive material (resist) that changes its solubility
properties according to the energy deposited by the electron beam. Areas exposed
(or not exposed, depending on the tone of the resist) are removed by developing.

In the first EBL step, the electrical contact pads Ti(10 nm)/Au(60 nm) (see
Fig. 3.1a) and alignment markers are fabricated by electron beam evaporation and

10 µm 

(c)(a) (b)

500 nm

Fig. 3.1 a An optical microscope image of the Ti/Au electric contacts, waveguide and detector of
a WSPD. b Atomic force microscope image of a 30 μm long nanowire detector on top of a 1.85
μm wide GaAs waveguide. c Scanning electron micrograph of a 100 nm wide meandered NbN
nanowire (Both the detector and the waveguide are still covered by the HSQ etching mask in (b)
and (c))
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lift-off using a polymethyl methacrylate (PMMA- a positive tone electronic resist)
stencil mask.
In the second EBL step, the meandered nanowire (100 nm-wide and 60–200 μm-long
nanowires with 250 nm pitch) is defined on a 180 nm thick hydrogen silsesquioxane
(HSQ) resist mask and then transferred to the NbN film with a (CHF3+SF6+Ar)
reactive ion etching (RIE) (see, Fig. 3.1). The RIE is used to remove unwanted areas
of the NbN material, not covered by the HSQ resist, using a reactive gas (SF6, sulfur
hexafluoride in this case or CF4, carbon tetrafluoride). A high radio frequency (RF)
voltage is applied between the anode and the cathode to create the plasma. Highly
volatile compounds of Nb-F are formed during the reaction and pumped away, leaving
the masked part of the NbN film untouched.

In the third step, another HSQ-mask is patterned by carefully realigning this layer
with the previous one in order to define 1.85 μm-wide waveguides, as shown in
Fig. 3.1b. This layer also protects the Ti/Au pads against the subsequent reactive
etching process. Successively, a 250–300 nm thickness of the underlying GaAs layer
is etched by a Cl2 + Ar electron cyclotron resonance RIE to obtain a ridge waveguide.
Finally, for the electrical wiring to the TiAu pads, holes through the remaining HSQ-
mask are opened using a PMMA mask and RIE in a CHF3plasma.

The waveguide photon-number-resolving detectors [39] described below require
two extra EBL steps for the parallel integrated resistors [52, 53]. First, Ti(5 nm)/Au
(20 nm) electrical connection pads for the parallel resistors are written and lifted-
off by using polymethyl methacrylate as second step before the patterning of the
nanowires on HSQ. The AuPd resistors, on the other hand, are defined right before the
waveguide mask patterning. The Ti(10 nm)/AuPd(50 nm) resistances are fabricated
by lift-off of a PMMA stencil mask. Each resistance is 500 nm wide and 3.5 μm long
corresponding to a design value of Rp = 49 � (See Fig. 3.5a for the sketch of parallel
resistances, Rp).

3.3 Measurement Setup for Waveguide Detectors

The WSPDs were characterized in a continuous-helium-flow micro-probe station.
This cryogenic setup is custom-designed in order to couple the infrared photons
into the waveguides using a polarisation-maintaining lensed fibre and to contact
the detectors with RF-probes in situ. The electro-optical response of the detectors
was measured at 1310 nm by the end-fire coupling technique. The fiber and the RF-
probe were located on XYZ piezo stages and thermally anchored to the base plate to
maintain a low base temperature of below 4 K. The lensed fiber has a nominal spot
diameter of 2.5 ± 0.5 μm at 1/e2 and a working distance of 14 ± 2 μm. The count
rate of the detectors was observed to be extremely sensitive to the fiber-waveguide
alignment as well as to their distance, confirming that the detector responds to guided
photons and not to stray light propagating along the surface or in the substrate. The
output signals, measured with RF-probes, were amplified using a set of low-noise,
negative-gain amplifiers from Mini-Circuits (with a bandwidth of 20–6000 MHz).
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The count rate was measured to be proportional to the laser power, proving operation
in the single-photon regime.

The on-chip detection efficiency (OCDE) was derived by dividing the number of
counts (after subtracting the dark counts) by the number of photons coupled to the
input waveguide. The system detection efficiency (SDE) was derived by dividing the
number of counts (after subtracting the dark counts) by the number of photons cou-
pled to the system. Therefore, these two figures are related by SDE = OCDE×ηc,
where ηc is the coupling efficiency from the lensed fibre into the waveguide. The cou-
pling efficiency was determined by a transmission measurement on GaAs/AlGaAs
ridge waveguides without NbN wires and contact pads. The transmission was mea-
sured with a tuneable laser operating around 1310 nm, using two nominally identi-
cal lensed fibers positioned at the two end facets of the waveguide. Therefore, we
assumed that the coupling efficiencies at the two facets were equal. Then the ηc was
derived from the measured Fabry-Pérot fringes in the transmission spectra through
the waveguide [48]. From standard Fabry-Pérot theory, the transmittance (T ) through
the waveguide is calculated as

T = η2
c

e−αl

1 + Re−αl cos(2kl)
(3.1)

where α, l and R stand for propagation loss coefficient, waveguide length and facet
reflectance, respectively. Using this expression, the loss coefficient and coupling
efficiency can be derived from the measured minimum and maximum transmittance
values, using the reflectance value calculated from the simulated effective modal
index.

3.4 Waveguide Single-Photon Detectors

3.4.1 Design

Here, two different designs for WSPDs integrated on GaAs waveguides are discussed.
All designs are based on 5 nm-thick and 100 nm-wide NbN nanowires niobium nitride
(NbN). The first design is based on a ridge-waveguide geometry [22] and the second
design is based on a nanobeam structure [28]. Whilst only experimental results based
on the former geometry will be discussed later in this chapter, the latter is considered
as a promising approach for improving the efficiency.

In the former design, a U-bend NbN nanowire (pitch p = 250 nm) is placed on
top of a GaAs(300 nm)/Al0.75Ga0.25As(1.5 μm) multimodal ridge-waveguide. The
ridge waveguide is w = 1.85 μm-wide and h = 250 nm-deep and provides a strong
2D confinement of the fundamental mode [22]. In all our calculations, we consider a
100 nm-thick silicon oxide (SiOx) layer on top of the waveguide, remaining of HSQ
after processing of electron-beam resist (discussed in the previous section). By using
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Table 3.1 Refractive index of niobium nitride (NbN), gallium arsenide (GaAs), aluminum gallium
arsenide (AlGaAs) and silicon oxide (SiOx) at a wavelength of 1310 nm

Material Refractive index

NbN ñ = 4.35–i4.65

GaAs ñ = 3.39

Al0.75Ga0.25As ñ = 3.07

SiOx ñ = 1.46

The GaAs and AlGaAs indices are valid at 10 K, while for NbN and SiOx room temperature values
are used, due to the unavailability of ellipsometry data for low-temperature

Fig. 3.2 Electric field distribution of the fundamental quasi-TE mode for a a ridge-waveguide
single-photon detector (core height t = 300 nm, ridge height h = 250 nm and width w = 1.85
μm), b a nanobeam single-photon detector (t = 300 nm and w = 500 nm) and c a ridge-waveguide
photon-number-resolving detector (t = 350 nm, h= 260 nm and w = 3.85 μm). The white contour
is drawn around GaAs and nanowires and SiOx are coloured with red and grey, respectively for
clarity

the refractive indices in Table 3.1 at λ = 1310 nm, a modal absorption coefficient of
αTE

abs = 370 cm−1 (αTM
abs = 347 cm−1) is calculated for the quasi-transverse electric,

TE, (-transverse magnetic, TM) polarisation with a finite element mode solver (Com-
sol Multiphysics). That provides a total absorptance (A) of about 79 and 86 % for a
50 μm-long waveguide in TE and TM polarisations, respectively. Figure 3.2a shows
the simulated electric field distribution of the fundamental TE mode. While a high
absorptance for both TE and TM modes is obtained with this design, the first quasi-
TM mode has a complex polarization profile and low in-/out-coupling efficiency
for this design [48]. However, considering the fact that InAs QDs in waveguides
emit in the TE polarisation, the design is fully compatible with QPICs. Furthermore,
increasing the GaAs core layer thickness by 50 nm (to 350 nm core), a well-confined
fundamental TM mode is supported in the waveguide as well. This modified design
maintains high absorptance for both polarisations ATE = 79 % and ATM = 86 % for
50 μm-long waveguide detectors with corresponding modal absorption coefficients
of αTE

abs = 313 cm−1 and αTM
abs = 391 cm−1 [22]. This design was implemented for

waveguide autocorrelators [54]. The air/GaAs/AlGaAs waveguide geometry there-
fore allows high performance nanowire detectors at relatively short lengths. More-
over, when the waveguide length is long enough to satisfy nearly-unity absorptance
on NbN nanowires, nearly polarisation-insensitive devices can be obtained.

The second design exploits a nanobeam structure as studied in Ref. [28]. This
design is optimised to provide a high absorptance for a short nanowire on a suspended
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waveguide, i.e. nanobeam. The design is motivated by the fact that long nanowires
are more sensitive to inhomogeneities in the NbN film and therefore present a lower
internal QE (i.e. probability of detection once a photon is absorbed) [55–58]. This
ultimately limits the yield as well and is a potential limitation for the realisation
of QPICs featuring tens to hundreds of integrated detectors. The nanowire is again
folded into a U-bend meander (the bend is required for electrical contacting both
sides of the wire) on top of a 500 nm-wide and 300 nm-thick GaAs waveguide which
is suspended in air (nanobeam) as presented in Fig. 3.2b. The symmetric index con-
trast of nanobeam (air/GaAs/air) improves the overlap between nanowire and the
guided light by pushing the mode up into the NbN. That provides modal absorption
coefficients as high as αTE

abs = 957 cm−1 and αTM
abs = 3151 cm−1 at 1310 nm for the

fundamental quasi-TE and -TM modes, respectively (by using the refractive indices
in Table 3.1). That allows 90 % absorptance for a 24 μm-long nanobeam for the
TE polarisation and for a 7 μm-long nanobeam for the TM polarisation [48]. An
efficient coupling between nanobeam and ridge waveguide can also be achieved as
demonstrated in Ref. [28], which makes the nanobeam design promising for QPICs.

3.4.2 Results

Experimental results obtained using the WSPD design (Fig. 3.2a), representing the
first demonstration of GaAs WSPDs, are summarized here. Nanowire WSPDs show
the characteristic current-voltage (IV) behavior of nanowire detectors (see Chap. 1).
A critical current Ic = 16.9 μA was measured for a 50 μm-long WSPD (total
nanowire length is 4x50 μm). The on-chip detection efficiency (OCDE) mea-
sured at 1310 nm for TE polarisation is plotted in Fig. 3.3 (left axis) as a func-
tion of the normalized bias current Ib/Ic. The SDE (diamonds) reaches 3.4 % for a
50 μm-long device. A transmission measurement was performed on a sample con-
taining only 3 mm-long ridge waveguides. From the measured Fabry-Pérot fringes
with Tmax = 6.1 % and Tmin = 1.8 % in the TE polarisation, and a calculated facet

Fig. 3.3 Left axis System
quantum efficiency
(diamonds) and on-chip
detection efficiency (dots) of
a superconducting
waveguide single-photon
detector. Right axis Dark
count rate as a function of
normalized bias current.
Inset Electrical output pulse
of a WPNRD showing 1/e
decay time of 3.6 ns
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reflectance R = 27 %, the propagation loss over a 3 mm-long waveguide was cal-
culated as negligible. Moreover, from Eq. (3.1), a coupling efficiency of 17.4 % was
derived for the TE polarisation. The corresponding OCDE is plotted (dots) in Fig. 3.3,
and reaches 19.7 % at the maximum bias current, Ib = Ic. While this value is similar
to other works reported on GaAs in the literature on 10 nm-thick wires at 950 nm
[40], it is still lower than the calculated absorptance, 84 % in the 50 μm-long WSPD.
As discussed earlier in this chapter, uniform NbN film deposition is relatively diffi-
cult on GaAs [38] compared to the traditional substrates Al2O3 [3] and MgO [35].
This arises from the lower deposition temperature (as limited by the occurrence of
surface roughness on the GaAs surface), which limits the surface diffusion of the
sputtered atoms on the substrate [38, 48]. Therefore, we attributed the difference
between measured OCDE and calculated absorptance to a limited internal quantum
efficiency. Further improvements of film quality by increasing the film thickness
(and correspondingly reducing the width) may improve the device OCDE.

Another potential cause for limited efficiency can be the modal reflection due to
the nanowires, which is however calculated to be very small (in the order of 10−5%).
The dark count rate (DCR) was measured in another cryostat with no optical window
at 1.2 K. The DCR is presented on the right axis of Fig. 3.3, showing the usual
exponential dependence as a function of the bias current. For a dark count as low as
100 Hz, an OCDE above 10 % is possible.

The inset in Fig. 3.3 shows an electrical output pulse of a NbN nanowire WSPD.
A pulse duration (at full-width-half-maximum, FWHM) of 3.2 ns was measured.
Furthermore, the 1/e decay time of 3.6 ns corresponds very well to the expected
time constant of τ1/e = Lkin/R = 3.6 ns, where R is the load resistance, R =
50 �, and the kinetic inductance of the wire was assumed to be Lkin = 180 nH, as
calculated from the kinetic inductance per square for similar NbN wires, L� = 90
pH/� [59]. A maximum counting rate ∼100 MHz was calculated from the decay
time. Furthermore, the detector jitter was measured while the device is illuminated
with a pulsed diode laser, and a value of 61 ps at FWHM was derived for the intrinsic
detector jitter.

After the demonstration of WSPDs, more complex functionalities were realised
based on the integrated detector concept. One key functionality for QPICs is the on-
chip measurement of the second-order correlation function, g(2)(τ). Two different
approaches were pursued. The first one, as a very straightforward implementation of
the g(2)(τ) measurements on-chip, was to pattern two distinct WSPDs on each output
arm of a multi-mode interference coupler (MMI), acting as an integrated beamsplitter,
where the MMI was optimised for a 50:50 splitting [60]. However, here we discuss
only a second approach where two detectors are integrated on a single waveguide
as shown in Fig. 3.4a so that both sense the same waveguide mode. This device
is referred as waveguide autocorrelator [54]. While both approaches enable the
measurement of the g(2)(τ) for single-photons on a compact, integrated photonic chip,
waveguide autocorrelator further simplifies the design and the footprint. Moreover,
it was observed that the close packing of the two detectors increased the probability
of obtaining two detectors with similar performances.
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Fig. 3.4 a Schematic of the integrated autocorrelator with two, electrically separated nanowire
detectors, D1 and D2 on a GaAs waveguide. b Coincidence rate under illumination with continuous
wave with an excitation power of 77 pW (right axis, integration time of 50s) and pulsed laser with
34 pW average power (left axis, integration time of 1s). The detectors are biased at 95 % (dotted-line)
and 99 % (line) of their bias current. The black line embedded in CW illumination is the averaging
over 1 ns data range

The detectors of a waveguide autocorrelator featured very similar IV curves at
Tbase = 2.1 K with a critical current Ic = 23 μA [54]. The electro-optical response
to a continuous wave (CW) 1310 nm diode laser was measured for each element
of the autocorrelators. In order to prove that the detectors responded to the single
photons, the count rate was measured to be proportional to the laser power as men-
tioned earlier in this chapter. A 1/e pulse decay time of 1.5 ns was measured for
a 50 μm-long detector [54], approximately in agreement with the calculated value
τ1/e = Lkin/Rout = 1.8 ns (the small difference can be due to the different thickness
and kinetic inductance as compared to Ref. [59]). The short recovery time of the
waveguide autocorrelator with a potential maximum count rate of >200 MHz is a
great advantage of integrating two wires on top of the same waveguide.

The OCDE of both detectors was measured using a continuous-wave laser at
1300 nm in the TE polarisation [54]. The two detectors performed very similarly in
terms of efficiency, with a peak OCDE value reaching 0.5 % (D1) and 0.9 % (D2) at
Ib = 0.99Ic. This value has been derived by taking into account the measured
coupling efficiency ηc = 17 % and 19 % for the fundamental quasi-TE and quasi-
TM modes, respectively. The relatively low value of the OCDE for both detectors,
despite the high absorptance, was also attributed to the limited internal quantum
efficiency as also indicated by the unsaturated bias dependence of the OCDE. This
was probably related to the film thickness (t = 5.9 nm), larger than the conventional
thickness used in nanowire detectors (4–5 nm). Moreover, the quality of this NbN
film was also not optimized (as indicated by the Tc = 10.1 K, lower than previous
demonstrations of NbN nanowire detectors on GaAs [38]. It was anticipated that the
OCDE may also be increased using narrower wires [61, 62].

In view of the application to autocorrelation measurements, a detailed study of
the mutual coupling of the nanowires was performed. In an ideal autocorrelator,
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detectors work independently, causing no modified/false response on a detector aris-
ing from a photon detection by the other [63, 64]. The detectors on waveguide
autocorrelator were closely packed to ensure an equal, high coupling to the guided
light, which may lead to electrical, magnetic or thermal coupling, referred to as
crosstalk, between the two detectors. Crosstalk is expected to introduce spurious
correlations at and around zero delay and therefore would affect the measurement of
the second-order correlation function. Therefore, it is of utmost importance to inves-
tigate any possible crosstalk-related limitation of the waveguide autocorrelators. All
the relevant timescales of the detectors (the decay of the hotspot, the detector recov-
ery time, the propagation time of photons and phonons between the wires) are all
expected to be within a few ns. To assess the possible existence of crosstalk, coinci-
dence counts of a continuous wave (1310 nm) and pulsed laser (62.5 MHz, 1064 nm)
were measured and are presented in Fig. 3.4b at bias current as high as 0.99×Ib.
Indeed, a laser source is expected to present no peak or dip in the correlation counts
at zero delay. Within the shot noise limit and our experimental uncertainty of 4 %,
no crosstalk could be identified.

Coincidence measurements on a pulsed laser (λ= 1064 nm, ∼6 ps-wide pulse
width) at zero delay were also used to determine the timing resolution of the autocor-
relator. The measured 125 ps of Gaussian distribution at a full-width-half-maximum
(FWHM) corresponded to the jitter of two detectors as well as the jitter of the elec-
tronics, laser and the correlation card. As two detectors were nominally the same,
considering an equal timing jitter for each detector, a jitter of 88 ps (FWHM) was
calculated for one detector (amplifiers and the cabling are included).

3.5 Waveguide Photon-Number-Resolving
Detectors on GaAs

3.5.1 Photon-Number-Resolving (PNR) Detectors Using
Superconducting NbN Nanowires

A single-photon detector is a binary detector and responds to one or more photons
arriving onto the detector at the same time or within the dead time in the same
way. On the other hand, a photon-number-resolving detector (PNRD) can resolve
the number of photons in a single optical pulse. PNRDs are beneficial in quantum
key distribution, for example to detect the photon-number splitting attacks to the
transmission line, and generally in photonic quantum information processing [6].
Recently, there has been a considerable effort to realise PNRDs either by multi-
plexing single-photon detectors or by using intrinsically photon-number-resolving
detectors. The charge integration photon detectors [65] and superconducting tran-
sition edge sensors (TESs) [21, 66, 67] have been shown to resolve the photon
number intrinsically. To date, of those only TESs are reported to be integrated with
silica waveguides [21, 67]. As TESs require superconducting quantum interference
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devices for the small signal amplification with low noise, they are limited in speed.
Therefore, TESs are unsuited for high-speed QIP. Moreover, recently it has been
shown that an avalanche photodetector can discriminate the photon numbers when
the signal is measured at the very early stage of the avalanche, [68], but there has
been no demonstration of integrated single-photon avalanche photodetectors. On the
other hand, using the multiplexing technique, avalanche photo-diode detectors [69,
70] and SNSPDs [52, 53, 71–74] have been used for resolving the number of pho-
tons in an optical pulse. Among those, SNSPDs are outstanding devices as they are
suitable for an integrated circuitry and they show great promise for scalability.

For any PNRD, fidelity is an important figure of merit. It defines the accuracy in
the photon number measurement, i.e. the probability of measuring n photons when n
photons are incident on the detector, P(n|n). The low OCDE, the limited number of
elements, the low signal-to-noise ratio (SNR) and the crosstalk represent potential
limits to the fidelity of a PNRD. For typical OCDE values η < 90 %, and when
n << N (N being the number of elements of the multiplexed detector), the fidelity is
mainly limited by the low OCDE rather than the number of elements [39, 72]. This
is intuitively understood: a low OCDE implies that often at least one photon will not
be detected, leading to a wrong photon number measurement. The increase in the
OCDE increases the fidelity dramatically while with a low OCDE, increasing N has
no significant effect. However, once the OCDE is high and n ∼ N, the number of
elements will be a limiting factor for the fidelity of a PNRD. Indeed, if the incoming
photons are spread over the N elements, there is a chance that two of them will be
absorbed by the same element, which produces an error. Moreover, a high SNR is
needed for well-separated signal levels, which leads to a clear discrimination of the
photon levels. The last limitation can be the crosstalk, which is a spurious firing of a
detector after photon absorption in the other one. As it is not a real detection event,
it is expected to limit the fidelity as well. Besides those factors, PNRDs based on
time-multiplexing are affected from the transmission losses in the delay line(s). They
are modelled as a multi-element detector with different efficiencies.

PNRDs based on superconducting nanowires connected in parallel [71] and in
series [53] have been demonstrated. In particular, the series configuration offer
the best potential for scalability to large photon numbers [52]. Four-element series
PNRDs [39, 53] as well as twelve-element [74] and twenty-four-element [75] series
PNRDs based on NbN nanowires have been demonstrated with a good SNR. Here,
only series-nanowire PNRDs integrated with GaAs ridge waveguides are presented.
These devices are called waveguide photon-number-resolving detectors, or WPN-
RDs. The WPNRDs based on nanowires are promising due to their relatively high
operation temperature and speed, as compared to TESs.

3.5.2 Design of WPNRDs

The detector was based on four NbN superconducting nanowires on top of
GaAs/Al0.75Ga0.25As (0.35 μm/1.5μm) ridge waveguide [39]. As for WSPDs, the



76 D. Sahin et al.

(a) (b)
4 x Rp

4 x NbN wires

AlGaAs

x4

CL

Fig. 3.5 a Schematic diagram of a waveguide photon-number-resolving detector (WPNRD). Four
NbN wires (red), connected in series, are located on top of a GaAs waveguide and each is in parallel
to an integrated resistance (dark yellow, Rp). b The equivalent circuit diagram of the WPNRD.
L and C are the inductance and the capacitance of the bias-tee and Rn and Lk are the resistance (in
the normal phase) and inductance of each wire, respectively

wires are 5 nm-thick and 100 nm-wide with a pitch of 250 nm. The waveguide length
is 30 μm and each wire is 60 μm long. Figure 3.5a depicts a sketch of WPNRD, based
on the series connection of four wires with their own integrated shunt resistances
(Rp) [52]. The photon detection mechanism in each wire is the same as in nanowire
detectors ([3], Chap. 1). The circuit diagram in Fig. 3.5b shows the equivalent electri-
cal circuit (only two wires are shown for simplicity). Similarly to SNSPDs [76], each
nanowire was modelled with a variable resistance (Rn) and an inductance (kinetic
inductance, Lk). For WPNRD, additionally each wire was connected in parallel to an
integrated resistance (Rp) while connected in series with the other nanowires. The
nanowires are biased with a current (bias current, Ib) close to their critical currents
(Ic). Upon absorption of a single-photon, if a resistive region is formed across the
nanowire, the Ib is diverted to its own resistance integrated in parallel to the wire
and a voltage pulse is produced. If several wires switch simultaneously, a voltage
approximately proportional to the number of switching wires is measured on the load
resistance. The concept and expected performance of the series nanowire detectors
have been discussed in detail in Ref. [52].

The wider geometry as compared to WSPDs [22] was enforced by the increased
number of wires (four wires) along the lateral direction of the waveguide. The width
is optimised to minimize the difference in the modal absorption coefficients due to
the central and lateral wires while still maintaining the high absorptance of the TE
and TM modes. The four nanowires on top of a 3.85 μm-wide and 350 nm-thick
ridge GaAs waveguide, etched by 260 nm, was simulated. The total absorptance for
the fundamental TE and TM modes was calculated as AT E = 63 % and AT M = 72 %
along a 30 μm-long ridge waveguide with the respective modal absorption coeffi-
cients of αTE

tot = 327 cm−1 and αTM
tot = 429 cm−1. The modal absorption coefficients

http://dx.doi.org/10.1007/978-3-319-24091-6_1
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Fig. 3.6 a Absorptance calculation for a WPNRD for TE (red) and TM (blue) polarisations, for
central and lateral wires as well as all the wires. b On-chip detection efficiency (OCDE) of a
WPNRD for TE and TM polarisations. Inset Experimental current versus characteristic of a series
superconducting photon-number-resolving detector, with 4 × Rp = 152 �

by only the two central wires, αTE
cent = 193 cm−1 and αTM

cent = 251 cm−1, were higher
than the corresponding absorption by the two lateral wires αTE

lat = 136 cm−1 and
αTM

lat = 182 cm−1 for both polarisations due to the confinement profile of the mode
as shown in Fig. 3.2c. In order to understand the effect of this unbalance to the
PNRD fidelity, the probability of absorption after propagating over a length l, P(l),
for central(lateral), Pcent(lat)(l), wires was calculated from

Pcent (lat)(l) = αcent (lat)

αtot
(1 − eαtotl ) (3.2)

and it is plotted for both TE and TM polarisations for the two central (circles) and
lateral (diamonds) wires in Fig. 3.6a. The situation is analogous to an unbalanced
N-port splitter [77] followed by single-photon detectors. It was calculated that the
corresponding unbalance in detection probability does not significantly limit the
fidelity of the PNR measurement [39]. Moreover, the design is tolerant to the variation
of the etching depth between 250 and 300 nm.

3.5.3 Experimental Results on WPNRDs

The inset of Fig. 3.6b presents the characteristic IV response of a four-wire WPNRD
[39], following the design discussed above. A critical current Ic= 10 μA was mea-
sured. The linear slope observed in the IV curve after reaching Ic was related to
the series connection of the four resistances, 4 × Rp= 152 � (38 � /each). Then, a
hotspot plateau region was observed after all four wires switch to their resistive state
(see Fig. 3.6b, inset).

The SDE was measured by using a continuous-wave (CW) laser attenuated to
the single-photon level at 1310 nm. It reached 4 % in the TE polarisation and 3.3 %
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in the TM polarisation. The OCDE of a WPNRD is plotted in Fig. 3.6b, where the
OCDE reaches 24 ± 2 % and 22 ± 1 % for TE and TM polarisation, respectively, at
a bias current Ib = 9.3 μA. These numbers are derived using the measured coupling
efficiency ηc from the fiber into the waveguide, ηTE

c = 17± 1 % and ηTM
c = 14.8 ±

0.6 %. The value of ηc in this case was approximately determined from the spec-
tral average of the Fabry-Pérot (FP) fringes measured on four, nominally identical
waveguides (with no wires on top) by using a tunable laser around 1310 nm and its
error bar is obtained from the standard deviation among the four waveguides. In the
transmission spectra, a complex fringe pattern for the TE polarisation motivated the
use of the spectral average, instead of the Fabry-Pérot fringes (Eq. (3.1)). The value
of ηc is confirmed to correspond well to the one determined from the fringe con-
trast (ηTM

c = 14 ± 1 %) for the TM polarisation. While this was the highest OCDE
reported for superconducting nanowire detectors on GaAs, the OCDE did not reach
unity [39]. That was attributed to two reasons. First, as discussed above, the internal
quantum efficiency may be lower than one [38, 48]. Second, the absorptance of the
30 μm-long waveguides was calculated as AT E = 63 % and AT M = 72 %. We antic-
ipated that longer wires may lead to a higher device OCDE for high quality film. A
change in the ratio of the TE and TM efficiencies was observed at low bias current,
which seems to indicate a polarisation dependent internal quantum efficiency, as also
observed also in Ref. [78] under free-space illumination.

The temporal response of the WPNRD was probed with a TE polarized pulsed
laser-diode (10 MHz) at 1310 nm using a sampling oscilloscope with the detector
biased at Ib = 8.8 μA. A 1/e decay time, τ1/e = 6.2 ns is calculated from the pho-
toresponse pulse, corresponding to four-photon absorption [39]. That value agreed
well with the value of τ1/e = 5.6 ns obtained from the simulation using the electro-
thermal model [52] and plotted in the same graph (red line). From the decay time, a
maximum count rate of >50 MHz was estimated.

The PNR capability of WPNRDs was tested under illumination of an attenuated
pulsed laser-diode (∼100 ps pulse width, 2 MHz repetition rate), where the photon
statistics can be assumed to be Poissonian. The photoresponse of the detector was
measured with a 40 GHz bandwidth sampling oscilloscope and Fig. 3.7a shows an
example of a typical measurement. The measurement was conducted in TE polarisa-
tion for an average number of detected photons μ̄ ≈ 2.3 /pulse at Ib = 8.8μA. Five
distinct detection levels correspond to the detection of 0-, 1-, 2-, 3- and 4-photon
events. A low-pass filter (LPF: DC - 80 MHz), added to the circuit to remove the
high frequency noise, was responsible for the slow rise time, as compared to the
measurement shown in the inset of Fig. 3.7b.

Moreover, the count rate of a WPNRD was measured at a fixed bias current,
Ib = 8.8 μA, as a function of the threshold voltage (Vth) of a frequency counter for
TE polarisation. At different laser powers (with 12 MHz repetition rate), when the
threshold levels in the counter were set to the different levels, the detection probability
corresponding to ≥1-, ≥2- , ≥3- and ≥4-photon detection events was measured as
given in Fig. 3.7a [39]. The results were in a good agreement with the expected
detection probability for a Poissonian source in the regime where detected average
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Fig. 3.7 a Photodetection of a WPNRD on ersistence mode of sampling oscilloscope. The shown
area in the centre of the plot, used to reproduce the pulse height distribution on the left axis corre-
sponding to 0-, 1- , 2- , 3- and 4-photon detections, shows about 100 ps time window. b Count rate
measured with a pulsed laser with a repetition rate of 12 MHz. Photon counting levels are shown for
corresponding >1- (diamond), >2- (triangle), >3- (star) and >4-photon (circle) photon absorption

photon number was μ̄ << 1, as shown by the μx fits (black lines with x = 1–4) in
the figure for each photon level.
The excess noise in these WPNRDs was analyzed and it was concluded that serially
connected WPNRDs are a promising approach for scaling the number of photons
beyond a few photons [39, 74]. Furthermore, we studied the potential factors affect-
ing the fidelity (as discussed in Sect. 5.2) for the two-photon case, i.e. two photons
incident on the four-wire WPNRD. With the reported efficiency value, the main
limitation of the fidelity is represented by the low device OCDE. However, once
the high efficiency detectors are realised, the limited number of wires will limit the
highest fidelity to 0.75 for 2 photons on a four-element PNRD. On the other hand,
the unbalanced absorptance between the central and lateral wires will only affect the
fidelity marginally, decreasing it to 0.73. More detailed study on the excess noise
and the fidelity calculations can be found in Ref. [51].

3.6 Conclusions

An approach to integrated quantum photonics, based on the GaAs material sys-
tem, has been discussed in this chapter. The GaAs platform is very promising for this
application, since it enables the monolithic integration of all the active and passive cir-
cuit elements. By using NbN superconducting nanowires, the successful integration
of the key photon detection functionalities (single-photon detection, autocorrelation,
photon-number measurement) has been demonstrated. The WPNRD technology ben-
efits from high efficiency while preserving all the benefits of nanowire detectors in
terms of low dark counts, small jitter, high count rate and ungated operation. Simple
waveguide engineering also allows the design of polarisation-independent detectors.

http://dx.doi.org/10.1007/978-3-319-24091-6_5
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Advanced functionalities, such as the measurement of the second-order correlation
function on a chip, can be realized in a compact design, and offer a direct character-
isation method of quantum light on chip. Moreover, WPNRDs with four elements
allow photon number measurements with a high count rate. Due to the promise GaAs
holds in monolithic integration, this technology may pave the way for future quantum
photonic technologies.
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Chapter 4
Waveguide Integrated Superconducting
Nanowire Single Photon Detectors on Silicon

Wolfram H.P. Pernice, Carsten Schuck and Hong X. Tang

Abstract Superconducting nanowire single-photon detectors integrated with
nanophotonic waveguides hold tremendous potential for the development of silicon
based quantum photonic devices. In this chapter we present an overview of recent
efforts using scalable fabrication procedures to realize waveguide-coupled single-
photon detectors. We will show how high detection efficiency, low noise and high
timing resolution are achieved simultaneously over a large range of wavelengths.
These features can be exploited, for example, in photon buffering and optical time
domain reflectometry.

4.1 Introduction

Integrated photonic circuits allow for complex optical functionality by following a
design methodology originally developed for the realization of integrated electrical
circuits. While such photonic circuits have been extensively studied in the classical
domain at relatively high intensities, they also hold tremendous potential for quantum
optical applications [1]. For integrated quantum photonic circuits not only passive
components such as waveguides and optical elements to shape the spectral response
are required, but also active devices including non-classical light sources and single
photon detectors. In the telecommunication wavelength range, which is primarily
explored with silicon photonic devices, efficient single photon detectors are diffi-
cult to realize with approaches traditionally used in free-space quantum optics [2].
Instead, silicon based quantum photonic devices will benefit from a fully integrated
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solution based on superconducting nanowires fabricated on top of nanophotonic
waveguides. Such waveguide integrated superconducting nanowire single photon
detectors are particularly attractive because they can be realized with scalable fab-
rication procedures and thus fulfil one of the key requirements for linear optical
quantum computing [3].

Scalability by microfabrication has been the underlying principle for the success
of integrated electrical circuits (ICs) that are nowadays found in virtually all aspects
of our daily life. Through controllable and highly developed fabrication processes
complex systems can be realized by arranging individually designed and optimized
components in circuit form. Interconnection between the individual building blocks
is achieved with printed electrical wires which allow for electrical signal exchange
while being amenable to convenient layout using computer aided design (CAD). As
the employed micro- and nanofabrication routines are inherently designed for mass
production, such circuits can be replicated with high yield for up-scaling towards
complex yet low-cost applications. In direct analogy to the design of ICs, a similar
route has been followed for building multi-component optical systems out of micro-
fabricated individual photonic elements [4, 5]. In this case nanophotonic waveguides
take on the role of electrical wires to connect functional elements into nanophotonic
integrated circuits. Such circuits find a multitude of applications in the telecommu-
nications world, for optical signal processing and optical sensing applications. In
particular nanophotonic circuits made from silicon and CMOS compatible materials
are attractive because they can be readily combinedwith ICs to replace electrical con-
nections with optical interconnects [6, 7]. In addition, already established fabrication
routines for the realization of ICs can be used to fabricate the optical components
and thus form a self-consistent production platform for opto-electronic components.

In recent years it was realized that such nanophotonic circuits hold promise for
other applications [8, 9]. By solely relying on waveguide based photonic devices the
on-chip equivalents of free-space optical components such as beam-splitters [10, 11]
and phase-shifters [12] can be implemented, offering a new route towards scalable
linear optical quantum computing [1]. In this case nanophotonic circuits are operated
in the single photon regime in contrast to the relatively high optical intensities that
are used for classical optical applications. However, for fully integrated non-classical
circuits not only passive devices but also active components such as single photon
sources and integrated single photon detectors are required [2]. A monolithic imple-
mentation of all building blocks of a quantum photonic circuit would then be able to
overcome the stability and scalability limitations of bulk optic realizations that are
overwhelmingly used to date. In the case of linear optical quantum computing this
can be achieved with nanophotonic waveguides on silicon chips [13–15]. Low-loss
interfacing with single-photon sources and detectors is then optimally achieved by
embedding the sources and detectors directly into the optical circuitry on-chip.

In order to design optimal detectors for integrated photonic circuits, several perfor-
mance metrics have to be addressed. In particular, a low dark count rate (DCR), high
detection efficiency (DE) and accurate timing resolution are the three most desired
features of a single photon detector [16]. These characteristics can be combined into
one figure-of-merit for single photon detectors as for example the noise equivalent
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power:

NEP = hv · √
2 · DCR

DE
(4.1)

where hv is the energy of a photon of wavelength λ = c/v. Alternatively, a figure of
merit, H , taking into account the timing performance (timing jitter δt) of the single
photon detector in addition can be used as suggested in [2] with the expression

H = DE

DCR · δt
(4.2)

Detectors with low NEP are increasingly sought after for applications in both quan-
tum and classical technology because they enable extended measurement runs with
high signal to noise ratio. To highlight a prominent example (covered in Chap. 5 of
this volume), quantum key distribution (QKD) implementations are currently lim-
ited in rate and range by imperfect detector characteristics [17]. Other applications
which require high performance detectors include the characterization of quantum
emitters [18, 19], optical time domain reflectometry [20] as well as picosecond imag-
ing circuit analysis [21]. All these applications will greatly benefit from improved
single-photon detection systems which not only achieve high H -figure (low NEP)
but are also directly embedded within integrated waveguide designs.

One of the most promising approaches to achieving low noise detector character-
istics consists in using superconducting nanowire single photon detectors (SNSPDs)
[22]. These detectors are made from ultrathin superconducting films typically with
a thickness below 5 nm that are patterned lithographically into narrow nanowires
on the order of 100nm width [23]. Usually the nanowires are arranged in a suitable
meander pattern (as described in Chap.1) and then illuminated with single pho-
tons by coupling to optical fibers. The detection mechanism relies on single-photon
induced loss of superconductivity in a nanowire which is current biased closed to
its critical current. The detection process is characterized by a fast recovery time
and relatively high quantum efficiency both for visible and infrared wavelength pho-
tons [24], thus providing broadband detection capability covering in particular the
telecommunication bands [25]. Most of the state-of-the-art SNSPDs however, are
stand-alone units absorbing fiber-coupled photons under normal incidence. Because
the nanowire meanders are prepared from ultrathin films, much thinner than the inci-
dent photons’ wavelength, the optical absorption in a single pass is limited which
restricts the usefulness of such detectors. More advanced optical architectures need
to be employed. Optical cavities are discussed in Chap.2 (Sect. 2.2.2). Here we focus
on the alternative of integrating superconducting nanowires with optical waveguides
suitable for large scale photon counting applications.

Such difficulties can be overcome by realizing superconducting nanowire detec-
tors with varying geometries fabricated directly on top of nanophotonic waveguides
[26–29]. Depending on the material system from which the waveguides are prepared
different wavelength regimes can be targeted. In the case of silicon, a relatively small
bandgap restricts the operation window to wavelengths above 1100 nm. The high
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surface quality of silicon substrates, on the other hand, provides a good template
for the realization of high quality superconducting thin films and thus good detector
performance. When broader wavelength access is required, silicon related materials
such as silicon nitride (Si3N4) can be used to enhance the detection window for
visible and near-infrared wavelengths [30, 31].

In terms of superconducting materials suitable for SNSPD manufacture niobium
nitride (NbN) is a common choice [32]. NbN offers high critical temperatures above
the boiling point of liquid helium and thus does not require dilution refrigeration for
the operation of a corresponding single photon detector [23]. Other superconducting
materials, which have recently been investigated for single-photon detection include
tungsten silicide (WSi [33]), tantalum nitride (TaN [34]), niobium (Nb [35]) and
niobium titanium nitride (NbTiN, [36]). The latter has an even higher critical tem-
perature than NbN, which makes it particularly attractive for SNSPD applications
[37]. NbTiN is a superior material choice for many detector performance parame-
ters, especially for achieving low noise and low dark count rates. In this chapter we
will provide an introduction to waveguide based single photon detectors on silicon
photonic platforms using both NbN and NbTiN thin films for the preparation of
superconducting nanowires. By engineering the detector and waveguide dimensions
at the nanoscale we simultaneously achieve highly efficient single photon detection
with high timing accuracy and low dark count rate. Most notably, such waveguide
integrated detectors feature very low noise equivalent power (NEP) on a fully scal-
able platform, thus addressing the most urgent needs of integrated optical quantum
information processing and time correlated single photon counting applications.

4.2 Single Photon Detection in Superconducting Nanowires

Superconducting nanowire single-photondetectors are generally prepared fromultra-
thin superconducting films which feature a film thickness of 5nm or less. The
first SNSPD was realized using NbN nanowires and demonstrated originally by
Gol’tsman and coworkers [22]. Using electron beam lithography (EBL) and reac-
tive ion etching (RIE), an initially continuous superconducting thin film is patterned
into a narrow line with lateral dimensions below 100 nm. The core detector struc-
ture is called a nanowire because its cross-section in both dimensions lies in the
nanometer regime. To enable the detection of single photons the nanowire is cooled
down to temperatures well below the superconducting transition temperature [38]
and operated under current bias. In the low-temperature regime the superconduct-
ing nanowire exhibits a clear discontinuity in its current-voltage characteristic once
the bias current exceeds a critical current value IC . When the bias current is kept
below the critical current at first, the voltage measured across the nanowire remains
zero. When the kinetic energy of the Cooper pairs reaches the binding energy, the
supercurrent breaks down at a characteristic value which determines IC .
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For single photon measurements the nanowire is illuminated with low intensity
light guided to the detector with an optical fiber. Visible and near-infrared wave-
length photons reaching the nanowire deposit energies exceeding the superconduct-
ing energy gap �, which for typical superconductors used for SNSPDs is around
� ≈ 5meV [39]. Upon photon absorption Cooper pairs will thus break up into
quasiparticles, which possess high energy and are able to start a cascade to generate
further quasiparticles. The resulting reduction of the density of Cooper pairs cre-
ates a region of suppressed superconductivity around the absorption site. Since the
nanowire bias current was set near IC , the supercurrent is exceeding IC in the whole
cross-sectional area of the nanowire,which transitions to the normal conducting state.
The normal conducting zone gives rise to an abrupt voltage pulse which is registered
as a count event with the electronic readout circuitry. Once the energy provided by
the absorbed photon is dissipated from of the normal zone, the nanowire will even-
tually reset to its initial superconducting state. The reset time scale defines the time
window during which no further photon event can be registered and thus is the dead
time of the detector, which for typical SNSPDs is in the range of nanoseconds.

A crucial characteristic of a SNSPD is the probability by which a photon reaching
the detector leads to a counting event, which is called the detection efficiency (DE).
The exact definition of DE depends on the details of the detector implementation and
measurement apparatus, as well as on how the optical losses are taken into account.
Thus each detector is characterized by a system detection efficiency (SDE), which
is the number of count events registered by the electronic readout unit divided by
the number of photons that were sent into the apparatus in a given time interval. The
intrinsic detection efficiency or internal device quantum efficiency (QE) describes the
number of output pulses divided by the number of photons that have been absorbed
inside the nanowire. For waveguide integrated SNSPDs we furthermore define the
on-chip detection efficiency (OCDE), which is the product of the internal device
quantum efficiency, QE, and the probability for photons inside the waveguide to be
absorbed by the nanowire. All of the contributions to the detection efficiency have a
spectral dependence. This overall dependence defines the spectral bandwidth of the
system which can cover a wide wavelength range.

In addition to detection events due to photon absorption, there is a certain prob-
ability that counting events occur in the absence of any illumination. These false
counts contribute the dark count rate (DCR) and can be considered as noise. The
dark counts provide a lower limit for the minimum photon flux that can be resolved
by the detector. Depending on the application, an additional detector characteristic
is the temporal evolution of the voltage pulse upon photon absorption. Within the
duration of the energy relaxation processes which resets the detector back to the
superconducting initial state, the SNSPD is insensitive to additional photons which
may be absorbed. The resulting dead time limits the maximum count rates which
can be achieved and thus the maximum photon flux that can be measured. For time-
correlated single-photon counting (TCSPC) applications, the time variance (jitter)
between photon absorption and triggering a counting event is an additional important
property. The timing jitter is directly related to the minimum time intervals that can
bemeasuredwith SNSPDs. In general, these properties scale favourably with smaller



90 W.H.P. Pernice et al.

nanowire lengths, under the constraint that the probability for photon absorption is
not affected. While this constraint is hard to fulfil with traditional SNSPDs, the move
towards waveguide-integrated detectors drastically relaxes this condition and allows
for the realization of ultra-short SNSPDs [29].

4.3 Silicon Photonic Circuits for SNSPD Integration

This chapter is concerned primarily with single photon detectors compatible with
integrated optical devices. In this section we first discuss two material platforms
which allow for the realization of high quality optical devices and high quality detec-
tor devices. Among the available options, a prominent material used in modern inte-
grated optics is silicon, which has led to the establishment of the rapidly expanding
research field of silicon photonics [40]. After the invention of reliable manufacturing
procedures for silicon on insulator (SOI) substrates, research on silicon photonics
rapidly evolved into one of themost fruitful areas of integrated photonics to date [41].
The relatively high refractive index of silicon enables tight confinement of light in
nanoscale waveguides and therefore very compact optical structures can be realized.
In addition, extensive fabrication procedures for the manufacture of silicon devices
have been developed for the electronics industry and can therefore be relied on for
the fabrication of sophisticated nanophotonic devices. Silicon has excellent material
properties that are important in photonic devices [42]. These include high thermal
conductivity (10 times higher than GaAs), high optical damage threshold (10 times
higher than GaAs), and high third-order optical nonlinearities. A major boost for
research on silicon based integrated photonic devices was the development of high
quality SOI templates. The additional oxide layer underneath a thin silicon top layer
allows for single-mode optical waveguiding in the near-infrared wavelength regime,
which is the preferred wavelength range for telecommunication applications. Several
methods for the fabrication of SOI substrates with a buried oxide layer exist to date
[43]. The most recent fabrication routine for SOI is the wafer splitting or SmartCut
process [44]. Hydrogen implantation into oxidized silicon wafers is used to create
a damage layer beneath the oxide surface. After the implantation a second silicon
wafer is bonded onto the oxide surface, to form the buried oxide layer. Through
thermal processing the compound wafer is split along the hydrogen damaged layer.
In order to reduce surface roughness a chemical-mechanical polishing step (CMP) is
applied. If thicker silicon layers are required epitaxial silicon growth can be applied
to increase the thickness of the top silicon layer.

The silicon top layer can be structured into nanophotonic components using high
resolution electron beam lithography in combination with reactive ion etching. To
etch silicon, chlorine based etching chemistry is often employed, leading to near
vertical sidewalls and low surface roughness [45]. Owing to the high refractive index
of silicon across the telecommunication bands, single mode waveguiding requires
sub-wavelength photonic components, typically a few 100nm in width. This way
light can be guided around sharp bends with low loss which is a prerequisite for
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Fig. 4.1 Silicon photonic circuits: a On-chip Mach-Zehnder interferometer made from silicon
with high extinction ratio. b SOI based photonic circuit comprising several cascaded elements and
multiple input/output grating coupler ports

photonic devices with small footprint. Using such fabrication approaches a rich
library of photonic components has been realized, including the devices shown in
Fig. 4.1. This includes high quality waveguides with low propagation loss below 1
dB/cm, high quality microresonators in the form of microrings [46] or photonic crys-
tal cavities, as well as on-chip interferometers (Fig. 4.1a) and diffractive elements
such as on-chip spectrometers. All these components can be assembled into sophisti-
cated circuits for routing, splitting and filtering optical signals as shown in Fig. 4.1b.
For coupling light into on-chip photonic structures several approaches have been
developed, including inverse tapers for butt-coupling or out-of plane access through
grating couplers [47]. While the latter coupling structures provide slightly higher
coupling losses, they are convenient devices for connecting integrated optical com-
ponents to multiple optical fibers.

A major advantage of a silicon platform with respect to single photon detector
manufacture is the high surface quality of SOI templates. The silicon top layer pro-
vides an atomically flat surface and therefore a good starting layer for the deposition
of superconducting thin filmswith high surface uniformity [36]. From such ultra-thin
films highly uniform nanowires can be fabricated as the basis of high performance
single photon detectors. Furthermore, the possibility to realize such material tem-
plates on a wafer scale makes it possible to fabricated large numbers of identical
detectors and also allows for combining many detectors in complex systems [48].
The combination with CMOS electronics is another intriguing opportunity for joined
detection and readout in a single device.

4.4 Silicon Nitride Photonic Circuits for Broadband Single
Photon Applications

While silicon is a superior photonic platform for guiding photons in the near infrared
wavelength regime, the relatively small bandgap of 1.1 eV prohibits applications in
the visible wavelength range. Therefore alternative material options with a larger
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bandgap are highly sought after, among them silicon nitride as a CMOS compati-
ble material. Silicon nitride has been used for integrated photonic devices such as
waveguides for decades [49], similar to silicon. Being well established in electronic
ICs it can be fully integrated in CMOS processes. Compared to silicon, Si3N4 has a
much larger band gap of around 5 eV and therefore exhibits transparency for wave-
lengths from the visible to the far infrared [50], thus allowing guiding modes for a
wide range of frequencies. Due to its relatively high refractive index (n ∼ 2) it is
also very suitable for highly compact devices [51]. Low pressure chemical vapour
deposition (LPCVD) is used to produce Si3N4 films, with precisely controlled thick-
ness, uniform refractive index and low surface roughness; the latter being important
to minimise scattering losses at the top and bottom interface of the waveguide [52].
Therefore, high quality waveguides with low propagation losses can be fabricated
using Si3N4 films.

For the fabrication of photonic circuitry the nitride layer needs to be surrounded
by optical materials with a lower refractive index to achieve good optical mode
confinement. In analogy to SOI, buried oxides with lower refractive index (1.45)
compared to silicon nitride are thus frequently employed to realize silicon nitride-
on-insulator substrates. Photonic devices are then patterned using EBL with organic
resists which provide sufficient protection for subsequent dry etching. Since naturally
written EBL resist contains residual roughness, reflow procedures can be applied,
which greatly increases the quality of the fabricated devices [53].

In order to measure small changes in the group index or attenuation coefficient
of a waveguide mode, it is necessary to realize nanophotonic circuits with very low
propagation loss and sensitivity to small changes in the phase of a propagating optical
mode. Mach-Zehnder interferometers (MZIs) especially are very useful for measur-
ing the attenuation of waveguide-coupled devices [54], while both rings [55] and
MZIs can be used to enhance the modulation depth of optical modulators [56]. In
addition, ring resonators can not only be used as filters and many other applications
but are also excellent tools to quantify the scattering loss of fabricated waveguides
[57]. This is because the optical quality factor of a ring resonator is directly related
to the propagation loss in the waveguide and therefore can be used to find optimal
parameters for the fabrication process and the waveguide geometry. Ring resonators
with very high quality factors are of much interest themselves [58–60]. The average
Q-factor of such resonators exceeds 106, corresponding to propagation losses of 26
and 21 dB/m respectively. The propagation losses are comparatively low, especially
because no sophisticated fabrication steps or special waveguide geometries with
large bending radii have to be used. In the C-band at a wavelength of 1550 nm
Si3N4 waveguides with a propagation loss of 3 dB/m at 2mm bend radius and
8 dB/m at 0.5mm bend radius have been demonstrated [61]. In [55] ring resonators
with quality factors of 7×106 at a much larger bend radius of 2mm have been
presented, corresponding to propagation losses of 2.9 dB/m. This way high quality
nanophotonic circuits can be realized that are operational over a wide wavelength
range from the near-ultraviolet region to infrared wavelengths. Furthermore, silicon
nitride thin films provide very low surface roughness after deposition and thus are
suitable substrates for further thin-film deposition. This is of particular interest with
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respect to superconducting nanowire devices as elucidated in the next section. How-
ever, when considering operation of devices at longer wavelengths silicon will still
be the preferred material platform. In addition, on a high refractive index platform
such as SOI, the absorption length of superconducting nanowires in the near-field is
typically shorter, leading to reduced device dimensions.

4.5 Absorption Engineering of Superconducting
Nanowire Devices

The material platforms outlined above can be readily prepared for single photon
detector applications through hybrid integration with superconducting nanowires as
described above. In an integrated photonic circuit architecture the nanowire detec-
tors are placed directly on top of a waveguide in order to realize a travelling wave
geometry. In this way propagating photons are absorbed through evanescent coupling
from the waveguide to the nanowire along their direction of propagation [26–29]. In
order to realize a high performance waveguide integrated single photon detector it
is crucial to maximize the absorption efficiency while maintaining a minimal cross-
section of the nanowire, which reduces reflections [62]. Using numerical simulations
optimal geometries can be found which are then experimentally confirmed by mea-
suring the photon absorption rate per detector unit length. In order to determine the
absorption coefficient for a given nanowire geometry it is convenient to analyse trans-
mission through on-chip waveguides equipped with corresponding superconducting
nanowires fabricated on top. In this configuration the propagating optical mode is
evanescently coupled to the superconducting wire and the interaction length with
the detector is thus given by the length of the wire. A schematic view of photonic
circuits suitable for balanced detection is shown in Fig. 4.2a.

In order to allow for balanced measurements each nanophotonic circuit includes
two equal waveguide arms with the same length. One arm is used as the reference
path for light propagating in a waveguide without any nanowire; the other arm is
equipped with a U-shaped nanowire on top. The waveguides are each terminated
with focusing grating couplers [63] connected via a 50:50 Y-splitter. The focusing
grating couplers are used to couple light from optical single mode fibers into the
chip. The geometric parameters of the 50:50 Y-splitter are optimized experimentally
to obtain even splitting ratio, allowing for division of the incoming mode with an
uncertainty below 0.5%. A schematic view of the nanowire on top of the waveguide
is shown in Fig. 4.2b, including the parameters which are varied to optimize the
absorption properties, i.e. the length (lnw), width (wnw), and gap (gnw) between the
nanowires. The nanowire gap is defined as the clear distance between two wires (red
line in Fig. 4.2b.

Numerical analysis of mode propagation and nanowire absorption can be conve-
niently carried out through finite-element simulations with COMSOLMultiPhysics,
using material parameters as given in [64]. In the presence of the NbN nanowire the
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Fig. 4.2 Nanophotonic circuit design: a Schematic view of the nanophotonic circuit used to
optimize the nanowire absorption. b Cross-section of a nanophotonic waveguide covered with a
U-shaped NbNnanowire. cThe simulated distribution of the electric field in the x-direction (TE-like
mode) for 1550nm wavelength. Light intensities are shown with a linear color scale. d Simulated
distribution of the TE-like mode for 1550nm wavelength in the NbN nanowire covered region.
e Simulated distribution of the TE-like mode for 1550nm wavelength for a half-etched waveguide
in the NbN nanowire covered region. Adapted from [62]

evanescent tail of the guided mode is strongly coupled to the NbN wire. From the
numerical simulations the complex refractive index of the propagating mode can be
extracted which is directly related to the propagation loss. From the imaginary part
of the refractive index ni the absorption coefficient α can be calculated using the
expression

α = 4.34
4πni

λ
(4.3)

in units of dB/µm.Thenumerical results frommodal analysis can also be compared to
time domain simulations based on the finite difference time domain method (FDTD)
yielding good agreement [29].

While the absorption properties of superconducting nanowires deposited on sil-
icon nitride waveguides are on the order of 0.2 dB/µm, stronger absorption can be
achieved bymoving tomaterial systemswith strong optical confinement because of a
larger refractive index. In silicon waveguide devices for example, typical absorption
values are on the order of 1 dB/µm [29]. Stronger absorption allows shorter detector
devices to achieve a fixed attenuation; ultra-short detector devices realized on this
high index material system are described in the next section. Using silicon based
devices the absorption efficiency can reach 90% for a detector length of 10µm, with
direct implications on detector reset time and thus maximum detection rate.
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4.6 Waveguide Integrated Single Photon Detectors

Using optimized devices as outlined in the previous section efficient single photon
detectors can be realized which are fully embedded in nanophotonic circuits. This
is because the travelling wave geometry is directly compatible with the photonic
wiring philosophy applied in integrated optics [65]. In the case of single photon
circuits traditional low-losswaveguides are terminatedwithwaveguide single photon
detectors which absorb incoming photons with ultra-high probability as outlined
above. The detector devices are compatible with the typical dimensions of integrated
optical components and therefore seamlessly fit into the optical circuit architecture.

The detector design concept can be applied in principle to any material system
that supports guidance of optical modes, including silica, III–V semiconductors such
as gallium arsenide (GaAs) or lithium niobate [26–28, 66]. Integration of SNSPDs
with GaAs waveguide circuits is discussed in Chap.3. Here we restrict ourselves to
the CMOS compatible silicon based materials described in the previous sections.
Both on silicon and silicon nitride, high quality superconducting thin films can be
deposited such that the same design approach is used to realize high performance
single photon detectors [29–31]. These devices are analysed byproviding both optical
access as well as electrical access to on-chip circuits. To be able to readout many
devices simultaneously, multi-optical access is realized via fiber arrays [67], while
several electrical contacts are achieved with radio frequency (RF) probes. In our case
we evaluate the detector performance in head-to-head configuration. This approach
can be conveniently integrated into compact cryogenic measurement setups. We use
liquid helium refrigeration to cool the detector devices below the superconducting
transition temperature to a base temperature below 2 K (4He has a boiling point of
4.2K at atmospheric pressure; the temperature can be reduced by pumping on the
4He bath). The detectors are then current biased with a low-noise current source and
connected to low noise readout electronics as described elsewhere [30, 31].

The photonic circuit architecture provides multi-port optical access, such that
the detector performance can be determined with high accuracy using calibrated
opticalmeasurements. In awaveguide framework the number of photons propagating
towards a detector can be assessed through suitably added reference ports. Since the
optical circuits are fabricated with established fabrication recipes, they feature high
reproducibility which means that the performance of each circuit component can be
calibrated accurately. This is particularly important for the input ports in the form of
grating couplers with a typical insertion loss below 10 dB.

Typical detector performance is shown in Fig. 4.3a for NbN nanowires on top
of silicon waveguides. Shown is the measured detection efficiency in dependence
of normalized bias current. In our detectors we achieve a maximum on-chip detec-
tion efficiency of 91% for photons at 1550nm input wavelength. Silicon nitride
waveguides are also transparent in the visible wavelength regime enabling us to
measure detection efficiency at 780nm wavelength. For equivalent detectors made
from NbTiN deposited onto silicon nitride waveguides, we find a maximum on-
chip detection efficiency of 82% as shown in Fig. 4.3b. By decreasing the nanowire

http://dx.doi.org/10.1007/978-3-319-24091-6_3
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Fig. 4.3 Characterization of waveguide integrated SNSPDs: a Measured on-chip detection effi-
ciency as a function of normalized bias current for an NbN nanowire on silicon detector. Traces are
shown for varying nanowire geometries measured at 1550nm input wavelength [29]. b Measured
on-chip detection efficiency for an NbTiN on silicon nitride detector. Several device geometries
measured at 780nm input wavelength are shown [31]. Inset zoom into the high bias current region
in a linear plot, showing the plateau behavior for narrow nanowires. Reproduced with permission
of Nature Publishing Group from [29] and [31]

width to 60 nm we find clear plateau behavior at higher bias current, which implies
ultra-high internal quantum efficiency. Besides high on-chip detection efficiency, our
detectors exhibit low DCRs. For the silicon detector devices we obtain minimal dark
count rates of 50Hz when approaching IC . Using NbTiN this DCR can be further
reduced to measured rates in the mHz range [31], which allows us to reach measured
NEP below 10−19W/

√
H z at 1550nm input wavelength and at 780nm wavelength.

Since the waveguide-integrated detectors described above are fabricated with a
small device footprint, the overall meander length is significantly shorter than in tra-
ditional fiber-coupled SNSPDs. This results in an equivalent reduction of the kinetic
inductance of the detector and thus reduced reset time [68]. For the silicon based
detector devices we find a minimum relaxation time of 500 ps, which allows for
single photon detection rates above 1 GHz. Furthermore, the devices provide very
low timing jitter below 20 ps FWHM, which is attractive for on-chip time-resolved
measurements [29]. Thus the hybrid integration with a nanophotonic waveguide
architecture allows for combining essentially all desired detector metrics advanta-
geously in a single device.

4.7 Applications

Waveguide integrated single photon detectors are promising devices because they
combine many desirable detector properties all in one device. Of particular impor-
tance in this respect are the high timing resolution, as well as the very low dark count
rate and hence low noise-equivalent power. In the following sectionswe illustrate two
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applications which showcase each of these properties, i.e. ballistic photon transport
on chip to underline the high timing resolution and optical time domain reflectometry
to exploit the low noise-equivalent power.

4.7.1 Ballistic Photon Transport in Silicon Microring
Resonators

The high quantum efficiency and fast response of the waveguide integrated single
photon detectors enable time-domain analysis and optical multiplexing in integrated
photonic circuits. In order to demonstrate the applicability for fast on-chip single-
photon measurements, variable photon-delay from a micro-ring resonator provides a
convenient example. Microring resonators allow for the generation of pulse trains by
evanescent coupling to a feedingwaveguide as illustrated in the schematic inFig. 4.4a,
when exciting the circuit with a pulsed laser source. By adjusting the diameter of
the ring the roundtrip time and thus the separation between individual pulses can be
selected. The corresponding device used in our experiments consists of a micro-ring
resonator, which is coupled to twowaveguides providingmeasurement capabilities in
both through and drop port configuration [69]. By coupling the waveguides to optical
grating couplers, the ring resonator can be studied both in the time domainwith an on-
chip SNSPD, as well as in the frequency domain by sweeping the input wavelength.
The optical output from one of the drop lines is split with an on-chip 50/50 splitter
as discussed above and fed into a grating output port and an integrated SNSPD [29].

Fig. 4.4 Ring resonator characterization, reproduced with permission of Nature Publishing Group
from [29]: a Schematic of a ring resonator photonic circuit coupled to two waveguides for the
generation of pulse trains on chip. The optical micrograph below shows the physical realization on
a silicon chip. Inset a higher magnification image of the detector region. b Arrival time histogram
of single photon detection events as recorded with a SNSPD of < 20 ps timing accuracy. Inset
logarithmic representation, showing 4 consecutive pulses emerging from the ring resonator
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The ring resonator used in our experiments features a total circumference of 5.8
mm, laid out in a meander form to preserve chip real estate and to fit into a single
write field during EBL to avoid stitching errors, as shown in Fig. 4.4a. Depending on
the strength of the evanescent coupling of the input waveguide to the ring, different
optical regimes can be studied, ranging from the weak to the strong coupling regime
[70].When the gap is small between input waveguide and resonators, the resonator is
strongly coupled to the feeding waveguide and thus a significant portion of the input
light is transferred into the ring. However, the light circulating inside the ring is also
coupled out efficiently to the second waveguide (the drop port). Thus the circulating
intensity drops quickly over time and hence the pulses within the outgoing pulse
train rapidly decay in intensity.

The strong coupling reduces the optical quality factor of themicroring because the
cavity is overloaded. This can be seen directly in the frequency domain by scanning
the resonant spectrum of the ring [29]. We measure the transmission spectrum in the
through port with a tunable continuous wave (CW) laser source in order to assess
the quality factor of the ring. Due to the large circumference of the ring resonator
the free spectral range (FSR) is small, leading to dense transmission dips at the
optical resonances in the spectrum. Fitting the dips with a Lorentzian function yields
a quality factor of 14,000 in the overcoupled case. When the coupling gap, g, is
increased, less light is coupled into and out of the ring resonator. Therefore, light
circulating inside the ring decays slower and produces elongated pulse trains when
the ring is excited with a pulsed laser source. In this weakly coupled case wemeasure
the expected improved optical quality factors around 24,000.

The above characterization is in accordance with the traditional spectral analy-
sis of photonic resonators. In addition, however the high timing resolution of our
detectors enables us to deduce the quality of the resonators by ringdown measure-
ments. We therefore analyse the ring parameters in the time-domain exploiting the
low timing jitter of our single photon detectors. The optical circuit is excited with
attenuated picosecond laser pulses and photon detection events are registeredwith the
on-chip SNSPD placed in the drop port of the resonator, after the Y-splitter. For the
overcoupled ring resonator we are able to measure time-domain traces with clearly
discernible peaks in the linear plot of the arrival time histogram [29]. We can deter-
mine the decay time of the ring resonator from the position and height of the peak
amplitudes, which amounts to 19.3 ps in an exponential fit to the data. Converted into
the spectral domain, the decay time corresponds to an optical quality factor of 11,900
which is in good agreement with the measured spectral value (14,000 as described
above). Likewise, in the undercoupled case we are able to observe consecutive pulse
fronts in the time-domain trace. For the weakly coupled resonator we can easily
identify four consecutive pulses, as shown in Fig. 4.4b, illustrating the slower decay
out of the ring. Fitting peak positions with an exponential function reveals a decay
time of 37.1 ps corresponding to a spectral width of 67 pm or equivalently an optical
quality factor of 22,900. The positions of the pulse peaks are separated by a delay
time of 72.7 ps, which is determined by the length of the ring resonator and the group
index of the waveguide profile.
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The results illustrate that such waveguide-coupled detectors can be directly
employed for ultra-fast measurements in the time domain and provide new tools
to study photonic devices without the need for external probes. This is of interest for
ultra-fastmeasurements and also for the analysis of time-domain switching processes
in integrated photonic devices.

4.7.2 Optical Time Domain Reflectometry

While the ballistic transport measurements make use of the high timing resolution
of the on-chip single photon detectors, the low dark count rate enables further prac-
tical applications in fiber optic networks, such as optical time domain reflectometry
(OTDR). OTDR is an efficient, non-destructive technique to diagnose the physical
condition of an optical fiber in situ [20, 71, 72]. By launching laser pulses into the
fiber and detecting the returning light from reflecting and scattering sites it is possible
to get information about attenuation properties, loss and refractive index changes in
the fiber-under-test (FUT) [73]. This allows for localizing defects in a given fiber-
link with high spatial resolution over distances of more than a hundred kilometers by
analysing the returning optical signal in the time-domain, in analogy to the approach
described in the previous section. For best results the detector used to record the
back-scattered signal should provide high timing resolution and high signal to noise
ratio to be sensitive to low light levels. With increasing distance the light scattered or
reflected along the fiber suffers from stronger attenuation and eventually reaches the
detector noise level. Hence, the sensitivity of an OTDR system is determined by the
noise equivalent power (NEP) of the detector which ultimately limits the measure-
ment range. Given a detector of sufficient timing accuracy the achievable two-point
resolution is then determined by the pulse length of the interrogation light source
used for the measurements. Using high laser power results in a larger number of pho-
tons scattered back towards the detector and thus reduces the data acquisition time
needed to achieve a given OTDR measurement range. To unambiguously identify
defects in the fiber it is furthermore necessary to adjust the pulse repetition rate to the
total length of the FUT, in order to avoid overlapping echoes from two consecutive
pulses.

To investigate the use of waveguide coupled SNSPDs for OTDR applications we
performmeasurementswith a customized pulsed laser systemwith variable repetition
rate as shown in Fig. 4.5a [74]. The laser is launched via an optical circulator into a
fiber link consisting of several connected spools with a total length of 263 km. To
maximize the OTDR measurement sensitivity we adjust the clock rate to 300 Hz,
exceeding the length of the FUT such that photons reflected from the open fiber
end are able to travel back to the circulator before the next pulse is launched. The
backscattered photons from the FUT are coupled out at circulator port 3 and guided to
a travellingwaveNbTiN superconducting nanowire single-photon detector. Coupling
of light from the optical fiber into the on-chip photonic waveguide is achieved with
an optical grating coupler. For the NbTiN SNSPD we measure a low dark count
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Fig. 4.5 Optical time domain reflectometry (OTDR): a The measurement setup used for OTDR
with waveguide integrated single photon detectors. b Measured OTDR trace for a 263km long fiber
spool. The slope of the trace results from fiber scattering loss of roughly 0.2dB/km, while the sharp
spikes denote reflection from the LC-connectors. Inset zoom into one reflection peak to illustrate
the spatial resolution of the measurement. Reproduced with permission from [74]. Copyright 2013,
AIP Publishing LLC

rate of less than 10Hz over the entire bias current range, mainly limited by stray
light [74]. The resulting system NEP ≈ 10−17 − 10−18W/

√
H z system close to the

critical current and is dependent on ambient light conditions.
The SNSPD output signal is amplified with high-bandwidth low noise amplifiers

and fed into a time correlated single-photon counting system.We then create list-files
of all arrival times for signals from the detector channel (1) and a clock channel (2).
We then calculate the time delay �t between photon detection events in channel 1
with respect to the clock signal recorded in channel 2. This time delay translates to
the distance

�s = �t

2c f
(4.4)

which the photon travels before being scattered or reflected back. Since the SNSPD
is operated in free running mode while a pulse is propagating in the FUT, the entire
OTDR trace is reconstructed by calculating the waiting time distribution recorded
with the TCSPC unit as shown in Fig. 4.5b.

The recorded OTDR traces exhibit several peaks caused by Fresnel reflections
from the refractive index change at the tiny air gap between two fibers connecting
adjacent spools. Despite the noise at the end of the measurement range the strong
reflection from the glass to air transition at the open fiber end after 263 km (eleven
fiber spools) is still visible in our OTDRmeasurement. The OTDR data also allow us
to extract the round-trip attenuation due to Rayleigh scattering in the FUT from the fit
to the linear slope of the trace for each fiber spool. We find attenuation of 0.2 dB/km,
as expected for typical low-loss optical fibers which are available commercially.
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In our measurements the ultimate measurement range is limited both by the resid-
ual dark count rate of the detectors, as well as the power of the input laser. By provid-
ing improved shielding against stray light into the detector, as wells as by avoiding
coupling of black-body radiation present in the cryostat cooling system the dark
count rate can be significantly reduced. At the same time, high power fiber lasers
could be used as input source thus extending the measurement range of SNSPD-
based OTDR systems beyond current technical solutions. Thus OTDR can be used
as a prime application to demonstrate the high signal to noise ratio achievable with
a waveguide detector architecture.

4.7.3 Outlook on Applications of Waveguide Integrated
SNSPDs

The two examples outlined above illustrate the tremendous potential of waveguide
integrated single photon detectors. Since the use of a travellingwave geometry allows
for drastically reducing the length of traditional meander SNSPDs, waveguide cou-
pled devices offer attractive performance metrics in almost every respect. Particu-
larly noteworthy is the scalability of this approach, i.e. the possibility to realize large
numbers of detector devices in a single fabrication run. This is extremely important
for emerging applications in linear optical quantum computation and simulations.
The high on-chip detection efficiency, allowing detection of photons propagating
on chip with near-perfect probability, is a prerequisite for scalable optical quantum
technologies and therefore overcome key challenges that have hindered progress so
far.

4.8 Conclusions

In this chapter we have reviewed progress on integrating superconducting single
photon detectors with silicon photonic circuits. We have shown that supercon-
ducting nanowire based devices (SNSPDs) offer a highly promising solution for
on-chip single-photon detection at telecom wavelengths. Unlike competing semi-
conductor detector technologies, SNSPD devices consist of a single electron-beam
patterned superconducting layer, and the fabrication is compatible with standard
CMOS processing. Waveguide integrated single-photon detectors can be fabricated
with high yield and uniform performance across a large area, making these devices
prime candidates for multi-detector architectures. For realizing scalable quantum
technology solutions it is further desirable to embed SNSPDs with non-classical
light sources and nanophotonic circuits on a single silicon chip. The core compo-
nents of such a chip-scale quantum information processing unit have been shown
with the advent of silicon integrated single photon sources [75–77], quantum pho-
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tonic circuits [78] and the waveguide integrated single photon detectors discussed
in this chapter. Considerable engineering challenges remain in integrating state-of-
the-art components together with high yield on a single platform, and operating
these devices in concert. For example, optical pump power from single-photon or
photon pair generation must be rejected, and development of low power dissipa-
tion high-speed optical switches compatible with low temperature detectors [12]
must continue. Also bespoke high speed low temperature control electronics will
be required for control and readout of such advanced quantum photonic circuits.
Generating, processing and detecting quantum information on a CMOS compatible
platform will thus eventually allow for realizing scalable linear optic quantum com-
puting [79, 80]. Through co-integration of nanophotonic circuits with waveguide
coupled detectors all required elements for future quantum photonic networks can
be monolithically prepared as a robust platform for emerging applications in optical
quantum technology.
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Chapter 5
Quantum Information Networks
with Superconducting Nanowire
Single-Photon Detectors

Shigehito Miki, Mikio Fujiwara, Rui-Bo Jin, Takashi Yamamoto
and Masahide Sasaki

Abstract The advent of high performance practical superconducting nanowire sin-
gle photon detectors (SNSPDs) has enabled rapid progress in a range of quantum
information technologies, including quantum key distribution, characterization of
single photon sources and quantum interface technologies. This chapter gives an
overview of these recent advances.

5.1 Introduction

Quantum information (QI) technology, which can be constructed by controlling
the wave and quantum nature of photons based on the principles of superposition
and quantum uncertainty, promises to someday provide the ultimate transmission
efficiency and unconditional levels of security in communication networks. For the
realization of a future QI network, technology for control over the quantum state of
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photons must be extensively exploited, and in this regard, single-photon detection
technology is indispensable. For example, the performance of the detector has a direct
impact on the distance, speed, and security level possible for quantumkey distribution
(QKD). Therefore, single-photon detectors with high detection efficiency, a low dark
count rate (DCR), low timing jitter, and a high speed are a pressing requirement.

Superconducting nanowire single photon detectors (SNSPDs [1]), which are
described in detail in Chap. 1 of this volume, have recently shown promise owing to
a high sensitivity, ranging from ultraviolet to infrared wavelengths, an extremely low
dark rate, and a precise timing resolution [2]. In addition, SNSPDs do not require
any gating, making them extremely useful in the construction of simple systems for
the utilization of QI technologies. Because of several technical advances, such as
a low-loss optical coupling [3] and the introduction of liquid cryogen-free refrig-
erators [4, 5], SNSPD systems can be used as an accessible detector for potential
users, and have to date been utilized in many QI experiments [6–24]. Even in the first
implementations (2006–2008), an SNSPD system with only a low system detection
efficiency (SDE) at a 1550nm wavelength proved its validity in QI technologies
thanks to its extremely low DCR [4, 6–11]. For example, a successful QKD exper-
iment conducted over a 200km distance was the longest QKD at the time [8]. In
addition, efforts to improve the detector system performance have been continu-
ously made, and an SNSPD system with a SDE of ∼20% at 1550nm was realized
in 2010 by adding an optical cavity structure [3, 25], which enabled more ambitious
QI demonstrations, such as the field demonstration of a QKD network in Japan [16].
Furthermore, recent progress pushed this SDE up to near unity (>80%) [26–29],
which promises to bring about new innovations in QI technologies in the near future
and accelerate progress to widespread real-world applications.

This chapter describes recent accomplishments in QI technologies achieved
through utilization of SNSPD systems. In Sect. 5.2, we introduce a practical QKD
network demonstrated in a metropolitan area in Japan and the characterization of the
field fiber network used in this QKD demonstration. In Sect. 5.3, a recent study of the
characterization of single-photon sources using an SNSPD is described. In Sect. 5.4,
quantum interface technologies for wavelength conversion of a single photonwithout
destroying its quantum state are introduced.

5.2 Quantum Key Distribution Using SNSPDs

Data theft is on the increase and is set to rise dramatically in the coming years; in addi-
tion, technologies for information security have become a critical issue for advanced
information and communications networks.QKD[30] is amethod enabling two legit-
imate parties to share a secret key without leaking information regarding the final
secure key to any third party. Provably secure cipher communication can be achieved
when the key obtained is used with a one-time pad (OTP) [31]. The first proof-of-
principle experimental demonstrations of QKD were carried out in the 1980s, with
many institutes worldwide entering the field in the 1990s. These developments were

http://dx.doi.org/10.1007/978-3-319-24091-6_1
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transferred from a controlled laboratory environment into a real-world environment
for practical use during the 2000s [30]. Although many commercial and experimen-
tal demonstrations have been carried out in field network environments around the
world for examining the practical utility of QKD [32–44], the typical QKD link
performance achieved in field networks thus far has been represented by a secure
key rate of a few kbps at a distance of a few tens of km, which is only sufficient to
encrypt voice data through a real-time OTP, or to feed the primary session key to a
classical encryptor. The secure key rate needs to be significantly improved for other
applications. To expand the QKD distance, we need to rely on a key relay through
trusted nodes. The Tokyo QKD Network, which was started in the metropolitan area
of Tokyo, Japan in 2010, has enabled the world’s first demonstration of OTP encryp-
tion of movie data over 45km of field fiber [13]. In this network an SNSPD has
had a significant role in achieving a high secure key rate. In this section, we outline
this practical network and the related QKD systems in which SNSPDs have been
utilized. SNSPDs are also a powerful tool for characterizing a fiber network thanks
to their low DCR. This section also describes the characterization of practical field
fibers that are used in the Tokyo QKD Network.

5.2.1 Outline of the Tokyo QKD Network

The Tokyo QKD Network consists of parts of the National Institute of Communica-
tions Technology (NICT) open testbed network, called Japan Gigabit Network 2 plus
(JGN2plus), which has four access points, Koganei, Otemachi, Hakusan, andHongo.
The access points are connected by a bundle of commercial fibers. They includemany
splicing points and connectors, and even run partly through the air over utility poles.
The percentage of aerial fibers is about 50%, causing the links to be quite lossy
and susceptible to environmental fluctuations. The loss rate is roughly 0.3dB/km
on average for the Koganei-Otemachi link, and as high as 0.5dB/km on average for
the other two links. The fibers are also noisy, i.e., photon leakage from neighboring
fibers causing inter-fiber crosstalk in the same cable is frequently observed, which
is described in next section [19]. In 2010, nine organizations from Japan and the EU
collaborated in the operation of the Tokyo QKD Network. Using their own QKD
devices, a total of six interleaved QKD links were formed, as shown in Fig. 5.1a.

The Tokyo QKD Network adopted a three-layer architecture based on a key relay
through trusted nodes, as shown in Fig. 5.1b, which is similar to that of the SECOQC
network realized inVienna in 2009 [36]. The quantum layer consists of point-to-point
quantum links, forming a quantum backbone (QBB). Each link generates a secure
key in its own way. The QKD protocols and the format and size of the key materials
can be used arbitrarily. QKD devices push the key materials to the middle layer,
called the key management layer. In this layer, a key management agent (KMA)
located at each site receives the key material. KMAs have a variety of tasks for
key management such as the resizing of key materials, storage of key materials and
statistical data, and the forwarding of all such data to a key management server
(KMS). The KMS coordinates and oversees all links in the network. Networking
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Fig. 5.1 a Physical link configuration of the Tokyo QKD Network, which is a mesh-type network
consisting of four access points, Koganei, Otemachi, Hakusan, and Hongo. In total, six kinds of
QKD systems are installed at these access points. Some QKD links are connected in a loop-back
configuration with parallel fibers. b Three-layer architecture of the Tokyo QKDNetwork consisting
of the quantum, key management, and communication layers. Figure reproduced with permission
of the Optical Society of America, after [13]

functions are conducted entirely in the KM layer by software under the supervision
of the KMS. A KMA can relay a secure key shared with one node to a second node
by OTP-encrypting the key using another key shared with the second node. Thus,
a secure key can be shared between nodes that are not directly connected to each
other through a quantum link. In the communication layer, secure communication
is ensured using distributed keys for the encryption and decryption of text, audio, or
video data produced by various applications. User data are sent to the KMAs, and
encrypted and decrypted by the OTP in stored key mode.

Among the QKD links, a SNSPD system was used in link no. 2 through a decoy-
state BB84 protocol [45–47] in a 45km link (NEC-NICT system), and in link no.
3 through a DPS-QKD [48] (NTT system) for the challenge of achieving a long-
distance QKD of over 90km in a loop-back configuration. A decoy-state BB84
system in link no. 2 was designed for amulti-channel QKD scheme usingwavelength
division multiplexing (WDM) to realize high-speed QKD for metropolitan-scale
distances. The overall details of this QKD system are described in [13].

5.2.2 Decoy State BB84 Protocol System with SNSPDs

Figure5.2 shows the photon transmission setup of the NEC-NICT QKD system in
link no. 2. In the transmitter, a laser diode produces 1550nm photon pulses with a
100 ps width at a repetition rate of 1.25GHz. A 2-by-2 asymmetric Mach-Zehnder
interferometer (AMZI) made of a polarization-free planar-lightwave-circuit (PLC)
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Fig. 5.2 Photon transmission schematic of the NEC-NICT system. AMZI Asymmetrical Mach-
Zehnder interferometer; PLC planar lightwave circuit; DML directly modulated laser; IM/PM
intensity modulation/phase modulation; CLK clock; RNG random number generator; MZM Mach-
Zehnder modulator; IM intensity modulation; PM phase modulation; ATT attenuator; NBF narrow
bandpass filter; PLL phase locked loop; SNSPD superconducting nanowire single photon detector.
Figure reproduced with permission of the Optical Society of America, after [13]

splits these pulses into pairs of double pulses with a 400 ps delay. A dual-driveMach-
Zehndermodulator produces four quantum states via time-bin encoding, based on the
pseudorandom numbers provided by the controller. The quantum signal is combined
with the clock and frame synchronization signals using aWDM coupler, all of which
are transmitted through the same fiber for precise and automatic synchronization.
In the receiver, the quantum and synchronization signals are divided by a WDM
filter. The quantum signal is discriminated using a 2-by-4 asymmetric and totally
passive PLC-MZI, and is then detected by four-channel SNSPDs, which are free
from afterpulse effects and are embedded with complex gate timing control. The
SDE and DCR of the SNSPDs are about 15% and 100 cps, respectively [3]. When
combined with the QKD system, however, the total detection efficiency is reduced
to about 7%, and the noise count rate increases to 500 cps owing to the presence
of stray light. The reduction in the total detection efficiency is due to the fact that
the active window imposed on the time-bin signal cannot cover the whole temporal
spread of the pulse after the fiber transmission.

The key distillation engine conducts frame synchronization, sifting, random per-
mutations (RPs), error correction (EC), and privacy amplification (PA). The sifted
key is processed in block units of 1Mbits, and the RPs, EC, and PA are executed
in real time, i.e., within 200ms, for this particular block size. A low-density parity
check code with a 1Mbit code length is implemented for the EC. The coding rate can
be adjusted at an appropriate value depending on the quantum bit error rate (QBER),
such as 0.75, 0.65, or 0.55 for a QBER of <3.5, 5.5, or 7.5%, respectively. This
means that a PA after an EC is conducted using a modified Toeplitz matrix [49] with
a block size of 750, 650, or 550kbits.
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Fig. 5.3 a Measured quantum bit error rate (QBER) and b sifted and secure (final) key rates. Figure
reproduced with permission of the Optical Society of America, after [13]

Figure5.3 shows the temporal fluctuation of the measured QBER and the sifted
and final key rates after a transmission distance of 45km (14.5dB channel loss),
where one out of eight channels was coupled to the SNSPD. The decoy method [45–
47] was realized using three kinds of pulses: signal, decoy, and vacuum pulses [47,
50, 51]. The averaged photon numbers of the signal and decoy pulses were 0.5 and
0.2 photons/pulse, respectively. The averaged QBER was 2.7%, and the averaged
sifted key rate was 268.9kbps. According to the estimation of the leaked information
when applying a decoy state method analysis, the averaged final secure key rate was
estimated to be 81.7kbps. It should be noted that the sifted key generation rate of this
decoy state BB84 protocol system was improved after a live demonstration in 2010
by employing a wavelength-division multiplexing (WDM) scheme to over 1Mbps,
as described in [14, 15].
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5.2.3 DPS-QKD System with SNSPDs

The differential phase shift QKD (DPS-QKD) scheme is especially suitable for fiber-
optic transmission [8, 48], and is known tobe secure against general individual attacks
[52]. Figure5.4 shows the experimental setup of the DPS-QKD system utilized in
link no. 3. In the transmitter, a 1551-nm continuous light wave from a semiconductor
laser is changed into a 70 ps width pulse stream with a 1GHz repetition rate using
a LiNbO3 intensity modulator. Each pulse is randomly phase-modulated using {0,
π} with a LiNbO3 phase modulator driven by a random bit signal from an FPGA
board [53]. The optical pulse is attenuated at 0.2 photons/pulse and then transmitted
to Bob through an optical fiber acting as a quantum channel with a total loss of
27dB. The 100kHz synchronization signal, which makes up the head of a 10kbit
block of random bits, is also generated by the FPGA board, converted into a 1560nm
optical pulse by a distributed feedback laser with an electro-absorption modulator
(EA-DFB), and then sent over another optical fiber with a total loss of 30.0dB.

At the receiver, the 1GHz pulse stream is input into a PLC-MZI. The output
ports of the MZI are connected to SNSPDs, which have detection efficiencies and
DCRs of about 15% and 100 cps, respectively. The detected signals are input into
a time interval analyzer (TIA) through a logic gate to record the photon detection
events. The optical synchronization pulses are first amplified by an erbium-doped
fiber amplifier (EDFA), then received by a photo detector (PD), and finally used as
a reference time in the TIA.

Fig. 5.4 Experimental setup of the DPS-QKD system. LD Laser diode; IM intensity modulator;
PG pulse generator; PM phase modulator; ATT attenuator; PLC-MZI planar lightwave circuit
Mach-Zehnder interferometer; Synth synthesizer; CD clock divider; FPGA field programmable
gate arrays; PD photodiode; TIA time interval analyzer; PC personal computer. Figure reproduced
with permission of the Optical Society of America, after [13]
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Fig. 5.5 Experimental results of a sifted key generation and b secure key generation rates. Figure
reproduced with permission of the Optical Society of America, after [13]

The detection events from the TIA are sent to Bob’s server through the TIA server.
Bob’s server generates his sifted key and sends the time information to Alice’s server
through an ethernet connection. Alice’s server generates her key based on the phase
modulation information obtained from the DRAM on the FPGA board through the
gigabit ethernet interface, along with the time information from Bob’s server. Both
servers send 10%of their keys to amonitor server,which estimates the key generation
rate and QBERs. The remaining 90% of the keys are sent to a key distillation engine
developed by NEC, which conducts error correction and privacy amplification to
distill the secure keys in the same manner as in an NEC-NICT system.

First, we checked the stability of the sifted key generation. Figure5.5a shows
the experimental results. Ultra-stable sifted key generation was demonstrated for a
period of more than eight days. A spike-like degradation of the QBERwas caused by
the eavesdropping demonstration conducted during the UQCC2010 conference [54].
The sifted key generation rate and QBER were about 18kbps and 2.2% on average,
respectively. Next, we conducted a secure key generation experiment by combining
with the key distillation engine. Figure5.5b shows the experimental results. Stable
operation over about 4h was demonstrated. The secure key generation rate was
about 2.1kbps on average, and the distilled secure keys were secure against general
individual attacks. The sifted key generation rate and QBER were about 15kbps and
2.3% on average, respectively. This allows for the OTP encryption of voice data in
real time, even over a distance of 90km.

5.2.4 Demonstration of Secure Network Operation

A live demonstration of secure TV conferencing, eavesdropping detection, and the
rerouting of QKD links on the Tokyo QKD Network was conducted and the results
made public in October, 2010 [55]. The configuration of the secure TV conferencing
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Fig. 5.6 The network configuration for secure TV conferencing between Koganei and Otemachi.
For the VPN used for video transmission, two relaying QKD routes, i.e., the red line through
Koganei-2, and the blue line throughOtemachi-1, can be chosen. Figure reproducedwith permission
of the Optical Society of America, after [13]

is shown in Fig. 5.6. In the secure TV conferencing, Polycom Video Conference
Systems were set up in Koganei-1 and Otemachi-2, which were directly connected
through a JGN2plus L2-VPN. A live video stream for this VPN was encrypted by
OTP at the KMAs in stored key mode. The encryption rate was 128kbps. Secure
keys were provided by one of two QKD relay routes, i.e., through Koganei-2 with
a total distance of 135km, or through Otemachi-1 with a total distance of 69km, as
shown by the red and blue lines, respectively. The former was used as the primary
route. The 90km QKD link worked flawlessly, and secure TV conferencing was also
successfully demonstrated against an intercept resend attack using attack detection
and a switching operation to a secondary route [13, 55]. A key relay was also tested
and operated successfully, not only for the above secure video streaming but also in
testing various relay routes, including nodes Koganei-3 and Hongo, with the teams
of All Vienna and ID Quantique.

5.2.5 Characterization of Field Practical Fibers
Using a SNSPD

In a practical QKD system, low loss and “dark” fibers are indispensable because
QKD is particularly vulnerable to losses and noise. Practical fibers installed in the
field, however, are both lossy and noisy, and are built by splicing many short-length
fibers from different companies at intervals of a few kilometers within an urban area.
The use of many spliced fiber junctions causes significant losses. Such junctions are
installed not only underground but also through aerial cables, which are frequently
used owing to their ease in routing. Thus, the transmission characteristics are sensitive
to weather conditions. Fiber characterization measurements are indispensable for
designing practical QKD systems. In this section, a characterization technique using
an SNSPD is described [19].
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Fig. 5.7 a Conceptual diagram of dark fibers at the Koganei-Otemachi link in JGN2plus. Eight
dark fibers in the cable are allotted to JGN2plus. The proportion of fiber on overhead lines is 50%.
b, cConceptual image of fiber characteristic test for crosstalk estimation between neighboring fibers,
and identification of the leakage points, respectively. Power C Power controller; ATT attenuator;
BPF band pass filter; EDFA erbium-doped fiber amplifier. Reproduced with permission of the
Optical Society of America, after [19]

The measured fibers are for the JGN2plus network, as already described, and
used in the Tokyo QKD Network [56]. Dark fibers (#1 through #8) are laid between
Koganei and Otemachi (located in central Tokyo), as shown in Fig. 5.7a. The fiber
length totals 45km, the total attenuation amounts to 14dB on average, and ∼50%
of the fibers are aerial lines. An NbN SNSPD is used for the characterization of the
dark fibers. The SNSPD has high sensitivity for a wide wavelength region, including
visible light, as discussed in Chap. 1. The bias current of the SNSPD is set such that
the SDE is around 15–17%, and the DCR is around 100 cps.

Figure5.8a shows DCRs in daylight and at night in a loopback line of over 90km
of connecting fibers #2 and #6,when the dark fiber is connected directly to anSNSPD.
Both show almost the same level of around 2000 cps. This result implies that dark
counts owing to daylight are not dominant in this fiber, and a high DCR may be
attributable to stray light at the telecom wavelengths. To specify the wavelength, we
measure the spectra using a variable narrow band-pass filter, as shown in Fig. 5.7b,
which has attenuation rate and bandwidth of 2dB and 1nm respectively. Figure5.8b
shows the DCRs as functions of the wavelength in the #2–6 loopback lines, and
in lines #7 and #8, shown in Fig. 5.7a. A few clear peaks can be recognized in all
fibers around the wavelengths that are widely used in telecom systems. Note that
no light sources are input into the measured fibers or other backup lines. Thus,
crosstalk takes place in the cable, and photons in the telecom wavelengths used
in other commercial fibers leak into the JGN2plus fibers. This kind of crosstalk,
which even occurs between covered fibers in a cable, should be taken into account
in designing a QKD system, even if a dark fiber is dedicated for a quantum channel.
Actually, parallel fibers are adopted to realize aQKDsystem inmany cases. Of the so-
called “classical channels,” a synchronous signal, base-matching, and/or information
for error correction are sent using bright light signals, which may contaminate the

http://dx.doi.org/10.1007/978-3-319-24091-6_1
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Fig. 5.8 a DCR of
JGN2plus fibers without a
band pass filter, b DCR
dependency on the
wavelength, and c DCR as a
function of input power in
the neighboring fiber.
Reproduced with permission
of the Optical Society of
America, after [19]
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neighboring quantum channel through crosstalk. To affirm the crosstalk phenomenon
between parallel fibers in a quantitative manner, the CW laser is input into the #3–5
loopback lines, and measures the DCR in the #2–6 loopback lines, which are simply
neighboring fiber lines, as shown in Fig. 5.7c. A significant increase in the dark count
can be recognized when the input power exceeds −20dBm, as shown in Fig. 5.8c.

The leakage points can be estimated using a method resembling an optical time-
domain reflectometer, as shown in Fig. 5.7c. Light of 1550nm wavelength from a
CW laser is pulse-shaped by a modulator. The pulse width is 30–100ns, and the
repetition rate is 50kHz. This pulse is amplified to 4–7dBm by an erbium-doped
fiber amplifier (EDFA). When optical pulses are input into the fiber, start pulses are
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Fig. 5.9 a Back scattering
counts of the leakage
photons as a function of the
transmission length, and
b OTDR trace of an optical
pulse input fiber. The large
reflection and plunge step in
(b) correspond to the
bending positions.
Reproduced with permission
of the Optical Society of
America, after [19]
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sent to the time-interval analyzer. Stop pulses are given by the SNSPD-connected
neighboring fiber when photons are detected by the SNSPD. If the photon leakage
occurs at specific points, the peaks of the counts at the corresponding back reflecting
term should be recognized. Figure5.9a shows the leakage photon count distribution
as a function of the corresponding transmission length in the #2–6 loopback lines
(see Fig. 5.7a) when pulses are input into a neighboring line of the #3–5 loopback.
The pulse width is 100ns with a 50-kHz repetition rate and an input power of 7dBm.
To compare the fiber characteristics, an optical time-domain reflectrometer (OTDR)
trace of the #3–5 loopback lines is shown in Fig. 5.9b. The peaks in Fig. 5.9a do not
necessarily match those in Fig. 5.9b. Namely, splicing points and fiber joints that are
recognized in the OTDR trace in Fig. 5.9b owing to large reflections, do not match the
photon leakage points. Meanwhile, leakage points match the cable bending positions
(ascertained directly), at least within 1000m.

To confirm the bending positions more carefully, the measurement results of
the short-distance fibers on the premises of an NICT site is shown. The repetition
rate of the optical pulse train was 50kHz when the data shown in Fig. 5.9a were
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Fig. 5.10 Extent of photon
leakage in parallel fibers:
a nearest neighbor,
b second-nearest neighbor,
and c third-nearest neighbor.
Reproduced with permission
of the Optical Society of
America, after [19]

acquired. We cannot deny that ghost signals may have been measured in the data in
Fig. 5.9a under a 50kHz repetition rate because this rate is too fast to estimate the back
reflection in a fiber of as long as 90km. The fiber length at this time is only 700m, but
we can explicitly and directly determine the conditions of the field-installed fiber.
Figure5.10 shows the photon leakage to the nearest-, second-, and third-nearest
neighboring fibers within the 700m of field-installed fibers. Half a dozen four-core
tapes, including the fibers used in this experiment, are bundled into a single optical
cable [57]. The pulse width is set to 30ns with the same repetition rate of 50kHz
and an input power of 4dBm. In the nearest- and second-nearest neighboring fibers,
reflections of the leaking photons are observed at the 130m mark. At around this
point, the optical cable is bent into a hand-hole, and there are no splicing points or
joint connections. In Fig. 5.10a–c, a significant amount of photon leakage can be
seen in the second-nearest neighboring fiber at the 680mmark. At this point, photon
leakage cannot be observed in the nearest-neighboring fiber, however. The optical
cable is also rolled at around this point. Photon leakage also cannot be observed in
the third-nearest neighboring fiber. Such leakage photons cannot be seen in Fig. 5.9a.
The data shown in Fig. 5.9awere obtained at a temperature of around 12 ◦C, and those
in Fig. 5.10 were obtained at a temperature of around 22 ◦C. These results imply that
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the fiber cable bending is the cause of crosstalk between the parallel fibers, and that
the photon leakage reaches as far as the second-nearest neighboring fiber. Moreover,
the leakage points vary depending on the weather conditions.

Crosstalk occurs mainly at the damping locations, such as at the splicing or bend-
ing points. The results in Fig. 5.10 indicate that the bending of the optical cable is the
cause of photon crosstalk between parallel fibers. The bending of an optical cable
is a known factor in the transmission loss. The loss photons are radiated owing to
the degradation of the confinement effect. Homogeneous bending loss αB [58] is
given by

αB = √
πu2 exp

[−4�w3R/
(
3aν2

)]
/
[
2w3/2V 2(Ra)1/2K 2

1 (w)
]
, (5.1)

where u and w are normalization factors of propagation constants, R is the bend-
ing radius, a is the fiber core radius, Δ is the relative index difference, V =
2πn0a(2Δ)1/2/λ (where n0 is the clad glass index, and λ is the wavelength), and
K 1 is a first-order modified Bessel function. Therefore, αB depends strongly on R.
The allowable bending radius of our optical cable is 100mm, and the cable is laid
at a radius of more than 200mm. However, crosstalk is observed around the rolled
sections. The dependence of the crosstalk on the weather conditions can be explained
by the expansion or shrinking of the fiber coating material from the changes in the
ambient temperature affecting the photon coupling efficiency. A detailed study on
this phenomenonmust be conducted to provide a clear understanding of the crosstalk
probability.

Let us evaluate the influence of stray light in the JGN2plus fibers on the QKD
system. Based on the DCR shown in Fig. 5.8a, if an InGaAs APD with a DE of 15%
at a 1ns time-width in Geiger mode is applied to a QKD system, the dark count
probability can be estimated as 2 × 10−6 (2000 cps ×10−9 s), even if the APD has
no dark counts. This value is 20% of the widely used APD dark count probability
[59] and is sufficiently large to cause deterioration of the QKD system because the
decoy-state QKD is susceptible to dark counts. Therefore, stray light in the JGN2plus
fibers is a significant barrier to a QKD system. In addition, the fact that photons
leak from the parallel fiber indicate that a classical channel parallel to the quantum
channel sending synchronous signal and base-matching data, and/or information for
error correction, may be a potential source of dark count noise. Moreover, data theft
through the bending of the fibers should be understood as a genuine threat. Data theft
using an SNSPD is demonstrated in Fig. 5.11. An optical intensity-modulated signal
is input into one of the pair fibers, and the other fiber is connected to the SNSPD.
When the pair of fibers is bent at a right angle, the optical signal is detected by the
SNSPD. This result implies that data theft can be accomplished without the need for
a special tapping device. It is possible to eavesdrop on the data by using a highly
sensitive photon detector from the neighboring fiber.
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Fig. 5.11 Eavesdropping demonstration using a SNSPD with fiber bending. The signals can be
detected when the fiber is bent at a sharp angle

5.3 Characterization of Single Photon Sources with
SNSPDs

Over the last two decades, QI technology has become an area of rapid advancement in
physics, and considerable experimental efforts have been devoted to demonstrations
of complicatedQI protocols. For further development of this field,more sophisticated
photon engineering and detection technologies are indispensable, but such develop-
ment has been limited by the performance of conventional photon sources and detec-
tors. In this part of the chapter, we report recent progress in telecom wavelength
single- and entangled photon sources, enabled by advanced SNSPD technology.
This part of the chapter is organized as follows. Section5.3.1 describes the detection
of heralded single photon emission using SNSPDs. Section5.3.2 characterizes an
entangled photon source using twin SNSPDs [22], and in Sect. 5.3.3, non-classical
interference between two independent sources detected by SNSPDs is demonstrated.
Finally, some concluding remarks are given in Sect. 5.3.4.

5.3.1 Detection of Heralded Single Photon Emission
Using Twin SNSPDs

In this section, we demonstrate the application of an SNSPD for the detection of
a single photon source [20] using the setup shown in Fig. 5.12. Picosecond laser
pulses (76MHz, wavelength of 792nm, temporal duration of approximately 2 ps,
and horizontal polarization) from a mode-locked titanium sapphire laser (Mira900,
Coherent, Inc.) were focused using an f = 200mm lens and pumped a 30mm
long periodically poled KTiOPO4 (PPKTP) crystal with a poling period of 46.1mm
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Fig. 5.12 The experimental setup for characterization of a heralded single-photon source. Mira
900, mode-locked titanium sapphire laser (Mira900, Coherent, Inc.); SPDC spontaneous parametric
down-conversion; PPKTP periodically poled KTiOPO4; IF interference filter; EPF edge pass filter;
PBS polarizing beam splitter; D1, D2, single photon detectors (SNSPDs); & coincidence counter

for a type-II spontaneous parametric down-conversion (SPDC). The PPKTP was
maintained at 32.5 ◦C to achieve a degenerate wavelength at 1584nm. The down-
converted photons, i.e., the signal (H polarization) and idler (V polarization), were
collimated using another f = 200mm lens, filtered through two interference filters
(IF) and an edge pass filter (EPF), separated by a polarizing beam splitter (PBS),
and then collected into two single-mode fibers (SMFs). The signal and idler were
connected to two SNSPDs and a coincidence counter (&) for testing the coincidence
counts. Owing to the group-velocitymatching condition [62], the photon source from
a PPKTP crystal has a high spectral purity of 0.82 and wide tunability at telecom
wavelengths [21]. SNSPDs are fabricated using 5–9nm thick and 80–100nm wide
niobium nitride (NbN) or niobium titanium nitride (NbTiN) meander nanowires on
thermally oxidized silicon substrates [28]. A nanowire covers an area of 15μm ×
15μm. The SNSPDs used here were installed in a Gifford-McMahon cryocooler
system and cooled to 2.1K. The maximum SDE is 79% with a DCR of 2000 cps.
The measured timing jitter and dead time (recovery time) were 68 ps [28] and 40ns
[29]. The measured spectral range can cover at least 1470–1630nm [20]. In this
experiment, the SDEs of the two SNSPDs were set to 70 and 68%, corresponding
to DCRs of less than 1000 cps.

We measured the single counts and coincidence counts as a function of the pump
power, as shown in Fig. 5.13a. The single (coincidence) counts reached 2.14×105 cps
(4.5×104 cps), 1.91×106 cps (4.06×105 cps), and 5.23×106 cps (1.17×106 cps)
at pump powers of 10, 100 and 400mW respectively. To the best of our knowledge,
these are the highest coincidence counts ever reported at telecom wavelengths. We
also calculated the generated photon pairs and average photons per pulse, as shown
in Fig. 5.13b. Compared with the previous PPKTP source at telecom wavelengths by
Evans et al. [60], the calculated generation rates of the photon pairs per second are
comparable, whereas our detected coincidence counts are about 90 times higher. It
is also noteworthy to compare the brightness of our source with the previous best
results at near infrared (NIR)wavelengths [61, 64, 65].We noticed that themaximum
coincidence counts in our system are comparable to the results of these experiments,
which means that using an SNSPD and PPKTP crystal at telecom wavelengths can
make themulti-photon coincidence counts similar to or even higher than those within
the NIR range.
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Fig. 5.13 a Measured single and coincidence counts as functions of pump power, and b calculated
all-pair and one-pair component generation rates and the average photon numbers per pulse as
functions of the pump power. After [20], copyright permission courtesy of Elsevier

5.3.2 Demonstration of an Entangled Photon Source
with SNSPDs

After the detection of a single photon emission from the source,we updated the source
configuration to demonstrate entangled photon generation, which was realized by
inserting a PPKTP crystal into a Sagnac interferometer [22]. The experimental setup
is shown in Fig. 5.14. Picosecond laser pulses from amode-locked Titanium sapphire
laser passed through an optical isolator (OI), a half-wave plate (HWP), and a quarter-
wave plate (QWP). The pulses were then focused by an f = 200mm lens (beam

Mira
-900

OI

&

D1

D2

76MHz,  ~2ps
792 nm

DM

DHWP DPBS

Polarizer1

Polarizer2

LPFs

SMFC

SMFC

QWPHWP

LPFs

Fig. 5.14 The experimental setup for demonstration of an entangled photon source. OI Optical
isolator; HWP half-wave plate; QWP quarter-wave plate; DM dichroic mirror; DHWP, DHWP
dual-wavelength HWP; DPBS dual-wavelength polarization beam splitter; LPFs, long-pass filters;
SMFC, single-mode fibers using two couplers; & coincidence counter. After [22], reproduced with
permission of Optical Society of America
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Fig. 5.15 Two-fold coincidence counts in one second as a function of two polarizers with a pump
power of 10mW. The background counts were subtracted. The error bars were added by assuming
the Poisson statistics of these coincidence counts. After [22], reproduced with permission of the
Optical Society of America

waist of φ45μm), reflected by a dichroic mirror (DM), and guided into a Sagnac-
loop. The Sagnac-loop consisted of a dual-wavelength polarization beam splitter
(DPBS), a dual-wavelength HWP (DHWP), and a 30mm long PPKTP crystal with
a polling period of 46.1mm for a type-II collinear group-velocity matched SPDC.
The temperature of the PPKTP was maintained at 32.5 ◦C to achieve wavelength
degeneracy at 1584nm. The PPKTP crystal was pumped using clockwise (CW) and
counterclockwise (CCW) laser pulses concurrently. The DHWP was set at 45 ◦ to
make the CCW pump horizontally polarized. The down-converted photons, i.e., the
signal and idler, were collimated using two other f = 200mm lenses, filtered by
long-pass filters (LPFs), and then coupled into single-mode fibers using two couplers
(SMFC). Finally, all of the collected photons were sent to two SNSPDs, which were
connected to a coincidence counter (&). We set the pump power to 10 mW and
carried out a polarization correlation measurement by recording the coincidence
counts while changing angles q1 and q2 of Polarizer 1 and Polarizer 2, respectively.
All of the resultant fringe visibilities shown in Fig. 5.15 were higher than 96%. We
also achieved an S value of 2.76 ± 0.001 using Bell’s inequality measurement, and
fidelities of 0.98 ± 0.0002 using quantum state tomography [22]. The measured
maximum coincidence count in Fig. 5.15 was 1 × 104 cps, which corresponds to
a coincidence of 2 × 105 cps without polarizers. Comparing our scheme with the
previous entangled photon source with a PPKTP crystal in a calcite beam displacer
configuration at telecomwavelengths [60], our count rates were more than 100 times
higher, mainly thanks to our highly efficient SNSPDs and fine alignment in the
Sagnac-loop. Obtaining entangled photon pairs with a high count rate and a low
pump power at telecom wavelengths is an important feature of our scheme.
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Fig. 5.16 The experimental setup for the demonstration of interference between two independent
heralded single photon sources. PPKTP Periodically poled KTiOPO4; FBS fiber beam splitter; D1-
4, detectors 1-4; &, coincidence counter; HWP half-wave plate; PBS polarizing beam splitter; QWP
quarter-wave plate; LPFs long-pass filters; SMFC single-mode fibers using two couplers; SNSPD
superconducting nanowire single photon detector. After [23], reproduced with permission of the
American Physical Society

5.3.3 Demonstration of Interference Between Two
Independent Single Photon Sources Using SNSPDs

After the detection of a single photon source and an entangled photon source with
only one PPKTP crystal, we next expanded the system to two PPKTP crystals. We
demonstrated Hong-Ou-Mandel interference between two independent, intrinsically
pure, heralded single photons from an SPDC source at a telecom wavelength [23].
The experimental setup is shown in Fig. 5.16. The components are similar to those
shown in Figs. 5.12 and 5.14. Owing to the group-velocity matched SPDC and highly
efficient SNSPDs, the four-fold coincidence counts shown in Fig. 5.17a are one-
order higher than in previous experiments. A visibility of 85:5± 8:3%was achieved
without the use of a bandpass filter, as shown in Fig. 5.17b. Because this work was
carried out before the SNSPDs with high SDE used in Figs. 5.12 and 5.14 had been
developed, the efficiency of the four SNSPDs in this experiment was around 20%.

5.3.4 Photon Source Characterization: Conclusions

To summarize, we characterized the performance of a heralded single photon source,
an entangled source, and the interference between two independent heralded single
photon sources. Owing to the use of highly efficient SNSPDs and an ultra-bright
single-photon source from a group-velocity-matching PPKTP crystal, the coinci-
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Fig. 5.17 Experimental results of two-photon interference between independent heralded single-
photon sources. The solid lines represent Gaussian fits of the data points. Error bars are equal to
the square-root of each data point, assuming Poisson counting statistics. Here, a and b are four-fold
coincidence counts of D1, D2, D3, and D4 with a pump power of 100 and 10mW for each PPKTP
crystal, respectively. After correcting the background counts, the visibilities of (a) and (b) were
71.8± 2.7, and 85.5± 8.3%, respectively. After [23], reproduced with permission of the American
Physical Society

dence count rate obtained is much higher than that of previous schemes. The com-
bination of highly efficient SNSPDs and the high brightness photon source in our
scheme has opened up opportunities for various future applications at telecom wave-
lengths, e.g., multi-photon interference in fiber networks, entanglement swapping,
and free-space quantum key distribution.

5.4 Quantum Interface Technology Enabled by SNSPDs

In this section, we introduce a quantum interface for the wavelength conversion of
a single photon without destroying its quantum state. Such a quantum interface is
useful for linking diverse solid state or atomic quantum systems through the quantum
states of light. In particular, when we look at long-distance quantum communication,
entangling the distantly located solid state quantum memories through photons is an
elemental building block for quantum repeaters [66–68].Many experimental demon-
strations related to this issue have been conducted over the past decade. However,
the wavelengths of the photons do not fit a telecom wavelength of around 1550nm
for optical fiber communication in many of the experiments conducted owing to the
limitations of the resonant wavelengths of the quantum systems [69, 70]. Therefore,
such a quantum interface enabling wavelength conversion has attracted significant
interest. Clearly, SNSPDs play a significant role in achieving the faithful operation
of the quantum interfaces and quantum repeaters.
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5.4.1 Quantum Interface for the Coherent Wavelength
Conversion of a Single Photon

Our approach is to employ a second-order nonlinear optical effect for the wavelength
conversion, which is referred to as wave mixing. Under a wavelength conversion,
the energy conservation law ωa = ωb + ωc is satisfied, where ωa,b,c represents the
angular frequency of the light in mode a, b, c. The interaction Hamiltonian of this
process is described as

Ĥ = igâb̂†ĉ† + h.c., (5.2)

where â, b̂ and ĉ represent the annihilation operator inmodes a, b, and c, respectively.
(h.c. denotes the Hermitian conjugate.) The wavelength conversion we employ here
is the difference frequency generation (DFG) with a strong pump laser in mode b, as
shown in Fig. 5.18a. In this case, the above Hamiltonian is approximated by

Ĥ = βâĉ† + h.c., (5.3)

where β is a complex amplitude proportional to the complex amplitude of the pump
laser. Under the Hamiltonian, the state transformation is represented as

|0〉a|1〉c = eiϕ sin θ |1〉a|0〉c + cos θ |0〉a|1〉c, (5.4)

where LHS and RHS represent the output and input states, respectively. Angle θ

is determined by the amplitude of the pump laser, the nonlinear coefficient of the
material, and the interaction time. When θ = π/2, the input single photon in mode a

Fig. 5.18 Quantum interface for a wavelength conversion (as employed in [75–77], modified
figure). a Concept of a coherent wavelength conversion through a second-order nonlinear opti-
cal medium. Difference (sum) frequency generation with a properly adjusted pump light converts
the input light of wavelength λa(λc) into wavelength λc(λa). b Experimental setup for the differ-
ence frequency generation using a PPLN waveguide. A 1600nm ECDL pump light amplified by an
EDFA and a 780nm signal light are mixed using a dichroic mirror (DM) and coupled into a PPLN
waveguide. The converted 1522nm light is extracted using a Bragg grating (BG2)
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is converted into a single photon inmode cwith the probability of unity. The coherent
property is ensured by the stability of phase ϕ, which is determined by the coherence
time of the pump laser. The wavelength conversion employed here was first proposed
by P. Kumar [71] and has been demonstrated experimentally in various systems [72–
74]. Below, we introduce the quantum interface for the wavelength conversion from
visible to telecomwavelengths [16, 17, 75], which plays a significant role in quantum
repeater systems.

5.4.2 Experiments with a Waveguide PPLN Crystal

A periodically-poled lithium niobate (PPLN) crystal is one of the most suitable
choices for such awavelength conversion because a large variety ofwavelength selec-
tions is possible by tuning the poling period, and a large interaction length is achieved
from the waveguide structure. In our experiment, we used a PPLN waveguide with a
core of Zn-doped lithium niobate and a cladding layer of lithium tantalite [76]. The
poling period is 18μmfor the type-0 quasi-phasematching condition. Thewaveguide
structure is a ridged type with a length of 20mm and a square cross section width of
8μm. Although along PPLN crystal has a small acceptable phase-matching band-
width, it is calculated to be about 0.3nm for a 780nm signal light, which is sufficient
for many applications. The temperature of the PPLN waveguide is adjusted to 50 ◦C
for maximum conversion efficiency. The pump laser for the DFG is based on a
1600nm external cavity diode laser (ECDL) with a bandwidth of δf < 150kHz,
which is amplified by an EDFA. The amplified spontaneous emission (ASE) of the
EDFA is eliminated by the Bragg grating (BG1) with a bandwidth of 1nm. The
780nm signal light is converted to 1522nm owing to the energy conservation law of
the DFG. After the conversion at the PPLN waveguide, the 1522nm converted light
is extracted by BG3 with a bandwidth of 1nm. The maximum internal photon con-
version efficiency observed was 0.71 at a 700mW pump power when a 780nm CW
laser with a 3MHz bandwidth was used as the input. In the following experiments,
the pulsed signal photons have a broader bandwidth of about 0.2nm, which results
in a reduction of the conversion efficiency from 0.71 to 0.62 [75].

Figure5.19 shows the experimental setup for the demonstration of the wavelength
conversion without destruction of the quantum states. The source emits a maximally
entangled photon pair at the polarization degree of freedom, which is prepared using
a spontaneous parametric down-conversion (SPDC) with a frequency-doubled 1.2 ps
pulsedTi:sapphire laser. One of the photon pairs at 780nmwas sent to theDFG-based
wavelength converter. The wavelength converter we demonstrated works only for the
vertical polarization state of the photons owing to the type-0 quasi-phase matching
condition. Therefore, asymmetric interferometers composed of a polarization beam
splitter (PBS), a half wave plate (HWP), and a non-polarizing beam splitter (BS)
interchange the physical system between the polarization degree of freedom and
the temporal one. After transmitting the first interferometer, the photon is in two
temporary separated time bins with vertical polarization. Therefore, it is crucial that
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Fig. 5.19 Experimental setup for the DFG with the entangled photon pair (after [75], modified
figure). A polarization entangled photon pair is generated at the source. The wavelength of one of
the photons is converted using the DFGmodule shown in Fig. 5.18. Two unbalanced interferometers
convert between the polarizationdegree and time-bin degree using the samepolarization.Ananalysis
of this process was conducted through quantum state tomography using photon detectors (PD)

the DFS process preserve the phase information of the single photon states encoded
in the two time bins. In our experiment, this is ensured by the large coherence time
of the narrow bandwidth CW pump laser. When the photon passes the long and short
arms of two interferometers after both interferometers are transmitted, the photon
is adjusted to be in the initial polarization state. Note that this dual interferometry
scheme reduces the overall efficiency by 1/4 at least. The half wave plates (HWP)
and the quarter wave plates (QWP) and PBSs just before the detectors are used for
the polarization state analysis, which is used for the reconstruction of the density
matrix of the photon pair states. The inset in Fig. 5.19 shows the histogram of the
time-resolved coincidence photon detection based on APDs [75]. The central peak
corresponds to the events in which the state is preserved. However, in the histogram,
we see continuous background photon counting events that also contribute to the
central peak. The origin of the background is considered to be the dark counting of
the photon detectors and the Raman scattering through the strong pump laser.

Photon detectors with a low DCR and a low timing jitter with high detection
efficiency were required to reduce the effects of the background and achieve a high-
fidelity quantum interface. In our experiment [16], to fulfill such requirements of the
photon detectors, we used two types of SNSPD for detecting the 780nm photons and
1522nm photons [3]. The SNSPDs are composed of a 100nm thick Ag mirror, a λ/4
SiO cavity, and a 4mm thick niobium nitride meander nanowire on a 0.4mm thick
MgO substrate from the top. The nanowire is 80nmwide, and covers an area of 15μm
× 15μm. The SDE for 780 and 1522nm wavelengths is 32 and 12.5%, respectively.
Each SNSPD chip coupled with a single-mode optical fiber through a small-gradient
index lens is in a copper holder cooled at 2.28 ± 0.02K by the Gifford-McMahon
cryocooler system.Note that theSDEwas recently improved to up to 80%[28].When
the APDs were used for this experiment, the measured time distribution was ≈350
ps. On the other hand, when the SNSPDswere used, the distribution reduced to≈150
ps. As mentioned previously, the wavelength converter continuously generates noise
photons owing to the Raman scattering from the strong pump laser. Therefore, a high
timing-resolution measurement using the SNSPDs reveals the intrinsic performance
of our quantum interface, and achieves the required performance for the next step of
our experiments.

A well-known method to determine how well the quantum interface operates is
to quantify the output-entangled states from the tomographic reconstruction of the



130 S. Miki et al.

density matrix based on the polarization analysis of two photons. As a reference, we
observed the two-photon state prepared at the source. The observed density matrix
had a fidelity value of 〈|ρin|〉 = 0.97± 0.01, where |〉 ≡ (|H〉|H〉+|V〉|V〉)√2
is a maximally entangled state. This shows that the prepared 780nm photon pair was
highly entangled. Even after the wavelength conversion, we observed a fidelity value
of 0.93 ± 0.04, which is very close to the initial fidelity value [11]. Note that when
APDs were used for this measurement, the fidelity was 0.75 ± 0.06 [10]. Here, we
can clearly see the advantages of using the SNSPDs.

5.4.3 HOM Interference Over the Quantum Interface
with SNSPD

As illustrated in Fig. 5.20a, establishing an entanglement between the distantly
located quantum memories (QM) through two-photon interference [17] is the next
step toward the achievement of long-distance optical fiber quantum communication
based onquantum repeaters. For such a realization, twodown-converted telecompho-
tons from the separated QMs need to have the ability to complete a Bell measurement
(BM) at the intermediate node. This implies that the two telecom photons must be
indistinguishable, resulting in high-visibility Hong-Ou-Mandel (HOM) interference.
To conduct our experiment, we used the same quantum interface as used for thewave-
length conversion. The conceptual setup of the experiment is shown in Fig. 5.20b. To
shorten the measurement time, we used a weak coherent pulse at 780nm instead of a
single photon as an input. In contrast, the other input is a heralded single photon pre-
pared from the SPDC. We used an SNSPD in the visible range for the heralding, and
two SNSPDs in the telecom range to determine the HOM interference. The results
of the delayed coincidence measurement show a dip in the HOM interference. The
visibility observedwas 0.76± 0.12, which clearly surpasses the classical limit of 0.5.
Our theoretical analysis shows that the main reason for the degradation of the visi-
bility from unity is the generation of multiple photons from the weak coherent light
pulse in one input mode, which suggests that the demonstrated quantum interface
has the ability to achieve a visibility of 0.91, which is very close to unity [17].

5.4.4 Quantum Interface Technology: Summary

In this section, we introduced a quantum interface for wavelength conversion, which
aims at long-distance optical fiber quantum communication. Although we have
focused here on a specific wavelength translation choice, i.e., 780–1522nm, which
is suitable for Rb-based quantum memories (QM), quantum interfaces for other
QMs have also been actively studied. Remarkable studies have been performed on
quantum dots [77–79] and nitrogen vacancy (NV) centers in diamond [18]. The
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Fig. 5.20 Two-photon interference toward a quantum repeater including the wavelength converter
(as employed in [17]): a concept of a fundamental quantum repeater node with a wavelength
converter, and b experimental setup for two-photon interference required for the BM after the
wavelength conversion

quantum interface for a wavelength conversion has also attracted significant interest
in the context of manipulating the quantum states encoded within the wavelength
(frequency) degree of freedom. Further work in this direction has demonstrated
coherence between both inputs of a wavelength converter [24].

5.5 Conclusions

As described in this chapter, SNSPDs have been successfully employed and have
shown their superiority in enabling the realization of various kinds of QI technolo-
gies. In particular, several important QI demonstrations already utilized recently-
developed SNSPDs with high practical efficiency. SNSPDs enabled the realization
of the Tokyo QKD network. Moreover high performance SNSPDs have enabled the
advancement of a variety of emerging QI technologies such as telecom wavelength
entangled photon sources and quantum interfaces, which hitherto were out of reach
due to the limitations of available photon counting technology. We anticipate that the
various other types of next generation SNSPD device described in this volume (such
as waveguide SNSPD described in Chaps. 3 and 4, the photon number resolving
SNSPDs introduced in Chap. 1, and multi pixel SNSPD discussed in Chap. 1) will
also be employed in QI demonstrations in the near future, spurring the development
of QI networks as a real-world technology.

http://dx.doi.org/10.1007/978-3-319-24091-6_3
http://dx.doi.org/10.1007/978-3-319-24091-6_4
http://dx.doi.org/10.1007/978-3-319-24091-6_1
http://dx.doi.org/10.1007/978-3-319-24091-6_1
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Chapter 6
Microwave Quantum Photonics

Bixuan Fan, Gerard J. Milburn and Thomas M. Stace

Abstract The past decade has witnessed rapid and remarkable development of elec-
tronic circuits that can probe the quantum regime. Very strong light-matter interac-
tions and the improvement inmanipulating artificial atoms andmicrowave resonators
have brought the field to the single-photon regime, enabling the study of dynamics
involving a single microwave photon. This chapter focusses on the development and
status of microwave electronics in the few-quanta regime, and specifically on the
twin aspects of measurement and generation of single microwave photons.

6.1 Introduction

A traditional view of bulk solid-state systems is that their many degrees of freedom
provide many channels by which quantum coherence may be lost. As a consequence,
it may be expected that coherence times will be short, and discrete transitions will
be smeared into a continuum of modes. Over the last two decades, with the devel-
opment of nano-fabrication techniques and advances in quantum measurement and
control, a newclass of engineeredquantumsystems, such as superconducting circuits,
micro/nano-mechanical systems and quantum-dot systems have demonstrated excel-
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lent quantum coherence, and offer many advantages over ‘natural’ atomic system. In
particular, many of the features of atomic systems can be replicated in solid-state de-
vices. These include discrete quantum systems with well resolved individual energy
levels with low degeneracy, and long lifetimes.

By virtue of their atom-like properties, these systems are often described as ar-
tificial atoms, in the sense that their properties are engineered during fabrication.
When artificial atomic systems are coupled to microwave waveguides or resonators,
the atom-resonator coupling can be significant compared to coupling to the environ-
ment. This strong coupling that has been achieved has enabled the demonstration of
cavity quantum electrodynamics (QED), in the deep quantum regime [1, 2]. Com-
pared to its counterpart in natural atomic systems, circuit QED has advantages in
terms of stability and flexibility in control and manipulation. As a result, it has be-
come a leading platform for demonstrating fundamentally quantum phenomena, as
well as finding applications in quantum information processing.

We start this chapter with a brief introduction of a few key elements in supercon-
ducting circuit systems—the microwave coplanar waveguide, microwave resonators
and superconducting artificial atoms. This naturally leads into the discussion of an
artificial atom, e.g. a superconducting qubit or quantum dot, interactingwith a single-
mode of the electromagnetic field in a microwave resonator. In the final part we will
discuss two applications of circuit QED: single microwave photon detection and
single microwave photon generation.

6.2 Key Ingredients of Superconducting Circuit

Since much of the progress in this field has been centred on engineered supercon-
ducting systems, as a prelude, we give a brief overview of the quantisation of simple
superconducting circuits. More detailed discussions can be found in [3–6].

6.2.1 Superconducting Artificial Atoms

Circuits consisting of linear elements such as capacitors and inductors act as cou-
pled harmonic oscillators, whose (uncoupled) energy levels are evenly-spaced. Con-
versely, natural atoms are strongly anharmonic, due to the 1/r2 Coloumb potential,
leading to unevenly spaced energy levels. To replicate the anharmonicity of natural
atoms in electronic circuits, coherent, nonlinear elements are necessary. One very
important example of such an element is the Josephson junction, which is a junc-
tion with two superconducting electrodes sandwiching a thin oxide layer, behaving
as a dissipationless nonlinear inductor. It provides the requisite nonlinearity for a
variety of quantum electronic devices, including superconducing qubits [7], Joseph-
son parametric amplifiers [8], and superconducting-quantum-interference-devices
(SQUID) [9].
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Fig. 6.1 a The basic model of a CPB b A CPB with the adjustable Josephson tunneling energy
E J (�). The single Josephson junction is replaced by a loop of two junctions (SQUID) and so
that E J can be tuned by varying the flux of the loop. The star indicates the circuit node used for
quantisation

There are a variety of artificial superconducting qubits, including the charge qubit
[10, 11], the flux qubit [12, 13] and the phase qubit [14]. These devices are named
according to the different ratio of the charge energy over the Josephson tunneling en-
ergy, and are characterised by different sensitivities to environmental noise. There are
also superconducting qubits in the intermediate regimes of the three categories, such
as the transmon [15] and fluxonium [16]. Although these are mesoscopic devices,
they can be engineered to have rather simple energy structures.

The first experimentally demonstrated superconducting two-level “atom” was the
Cooper-Pair Box (CPB), with coherence times of nanoseconds [11], and theoretically
described in [17].As shown in Fig. 6.1a, in the simplest CPB setup, a superconducting
island is connected to a reservoir through a Josephson junction and capacitively
coupled to a gate voltage Vg through a capacitor Cg . In the superconducting phase,
electrons in superconducting material form a BCS fluid which can coherently tunnel
from the island to the reservoir, consisting of the rest of the circuit. There are two
important quantities that determine the dynamics of the system: the charging energy
EC , defined as

EC = e2/(2C�), (6.1)

which depends on the total capacitance C� = CJ + Cg , in which CJ is the capaci-
tance of the junction and Cg is the gate capacitance; and the Josephson energy EJ ,
which is proportional to the critical current of the Josephson junction Ic,

EJ = �Ic/(2e). (6.2)

A CPB with a tunable EJ can be made by replacing the single junction with a two-
junction loop (i.e. a SQUID) with a controllable flux passing through the loop, shown
in Fig. 6.1b. Energy level spacings of 5–20GHz are typical of CPB devices.

The CPB is very sensitive to noise arising from charge fluctuations in the vicinity
of the island, which limits the coherence time of charge qubits. To overcome this, the
‘transmission-line shunted plasma oscillation’ or transmon was developed in 2007
as a charge insensitive superconducting qubit [6, 15]. A transmon consists of a tun-
able CPB shunted by a capacitance, to increase the effective junction capacitance.
This means that CJ can be varied without significantly affecting EJ . This capacitor
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acts as a high-pass filter for noise on the CPB, and reduces the ratio EC/E J making
the transmon relatively insensitive to charge fluctuations, increasing coherence times
to ∼1µs. On the other hand, this capacitor decreases the ahamonicity of the qubit.
Nevertheless, it is possible to find an optimal point of operation, at which noise
sensitivity is small and the transmon energy levels are still well resolved and ad-
dressable. Typical anharmonicities of a few hundred MHz (corresponding to ∼10%
of the energy level spacing), together with coherence times of a few microseconds
are achievable. Many important milestones of quantum circuits have been achieved
with transmon devices, such as the observation of vacuum Rabi splitting [18] and
giant cross-Kerr effect [19], and the implementation of a Toffoli gate [20] in quantum
circuits. Recently, ‘3D transmon’ qubits have been demonstrated in bulk microwave
resonators, exhibiting long coherence times, up to ∼100µs [21].

The transmon is similar in form to a CPB with tunable EJ , as shown in Fig. 6.1b.
In the following the Hamiltonian for a CPB/transmon will be derived (we neglect the
shunt capacitance, which can be absorbed into the junction capacitance). By analogy
with a mechanical system, the charging energy plays the role of kinetic energy. We
choose to describe the circuit dynamics with respect to the degree of freedom at the
node marked � (this is effectively a choice of gauge). The ‘kinetic’ term is then

T = Cg

2
(�̇J − Vg)

2 + CJ

2
�̇2

J (6.3)

where �J is the flux threading the circuit in Fig. 6.1a, and the Josephson coupling
energy gives the ‘potential’ term:

U = −E J cos(2π�/�0) (6.4)

where �0 = h/(2e) is the flux quantum, and φ = 2π�/�0 is the phase across the
junction. As usual, the Lagrangian isL = T − U , so the canonical momentum (here
the charge variable) is Q J = ∂L

∂�̇J
= C��̇J − CgVg . The Hamiltonian is then

H = Q J �̇J − L
= (Q J + CgVg)

2

2C�

− E J cos(φ),

= 4EC(n − ng)
2 − E J cos(φ). (6.5)

where n = Q J /(2e) and ng = −CgVg/(2e) is the gate induced charge offset.
We quantise the junction charge, n̂, and its conjugate degree of freedom is the

phase operator φ̂. In the charge basis,

n̂ =
∑

n

n |n〉 〈n| (6.6)

while the conjugate phase operator is best defined through the exponential form
(though we note this should formally be defined in a limiting sense [22])
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Fig. 6.2 The lowest three energy levels of a CPB/transmon versus the gate charge ng at three
different ratios of E J /EC

ei φ̂ =
+∞∑
−∞

|n〉 〈n + 1| , (6.7)

which satisfies ei φ̂ |n + 1〉 = |n〉 and [φ̂, n̂] = i . Then, we have the quantized Hamil-
tonian of a CPB/transmon:

Ĥ = 4EC

∞∑
n=0

(n − ng)
2 |n〉 〈n| − E J

2

∞∑
n=0

(|n + 1〉 〈n| + |n〉 〈n + 1|). (6.8)

For charge qubits, the EC � E J , whilst for a transmon EJ /EC � 1, typically be-
tween 20 and 100, making the transmon insensitive to charge fluctuations. The in-
fluence of the ratio EJ /EC on the energy structure of a CPB is presented in Fig. 6.2.
The eigenenergies are calculated by diagonalising the Hamiltonian Eq. (6.8) in a
truncated number basis. It is seen from Fig. 6.2 that the larger the ratio EJ /EC , the
better the immunity from the charge noise. However, this is at the price of the re-
duction of anharmonicity, though the anharmonicity of a transmon is sufficient for
individual addressing different transitions.

Nowwe turn to evaluate the anharmonicity of a transmon. In the regime EJ /EC �
1, there is an approximate solution for the eigenenergies of a transmon [15]:

El ≈ E J + √
8E J EC(l + 1

2
) − EC(6l2 + 6l + 3)/12. (6.9)

It is easy to know that the first transition energy E1,0 = √
8E J EC − EC ≈ √

8E J EC

and the nth transition energy is
√
8E J EC − nEC . Therefore, the anharmonicity α is
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α ≈ EC . (6.10)

The relative anharmonicity α/E1,0 ≈ √
EC/(8E J ) which decreases as the ratio

EJ /EC increases, consistent with Fig. 6.2. For a transmon with 7GHz first tran-
sition frequency and the ratio EJ /EC = 50, the anharmonicity α ≈ 364MHz.

6.2.2 Coplanar Transmission Lines and Microwave
Resonators

In superconducting circuits, the role of a transmission line is like a waveguide in
optical systems, supporting the propagation of traveling microwave fields. The trans-
mission line we would like to discuss here is the coplanar transmission line, which
is consisted of a central conductor and two lateral ground plane in the same plane,
see Fig. 6.3a. The central conductor is used for propagating microwave signals and
the lateral ground planes are used as the reference potential. Figure6.3c is the circuit
representation of a coplanar transmission line and it can be taken as an infinitely-long
chain of L-C oscillators for small conductance (G0) and small resistance (R0).

The Lagrangian is

L(φ1, φ̇1, . . . φN , φ̇N ) =
N∑

n=1

(
C0φ̇

2
n

2
− (φn − φn−1)

2

2L0

)
, (6.11)

(b)

0R0L

0C

0L

0C0G

0R

0G

(a)

(c)
nφ 1nφ +

Fig. 6.3 a Sketch of a coplanar transmission line, in which 2D metallic gates (shaded) are laid
out in the surface of a wafer. b Sketch of a coplanar transmission line resonator, in which the
central conductor of the resonator is broken to create scattering centres. c Circuit representation
of a coplanar transmission line. L0, C0, R0 and G0 are the inductance, capacitance, resistance and
conductance per unit length of the circuit



6 Microwave Quantum Photonics 145

Equation (6.11) can be transformed to the frequency domain as

L(�1, �̇1, . . .) =
∞∑
k

(
Ck�̇

2
k

2
− �2

k

2Lk

)
(6.12)

where�k is the spatial Fourier transformofφn , andCk = C0d/2, Lk = 2d L0/(k2π2)

and d is the length of the transmission line. After quantization using the same pro-
cedure as in the quantization of the L-C circuit, the quantized Hamiltonian for a
coplanar transmission line is

Ĥ = �

∑
k

ωk(â
†
k âk + 1/2) (6.13)

with ωk = kπ/(
√

C0L0d), â†
k = (Lk/Ck)

1/4
k/
√
2 − i(Ck/Lk)

1/4�k/
√
2 and


k = Ck�̇k .
If breaks are formed in the central conductor of the transmission line, correspond-

ing to a point-like variation in the capacitance of the waveguide, a resonant structure
is formed whose fundamental frequency is determined by its length [23], shown
in Fig. 6.3b. The two capacitors act like reflective mirrors in conventional optical
cavities and couple the ‘external’ field into the resonant modes of the resonator. Typ-
ical frequency of coplanar waveguides ranges from 2–10GHz with quality factor of
Q ∼ 105 − 106 determined by the low internal and external loss rates. Importantly,
given the very small resonator volume, microwave fields in the resonators can be
very intense, and together with the large dipole of the artificial atom, has enabled the
demonstration of various strong coupling phenomena in recent years.

6.2.3 Amplifiers and Detection Devices

Conventional microwave detectors are linear: their output is proportional to the am-
plitude of the incoming field. As a result, they are restricted to homodyne and related
measurement techniques. This is in contrast to optical photodetectors which are in-
trinsically sensitive to the photon flux (i.e. power).

To measure microwave power, either the output of a linear detector is squared,
or the field passes through a non-linear device (e.g. a rectifier or transistor) and then
filtered. In either case, the input field to the detector must be sufficiently large to
register above the detector noise floor. For single-photon microwave detectors, the
output of a linear detectorwill be zero on average (since a field in a Fock state has zero
average amplitude), ruling out the first approach, making the search for ultra-high
nonlinearities critical. In recent experiments, this nonlinearity arises from the fact
that an artificial anharmonic atom (e.g. transmon, quantum dot, etc.) will saturate
with an intensity of a single photon per lifetime.
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Even presuming the existence of such a nonlinearity, there is still a need to amplify
the incredibly small powers corresponding to a flux of a few microwave photons. As
such, we briefly review some of the main constraints on quantum limited amplifiers.
A key paper on quantum limits to amplification byCaves in 1982 showed that a linear,
phase-independent amplifier with gain G (i.e. that amplifies both quadratures by G)
must necessarily add noise, which when referred to the input signal is |1 − 1/G|/2
[24], corresponding to an additional “half-quantum”worth of noise to the inputmode.
This can be understoodheuristically bynoting that twonearby coherent states, |α〉 and
|β〉, with substantial overlap in phase space, cannot become more distinguishable by
application of any CPmap, including amplification. As a consequence, the amplified
versions of each state cannot be coherent states of larger amplitude (which would be
increasingly distinguishable), but must have additional noise.

In practise, high quality conventional amplifiers based on high-electron mobility
transistors (HEMTs) [25] add considerablymorenoise than thequantum limit.Recent
results report that HEMT amplifiers add around 20 quanta worth of noise to the input
[26], a factor of 40 times worse than the quantum limit.

It is possible, in principle, to avoid adding additional noise if the amplifier is
phase-sensitive, such that one quadrature is amplified by G1 and the other is attenu-
ated by a corresponding amount G2 = G−1

1 [24]. This situation can in fact be realised
using a parametric amplifier [8], in which an idler mode acts as a phase reference to
determine which quadrature of a signal mode is amplified (and which is correspond-
ingly attenuated). As a result parametric amplifiers have been increasingly used in
low-temperature measurement systems [27]. Indeed, they have been shown to op-
erate very close to their quantum limit, with recent experiments demonstrating the
addition of just a few noise quanta to the input signal [26].

6.3 Interaction Between ‘Atoms’ and Microwaves

6.3.1 Circuit QED

The development of circuit QED (cQED) addresses one of the biggest technical hur-
dles in conventional cavity QED systems—the difficulty of trapping natural atoms
or ions. This field has made impressive advances in the last decade. From the funda-
mental physics side, quantum circuits have been used to demonstrate the dynamical
Casimir effect [28], to mimic the behavior of natural atoms [29], to test the violation
of a Bell inequality [30] and so on. In terms of applications in quantum information,
quantum circuit technology is a very promising candidate for on-chip quantum com-
putation [31, 32], thanks to system stability, mature techniques of fabrication and
integration, long coherence of superconducting qubits [21], the ability to interface
with variety of systems [33], and strongCoupling (in cQED) between qubits and field
[34, 35]. Hybrids of electronic quantum circuits with atomic systems [36, 37], spins
[38, 39], quantum dots [40] and other systems have shown their great promise in con-
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necting optical and microwave frequency, information transfer between solid-state
devices to flying qubits and building more controllable quantum systems.

The physics of circuit QED closely parallels that of cQED in optical cavities with
natural atoms in Rydberg states with microwave transitions. We consider the inter-
action between a superconducting qubit and a coplanar transmission line resonator.
In light of the fact that the transmon has a well-resolved spectrum, it can be mod-
elled as a two-level system, with energy levels {|g〉 , |e〉} coupled to a near-resonant
quantum harmonic oscillator described by mode creation and annihilation operators
â†, â, via the dipole moment. In the dipole approximation, this system is described
by the well-studied Rabi Hamiltonian (� = 1)

Ĥ = ωr (â
†â + 1/2) + ωeg/2(σ̂ee − σ̂gg) + g(â + â†)(σ̂ge + σ̂eg), (6.14)

where ωr is the resonator frequency, ωeg is the transmon transition frequency, g is
the coupling strength and σ̂i j = |i〉 〈 j |. Assuming the transition frequency is much
larger than the coupling, ωeg � g, we make the rotating wave approximation (RWA)
and discard ‘counter rotating terms’, namely âσ̂ge and â†σ̂eg , ending up with the
Jaynes-Cummings Hamiltonian

Ĥ = ωr â†â + ωeg/2(σ̂ee − σ̂gg) + g(â†σ̂ge + âσ̂eg). (6.15)

The Jaynes-CummingsHamiltonian commuteswith the total excitation number, N̂ =
â†â + σ̂ee, so the Hamiltonian is block diagonal in eigenstates of N̂ , with eigenvalues
n labelling each block.

We transform to an interactionpicture definedbyωr N̂ , the interactionHamiltonian
becomes

ĤI =  |e〉 〈e| + g(â†σ̂ge + âσ̂eg), (6.16)

where  = ωeg − ωr is the detuning.
On resonance, ωr = ωeg (i.e.  = 0), and the system eigenstates are

∣∣ψ±,n
〉 = (|g, n〉 ± |e, n − 1〉)/√2. (6.17)

with eigenenergies ±√
ng. The mode splitting in the eigenenergies induced by the

interaction with a qubit is a signature of strong atom-field coupling, i.e. g � γ, κ ,
where γ is the decay rate of the atom, and κ is the loss rate of the cavity. When
n = 1, the mode splitting is referred as the vacuum Rabi splitting. Figure6.4 shows
the transmission through a transmon-cavity system, demonstrating the vacuum Rabi
splitting, which is a telltale for strong coupling behavior. In superconducting circuits,
vacuum Rabi splitting effects have been observed in a single CPB [34] and in a
transmon [41], along with the Mollow triplet in the fluorescence emission spectrum
of a driven two-level system [42, 43].
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Fig. 6.4 (left) Transmission spectrum of the uncoupled system (g = 0). (right) The vacuum Rabi
splitting in the transmission spectrum of a strongly coupled transmon-resonator system. The other
system parameters are: γ = κ = 1

In the dispersive limit,  � g, there is no direct energy exchange between the
qubit and the field. In this limit, applying the unitary transformation to the Hamil-
tonian e−gD/ HegD/, where D = â†σ̂ge − âσ̂eg , and expanding to second order in
g/ we arrive at the effective Hamiltonian

Hef f ≈ (ωr + g2


)(â†â + 1

2
)σ̂z + ωeg

2
σ̂z, (6.18)

where σ̂z = σ̂ee − σ̂gg and we have used the relation

e−x D Hex D = H + x[H, D] + x2

2
[[H, D], D] + · · · (6.19)

From Eq. (6.18) we see that the transition energy depends on the photon number;
likewise, the resonator frequency depends on the state of the qubit. In this limit, the
dispersive qubit-field interaction can be used for Quantum non-demolition (QND)
readout of qubit states or resonator photon number [44]. This important result follows
fromavery simplemodel,whichnevertheless has led to demonstrations ofmicrowave
cavity photon detection [45, 46].

Generalising this to detecting itinerant microwave photons in waveguide is not
trivial. Later, we will discuss theoretical approaches which extend these ideas to
multi-level transmons coupled to two fields. At large detunings, the model can be
reduced to an effective cross-Kerr interaction model, which we will discuss in next
section.

6.3.2 Applications: Measurement of Microwave Photons

Measuring single quanta of the electromagnetic field is now a standard part of the
operating toolbox of optical physics. Numerous commercial photon counters of the
‘bucket’ variety (i.e. distinguish between 0 and ≥ 1 photons) are available. Several
such detectors can be combined to discriminate between different photon numbers
[47, 48]. In addition, recent advances in superconducting bolometers [49] and multi-
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element nanowires [50] has enabled reliable multi-photon counting from near-infra
red to the optical domain.

In contrast, due to their extremely low energy, the detection of single microwave
photons is very challenging.An early proposal byBrune et al. relied on the interaction
of Rydberg atoms with photons in a microwave cavity [44], which was realised some
years later (see below) [46]. In circuitQED, there are a number of excellent pioneering
theoretical proposals and experimental demonstrations [45, 51–57].

There are several proposed approaches to detecting itinerant microwave photons.
One approach is absorptive detection using a �-type three-level system [51, 52, 54,
55]. This is conceptually related to conventional optical avalanche photon counters,
which produce amacroscopically detectable voltage spike in response to the presence
of a photon. In the microwave domain, a single photon excites the system from a
ground (or otherwise long-lived) state to an excited state, which rapidly decays to
a metastable level or continuum, producing strong measurement signature in the
process [45, 53, 55, 57].

Another approach that has received recent attention is to exploit the nonlinear,
cross-Kerr interaction between two microwave fields, induced by a strongly anhar-
monic medium [19, 56, 58]. The secondary field serves as a probe, whose properties
are measurably changed in the presence or absence of a photon in the primary field
of interest. Notably, experiments in the microwave domain have demonstrated very
high single-pass cross-Kerr nonlinearities, approaching tens of degrees cross-phase
modulation per photon [19].

After discussing various experimental results, we will give a more detailed theo-
retical discussion of these two approaches to counting itinerant microwave photons.

For completeness, we note that linear detectors can be used to sample phase space
distributions (e.g. the Husimi Q distribution) of a source of light, from which multi-
time correlation functions of arbitrary order can be reconstructed [59, 60]. Whilst
this does not enable single-shot detection of microwave photons, it does enable the
characterisation of photon sources, which we discuss in more detail in Sect. 6.3.3.

Thepioneering experiments byHaroche et al. in 2007demonstratedmeasurements
of microwave fields at the single photon level [46]. In their experiment Rubidium
atoms in the circular Rydberg states with radial quantum numbers n ∼ 50 were used
as probe media to measure microwave photons. Velocity selected atoms emanating
from an oven initially pass through the first Ramsey cavity, R1, which coherently
rotates the atomic state from the ‘ground’ Rydberg state (|g〉 = |n = 50〉) to an equal
superposition of |g〉 and the ‘excited’ Rydberg state |e〉 = |51〉 (of course, both states
are in fact highly excited, and are separated by ∼51GHz), to sit on the equator of
the Bloch sphere, i.e. the state |+〉 = |g〉 + |e〉. Following this preparation stage,
each atom coherently interacts with the target cavity C , whose occupation number
is unknown. The interaction with the cavity adds a photon-number dependent phase
e−iφ(n,) to the state |e〉, driving the system to the state |g〉 + e−iφ(n,) |e〉. In the case
where φ(1,) − φ(0,) = π , the atomic state is unchanged if the target cavity
mode is in the vacuum, or evolves coherently to the state |−〉 = |g〉 − |e〉 if the
cavity mode is occupied by a single photon. The cavity mode was sufficiently cold
that higher photon contributions were negligible (<0.3%). Importantly, the atom-
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cavity interaction does not change the photon number within the target cavity. The
atoms then pass through the secondRamsey cavity, R2, which coherently reverses the
evolution of R1, effecting the evolution |+〉 → |g〉 if the cavity were in the vacuum
state, or |−〉 = |e〉 if the cavity were in the 1 photon state. Finally the state of the
atom is read out in the detector D, and an inference is made about the occupation of
the target cavity. Notably, since the cavity mode occupation at the end of the atomic
interaction is notionally the same as at the start, this protocol is a QNDmeasurement,
ideally leaving the cavity in its original state.

The capacity to correctly measure the cavity photon number is limited by the
depth of the Ramsey fringes, which were experimentally reported to have a visibility
of 78% [46]. This leads to probabilities of incorrectly inferring the cavity photon
number: pg:1 = 13%, and pe:0 = 9% following each atomic detection. By grouping
atomic detection events into blocks of 8 repetitions, a majority vote can be used (at
the cost of longer measurement time/smaller bandwidth) to reduce the probability
of erroneously estimating the cavity state to �0.1%, i.e. the measurement fidelity is
>99.9%.

Rapid progress has been made in chip-based superconducting systems. In 2010,
QND detection of the photon number in an on-chip microwave cavity with fidelity
∼90% was demonstrated [53]. Whilst differing in detail from the results of exper-
iments with bulk resonators and Rydberg atoms, there are some conceptual simi-
larities. In this experiment a single transmon in its ground state is non-resonantly
coupled to a high-Q storage cavity, whose photon number is to be measured. The
transition frequency, ω(n)

ge between the ground and first-excited state of the transmon
is Stark-shifted, depending on the number of photons in the storage cavity, n ∈ {0, 1}.
Spectroscopy of the transmon transition frequency thus yields information about the
photon number in the storage cavity. Furthermore, the state of the transmon under-
goes Rabi oscillations when it is driven at the n-dependent frequency corresponding
to the state of the storage cavity, i.e. when ωdrive = ω(n)

ge . Thus, if the Rabi drive
corresponds to a π -pulse, then the transmon is left in an excited state. Conversely,
if the driving frequency applied to the transmon does not match the corresponding
Stark-shifted transition frequency, ωdrive �= ω(n)

ge , then the transmon remains in its
ground state. Finally, the state of the transmon can be measured by a probe pulse
applied to the far-detuned measurement cavity; the reflected signal acquires a phase
shift depending on the state of the transmon. Consequently, observing a phase shift
in the signal reflected from the measurement cavity yields information about the
occupation of the storage cavity, mediated by the transmon.

QND measurement of itinerant microwave photons has demonstrated using
a current-biased Josephson junction [54], and related proposals for cavity pho-
ton counting [61]. The junction has a characteristic ‘tilted washboard’ potential,
U (φ) = −a cos(φ) − Ibφ, where Ib is the bias current, a is a constant, and φ is the
superconducting phase difference across the junction defined earlier. This potential
has a series of local minima near φ = 2πm, for integer m, for which there are a finite
number of bound, metastable states, |g〉 , |e〉 , . . ., with well-defined inter-level tran-
sition frequencies. The lifetime of the first excited metastable state is substantially
shorter than that of the lowest metastable state. As a result, an incoming photon at
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frequency ωge will drive the transition from |g〉 to |e〉, which will then rapidly tunnel
into a continuum of states, corresponding to a voltage pulse across the junction. Thus,
the observation of such a pulse indicates the absorption of a microwave photon. This
approach was demonstrated to have low dark counts (i.e. false reports of the presence
of a photon), but it remains somewhat unclear what the overall quantum efficiency
of the scheme is. We note that this proposal followed earlier work which used the
same basic mechanism simply as a readout for the state of a qubit encoded in the
metastable states of the junction [62].

6.3.2.1 Theory: �-type Artificial Atoms

Phase qubits coupled to a microwave field [63] have been used as detectors, with a
natural readout mechanism afforded by the application of a bias current [61, 62]. The
bias-current induces a ‘tilted-washboard’ potential, described earlier, which trans-
forms the qubit states into metastable states coupled to a continuum of modes. The
large difference in tunnelling rates between the qubit states and the continuum gives
a powerful way to measure which state the qubit was in. The same arrangement has
been proposed as a microwave photon detector [52], which motivated experimental
efforts discussed earlier [54]. The basic idea is for an incoming photon to drive a
transition between the qubit states, which are then distinguished by whether there
is subsequent voltage spike across the junction. Conceptually, this has some sim-
ilarities to conventional optical photon counters based on Avalanche photodiodes
(semiconductor) in which an incoming photon drives a long-lived metastable state
of the detector into a short-lived state, whose decay produces a macroscopic voltage
spike.

Recently, Romero et al. proposed a microwave photon detection scheme along
these lines [51, 52]. Briefly, one or more phase qubits are embedded in a coplanar
transmission line. The qubits are characterised by twometastable states, which decay
into a macroscopically detectable continuum of states. They reported 50% detection
efficiency with one phase qubit in the first work and later in an improved work the
perfect detection with 100% efficiency was achieved theoretically by placing the
phase qubit in front of a mirror (one end of a coplanar transmission line) [55]. These
two proposals are quite promising with the merits of high efficiency, cavity-free and
broad bandwidth but they absorb the photon under detection.

Now let us review the basic theory in [52]. The system Hamiltonian for the case
of one absorber at position x0

Ĥ = ω1 |1〉 〈1| + ivg

∫
[ψ†

L∂xψL − ψ
†
R∂xψR]dx

+ g
∫

δ(x − x0)[(ψR + ψL) |1〉 〈0| + h.c.]dx, (6.20)

where ψ
†
L(ψ

†
R) represents the creation of a photon moving to left (right), vg is the

group velocity in the transmission line, and we take x0 = 0 hereafter. The wave
function for the system is
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|ψ〉 =
∫

dx[φL(x) |1L , 0R, 0〉 + φR(x) |0L , 1R, 0〉] + c1(t) |0L , 0R, 1〉 , (6.21)

where |1L , 0R, 0〉 denotes one photon in the left part of the waveguide, while no
photon in the right part of the waveguide, and the qubit in the ground state. Sub-
stituting the system Hamiltonian and the wave function into the time-independent
Schrödinger equation Ĥψ = Eψ , we arrive at the following coupled equations for
the coefficients:

ivg
∂

∂x
φL + gc1δ(x) = EφL , (6.22)

−ivg
∂

∂x
φR + gc1δ(x) = EφR, (6.23)

(−iγ /2 + ω1)c1 + g(φL(0) + φR(0)) = Ec1, (6.24)

wherewe phenomenologically introduced the atomic decay rate γ . Assuming that the
incident light comes from left with energy E = vgk, we can express the coefficients
of the wave function for the microwave field as

φL = re−ikxH(−x), (6.25)

φR = eikxH(−x) + teikxH(x), (6.26)

where H is the Heaviside-step function, and t and r are the transmission coeffi-
cient and the reflection coefficient respectively and they can be solved from coupled
equations as:

r = −ig2/vg

(iγ /2 + ) + ig2/vg
(6.27)

t = iγ /2 + 

(iγ /2 + ) + ig2/vg
(6.28)

with the detuning  = ω − ω1. The transfer matrix T is given by

T =
(
1/t∗ −r∗/t∗
−r/t 1/t

)
=

(
1 + g2

vg(γ /2+i)

g2

vg(γ /2+i)

g2

vg(γ /2−i)
1 + g2

vg(γ /2−i)

)
(6.29)

The efficiency of photon detection or the probability of photon absorption is the
probability that the photon is neither transmitted nor reflected and it is defined as

η = 1 − (1 + |T01|2)|T11|−2 = (γ0 + γ ∗
0 )|1 + γ0|−2 (6.30)
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where γ0 = (γ /2 − iδ)vg/g2. It is easy to check that the up-bound of the efficiency is
50%. As discussed in [52, 55], the detection efficiency can be significantly improved
by adding more absorbers or by placing the absorber in front of a mirror.

6.3.2.2 Theory: �-type Artificial Atoms

When twoelectromagneticfields are simultaneously incident on anon-linearmedium,
an effective interaction between the fields results. In the case of a cross-Kerr medium,
a probe field experiences a phase shift proportional to the intensity of a control field.
On-chip microwave circuits have recently demonstrated giant cross-Kerr phase shift
(∼20◦ cross phase shift per control photon) via the cross-Kerr nonlinearity between
microwaves induced by a transmon [19], which is much larger than comparable
single-pass optical experiments [64–66]. This experiment, together with theory from
the quantum optics literature [67, 68] suggests that QND measurements of single
microwave photons using a strong cross-Kerr nonlinearity are possible.

Inspired by these experimental observations, we now discuss the feasibility of
using this giant non-linearity to count microwave photons. The basic idea is that an
itinerant microwave photon in the control field induces a transient polarisation in
the transmon, which in-turn displaces the probe field. The displacement of the probe
field is measured by a conventional linear detector, yielding information about the
state of the original control field. This approach has been analysed in the literature,
and we summarise the results here [56, 58, 69].

Before introducing the full analysis of an anharmonic oscillator (e.g. a transmon)
coupled to two itinerant microwave fields, we discuss a limiting case in which the
fields are discrete resonator modes, and where the transmon may be adiabatically
eliminated to produce an effective cross-Kerr nonlinearity.

We consider a three-level transmon with the energy levels |0〉, |1〉 and |2〉, em-
bedded in a coplanar transmission line, and coupled to two single-mode fields. The
Hamiltonian is given by

Ĥ = ω2σ̂22 + ω1σ̂11 + ωaâ†â + ωbb̂†b̂ + g1(âσ̂10 + â†σ̂01) + g2(b̂σ̂21 + b̂†σ̂12)

(6.31)

where â and b̂ are the annihilation operators for the fields,ω j is a transition frequency,
and g j are coupling strengths. Transforming the Hamiltonian to a rotating frame, we
have

Ĥ = (δ2 + δ1)σ̂22 + δ1σ̂11 + g1(âσ̂10 + â†σ̂01) + g2(b̂σ̂21 + b̂†σ̂12) (6.32)

where δ2 = ω2 − ω1 − ωb and δ1 = ω1 − ωa . The equations of motion for the mode
and transmon operators are
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˙̂a = −ig1σ̂01 − κ1â/2, (6.33)
˙̂b = −ig2σ̂12 − κ2b̂/2, (6.34)

˙̂σ01 = −iδ1σ̂01 − ig1â(σ̂00 − σ̂11) − ig2b̂†σ̂02, (6.35)
˙̂σ12 = −iδ2σ̂12 − ig2b̂(σ̂11 − σ̂22) + ig1â

†σ̂02, (6.36)
˙̂σ02 = −i(δ1 + δ2)σ̂02 + ig1âσ̂12 − ig2b̂σ̂01 (6.37)

where κ1 and κ2 are decay rates of the corresponding cavity modes.
In the dispersive regime, δ2, δ1 � g1, g2, the atomic operators can be adiabati-

cally eliminated. We solve the algebraic equations for the transmon operators, and
substitute into the dynamics for the mode operators to obtain effective equations of
motion, which are generated by the effective Hamiltonian describing the cross-Kerr
interaction between the two input fields

Ĥeff ≈ −g2
1

δ1
â†â + 4g4

1

δ31
â2†â2 − (

g2
1g2

2

δ21δ2
+ g2

1g2
2

δ1δ2(δ1 + δ2)
)â†âb̂†b̂ (6.38)

This effective model is derived in the dispersive regime and under the condition of
small or negligible dissipation rates of the fields and the atom. The second term in
Ĥeff is the desired cross-Kerr interaction. However, the model manifestly neglects
any independent dynamics of the transmon system, and breaks down in regimes
where this may be significant.

In order to describe the full dynamics close to resonance (where the effective field
coupling is largest), it is important to treat the field and transmon dynamics on equal
footings. This was done in [56, 58, 69] where it was found that the strong cross-Kerr
nonlinearity induced by the transmon is constrained by strong saturation effects.

We now describe a somewhat simpler situation, in which the probe and control
fields are simply weak coherent states, to demonstrate both the capacity to function
as a power-detector at low control powers, and the way in which saturation becomes
significant in the single control-photon regime. This corresponds to the situation in
recent experimental results demonstrating giant microwave cross-Kerr nonlinearities
[19]. TheHamiltonian for the systemof a transmoncoupled to two frequency resolved
traveling fields in a waveguide (shown in Fig. 6.6a) is given by

Ĥs = ω1σ̂11 + ω2σ̂22 + g2(α
∗
peiωpt σ̂12 + αpe−iωpt σ̂21)

+ g1(α
∗
c eiωct σ̂01 + αce−iωct σ̂10), (6.39)

where the coupling coefficients g1 = √
γ01/2π and g2 = √

γ12/2π , with γ01 and γ12
being the relaxation rates of the 0–1 and 1–2 transitions of the transmon, respectively.
This relation between the coupling coefficient and the “atomic” relaxation rate comes
from the Markovian approximation.

Moving to an interaction picture at the frequencies of the driving fields and as-
suming that the input fields are real, the Hamiltonian becomes
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(a) (b) (c)

Fig. 6.5 a The cross-Kerr phase shift of the probe field induced by the signal field as the detuning
δ2 is varied; b The cross-Kerr phase shift of the probe field induced by the signal field as the
signal amplitude αc is varied. The system parameters are: γ01 = 1, γ12 = 2, δ1 = −0.01 and αc =
1/

√
2π for the left figure and αp = 0.1 and δ2 = −0.8 for the right figure. c A phase-space cartoon

illustrating the effect of saturation of the probe cross-Kerr phase shift induced by a fixed-amplitude
signal field. A weak probe field incident on an unsaturable cross-Kerr medium will be rotated off
the x-axis by a fixed angle regardless of its amplitude (red arrows). A saturable medium will rotate
the signal field by an angle that decreases with amplitude (blue and green arrows)

Ĥs = δ1σ̂11 + (δ1 + δ2)σ̂22 + g2αp(σ̂12 + σ̂21) + g1αc(σ̂01 + σ̂10) (6.40)

where δ1 = ω10 − ωc, δ2 = ω21 − ωp. The unconditional quantum master equation
is given by

ρ̇ = −i[Ĥs, ρ] + γ01D[σ̂01]ρ + γ12D[σ̂12]ρ (6.41)

We solve the dynamics from the transmon given by Eq. (6.41), and then use
input-output relations to infer how the probe-field responds to the transmon polar-
isation, âp,out = âp,in + √

γ12σ̂12 [22]. The displacement of the output probe field
relative to the input is detectable using a homodyne detector (pictured in Fig. 6.6a).
Figure6.5 presents the phase shift of the probe field induced by the control field via
the transmon-induced nonlinearity. Figure6.5a shows the probe phase shift versus
the probe frequency at different probe amplitudes. Clearly, the probe phase shift
saturates as the probe amplitude increases. This corresponds to the behavior illus-
trated in the cartoon Fig. 6.5c, in which the displacement of the probe field does not
increase in proportion to its amplitude (blue and green arrows). For comparison, a

(a) (b) (c)

Fig. 6.6 Three detection scheme based on cross-Kerr-like schemes. a Photon detection based on
nonlinearity induced by a transmon in an open transmission line; b Photon detection based on
nonlinearity induced by a few cascaded transmons in a transmission line; c Photon detection based
on nonlinearity induced by two transmons with a probe cavity
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non-saturable cross-Kerr mediumwill yield a probe-independent phase shift (dashed
red arrow).

Figure6.5b shows the probe phase shift versus control field amplitude. We note
that the x-axis is denominated in units of “average control photon flux per transmon
lifetime”; that is, αc = 1 corresponds to a flux of 1 control photon in a time γ −1

01 .
For small control amplitude there is an approximate quadratic relation between the
probe phase shift and the control amplitude, i.e. the phase shift is linear in the control
power, consistent with the effective cross-Kerr model. This supports the notion that
the transmon induced nonlinearity can be used as a power detector of weak control
fields in the microwave domain. It also demonstrates saturation of the probe response
as the control power increases.

At resonance, the analytical steady-state solution of the model above can be ob-
tained. In this case, the equations ofmotion for the expectation of the atomic operators
are given by

d

dt

〈
σ̂00

〉 = iαs
√

γ01(
〈
σ̂01

〉 − 〈
σ̂10

〉
) + 〈

σ̂11
〉
γ01, (6.42)

d

dt

〈
σ̂01

〉 = −γ01
〈
σ̂01

〉
2

+ i
√

γ01αs(
〈
σ̂00

〉 − 〈
σ̂11

〉
) + i

√
γ12αp

〈
σ̂02

〉
, (6.43)

d

dt

〈
σ̂02

〉 = −γ12

2

〈
σ̂02

〉 − iαs
√

γ01
〈
σ̂12

〉 + i
√

γ12αp
〈
σ̂01

〉
, (6.44)

d

dt

〈
σ̂12

〉 = −(γ01 + γ12)

2

〈
σ̂12

〉 − i
√

γ01αs
〈
σ̂02

〉 + i
√

γ12αp(
〈
σ̂11

〉 − 〈
σ̂22

〉
),

(6.45)
d

dt

〈
σ̂22

〉 = −iαp
√

γ12(
〈
σ̂12

〉 − 〈
σ̂21

〉
) − 〈

σ̂22
〉
γ12. (6.46)

The transmon induced displacement is given by Q = −i
√

γ12(
〈
σ̂12

〉 − 〈
σ̂21

〉
). We

can estimate this displacement in a steady state situation, in which the probe and
control fields are held constant. The steady state solution for the transmonpolarisation〈
σ̂12

〉
in this case is:

〈
σ̂12

〉on = iα2
s
√

γ12αp (1 + γ01/γ12)[(
γ01
2 + 4α2

s

) + 2α2
p

] [(
� + 2α2

p

)
/2 + α2

s γ01/γ12
] . (6.47)

where � = (γ01 + γ12)/2. When the control field is off, the transmon is transparent
to the probe field, which is consequently unaffected by the transmon. Thus the phase
difference between the control-on and control-off cases is

Q ∼ ∣∣〈σ̂12
〉on − 0

∣∣ � α2
c
√

γ12αp (1 + γ01/γ12)[(
γ01
2 + 4α2

c

) + 2α2
p

] [(
� + 2α2

p

)
/2 + α2

c γ01/γ12
] . (6.48)

At high probe intensity αp � αs, γ12, γ01, this reduces to
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Q ∼ α2
s
√

γ12 (1 + γ01/γ12)

2α3
p

(6.49)

The phase displacement is inversely proportional to cube of the probe amplitude.
This illustrates that for weak probe and control fields, the displacement of the

probe is both linear in αp, and quadratic in αc (i.e. linear in the power in the control
field). It further illustrates that saturation effects become important when the control
and probe field amplitudes are comparable to

√
γ01, i.e. the photon flux per transmon

lifetime is ∼1.
Unsurprisingly, the saturation of the transmon is also important when the control

field is a Fock state, with a single photon in a wave packet of temporal width ∼1/γ01
[56, 58, 69]. As a consequence, it was shown that a single transmon cannot be used
to displace a coherent probe-field by more than the quantum noise of the field, when
the control field has a single photon [69]. That is, a probe field displaced by a single
control photon is not well-resolved from the undisplaced probe. It was concluded that
a single anharmonic resonator (e.g. a transmon) in a microwave waveguide cannot
be used as the basis for a reliable counter of itinerant microwave photons.

To overcome the limitations imposed by the saturation of a single transmon, it
is desirable to cascade several in a chain, so that either a single probe field may be
displaced by each successive interaction, or so that a collection of independent probes
at each transmon may be measured and synthesised into a single signal better able
to resolve the control photon number. Naively cascading transmons in a waveguide
was shown not to work, since there is a necessary connection between the strength of
the cross-Kerr interaction (the dispersive part), and the fact that the control photon is
reflected from the transmon (the dissipative part). These are connected by a Kramers-
Kronig type relation, so that the more powerful is the induced cross-Kerr interaction,
the greater the chance of the control photon being reflected back along the waveguide
[69].

Instead, the transmons must be cascaded in such a way that back-reflection is
strongly suppressed. One scheme for implementing this is shown in Fig. 6.6b. Here,
transmons are interleavedwith circulators—uni-directional couplers that allowafield
to propagate in only a single direction. In the configuration show a control photon
entering the circulator is directed to the transmon, which being located at the end of
a waveguide stub, deterministically sends the photon back to the circulator, which
directs the control photon into the next circulator. In this way, probe fields interacting
with each transmon collectively integrate information about the control field, without
the damaging effects of back scattering. This approach was investigated in detail in
[56], where it was shown that it is indeed a viable approach to microwave photon
counting. With several transmons it is possible to achieve photon counting fidelities
and quantum efficiencies >90%.

A further extension of the protocol includes a probe field cavity (albeit with the
control field still itinerant), as shown in Fig. 6.6c. This enhances the probe-transmon
coupling, and was shown to enhance the fidelity and efficiency for a given number of
transmons/circulators, such that just two transmons, and a single circulator are suffi-



158 B. Fan et al.

cient to achieve photon counting fidelities and quantum efficiencies >90% [58]. In
any case, circulators are currently one of the technical bottlenecks in superconduct-
ing circuit QED systems. We note passing that the development of compact, on-chip
circulators will be crucial for future large scale circuit QED systems, not least for
microwave photon counting.

There are two common merits of these three schemes discussed above:

1. Single microwave photons are not stored in a cavity so that this type of detection
devices are suitable for a relatively wide frequency range of photons, determined
by the coupling bandwidth of the transmon.

2. The detection process is non-absorbing so that photons can be repeatedly mea-
sured or used for further applications.

As such, this approach lends itself to QND photon counting. Importantly however,
there is a necessary trade-off with the pulse-envelope distortion of a detected photon
[56, 58, 69].

6.3.3 Applications: Generation of Microwave Photons

Arguably, the generation of Fock states of microwave photons has proven rather
more straightforward than their detection. Again, there are two distinct regimes that
have been probed experimentally, firstly in cavity QED systems, and secondly in
freely propagating modes of a waveguide. Here we discuss very briefly some recent
advances in microwave photon generation.

The reliable production of microwave-cavity photons in bulk cavities was pio-
neered by Haroche’s experimental group. Their approach to generating Fock states
of microwave cavities was to initially prepare the cavity in a weak coherent field,
consisting of a superposition of Fock states, then use measurements effected by the
flux of Rydberg atoms [46] to project onto the number eigenbasis. By this means,
microwave cavity Fock states with up to 7 photons have been prepared [45], along
with other non-classical states of light [70]. Furthermore, the quasi-continuous mea-
surement record of the photon number (provided by theRydberg detection apparatus)
can be used in a control system to drive the cavity occupation to a desired photon
number [71].

Alternatively, one could engineer sequential, controlled interactions between a
two-level “atom”, repeatedly initialised into its excited state, and a cavity to deposit
quanta one-by-one, building up a Fock state to a desired photon number. This ap-
proach was adopted in the context of on-chip microwave devices by Hofheinz et al.
[72]. A superconducting phase qubit [73] was used as the two-level system, coupled
to a microwave stripline resonator with resonant frequency ∼6.6GHz. This kind of
system is well described by the Jaynes-Cummings Hamiltonian, which predicts that
the Rabi frequency at which energy is exchanged between a two-level system and
a cavity depends on the cavity occupation via �n = �0

√
n [74], where �0 ≈ 30 to

40MHz is the vacuum Rabi splitting. Notably, this is 3 orders of magnitude larger
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than the vacuum Rabi splitting achieved between Rydberg atoms and bulk resonator
modes [46]. Thus to effect perfect energy transfer from the two-level system to the
cavity (i.e. a π -pulse), requires that the interaction time between the two-level sys-
tem and the cavity needs to be reduced with increasing n. Through this sequential
approach, Fock states of up to n = 6 photons have been reliably produced [72, 75].

Linear detectors, which record the phase and amplitude of a signal, can be used
to sample phase space distributions (e.g. the Huisimi Q distribution) of a source of
light. In the context of microwave electronics these are known as I Q-mixers, named
because they record both In-phase and Quadrature components of some input mode,
â. As mentioned earlier, it is also possible to reconstruct multi-time correlation
functions of arbitrary order from the output record of an I Q detector [59, 60].
Essentially, the output of the I Q mixer, Ŝa is related to the input mode via Ŝa =
â + ĥ†, where ĥ† is an ancillary input mode that accounts for noise in the mixer.
At best, this ancillary mode may be quantum limited, but in typical experiments
it is characterised by some effective noise temperature, or noise-equivalent photon
flux. The output of the I Q mixer is a (classical) complex number Sa = 〈Ŝa〉, so
moments such as 〈(â†) j âk〉 can be expressed in terms of moments of Ŝa . These
can be reconstructed from the measurement record Sr , together with moments of
ĥ, which can be measured independently. Importantly, this includes higher order
correlation functions including g(2)(0) = 〈(â†)2â2〉/〈â†â〉2, which vanishes for e.g.
single photon sources.

While this technique is not suitable for single-shot photon counting, it is ex-
tremely useful for characterising the output field of a microwave photon source, and
to observe tell-tale anti-bunching that distinguishes a single-photon source from a
coherent or thermal source. It has been used to characterise the microwave output
of a pair of transmon superconducting qubits into a common cavity mode enabling
the reconstruction of the density matrix of the two-qubit system [76]. More recently,
the same approach was used to characterise the emission profile and statistics from a
coherently controlled transmon in a microwave cavity, and to confirm that the output
was indeed consistent with the emission of singlemicrowave photons [77]. Similarly,
an artificial atom driven by a weak coherent source acts as a non-linear mirror [78],
with the reflected field showing substantial anti-bunching. Likewise, a microwave
resonator strongly coupled to an artificial atom acts as a photon filter, transmitting
single photons one-at-a-time [42, 43]. In both case, the resulting field exhibits the
signature of non-classical, antibunched light consistent with strong single-photon
character.

6.4 Conclusions

The last decade has seen remarkable advances in microwave photonics with few
quanta. The production, detection and manipulation of Fock states (and other non-
classical states) of the field in a microwave cavity has been demonstrated in a variety
of systems, including the Nobel-prize winning work of Haroche using bulk cavities
and Rydberg atoms, as well as in micro-fabricated devices using a range of supercon-
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ducting artificial atoms. Indeed, a number of canonical quantum- and atom-optics
phenomena have been demonstrated in these systems with much less experimental
difficulty than in systems using real atoms. Furthermore, these techniques have en-
abled true QND detection of photons in microwave cavities, a feat which remains to
be achieved in the optical domain.

In contrast, there remains an outstanding problem of detecting guided, itinerant
microwave photons. This is in contrast to the optical domain, where high-quality
photo-detectors have existed for many decades. We have discussed various protocols
for filling in this last piece of the microwave-photon toolkit. However the proposals
we have discussed suffer limitations related to their efficiency, fidelity or technical
complexity. The latter is largely limited by the bulky, off-chip microwave circulators,
and we view the development of on-chip circulators as a key technology that will
enable development of reliable, high-efficiency microwave photon detectors.
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Chapter 7
Weak Measurement and Feedback
in Superconducting Quantum Circuits

Kater W. Murch, Rajamani Vijay and Irfan Siddiqi

Abstract We describe the implementation of weak quantum measurements in super-
conducting qubits, focusing specifically on transmon type devices in the circuit quan-
tum electrodynamics architecture. To access this regime, the readout cavity is probed
with on average a single microwave photon. Such low-level signals are detected using
near quantum-noise-limited superconducting parametric amplifiers. Weak measure-
ments yield partial information about the quantum state, and correspondingly do not
completely project the qubit onto an eigenstate. As such, we use the measurement
record to either sequentially reconstruct the quantum state at a given time, yielding
a quantum trajectory, or to close a direct quantum feedback loop, stabilizing Rabi
oscillations indefinitely.

7.1 Introduction

Measurement-based feedback routines are commonplace in modern electronics,
including the thermostats regulating the temperature in our homes and sophisticated
motion stabilization hardware needed for the autonomous operation of aircraft. The
basic elements present in such classical feedback loops include a sensor element
which provides information to a controller, which in turn steers the system of inter-
est toward a desired target. In this paradigm, the act of sensing itself does not a
priori perturb the system in a significant way. Moreover, extracting more or less
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information during the measurement process does not factor into the control algo-
rithm. For quantum coherent circuits, these basic assumptions do not hold. The act
of measurement is invasive, and the so-called backaction drives a system toward an
eigenstate of the measurement operator. Furthermore, the information content of the
measurement determines the degree of backaction imparted. For example, strong
measurements completely project a superposition state into a definite eigenstate
while extracting enough information to unambiguously allow an observer to deter-
mine which eigenstate has been populated. Weak measurements on the other hand,
accrue less information, indicating which eigenstate is more likely to be populated,
and have proportionally weaker backaction that does not completely collapse a quan-
tum superposition. This type of measurement provides a natural route to implement
active feedback in quantum systems with the weak measurement outcome providing
the input for a quantum controller that takes into account the measurement induced
backaction.

In this chapter, we first discuss a general formalism based on positive operator-
valued measures (POVMs) which can describe both weak and strong measurements.
We then apply this formalism to a superconducting two-level system coupled to a
microwave frequency cavity, which is well approximated by the Jaynes-Cummings
model commonly used in cavity quantum electrodynamics. In such a system, the
measurement strength for a given integration time can be adjusted by varying the
number of photons in the cavity. To access the weak measurement regime, the cavity
is typically populated, on average, with less than one photon, requiring an ultra-low-
noise amplifier for efficient detection. In contemporary experiments, this function is
realized using superconducting parametric amplifiers. After briefly describing these
devices, we discuss two basic types of experiments. In the first set, the result of a
sequence of weak measurements is used to reconstruct individual quantum trajecto-
ries using a Bayesian update procedure. The statistical distribution of an ensemble of
many such trajectories is then analyzed to experimentally and theoretically obtain the
most likely path. In these experiments, the backaction results either solely from the
measurement process or from the combination of measurement and unitary evolution
under a coherent drive. In principle, the reconstructed state and the detector values
corresponding to the most likely path can be used for arbitrary feedback protocols and
optimal control. In the second type of experiment, we use the weak measurement out-
come to directly complete an analog feedback circuit. In particular, we demonstrate
the real-time stabilization of Rabi oscillations resulting in the suppression of their
ensemble decay. Finally, we close with a discussion of future directions for hardware
improvement and additional experimentation, particularly in multi-qubit systems.

7.2 Generalized Measurements

In quantum mechanics, predictions about the outcome of experiments are given by
Born’s rule which for a state vector |ψi 〉 provides the probability P(a) = |〈a|ψi 〉|2
that a measurement of an observable described by an operator Â with eigenstates |a〉
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yields one of the eigenvalues a. As a consequence of the measurement, the quantum
state is projected into the state |a〉. Here we consider a qubit, with states |0〉 and
|1〉, which is conveniently described by the Pauli matrix algebra with pseudo-spin
operators σx , σy , and σz . For example, if we prepare the qubit in an initial state,

|ψi 〉 = | +x〉 ≡ 1√
2
(|0〉 + |1〉) (7.1)

Born’s rule tells us the probability of finding the qubit in the state |0〉, P(+z) = 1/2.
Here we have introduced the notation ±x , ±z to indicate the eigenstate of the σx

and σz pseudo-spin operators. After the measurement, the qubit will remain in the
eigenstate corresponding to the eigenvalue and subsequent measurements will yield
the same result. In this way the measurement changes 〈σz〉 from 0 to 1, while changing
〈σx 〉 from 1 to 0. This change, associated with a projective measurement of σz is the
backaction of measurement and also referred to as the collapse of the wavefunction.

The fact that the measurement takes 〈σx 〉 from 1 to 0 is a consequence of the
Heisenberg uncertainty principle. Because σx and σz do not commute, if one compo-
nent of the pseudo-spin is known then the others must be maximally uncertain. Thus
some amount of backaction occurs in any measurement, and measurements (such as
the projective measurement discussed above) that cause no more backaction than the
amount mandated by the Heisenberg uncertainty principle are said to be quantum
non-demolition (QND) measurements.

In this chapter, we are concerned with a more general type of measurement that
can be performed on the system [1–6]. Real measurements take place over a finite
amount of time and we are interested in describing the evolution of the system
along the way. As such, a projective measurement is composed of a sequence of
partial measurements. Formally, we can describe these measurements by the theory
of positive operator-valued measures [1–4], (POVMs) which yields the probability
P(m) = Tr(ΩmρΩ†

m) for outcome m, and the associated backaction on the quantum
state, ρ → ΩmρΩ†

m/P(m) for a system described by a density matrix ρ. POVMs
are “positive" simply because they describe outcomes with positive probabilities
and “operator-valued” because they are expressed as operators. These operators Ωm

obey
∑

m Ω†
mΩm = Î as is necessary for POVMs. When Ωa = |a〉〈a| is a projection

operator and ρ = |ψ〉〈ψ|, the theory of POVMs reproduces Born’s rule. For the
case described above, the projective measurement of σz is described by the POVM
operators Ω+z = ( Î +σz)/2 and Ω−z = ( Î −σz)/2 and straightforward application
of the theory reproduces the effects of projective measurement discussed above.

7.2.1 Indirect Measurements

While it is tempting to connect a quantum system directly to a classical measuring
apparatus, such an arrangement often results in far more backaction on the quantum
system than is dictated by the Heisenberg uncertainty principle. For example, an
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avalanche photodiode can be used to detect the presence of a single photon, but it
achieves this detection by absorbing the photon, thereby completely destroying the
quantum state. In practice, classical devices are composed of too many noisy degrees
of freedom to perform QND measurements.

To circumvent this problem, we break the measurement apparatus into three parts
to conduct an indirect measurement. The three parts of the apparatus are the quantum
system of interest, a quantum pointer system that can be coupled to the quantum
system, and then a classical measurement apparatus that can be used to record the
pointer system. To execute a measurement, the pointer system is coupled to the
quantum system and after sufficient interaction the two systems become entangled.
Then, a classical measurement apparatus, such as a photodetector or an ammeter,
is used to make measurements on the pointer system. These measurements on the
pointer system are projective and depending on their outcome, the quantum system’s
state is accordingly changed.

To illustrate this process, consider a system consisting of two qubits [3]. We initial-
ize one qubit (the system qubit) in the state in (7.1) and allow a second (environment)
qubit to interact with the primary qubit for a brief period of time such that the two
qubits are in the entangled state,

|Ψ 〉 ∝ (
(1 + ε)|0〉sys + (1 − ε)|1〉sys

) ⊗ |0〉env

+ (
(1 − ε)|0〉sys + (1 + ε)|1〉sys

) ⊗ |1〉env. (7.2)

We then make a projective measurement of the second qubit (using the POVM Ω±z),
and if the result is the |0〉 state, then the system qubit is left in the state,

|Ψ 〉 ∝ (1 + ε)|0〉sys + (1 − ε)|1〉sys. (7.3)

For ε 	 1 this partial measurement slightly drives the system qubit to the ground
state. However, what happens if we instead measure the environment qubit in the σy

basis, |y±〉 = 1√
2
(|0〉 ± i |1〉? We can express the joint state in this basis,

|Ψ 〉 ∝ (
(1 + ε − i(1 − ε))|0〉sys + (1 − ε − i(1 + ε))|1〉sys

) ⊗ |y+〉env

+ (
(1 − ε − i(1 + ε))|0〉sys + (1 + ε − i(1 − ε))|1〉sys

) ⊗ |y−〉env. (7.4)

By factoring out global phase factors φ+ = π/4+ ε and φ− = π/4− ε and assuming
that ε 	 1, the joint state is,

|Ψ 〉 ∝ eiφ+
(|0〉sys + e−2iε|1〉sys

) ⊗ |y+〉env

+ eiφ−
(|0〉sys + e2iε|1〉sys

) ⊗ |y−〉env (7.5)

which shows that the system qubit state obtains a slight rotation depending on the
detected state of the environment qubit. This simple model indicates two salient
features of partial measurements. First, if the environment and the system are
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weakly entangled, then projective measurements on the environment cause only
small changes in the qubit state, and second, the choice of measurement basis for
the environment gives different conditional evolution for the system. After the pro-
jective measurement on the environment qubit the system is in a product state with
the environment qubit and no entanglement remains.

We now imagine many such successive interactions between the system qubit and
a set of environment qubits. In this case each entangling interaction and projective
measurement of the environment causes a small amount of random backaction on
the qubit, which results in a diffusive trajectory for the state of the qubit. Such
weak measurements have been recently implemented using coupled superconducting
qubits [7].

7.2.2 Continuous Measurement

The measurements that are realized in the circuit Quantum Electrodynamics (cQED)
architecture described later in Sect. 7.3 can be represented by a set of POVMs {ΩV },
where V is the dimensionless measurement result which is scaled so that it takes on
average values ±1 for the qubit in states ±z respectively,

ΩV = (
2πa2

)−1/4
e(−(V −σz)

2/4a2). (7.6)

Here, 1/4a2 = kηΔt , and k parametrizes the strength of the measurement, η is the
quantum efficiency, and Δt is the duration of the measurement. The operators ΩV

satisfy
∫

Ω
†
V ΩV dV = Î as expected for POVMs. The probability of each mea-

surement yielding a value V is P(V ) = Tr(ΩV ρtΩ
†
V ), which is the sum of two

Gaussian distributions with variance a2 centered at +1 and −1 and weighted by the
populations ρ00 and ρ11 of the two qubit states. The σz term in ΩV causes the back
action on the qubit degree of freedom, ρ → ΩV ρΩ

†
V /P(V ), due to the readout of

the measurement result V . Equation (7.6) can also describe a stronger measurement,
ultimately yielding the limit where the two Gaussian distributions are disjoint, and
the readout projects the qubit onto one of its σz eigenstates, with probabilities ρ00 or
ρ11. The strength of the measurement is controlled by the parameter k and we will
see later in Sect. 7.3 how this quantity is related to experimental parameters.

For weak measurements, Δt 	 τc, where the characteristic measurement time
τc = 1/4kη describes the time it takes to separate the Gaussian measurement his-
tograms by two standard deviations. The distribution of measurement results is then
approximately given by a single Gaussian that is centered on the expectation value
of σz ,

P(ΩV ) 
 e−4kηΔt (V −〈σz〉)2
, (7.7)



168 K.W. Murch et al.

which highlights the fact that V is simply a noisy estimate of 〈σz〉. This allows the
measurement signal to be written as the sum of 〈σz〉 and a zero mean Gaussian
random variable [2].

The time evolution of the quantum state following a sequence of measurements
described by Eq. (7.6) in the limit Δt → 0 is given by the stochastic master equa-
tion [1, 2]:

dρ

dt
= k(σzρσz − ρ) + 2ηk(σzρ + ρσz − 2〈σz〉ρ)(V (t) − 〈σz〉). (7.8)

Here, the first term is the standard master equation in Lindblad form and the second
term is the stochastic term that updates the state based on the measurement result. In
the case of unit detector efficiency (η = 1) the stochastic master equation (perhaps
surprisingly) yields pure state dynamics. This happens because the decoherence term
with rate k in the equation is exactly compensated by the stochastic term to yield
a random pure state evolution; the first term shrinks the Bloch vector towards the
z-axis, while the stochastic term adds a random transverse component, putting it
back to the surface of the Bloch sphere again. In contrast, if we set η = 0, all random
backaction is suppressed, and we instead obtain a conventional, deterministic master
equation, where probing of the system causes extra Lindblad decoherence on the
system, but yields no information.

7.3 Quantum Measurements in the cQED Architecture

The cQED architecture [8] provides both excellent coherence properties and high
fidelity measurement. In particular, it is an ideal test bed for studying quantum mea-
surements because it enables one to implement text book quantum measurements
relatively easily. The two key aspects which make this possible is the applicability
of an ideal measurement Hamiltonian [8] and the availability of quantum limited
parametric amplifiers [9, 10].

Circuit QED is essentially the implementation of the cavity QED architecture [11]
using superconducting circuits. Instead of an atom interacting with the electromag-
netic field inside a Fabry-Perot cavity, the cQED architecture uses a superconducting
qubit as an ‘artificial’ atom which interacts coherently with the electromagnetic field
in an on-chip waveguide resonator [12] or a 3D waveguide cavity [13]. Figure 7.1
shows the basic cQED setup. Dispersive readout in cQED was introduced in Chap. 6
and we briefly reintroduce it here to make this chapter more self contained. The
Hamiltonian describing this interaction is the Jaynes-Cummings Hamiltonian,

H = �ω01

2
σz + �ωc(a

†a + 1

2
) + �g(aσ+ + a†σ−) (7.9)

http://dx.doi.org/10.1007/978-3-319-24091-6_6
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Fig. 7.1 Circuit QED setup consisting of a qubit dispersively coupled to a readout cavity. A signal
transmitting the cavity at the cavity frequency acquires a qubit-state-dependent phase shift, shown
as two phasors in the IQ plane. Phase sensitive amplification amplifies one quadrature exclusively

where the first term represents the qubit as a pseudo-spin, the second term is the
cavity mode, and the third term represents the interaction between the qubit and the
electromagnetic field in the rotating wave approximation. Here ω01 is the transition
frequency between the qubit levels, ωc is the cavity mode frequency, g is the coupling
strength between the qubit and cavity mode and σ± = (σx ± iσy)/2 are the qubit
raising and lowering operators. Typically, the qubit frequency is far detuned from
the cavity frequency to protect the qubit from decaying into the mode to which the
cavity is strongly coupled. In this dispersive regime (|Δ| = |ω01 − ωc| � g), the
effective Hamiltonian reduces to,

H = �ω01

2
σz + �(ωc + χσz)

(
a†a + 1

2

)
(7.10)

where χ is called the dispersive shift. It is now possible to see how the measurement
is implemented. The cavity mode frequency is a function of the qubit state with χ,
which depends on g and Δ, setting the magnitude of this shift. The measurement
proceeds by probing the cavity with a microwave signal and detecting the qubit state
dependent phase shift of the scattered microwave signal. In this architecture, one
can clearly see the process of indirect measurement introduced earlier. The pointer
system is the microwave field which interacts with the qubit and gets Entanglement,
entangled states with it. One then measures the output microwave field which in
turn determines the qubit state. As mentioned earlier, the exact measurement on the
pointer determines the backaction on the qubit and that can be controlled by the
choice of amplification method used to detect the output microwave field. We will
however come to that a little later.
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7.3.1 Dispersive Measurements

We will now formalize the interaction between the qubit and the pointer state using
the language of coherent states to describe the quantum state of the microwave field.
Let |α〉 represent the coherent state of the microwave field sent to the cavity with an
average photon number n̄ = |α|2. The initial state of the qubit is a0|0〉+ a1|1〉. After
interaction, the final entangled state of the system is given by

|ψ f 〉 = a0|e−iθd α〉|0〉 + a1|e+iθd α〉|1〉 (7.11)

where θd is the dispersive phase shift of the scattered microwave signal. The two
coherent states can be represented in the quadrature plane as shown in Fig. 7.2. For
a fixed dispersive phase shift θd , the larger the average number of photons in the
coherent states, the easier it is to distinguish them. Here, the distinguishability of the
output coherent states is directly related to the distinguishability of the qubit state
i.e. the strength of the measurement can be controlled by the microwave power.

One can now choose to measure the output microwave field by performing a
homodyne measurement and choosing one of the two possible quadratures. From
Fig. 7.2, it is clear that the qubit state information is encoded in the ‘Q’ quadrature
while the ‘I’ quadrature has the same value for both qubit states. We will first describe
the single quadrature measurement of the ‘Q’ quadrature using a phase-sensitive
amplifier and the associated backaction on the qubit. Since the coherent state is
not a two-level state, a measurement on it yields a continuous range of values and
corresponds to the case discussed in Sect. 7.2.2.

Typically, experiments with microwave signals employ mixers operating at room
temperature to implement homodyne detection. However, the microwave signals
used to probe the cavity are extremely weak and need to be amplified before they
can be processed by room temperature electronics. The challenge is that commercial
amplifiers add significant noise which results in imperfect correlation between the
measured output and the measurement backaction on the qubit. We use superconduct-
ing phase-sensitive parametric amplifiers to implement near noiseless amplification
of a single quadrature of the microwave signal.

|1>

|0>
Q

I
|1>

|0>
Q

I

θd

Fig. 7.2 Output coherent states represented in the IQ plane. The length of the vector increases with
increasing photon number in the coherent state and leads to better distinguishability between the
qubit states
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7.3.2 Parametric Amplification

There are several parametric amplifier designs [9, 10, 14] but we will restrict our
discussion to one based on a lumped element non-linear oscillator [10]. The basic
physics of parametric amplification in such a system can be understood by consid-
ering a driven, damped Duffing oscillator model [15] whose classical equation of
motion is given by

d2δ(t)

dt2
+ 2Γ

dδ(t)

dt
+ ω2

0

(
δ(t) − δ(t)3

6

)
= F cos (ωd t) . (7.12)

Here ω0 is the linear resonant frequency for small oscillations, Γ is the amplitude
damping coefficient, δ is the gauge-invariant phase difference across the junction
which is the dynamical variable of oscillator, and ωd is the frequency of the harmonic
driving term often referred to as the pump.

Figure 7.3a shows the basic circuit diagram of a Josephson junction based non-
linear oscillator. The phase diagram of such a non-linear oscillator as a function of
drive frequency and drive power is shown in Fig. 7.3b. A characteristic feature of a
non-linear oscillator is that its effective resonant frequency is no longer independent
of the amplitude of its oscillations. This is shown schematically by the black solid
line in Fig. 7.3b where the effective resonant frequency decreases with increasing
driving power for Josephson junction based nonlinear oscillators. Beyond a critical
drive frequency and power (ωc and Pc), the driven response becomes bistable and we
are not interested in that regime. The relevant regime for parametric amplification is
marked in Fig. 7.3b and is just before the onset of bistability. Because of the power
dependence of the effective resonant frequency, it is possible to cross the resonance
(black line) both in frequency and amplitude. Figure 7.3c shows the phase of the
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Fig. 7.3 a The basic circuit diagram of a Josephson junction based non-linear oscillator. A circulator
is used to separate the amplified reflected signal from the incident signal. b Phase diagram of a driven
non-linear oscillator. The solid line indicates the effective resonant frequency as a function of drive
power. The dashed lines enclose the bistable regime of the non-linear oscillator. The oval marks the
paramp biasing regime. c The reflected pump signal phase is plotted as a function of pump power
and defines the transfer function of the paramp
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reflected pump signal from the oscillator as a function of pump amplitude. This is
essentially the transfer function of the amplifier and the pump power is chosen to
bias the system in the steep part of this curve.

The signal to be amplified has the same frequency ωd with an amplitude which is
typically less than 1 % of the pump amplitude, is combined with the pump signal and
sent to the nonlinear resonator. Since the signal and pump are at the same frequency,
one can define a phase difference between them. If the signal is in phase with the
pump, then the combined amplitude changes significantly with the input signal which
moves the bias point and consequently the reflected pump phase. This is essentially
the mechanism of amplification, i.e. a small signal brings about a large phase shift
in the large pump signal. However, if the signal is 90◦ out of phase with the pump,
then to first order, it has no effect on the bias point and consequently no change
in the reflected pump phase. So the signals which are in phase with the pump get
amplified while the quadrature phase signals get de-amplified. This allows one to
selectively amplify the ‘Q’ quadrature of the microwaves scattered from the cavity
in a cQED measurement. In principle, such a phase-sensitive amplifier can amplify
one quadrature without adding any additional noise to the signal [10], resulting in a
signal-to-noise-ratio that is maintained after amplification and an output noise level
that is entirely set by amplified zero point fluctuations associated with the coherent
state. In practice, due to signal losses between the cavity and the amplifier and due
to inefficiencies in the amplifier itself, one typically obtains an efficiency η ∼ 0.5.
In other words, the output noise is only about double the unavoidable quantum noise
[16, 17].

7.3.3 Weak Measurement and Backaction

A single weak measurement Vm is obtained by integrating the homodyne signal VQ(t)
corresponding to the ‘Q’ quadrature for a measurement time τ ,

Vm(τ ) = 2

τΔV

∫ τ

0
VQ(t)dt (7.13)

where ΔV is the difference in the mean value of VQ(t) corresponding to the two
qubit states. This implies that the mean value of Vm is ±1 for the two qubit states.
Measuring the ‘Q’ quadrature of the scattered microwave signal in cQED using a
phase-sensitive amplifier corresponds to a σz measurement of the qubit. The cor-
responding backaction pushes the qubit state towards one of the eigenstates of σz .
This is shown as the solid black line in Fig. 7.4a where Z Z = 〈σz〉|Vm is plotted as
a function of weak measurement result Vm for an initial qubit state (|0〉 + |1〉)/√2.
Similarly, the expectation values of σx and σy are also shown as solid blue and red
lines respectively. The dashed line corresponds to the theoretical prediction given by
[17, 18],
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Fig. 7.4 Backaction of a weak measurement. a When the ‘Q’ quadrature of the scattered microwave
signal is amplified a σz measurement of the qubit occurs. The dashed lines indicate the theoretical
prediction from (7.14) and the solid lines are the tomographic results conditioned on the measure-
ment result Vm . b A ‘φ’ measurement of the qubit is obtained by amplifying the ‘I’ quadrature. The
dashed lines indicate the predictions from (7.15) and the solid lines are the conditioned tomography.
The data correspond to η = 0.49 and S = 3.15 and correspond to the experimental setup in [17]

Z Z = tanh

(
Vm S

4

)
, X Z =

√
1 − (Z Z )2e−γτ , Y Z = 0 (7.14)

where τ is the measurement duration, S = 64τχ2n̄η/κ is the dimensionless mea-
surement strength and γ is the environmental dephasing rate of the qubit. To connect
with the nomenclature used in Sect. 7.2.2, we note that Vm is equal to the dimensional
measurement result V defined earlier whereas S = 4/a2 where a2 is the variance
of Gaussian measurement distributions. If η = 1, the state remains pure during the
entire measurement process. Here, the data corresponds to η = 0.49 and S = 3.15.

It is important to note that even though the other quadrature ‘I’ does not contain
any information about σz , it does contain information about the photon number
fluctuations in the coherent state [18]. This implies that a measurement of the ‘I’
quadrature will result in the qubit state rotating about the Z axis in the Bloch sphere
[17] and will not push the state towards one of the eigenstates of σz . This can be seen
in Fig. 7.4b where the expectation values of σx,y,z are plotted (solid lines) after a weak
measurement with the paramp amplifying the ‘I’ quadrature. Here Vm is obtained
by integrating the homodyne signal VI (t) corresponding to the ‘I’ quadrature for a
measurement time τ . Note that this is not the same as measuring the σx or the σy

operator and we label it as a ‘φ’ measurement since it results in rotation about the Z
axis in Bloch sphere. Consequently, there is no asymptotic value for Xφ or Y φ and
they evolve sinusoidally as,

Xφ = cos

(
Vm S

4

)
e−γτ , Y φ = −sin

(
Vm S

4

)
e−γτ , Zφ = 0. (7.15)

and Zφ doesn’t evolve and remains zero.
A measurement using a phase-sensitive amplifier truly enables one to measure

one quadrature only while erasing the information in the other quadrature so that
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no observer can get access to that information. In fact, that information no longer
exists and is not the same as ignoring the information in that quadrature which would
lead to decoherence. So a single quadrature measurement of the ‘Q’ quadrature only
provides information about σz and there are no photon number fluctuations. Similarly,
when measuring the ‘I’ quadrature, no information about σz is available and hence
〈σz〉 does not change [17].

It is also possible to measure both quadratures simultaneously by using a phase
preserving amplifier. The parametric amplifier described above can be used in phase
preserving mode by detuning the signal frequency from the pump frequency [10] or
one could use a two mode amplifier like the Josephson Parametric Converter (JPC)
[14]. In this case, each measurement gives two outputs corresponding to the ‘I’ and
‘Q’ quadrature [19]. This implies that one learns about the qubit state as well as the
photon number fluctuations and consequently the measurement backaction results in
the Bloch vector rotating around the Z axis while it approaches one of the eigenstates
of σz . Somewhat surprisingly, even in this case the qubit state can remain pure [19]
throughout the measurement process provided the measurement efficiency η = 1.

7.4 Quantum Trajectories

Quantum trajectories were first introduced as a theoretical tool to study open quan-
tum systems [20–24]. Rather than describe an open quantum system by a density
matrix, which for a N -dimensional Hilbert space requires N 2 real numbers and
requires solving the master equation, the evolution of a pure state (which requires
only N complex numbers), can be repeatedly calculated to determine the evolution
of ρ(t). The quantum trajectory formalism thus assumes that the evolution of an open
(and therefore mixed) quantum system can be expressed as the evolution of several,
individual, pure quantum trajectories.

7.4.1 Continuous Quantum Measurement

The process of continuous quantum measurement can be built out of a sequence of
discrete weak measurements as sketched in Fig. 7.5. As we have already established,
each of these measurements induces a specific conditional backaction on the quantum
state. If several of these weak measurements are conducted in series then the discrete
time evolution of the quantum state can be determined. The cQED measurement
apparatus that we consider forms a continuous probe of the quantum system, however
since the cavity has a finite bandwidth κ, the measurement signal is correlated at
times less than ∼1/κ and it makes sense to bin the measurement signal in time steps
Δt ∼ 1/κ. For a cavity with κ/2π = 10 MHz, this correlation time is roughly 16
ns, so the continuous measurement record is discretized in similar time steps. These
discrete, weak measurements can be considered to be continuous in the limit where
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Fig. 7.5 A sequence of weak measurements leading to a quantum trajectory of the qubit state on
the Bloch sphere. The qubit is initially along x = 1 and each measurement imparts conditional
dynamics on the state

the discretization steps are much smaller than the characteristic measurement time
τc = κ/16πχ2n̄η which was defined in Sect. 7.2.2. Typically, experiments operate
with τc 
 1µs, such that Δt 	 τc.

A single experimental iteration results in a continuous measurement signal V (t)
which is subsequently binned into a string of measurement results (Vi , Vi+1, Vi+2).
Given the initial state of the qubit, the state is updated at each time step ti , either
based on the stochastic master equation [2, 25], or a Bayesian argument [17]. This
leads to a discrete time trajectory x(t), y(t), z(t). Figure 7.6 displays several of these
trajectories for the qubit initialized in the state x = +1. Because each experiment
results in a different measurement signal V (t), each trajectory is different.

To verify that these trajectories, which are conditional on a single measurement
signal, are correct, we have to prove that at every point along the trajectory the
conditional state makes correct predictions for the outcome of any measurements that
can be performed on the system. To accomplish this, we perform conditional quantum
state tomography at discrete times along the trajectory (Fig. 7.7). We denote a single
trajectory x̃(t), z̃(t) as a “target” trajectory. This trajectory makes predictions for the

Time (μs) Time (μs)

z x

-1.0

-0.5

0.0

0.5

1.0

1.20.80.40.0

-1.0

-0.5

0.0

0.5

1.0

1.20.80.40.0

Fig. 7.6 Individual quantum trajectories of the qubit state as given by z = 〈σz〉 and x = 〈σx 〉 from
an initial state +x . Four different trajectories are shown in color on top of a greyscale histogram
indicates the relative occurrence of different states at different times
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Fig. 7.7 Tomographic reconstruction of the trajectory. To reconstruct the target trajectory at time
z̃(ti ) several experiments are performed with a projective measurement of σz at time ti . For each of
these, the state (x ′(ti ), z′(t)) is calculated and if it matches the target trajectory the outcome of the
projective measurement is included in the average

mean values of measurements of σx and σz versus time. To create a tomographic
validation of these predictions at a specific time ti we perform several experiments
with a weak measurement duration of ti that conclude with one of three tomographic
measurements. For each of these experiments, we calculate the trajectory x ′(ti ), z′(ti )
and if x ′(ti ) = x̃(ti ) ± ε and z′(ti ) = z̃(ti ) ± ε the outcomes of the projective
tomographic measurements are included in the average trajectory x(t), z(t). We find
that the target trajectory and tomographic trajectory are in close agreement.

If we did not condition our trajectories on the measurement signal, for example if
η = 0, then the trajectories would simply follow the ensemble evolution as described
by a standard Lindblad master equation. In this case, each trajectory would be the
same, yet would still make correct predictions for the outcome of projective measure-
ments performed on the system. While this unconditioned evolution makes correct
predictions, it also quickly takes an initial pure state to a mixed state. However, if
η ∼ 1, the conditional quantum state retains substantial purity for all time and makes
correct predictions for measurements on the system.

7.4.2 Unitary Evolution

So far in this section we have considered the case of quantum non-demolition (QND)
measurement, in that the weak measurements we perform ∝ σz commute with the
qubit evolution Hamiltonian. Since the measurements are QND, all the measurements
commute and only the integrated measurement signal is necessary for the conditional
state evolution. In this regime, the measurements can be treated simply in terms of
classical probabilities, since the evolution only depends on the state populations, and
the measurement signal ∝ σz also depends only on the populations.
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Fig. 7.8 Quantum trajectories in the presence of unitary driven evolution. Individual quantum
trajectories of the qubit state as given by z = 〈σz〉 and x = 〈σx 〉 from an initial state +x . Six
different trajectories are shown in color on top of a greyscale histogram indicates the relative
occurrence of different states at different times

The situation becomes much more rich if we allow for unitary evolution of the
qubit state that does not commute with the measurement operators. To accomplish
this, we drive the qubit resonantly to induce Rabi oscillations. This drive is described
by the Hamiltonian, HR = �Ωσy/2. In this case, the unitary evolution is included
in the stochastic master equation,

dρ

dt
= − i

�
[HR, ρ] + k(σzρσz − ρ) + 2ηk(σzρ + ρσz − 2Tr(σzρ)ρ)Vt . (7.16)

The Rabi drive turns coherences into populations and vice versa, causing the mea-
surement signal to depend on the coherences of the qubit. Such evolution is fully
quantum and reveals interesting features regarding the competition between unitary
dynamics and measurement dynamics. Figure 7.8 displays several trajectories which
exhibit this competition between measurement and driven evolution. The trajecto-
ries are oscillatory, but distorted by the stochastic backaction of the measurement,
approaching jump-like behavior expected for the regime of quantum jumps. This
figure also highlights how state tracking maintains the purity of the state in compar-
ison to the full ensemble evolution.

7.4.3 The Statistics of Quantum Trajectories

We have so far demonstrated the ability to track individual quantum trajectories
which evolve in response to measurement dynamics (wave function collapse) and
also in competition with unitary driven evolution. These trajectories are stochastic in
the sense that the evolution of each trajectory is different. But, what statements can
we make about these trajectories in general? Clearly, the evolution associated with
weak measurement would be in some way different than the dynamics of quantum
jumps [16], but how do we quantify and characterize trajectories?

In order to characterize the general properties of trajectories we need a method
to look at ensembles of trajectories but that does so in a way that depends on the
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individual trajectories. To accomplish this, we consider the sub-ensemble of trajec-
tories that start and end at certain points in quantum phase space. This sub-ensemble
is pre- and post-selected in that all the trajectories start from the same initial state
(pre-selection) and we then post-select a sub-ensemble that ends in a specific final
state. Given these pre- and post-selected trajectories we can now examine aspects
of the sub-ensemble. One such property is the most-likely path that connects the
initial and final states. This particular choice is of interest because such most-likely
paths can be calculated with a stochastic action principle for continuous quantum
measurement which maximizes the total path probability connecting quantum states
[26]. Experiments [27] show good agreement with the theoretical most-likely path
and the predicted path from theory, thus validating the theory which may be applica-
ble in other quantum control problems. This analysis gives insight into the dynamics
associated with open quantum systems, with applications in quantum control and
state and parameter estimation.

7.4.4 Time-Symmetric State Estimation

The examination of pre- and post-selected quantum trajectories raises the notion of
time symmetry in quantum evolution and quantum measurement [28–31]. We have
so far used the quantum state as predictive tool, that is, at a time t the quantum state
described by ρ(t) makes correct predictions for the probabilities of the outcomes of
measurements performed at time t and the associated mean values of these observ-
ables. However, after a measurement is performed, the quantum state may continue
to evolve due to further probing and unitary driving, and we may ask at some later
time T > t what is the probability for the outcome of that measurement in the past
given the results of later probing.

Consider a measurement scenario where two experimenters monitor the evolution
of a qubit and track its quantum state ρ(t). At time t one experimenter makes a mea-
surement of the qubit but locks the result “in a safe”. The second experimenter then
continues to monitor the qubit and at a later time T the second experimenter wants
to guess the outcome of the measurement whose result is locked in the safe. Clearly
more information is available if the second experimenter accounts for information
about the qubit obtained after the first measurement, and if this experimenter can cor-
rectly account for those results, he will be able to make more confident predictions
for the result in the safe. Stated simply, the second experimenter must determine
what result is most likely to be locked in the safe given the subsequent measurement
signal.

One can show [32] that at time T , the second experimenter’s hindsight prediction
for the measurement performed in the past is given by,

Pp(m) = Tr(Ωmρ(t)Ω†
m E(t))∑

m Tr(Ωmρ(t)Ω†
m E(t))

, (7.17)
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which describes the probability of obtaining outcome m from the POVM measure-
ment Ωm performed by the first experimenter. Here ρ(t) is the usual quantum state
propagated forward in time until time t and E(t) is a similar matrix which is propa-
gated backwards from time T to time t using a similar method for the calculation of
ρ(t). The matrix E(t) has recently been calculated for experimental data and demon-
strated that Eq. (7.17) makes correct and indeed more confident predictions for the
outcome of measurements performed in the past [25, 33].

7.5 Analog Feedback Stabilization: Rabi Oscillations

In this section, we will explore how one can use the continuous measurement record
obtained using weak measurements to modify the behavior of the quantum system
being monitored with the help of feedback. Unlike feedback in classical systems,
one has to worry about the random backaction associated with the measurement of a
quantum system. However, as explained in previous sections, the state of a quantum
system can be monitored perfectly using weak measurements if the initial state is
known and the measurement efficiency is unity. Even though the evolution of the
quantum system is random and unpredictable, it is still knowable by monitoring the
weak measurement output. This can also be done in the presence of any additional
unitary evolution as explained in Sect. 7.4.2. However, decoherence processes which
are always present will tend to take the system away from a desired state one might
want. We will now describe how one can use quantum feedback to prevent the quan-
tum system from deviating from a desired state. We will consider the particular case
of feedback control in a resonantly driven qubit undergoing Rabi oscillations [34].

7.5.1 Weak Monitoring of Rabi Oscillations

Let us first look at Rabi oscillations more carefully. The state of a resonantly driven
qubit evolves sinusoidally between its two states with a rate ΩR which depends on
the strength of the resonant drive. To be specific, for a qubit state α(t)|0〉 + β(t)|1〉,
|α(t)|2 = sin2(ΩRt/2) and |β(t)|2 = cos2(ΩRt). These oscillations in the qubit state
probability are called Rabi oscillations. In the absence of any decoherence, given the
initial state and the Rabi frequency ΩR , we can predict the qubit state at any future
time. One can equivalently say that the phase of the Rabi oscillations is known and
remains unchanged with time. However, decoherence processes will introduce errors
in this deterministic evolution and over some characteristic time scale, the phase of
the Rabi oscillations will diffuse.

In a typical Rabi oscillation experiment, the qubit is initialized in the ground
state and resonantly driven for a fixed duration of time (τR) followed by a projective
measurement. This process is repeated many times to obtain the ensemble aver-
aged qubit state 〈σz〉. A plot of 〈σz〉 as a function of τR yields decaying sinusoidal
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oscillations where the decay constant depends on the decoherence in the system. The
decaying oscillations are an indication of the diffusion of the Rabi oscillation phase
with time. Here, qubit driving and projective measurement are never done simulta-
neously. However, one can drive the qubit while measuring it weakly and still obtain
ensemble averaged Rabi oscillations. As discussed in Sect. 7.2.2, since the weak mea-
surement output can be thought of as a noisy estimate of 〈σz〉, an ensemble average
of the weak measurement signal in the presence of Rabi drive also yields decaying
oscillations. Figure 7.9 shows Rabi oscillations obtained using weak measurements.
However, one important difference is that the decay constant now depends on both
environmental decoherence and measurement strength. This additional measurement
induced decoherence is a consequence of the ensemble averaging where we ignore
the individual results of the weak measurements. This is in contrast to the oscillatory
quantum trajectories shown in Fig. 7.8 with simultaneous Rabi driving and weak
measurement.

We will now discuss a feedback protocol [34] which corrects for the phase diffu-
sion of Rabi oscillations and prevents the decay of Rabi oscillations. In principle, one
can do a full reconstruction of the quantum state [35] to estimate the feedback signals
required. However, to do that in real-time is experimentally challenging. Instead, we
use classical intuition in this feedback protocol motivated by phase-locked loops
(PLL) used to stabilize classical oscillators. In a PLL, one compares the phase of an
oscillator with that of a reference signal. Any phase error is then corrected by creating
a feedback signal proportional to the error which controls the oscillator frequency.
Essentially, if the oscillator is lagging in phase, then the feedback signal increases
the frequency and vice-versa.

We can now apply the same idea to our weakly monitored qubit in the presence
of Rabi driving [16]. The basic feedback setup is shown in Fig. 7.10. A reference
signal at the Rabi frequency is multiplied with the weak measurement signal and
low pass filtered to create the error signal. Since the weak measurement signal is a
noisy oscillatory signal corresponding to the oscillating qubit state, the error signal
is proportional to the deviation in phase of the Rabi oscillations with respect to the
reference signal. The error signal is used to control the amplitude of the Rabi drive

Fig. 7.9 Rabi oscillations
obtained using ensemble
averaged weak
measurements. The decay
constant is set by both
environmental decoherence
and measurement induced
decoherence
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Fig. 7.10 Simplified feedback setup for stabilization of Rabi oscillations
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Fig. 7.11 Feedback stabilized Rabi oscillations. Initially the ensemble averaged Rabi oscillations
decay, primarily due to measurement induced decoherence. Feedback is turned on later and results
in the oscillations recovering as the phase of Rabi oscillations synchronize with the reference signal

which in turn controls the Rabi frequency just as in a PLL. Figure 7.11 shows the
effect of such a feedback signal which is turned on after a time much greater than the
decay constant of the Rabi oscillation in the absence of feedback. One can clearly
see that the ensemble averaged oscillations recover when the feedback is turned
on and stabilize to a fixed amplitude. As long as the feedback is on, the ensemble
averaged oscillations will never decay. This implies that the Rabi oscillations have
synchronized with the reference signal and the phase diffusion has been reduced due
to feedback though not completely eliminated. Note that the slow drift in the mean
level of the signal is due to finite probability of getting excited into the second excited
state of the transmon qubit [16].

To ensure that the stabilized oscillations are not an artifact of the measurement
setup, quantum state tomography was used to verify the quantum nature of the sta-
bilized oscillations. Figure 7.12a shows a plot of 〈σX 〉, 〈σY 〉, and 〈σZ 〉 for one full
stabilized Rabi oscillation. The magnitude of these oscillations do not reach ±1
indicating that the synchronization is not perfect and the phase diffusion of the Rabi
oscillations has not been completely eliminated. The data shown is the best syn-
chronization we obtained in this experiment corresponding to a feedback efficiency
D = 0.45 which is approximately given by the amplitude of the oscillations in 〈σZ 〉
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Fig. 7.12 a Quantum state tomography of feedback stabilized Rabi oscillations showing 〈σX 〉,
〈σY 〉, and 〈σZ 〉 for one full Rabi oscillation. b Feedback efficiency is plotted a function of feedback
strength

or 〈σX 〉. The best synchronization is obtained for an optimal feedback strength F
as is evident from Fig. 7.12b which shows a plot of D versus F (solid squares).
The dimensionless feedback strength F is essentially the feedback loop gain and is
controlled by the amplitude of the reference signal.

There are two main factors in this experiment which result in D < 1. The first one
is the total measurement efficiency ηt which had a value of 0.4 in this experiment.
This efficiency has two contributions given by ηt = η ηenv. Here η is the measurement
efficiency due to the detector as introduced in Sect. 7.2.2 and is set by the excess noise
introduced by the amplification chain. The other term ηenv = (1 + Γenv/Γm)−1 takes
into account the environmental dephasing Γenv, where Γm is the measurement induced
dephasing. In order for feedback stabilization to work well, one needs to ensure that
the environmental dephasing is small compared to the measurement induced dephas-
ing i.e. ηenv → 1. In other words, you want the measurement induced disturbance to
dominate over the environmental disturbance since the measurement output can then
be used to correct for those. The second factor affecting the feedback efficiency is
the loop delay. Since the qubits are operating inside a dilution refrigerator while the
feedback electronics are operating at room temperature, there is a delay in the feed-
back signal which results in inefficient synchronization. The solid line in Fig. 7.12b
is obtained using numerical simulations including the effect of feedback delay and
shows good agreement with the experimental data. While one might be tempted
to increase measurement strength arbitrarily to approach ηt = 1, feedback delay
and finite feedback bandwidth leads to an optimal value of measurement strength
for maximizing feedback efficiency. This is because stronger measurement requires
faster feedback which is limited by the bandwidth of the feedback loop.

This experiment demonstrates the use of continuous measurement and feedback
to stabilize Rabi oscillations in a qubit. The simple feedback protocol which is based
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on classical intuition works successfully because the feedback signal achieves near
perfect cancellation of the random measurement backaction for an optimal value of
F . This technology can provide another route for quantum error correction based on
weak continuous measurements and feedback [36, 37] with a potential advantage
in situations where strong measurements can cause qubit state mixing [38]. Such
techniques also offer the possibility of measurement based quantum control for solid-
state quantum information processing [39–45].

7.6 Conclusion

Weak measurements realize a flexible method of implementing active feedback in
quantum systems. With superconducting circuits that operate at microwave frequen-
cies, feedback fidelity is currently limited by the overall measurement efficiency
of the amplification chain. In typical setups, the amplifier is housed in a separate
cryo-package and inefficiencies result from losses in cable connectors and passive
components such as circulators which add directionality to the signal path. One
promising avenue to overcome this limitation is to use parametric devices that can
be directly integrated on-chip with the qubit. Such types of circuits use a combina-
tion of complex pumping techniques at different frequencies [46] or multiple cavity
modes to isolate the amplifier bias form the qubit circuit [47]. Additionally, as more
sophisticated feedback routines are developed, particularly sequences which involve
digital processing of the measurement data, then loop delays resulting from long data
paths and latencies in classical electronics must also be taken into account. Wiring
complexity and dead time may be minimized by integrating quantum circuits with
cryogenic classical logic, either superconducting or semiconducting.

Another frontier to be explored in superconducting circuits is the use of feed-
back and control in multi-qubit arrays. For example, in such an architecture, one can
imagine simultaneously performing weak measurements on each qubit. The resulting
joint-state information can potentially be used to reconstruct the initial state of the
array from families of quantum trajectories, realizing another form of state tomog-
raphy that capitalizes on the dense information embedded in the correlations of an
analog weak measurement. Such techniques can also be extended for Hamiltonian
parameter estimation, parity measurements, and measurement based error correc-
tion. In essence, simultaneous probing of a quantum many body system parallelizes
both ‘read’ and ‘write’ operations.
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Chapter 8
Digital Feedback Control

Diego Ristè and Leonardo DiCarlo

This chapter covers the development of feedback control of superconducting qubits
using projective measurement and a discrete set of conditional actions, here referred
to as digital feedback. We begin with an overview of the applications of digital
feedback in quantum computing. We then introduce an implementation of high-
fidelity projective measurement of superconducting qubits. This development lays
the ground for closed-loop control based on the binary measurement result. A first
application of digital feedback control is fast and deterministic qubit reset, allowing
the repeated initialization of a qubit more than an order of magnitude faster than its
relaxation rate. A second application employs feedback in a multi-qubit setting to
convert the generation of entanglement by parity measurement from probabilistic to
deterministic, targeting an entangled state with the desired parity every time.

Part of this chapter appeared in Refs. [1–3].
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8.1 Digital Feedback Control in Quantum Computing

Moving from proof-of-principle demonstrations of quantum gates and algorithms to
fullyfledgedquantumhardware requires closing the loopbetweenqubitmeasurement
and control. There are different categories of quantum feedback control, depending
on the type of measurement and feedback law used. For clarity, we first offer a
classification of quantum feedback, similarly to that used in classical feedback. Then,
we focus on the particular class of discrete-time, digital feedback.

8.1.1 Classification of Quantum Feedback

A first distinction is between continuous-time and discrete-time feedback. In the first
case, measurement and control are continuous in time and concurrent. An example is
the stabilization of a qubit state using continuous partialmeasurement, as discussed in
Chap.8 of this volume as well as in Refs. [4–8]. In discrete-time feedback, instead,
the conditional control is applied only after a measurement has been performed
and processed. Here, we focus exclusively on discrete-time implementations. This
class can be further divided into two categories, analog and digital. We speak of
analog feedback when the measurement result assumes a continuum of values and
the feedback law is a continuous function of the result. An example is the experiment
in Ref. [9], where the feedback controller first integrates the signal produced by a
weak measurement and then applies the resulting coherent operation on the qubit. If
the measurement has a finite set of possible results, instead, the possible feedback
actions are also finite. We refer to this as digital feedback. The simplest example
is qubit reset (Sect. 8.4.2), in which a strong projective measurement collapses the
qubit into either the ground or excited state. Here, a π rotation brings the qubit to
ground. Another interesting example is digital feedback using ancilla-based partial
measurement [10, 11]. In this case, the measurement output is discrete, showing that
partial measurement is not necessarily associated with analog feedback. In many
applications, digital feedback forces determinism into one of the most controversial
aspects of quantummechanics, namely themeasurement, whose result is intrinsically
probabilistic. Looking at the action of digital feedback as a black box, we expect
to see a definite output qubit state for a given input. In an ideal feedback scheme,
measurement results and the conditioned operations vary at every run of the protocol,
but the overall process is deterministic and the output state is always the same.
For example, one can project a two-qubit superposition to a specific Bell state by
combining a parity measurement with digital feedback (Sect. 8.5).
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8.1.2 Protocols Using Digital Feedback

Several quantum information processing (QIP) protocols call for digital feedback.
One of the requirements for a quantum computer is efficient qubit initialization [12].
Often, the steady state of a qubit does not correspond to a pure computational state
|0〉 or |1〉, bur rather to a mixture of the two. Therefore, active initialization meth-
ods have been used in many QIP architectures. Examples are laser or microwave
initialization [13–16] and initialization by control of the qubit relaxation rate [17,
18]. An alternative method, recently used with NV centers in diamond [19] and
superconducting qubits (Sect. 8.2), relies on projective measurement to initialize the
qubits into a pure state. However, measurement alone cannot produce the desired
state with certainty, since the measurement result is probabilistic. Closing a feed-
back loop based on this measurement turns the unwanted outcomes into the desired
state. A qubit register must not only be initialized in a pure state at the beginning
of computation, but often also during the computation. For example, performing
multiple rounds of error correction is facilitated by resetting ancilla qubits to their
ground state after each parity check [20]. When using a qubit as a detector (e.g. of
charge [21] or photon parity [22]), a fast reset can be used to increase the sampling
rate without keeping track of past measurement outcomes.

Similarly, in the multi-qubit setting, digital feedback is key to turning
measurement-based protocols from probabilistic to deterministic. An example is
the generation of entanglement by parity measurement [23]. A parity measure-
ment projects an initial maximal superposition state into an entangled state with
a well-defined parity, i.e., with either even or odd total number of qubit excitations
(Sect. 8.5). However, once again, the outcome of the parity measurement is random.
When running the protocol open-loop multiple times, the average final state has no
specific parity and is unentangled. Only by forcing a definite parity using feedback
can one generate a target entangled state deterministically.

A variation of closed-loop control, named feedforward, applies control on qubits
different from those measured. Feedforward schemes have already found application
in quantum communication, where the main objective is the secure transmission of
quantum information over a distance. In quantum teleportation, a measurement on
the Bell basis of two qubits projects a third qubit, at any distance, into the state of the
first, to within a single-qubit rotation [24]. Themeasurement result determines which
qubit rotation, if any, must be applied to teleport the original state. An extension of
teleportation is entanglement swapping [24]. This protocol transfers entanglement
to two qubits which never interact, and forms the basis for quantum repeaters [25],
aiming to distribute entanglement across larger distances than allowed by a lossy
communication channel. Here, measurement and feedback are used in every step to
first purify [26] and then deterministically transfer entangled pairs to progressively
farther nodes.

In quantum computing, feedforward operations are at the basis of the first schemes
devised to protect a qubit state from errors. The simplest protocol is the bit-flip
code [27], which encodes the quantum state of one qubit into a an entangled state
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of three, and uses measurement of two-qubit operators (syndromes) in combination
with feedback to correct for σx (bit-flip) errors. Of similar structure is the phase-flip
code, which protects against σz (phase-flip) errors. To protect against errors on any
axis, the minimum size of the encoding is five qubits. In quantum error correction,
projective measurement is more than a tool to detect discrete errors that have already
occurred. In fact, the measurement serves to discretize the set of possible errors.
Measuring the error syndromes forces one and only one of these errors to happen.
This greatly simplifies the feedback step, which is now restricted to a finite set of
correcting actions.

While few-qubit error correction schemes are capable of correcting any sin-
gle error, they require currently inaccessible measurement and gate fidelities. A
more realistic approach is offered by topologically protected circuits such as surface
codes [28], where errors as high as 1% are tolerated at the expense of a larger number
of physical qubits required [29]. One cycle in a surface code, aimed at maintaining
a logical state encoded in a square lattice of qubits, includes the projective measure-
ments of 4-qubit operators as error syndromes. When an error is detected on a data
qubit, the corrective, coherent feedback operation is replaced by a change of sign
in the operators for the following syndrome measurements involving that qubit. In
other words, errors are kept track of by the classical controller rather than fixed [30,
31]. Beyond protecting a state from external perturbations, performing fault-tolerant
quantum computing will require robustness to gate errors. In surface codes, single-
and two-qubit gates on logical qubits are also based on projective measurements and
in some cases require digital feedback to apply conditional rotations [32].

In addition to the gate model [12], digital feedback is central to the paradigm of
measurement-based quantum computing [33]. In this approach, also called one-way
computation, the initial state is an entangled state of a large number of qubits. All
logical operations are performed by projective measurements. To make computation
deterministic, feedback selects the measurement bases at each computational step,
conditional on the measurement results.

8.1.3 Experimental Realizations of Digital Feedback

Experimentally, digital feedback has been employed for entanglement swappingwith
trapped ions [34] and for the unconditional teleportation of photonic [35], ionic [36,
37], and atomic [38, 39] qubits. In linear optics, feedforward has been used to imple-
ment segments of one-way quantum computing [40–45] and for photon multiplex-
ing [46]. In the solid state, the first approach to feedback, of the analog type, was used
to stabilize Rabi oscillations of a superconducting qubit [47]. Soon after, digital feed-
backwith high-fidelity projectivemeasurement was introduced in the solid state, also
using superconducting circuits [2, 48]. Recently, digital feedback has been extended
to multi-qubit protocols with superconducting qubits (Sect. 8.5 and Ref. [49]) and
NV centers in diamond [50].
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8.1.4 Concepts in Digital Feedback

The basic ingredients for a digital feedback loop are: (1) projective qubit readout
and (2) control conditional on the measurement result (see Fig. 8.1a for the simplest
single-qubit loop). The main challenge for (1) is to obtain a high-fidelity readout
which is also nondemolition, thus leaving the qubits in a state consistent with the
measurement result. Amismatch betweenmeasurement result and post-measurement
qubit state will trigger the wrong feedback action (Fig. 8.1b). The requirement for
(2) is to minimize the time, or latency, between measurement and conditional action.
Various sources contribute to latency: the time for the signal to travel from the sample
to the feedback controller, the time for the feedback controller to process the signal
and discretize it, and the delay to the execution of the conditional qubit gates. If a
transition between levels occurs in one of themeasured qubits during this interval, for
instance because of spontaneous relaxation, its state becomes inconsistent with the
chosen feedback action, resulting in the wrong final state (Fig. 8.1c). In feedforward
protocols, such as error correction or teleportation, the feedback action is applied to
data qubits, which are different from the measured ancilla qubits. In this case, the
loop must also be fast compared to the coherence times of data qubits.

The simplest example of digital feedback is single-qubit reset. Here, the qubit is
projected by measurement onto |0〉 or |1〉 and, depending on the targeted state, a π
pulse is applied conditional on the measurement result. In this example, we consider
the effect of the errors in Fig. 8.1b, c, modeling the qubit as a classical three-level
system, where the third level includes the possibility of transitions out of the qubit
subspace. This is relevant in the case of transmon qubits with a sizeable steady-state
excitation [2, 48].We indicate with pM

i j the probability of obtaining the measurement
result M with initial state |i〉 and post-measurement state | j〉.With�i j we indicate the
transition rates from |i〉 to | j〉, and with τFb the time between the end of measurement
and the end of the conditional operation. For perfect pulses, the combined errors Pθ

err
for initial state cos(θ)|0〉 + sin(θ)|1〉 are, to first order:

Pθ=0
err = pL

00 + pH
01 + �01τFb,

Pθ=π
err = pH

11 + pL
10 + p12 + (�10 + �12)τFb,

(8.1)

(a) (b) (c)

Fig. 8.1 Concept of a single-qubit digital feedback loop and possible errors. aThemeasurement
is digitized into either H or L for qubit declared in |0〉 or |1〉. A different unitary rotation is applied
for each result. Errors occurring in case of qubit relaxation between measurement and action (b) or
wrongmeasurement assignment (c). Top (bottom) row indicates the actual qubit state corresponding
to result H (L)
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Fig. 8.2 Simplified schematic of a single-qubit feedback loop in cQED. Upon application of
a measurement tone at ωc, the signal Vout obtained from processing of the cavity output, carrying
information on the qubit state, is input to the feedback controller and compared to a preset threshold
Vth. If Vout > Vth (or Vth < Vth), the conditional rotation θ (θ′) is applied to the qubit

and weighted combinations thereof for other θ. A simple way to improve feedback
fidelity is to perform two cycles back to back. While the dominant error for θ = 0
remains unchanged, for θ = π it decreases to Pθ=0

err + p12 + �12τFb. The second cycle
compensates errors arising from relaxation to |0〉 between measurement and pulse
in the first cycle. However, it does not correct for excitation from |1〉 to |2〉. For
this reason, adding more cycles does not significantly reduce the error, unless the
population in |2〉 is brought back to the qubit subspace. This can be done [2, 48]
by a deterministic π pulse returning the population from |2〉 to |1〉, or with a more
complex feedback loop capable of resolving and manipulating all three states.

8.1.5 Closing the Loop in cQED

Until recently, the coherence times of superconducting qubits bottlenecked both
achievable readout fidelity and required feedback speed. The development of circuit
quantum electrodynamics [51, 52] with 3D cavities (3D cQED) [53] constitutes a
watershed. The neworder ofmagnitude in qubit coherence times (>10µs), combined
with Josephson parametric amplification [54, 55], allows projective readout with
fidelities ∼99% and realizing feedback control with off-the-shelf electronics. In the
following section, we detail our implementation of high-fidelity projective readout of
a transmon qubit in 3D cQED. We then shift focus to the real-time signal processing
by the feedback controller, and on the resulting feedback action (Fig. 8.2).

8.2 High-Fidelity Projective Readout of Transmon Qubits

8.2.1 Experimental Setup

Our system consists of an Al 3D cavity enclosing two superconducting transmon
qubits, labeled QA and QB, with transition frequencies ωA(B)/2π = 5.606(5.327)
GHz, relaxation times T1A(B) = 23 (27)µs. The fundamental mode of the cavity
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(TE101) resonates at ωr/2π = 6.548GHz (for qubits in ground state) with κ/2π =
430 kHz linewidth, and couples with g/2π ∼ 75MHz to both qubits. The dispersive
shifts [52] χA(B)/π = −3.7 (−2.6)MHz, both large compared to κ/2π, place the
system in the strong dispersive regime of cQED [56].

Qubit readout in cQED typically exploits dispersive interaction with the cavity.
A readout pulse is applied at or near resonance with the cavity, and a coherent state
builds up in the cavity with amplitude and phase encoding the multi-qubit state [52,
57]. We optimize readout of QA by injecting a microwave pulse through the cavity at
ωRF = ωr − χA, the average of the resonance frequencies corresponding to qubits in
|00〉 and |01〉, with left (right) index denoting the state of QB (QA) (Fig. 8.3a, d). This
choice maximizes the phase difference between the pointer coherent states. Homo-
dyne detection of the output signal, itself proportional to the intra-cavity state, is
overwhelmed by the noise added by the semiconductor amplifier (HEMT), preclud-
ing high-fidelity single-shot readout (Fig. 8.3c).We introduce a Josephson parametric
amplifier (JPA) [54] at the front end of the amplification chain to boost the readout
signal by exploiting the power-dependent phase of reflection at the JPA (see Fig. 8.3a,
b). Depending on the qubit state, the weak signal transmitted through the cavity is
either added to or subtracted from a much stronger pump tone incident on the JPA,
allowing single-shot discrimination between the two cases (Fig. 8.3c).

8.2.2 Characterization of JPA-Backed Qubit Readout
and Initialization

The ability to better discern the qubit states with the JPA-backed readout is quantified
by collecting statistics of single-shot measurements. The sequence used to bench-
mark the readout includes two measurement pulses, M0 and M1, each 700 ns long,
with a central integration window of 300 ns (Fig. 8.4a). Immediately before M1, a
π pulse is applied to QA in half of the cases, inverting the population of ground
and excited state (Fig. 8.4b). We observe a dominant peak for each prepared state,
accompanied by a smaller one overlapping with the main peak of the other case.
We hypothesize that the main peak centered at positive voltage corresponds to state
|00〉, and that the smaller peaks are due to residual qubit excitations, mixing the two
distributions. To test this hypothesis, we first digitize the result of M0 with a threshold
voltage Vth, chosen to maximize the contrast between the cumulative histograms for
the two prepared states (Fig. 8.4c), and assign the value H(L) to the shots falling
above (below) the threshold. Then we only keep the results of M1 corresponding
to M0 = H . Indeed, we observe that postselecting 91% of the shots reduces the
overlaps from ∼6 to 2% and from ∼9 to 1% in the H and L regions, respectively
(Fig. 8.4d). This supports the hypothesis of partial qubit excitation in the steady state,
lifted by restricting to a subset of measurements where M0 declares the register to
be in |00〉. Further evidence is obtained by observing that moving the threshold
substantially decreases the fraction of postselected measurements without signif-



194 D. Ristè and L. DiCarlo

(a)
(c)

(d)

(b)

Fig. 8.3 JPA-backed dispersive transmon readout. a Simplified diagram of the experimental
setup, showing the input path for the readout signal carrying the information on the qubit state
(RF, green) and the stronger, degenerate tone (Pump, grey) biasing the JPA. Both microwave tones
are combined at the JPA and their sum is reflected with a phase dependent on the total power (b),
amplifying the small signal. An additional tone (Null) is used to cancel any pump leakage into the
cavity. The JPA is operated at the low-signal gain of ∼25 dB and 2MHz Bandwidth (of coupling to
superconducting qubit). c Scatter plot in the I − Q plane for sets of 500 single-shot measurements.
Light red and blue: readout signal obtained with an RF tone probing the cavity for qubits in |00〉 and
|01〉, respectively.Dark red and blue: the Pump tone is added to the RF. d Spectroscopy of the cavity
fundamental mode for qubits in |00〉 and |01〉. The RF frequency is chosen halfway between the two
resonance peaks, giving the maximum phase contrast (163◦, see inset on the right). Reproduced
with permission of the American Physical Society from Ref. [1]

icantly improving the contrast [∼ + 0.1 (0.2)% keeping 85 (13)% of the shots]
(Fig. 8.5b). Postselection is effective at suppressing the residual excitation of any
one qubit, since the |01〉 and |10〉 distributions are both highly separated from |00〉,
and the probability that both qubits are excited is only ∼0.2%.

The performance of JPA-backed readout and the effect of initialization by mea-
surement are quantified by the optimum readout contrast, defined as the maxi-
mum difference between the cumulative probabilities for the two prepared states
(Fig. 8.5a). Without initialization, the use of the JPA gives an optimum contrast of
84.9%, a significant improvement over the 26% obtained without the pump tone.
Comparing the deviations from unity contrast without and with initialization, we can
extract the parameters for the errormodel shown in Fig. 8.5c. Themodel [1] takes into
account the residual steady-state excitation of both qubits, found to be ∼4.7% each,
and the error probabilities for the qubits prepared in the four basis states. Although
the projection into |00〉 occurs with 99.8 ± 0.1% fidelity, this probability is reduced
to 98.8% in the time τ = 2.4µs between M0 and M1, chosen to fully deplete the
cavity of photons before the π pulse preceding M1. We note that τ could be reduced
by increasing κ by at least a factor of two without compromising T1A by the Purcell
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M0 M1
0,

Vth

M0=HM0=L

RA(θ )

M1,conditioned on M0=H

M1,unconditioned

θ = π
θ = 0

θ = π
θ = 0

(a) (b)

(c) (d)

Fig. 8.4 Ground-state initialization by measurement. a Pulse sequence used to distinguish
between the qubit states (M1), upon conditioning on the result of an initialization measurement M0.
The sequence is repeated every 250µs. bHistograms of 500000 shots of M1, without (red) andwith
(blue) inverting the population of QA with a π pulse. c Histograms of M0, with Vth indicating the
threshold voltage used to digitize the result. d M1 conditioned on M0 = H to initialize the system
in the ground state, suppressing the residual steady-state excitation. The conditioning threshold,
selecting 91% of the shots, matches the value for optimum discrimination of the state of QA.
Reproduced with permission of the American Physical Society from Ref. [1]

effect [58]. By correcting for partial equilibration during τ , we calculate an actual
readout fidelity of 98.1 ± 0.3%. The remaining infidelity ismainly attributed to qubit
relaxation during the integration window.

As a test for readout fidelity, we performed single-shot measurements of a Rabi
oscillation sequence applied to QA, with variable amplitude of a resonant 32 ns
Gaussian pulse preceding M1, and using ground-state initialization as described
above (Fig. 8.5d). The density of discrete dots reflects the probability of measuring
H or L depending on the prepared state. By averaging over∼10000 shots, we recover
the sinusoidal Rabi oscillations without (white) and with (black) ground-state initial-
ization. As expected, the peak-to-peak amplitudes (85.2 and 96.7%, respectively)
equal the optimum readout contrasts in Fig. 8.5a, within statistical error.

8.2.3 Repeated Quantum Nondemolition Measurements

In an ideal projective measurement, there is a one-to-one relation between the out-
come and the post-measurement state. We perform repeated measurements to assess
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(a)

(c)
(d)

(b)

Fig. 8.5 Analysis of readout fidelity. a Cumulative histograms for M1 without and with condi-
tioning on M0 = H , obtained from data in Fig. 8.4c, d. The optimum threshold maximizing the
contrast between the two prepared states is the same in both cases. Deviations of the outcome from
the intended prepared state are: 8.9% (1.3%) for the ground state, 6.2% (2.1%) for the excited state
without (with) conditioning. Therefore, initialization by measurement and postselection increases
the readout contrast from 84.9 to 96.6%. b Readout contrast (purple) and postselected fraction
(black) as a function of Vth. c Schematics of the readout error model, including the qubit popu-
lations in the steady state and at τ = 2.4µs after M0. Only the arrows corresponding to readout
errors are shown. d Rabi oscillations of QA without (empty) and with (full dots) initialization by
measurement and postselection. In each case, data are taken by first digitizing 10000 single shots
of M1 into H or L , then averaging the results. Error bars on the average values are estimated from a
subset of 175 measurements per point. For each angle, 7 randomly-chosen single-shot outcomes are
also plotted (black dots at 0 or 1). The visibility of the averaged signal increases upon conditioning
M1 on M0 = H . Figure adapted from Ref. [1]

the nondemolition nature of the readout, following Refs. [59, 60]. The correlation
between two consecutive measurements, M1 and M2, is found to be independent
of the initial state over a large range of Rabi rotation angles θ (see Fig. 8.6a). A
decrease in the probabilities occurs when the chance to obtain a certain outcome on
M1 is low (for instance to measure M1 = H for a state close to |01〉) and comparable
to readout errors or to the partial recovery arising between M1 and M2. We extend
the readout model of Fig. 8.5c to include the correlations between each outcome on
M1 and the post-measurement state. The deviation of the asymptotic levels from
unity, PH |H = 0.99 and PL|L = 0.89, is largely due to recovery during τ , as demon-



8 Digital Feedback Control 197

(a) (b)

Fig. 8.6 Projectiveness of the measurement. a Conditional probabilities for two consecutive
measurements M1 and M2, separated by τ = 2.4µs. Following an initial measurement pulse M0
used for initialization into |00〉 by themethod described, a Rabi pulsewith variable amplitude rotates
QA by an angle θ along the x-axis of the Bloch sphere, preparing a state with P|01〉 = sin2(θ/2).
Red (blue): probability to measure M2 = H(L) conditioned on having obtained the same result in
M1, as a function of the initial excitation of QA. Error bars are the standard error obtained from
40 repetitions of the experiment, each one having a minimum of 250 postselected shots per point.
Deviations from an ideal projective measurement are due to the finite readout fidelity, and to partial
recovery after M1. The latter effect is shown in (b), where the conditional probabilities converge
to the unconditioned values, PH = 0.91 and PL = 0.09 for τ � T1, in agreement with Fig. 8.4,
taking into account relaxation between the π pulse and M2. Error bars are smaller than the dot size.
Reproduced with permission of the American Physical Society from Ref. [1]

strated in Fig. 8.6b. From the model, we extrapolate the correlations for two adjacent
measurements, PH |H (τ = 0) = 0.996 ± 0.001 and PL|L(τ = 0) = 0.985 ± 0.002,
corresponding to the probabilities that pre- and post-measurement state coincide.
In the latter case, mismatches between the two outcomes are mainly due to qubit
relaxation during M2. Multiple measurement pulses, as well as a long pulse, do not
have a significant effect on the qubit state, supporting the nondemolition character
of the readout at the chosen power.

Josephson parametric amplification has become a standard technique for the high-
fidelity readout of qubits in cQED. Since this experiment and the parallel work
in Ref. [61], projective readout of transmon [49, 62, 63] and flux [64] qubits has
been performed using different varieties of Josephson junction-based amplifiers. The
technology for these amplifiers continuously evolves to meet the needs of quantum
circuits of growing complexity. One approach to high-fidelity readout of multiple
qubits is to increase the amplifier bandwidth to include several resonators, each
coupled to a distinct qubit [11]. Recent implementations in this direction included
Josephson junctions in a transmission line [65], in low-Q resonators [66, 67], or
in a circuit realizing a superconducting low-inductance undulatory galvanometer
(SLUG) [68]. Another approach for multi-qubit readout uses dedicated, on-chip
Josephson bifurcation amplifiers [69].
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8.3 Digital Feedback Controllers

The input to a feedback loop in cQED is the homodyne signal obtained by amplifi-
cation and demodulation of the qubit-dependent cavity transmission or reflection, as
shown above. The response of the feedback controller is one ormore qubitmicrowave
pulses, which are generated and sent to the device (Fig. 8.2). This loop has a signifi-
cant spatial extension, as the qubits sit in the coldest stage of a dilution refrigerator,
while the feedback controller is at room temperature. A round trip involves 5–10m
of cable, which translates to a propagation time of 25–50ns without accounting for
delays due tofilters andothermicrowave components. This physical limitation,which
would require fast cryogenic electronics to be overcome, is only a small fraction of
the total latency. A major source of delay is the processing time in the controller,
combined with the generation or triggering of the microwave pulses for the condi-
tional qubit rotations. The details of this process depend on the type of controller.
We describe the first implementations below.

trigger

I Q

fridge out fridge in

low-pass filter

Tektronix AWG520ADwin-Gold

MW sources

AWG5014

(a)

(b)

ADwin

AWG520

trigger
acquisition

cavity population

homodyne signal

readout

Fig. 8.7 Digital feedback loop with an ADwin controller. a Schematic of the feedback loop,
consisting of an ADwin, sampling the signal, and a Textronix AWG520, conditionally generating
a qubit π pulse. b Timings of the feedback loop. The measurement pulse, here 400 ns long, reaches
the cavity at t = 0. The ADwin, triggered by an AWG5014, measures one channel of the output
homodyne signal (red: qubit in |0〉, blue: |1〉), delayed by ∼200 ns due to a low-pass filter at its
input side. After comparison of the measured voltage at t = 0.6µs to the reference threshold, the
AWG520 is conditionally triggered at t = 2.54µs, resulting in a π pulse reaching the cavity at
2.62µs. Figure adapted from Ref. [2]
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The first realization of a digital feedback controller used commercial components
for data sampling, processing, and conditional operations [3]. The core of the con-
troller is an ADwin-Gold, a processor with a set of analog inputs and configurable
analog and digital outputs. The ADwin samples the readout signal once, at a set delay
following a trigger from an arbitrary waveform generator (Tektronix AWG5014).
This delay is optimized to maximize readout fidelity. A routine determines the opti-
mum threshold for digitizing the readout signal. This voltage is then used to assign
H or L to the measurement. For the reset function in Sect. 8.4.2, the ADwin triggers
another arbitrary waveform generator (Tektronix AWG520) to produce a π pulse
when the outcome is L . Pulse timings and signal delays in the feedback cycle are
illustrated in Fig. 8.7. The total time between start of the measurement and end of
the feedback pulse is ≈2.6µs, mainly limited by the processing time of the ADwin.

To shorten the loop time, our second generation of digital feedback used a complex
programmable logic device (CPLD, Altera MAX V), acquiring the signal following
a 8-bit ADC, in place of the ADwin. This home-assembled feedback controller offers
two advantages over the first: a programmable integration window and a response
time of 0.11µs (Fig. 8.8), an order of magnitude faster than the ADwin. As the
feedback response time is now comparable or faster than the typical cavity decay

(a)

(b)

Fig. 8.8 Digital feedback loop with a CPLD-based controller. a Schematics of the feedback
loop, with an ADC and a CPLD (or FPGA) board replacing the ADwin in Fig. 8.7. b Timings of
the feedback loop. The CPLD samples the signal at every clock cycle (10 ns) and then integrates
it over a window set by a marker of an AWG5014. The internal delay of the CPLD breaks down
into the analog-to-digital conversion (60 ns) and the processing to compare the integrated signal
to a calibrated threshold, determining the binary output (50 ns). These timings are multiples of the
clock (reduced to 4 ns in a recent FPGA-based implementation [70]). The total delay in Ref. [21] is
increased to 2µs to let the cavity return to the ground state before the conditional π pulse
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time, active depletion of the cavity [71] will be required to take full advantage of the
CPLD speed and further shorten the feedback loop.

Further developments in the feedback controller replaced the CPLD with a field-
programmable-gate-array (FPGA) to increase the on-boardmemory and enablemore
complex signal processing. For example, the FPGA allows different weights for the
measurement record and maximal correlation with the qubit evolution. A FPGA-
based controller has also been employed for digital feedback at ETH Zürich [49].
Recent developments at TU Delft and at Yale [72] include the pulse generation on a
FPGA board, eliminating the need of an additional AWG. For comparison, Fig. 8.9
shows the setup that would be required for the 3-qubit repetition code [27] using our
first generation of feedback (a) and the most recent one based on FPGAs (b, c).

Fig. 8.9 Hardware comparison for feedback control in the bit-flip code. The bit-flip code
requires a two-bit digital feedback, acting on three qubits. Scaling the system in Fig. 8.7 would take
an AWG520 for each qubit (a). A recent implementation [70] performs readout signal processing
and pulse generation on FPGA boards, resulting in the compact controller shown in (b), (c)
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8.4 Fast Qubit Reset Based on Digital Feedback

8.4.1 Passive Qubit Initialization to Steady State

Our first application of feedback is qubit initialization, also known as reset [12].
The ideal reset for QIP is deterministic (as opposed to heralded or postselected,
see previous section) and fast compared to qubit coherence times. Obviously, the
passive method of waiting several times T1 does not meet the speed requirement.
Moreover, it can suffer from residual steady-state qubit excitations [1, 47, 61, 73],
whose cause in cQED remains an active research area. The drawbacks of passive
initialization are evident for our qubit, whose ground-state population P|0〉 evolves
from states ρ0 and ρ1 as shown in Fig. 8.10. With ρ0 and ρ1 we indicate our closest
realization (∼99% fidelity) of the ideal pure states |0〉 and |1〉. P|0〉 at variable time
after preparation is obtained by comparing the average readout homodyne voltage to
calibrated levels, as in standard three-level tomography [74, 75]. These populations
dynamics are captured by a master equation model for a three-level system:

⎛
⎜⎝

Ṗ|0〉
Ṗ|1〉
Ṗ|2〉

⎞
⎟⎠ =

⎛
⎜⎝

−�01 �10 0

�01 −�10 − �12 �21

0 �12 −�21

⎞
⎟⎠

⎛
⎜⎝

P|0〉
P|1〉
P|2〉

⎞
⎟⎠ . (8.2)

Fig. 8.10 Transmon equilibration to steady state. Time evolution of the ground-state pop-
ulation P|0〉 starting from states ρ0 and ρ1 (notation defined in the text). Solid curves are the
best fit to Eq. (8.2), giving the inverse transition rates �−1

10 = 50 ± 2µs, �−1
21 = 20 ± 2µs, �−1

01 =
324 ± 32µs, �−1

12 = 111 ± 25µs. From the steady-state solution, we extract residual excitations
P|1〉,ss = 13.1 ± 0.8%, P|2〉,ss = 2.4 ± 0.4%. Inset: steady-state population distribution (bars).
Markers correspond to a Boltzmann distribution with best-fit temperature 127mK, significantly
higher than the dilution refrigerator base temperature (15mK). Reproduced with permission of the
American Physical Society from Ref. [2]
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The best fit to the data gives the qubit relaxation time T1 = 1/�10 = 50 ± 2µs
and the asymptotic 15.5% residual total excitation.

8.4.2 Qubit Reset Based on Digital Feedback

Previous approaches to accelerate qubit equilibration include coupling to dissipa-
tive resonators [17] or two-level systems [18]. However, these are also susceptible
to spurious excitation, potentially inhibiting complete qubit relaxation. Feedback-
based reset circumvents the equilibration problem by not relying on coupling to a
dissipative medium. Rather, it works by projecting the qubit with a measurement
(M1, performed by the controller) and conditionally applying a π pulse to drive the
qubit to a targeted basis state (Fig. 8.11). A final measurement (M2) determines the
qubit state immediately afterwards. In both measurements, the result is digitized into
levels H or L , associated with |0〉 and |1〉, respectively. The digitization threshold
voltage Vth maximizes the readout fidelity at 99%. The π pulse is conditioned on
M1 = L to target |0〉 (scheme Fb0) or on M1 = H to target |1〉(Fb1). In a QIP con-
text, reset is typically used to reinitialize a qubit following measurement, when it is
in a computational basis state. Therefore, to benchmark the reset protocol, we first
quantify its action on ρ0 and ρ1. This step is accomplished with a preliminary mea-
surement M0 (initializing the qubit in ρ0 by postselection), followed by a calibrated
pulse resonant on the transmon 0 ↔ 1 transition to prepare ρ1. The overlap of the
M2 histograms with the targeted region (H for Fb0 and L for Fb1) averages at 96%,
indicating the success of reset. Imperfections are more evident for θ = π and mainly
due to equilibration of the transmon during the feedback loop. A detailed error analy-
sis is presented below.We emphasize that qubit initialization by postselection is here
only used to prepare nearly pure states useful for characterizing the feedback-based
reset, which is deterministic.

8.4.3 Characterization of the Reset Protocol

An ideal reset function prepares the same pure qubit state regardless of its input.
To fully quantify the performance of our reset scheme, we measure its effect on
our closest approximation to superposition states |θ〉 = cos(θ/2)|0〉 + sin(θ/2)|1〉
(Fig. 8.12). Without feedback, P|0〉 is trivially a sinusoidal function of θ, with near
unit contrast. Feedback highly suppresses the Rabi oscillation, with P|0〉 approach-
ing the ideal value 1 (0) for Fb0 (Fb1) for any input state. However, a dependence
on θ remains, with Perr = 1 − P|0〉 for Fb0 (1 − P|1〉 for Fb1) ranging from 1.2%
(1.4%) for θ = 0 to 7.8% (8.4%) for θ = π. The remaining errors are discussed
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(a)

(b)

(c)

Fig. 8.11 Reset by measurement and feedback. a Before feedback: histograms of 300000 shots
of M1, with (squares) and without (circles) inverting the qubit population with a π pulse. Each shot
is obtained by averaging the homodyne voltage over the second half (200 ns) of a readout pulse.
H and L denote the two possible outcomes of M1, digitized with the threshold Vth, maximizing
the contrast, analogously to Sect. 8.2. Full (empty) dots indicate (no) postselection on M0 > Vps.
This protocol is used to prepare ρ0 and ρ1, which are the input states for the feedback sequences in
(b) and (c). b After feedback: histograms of M2 after applying the feedback protocol Fb0, which
triggers a π pulse when M1 = L . Using this feedback, ∼99% (92%) of measurements digitize to
H for θ = 0 (π), respectively. c Feedback with opposite logic Fb1 preparing the excited state. In
this case, ∼98% (94%) of measurements digitize to L for θ = 0 (π). Reproduced with permission
of the American Physical Society from Ref. [2]

in Sect. 8.1.4. From Eq. (8.1), using the best-fit �i j and τFb = 2.4µs, errors due to
equilibration sum to 0.7% (6.9%) for θ = 0 (π), while readout errors account for
the remaining 0.4% (1.4%). In agreement with these values, concatenating two
feedback cycles suppresses the error for θ = π to 3.4%, while there is no benefit for
θ = 0 (1.3%).
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Fig. 8.12 Deterministic reset (for supercondicting qubits) from any qubit state. Ground-state
population P|0〉 as a function of the initial state ρθ , prepared by coherent rotation after initialization
in ρ0, as in Fig. 8.11. The cases shown are: no feedback (circles), Fb0 (squares), Fb1 (diamonds),
twice Fb0 (upward triangles), and Fb0 followed by Fb1 (downward triangles). The vertical axis
is calibrated with the average measurement outcome for the reference states ρ0, ρ1, and corrected
for imperfect state preparation. The curve with no feedback has a visibility of 99%, equal to the
average preparation fidelity. Each experiment is averaged over 300000 repetitions. Inset: error
probabilities for two rounds of feedback, defined as 1 − P|t〉, where |t〉 ∈ {0, 1} is the target state.
The systematic∼0.3%difference between the twocases is attributed to error in theπ pulse preceding
the measurement of P|1〉 following Fb1. Curves: model including readout errors and equilibration
(Sect. 8.1.4)

8.4.4 Speed-Up Enabled by Fast Reset

The key advantage of reset by feedback is the ability to ready a qubit for further
computation fast compared to coherence times available in 3D cQED [53, 76]. This
will be important, for example, when refreshing ancilla qubits in multi-round error
correction [20].We now show that reset suppresses the accumulation of initialization
error when a simple experiment is repeatedwith decreasing in-between time τinit . The
simple sequence in Fig. 8.13 emulates an algorithm that leaves the qubit in |1〉 [case
(a)] or |0〉 [case (b)]. A measurement pulse follows τinit to quantify the initialization
error Perr. Without feedback, Perr in case (a) grows exponentially as τinit → 0. This
accruement of error, due to the rapid succession of π pulses, would occur even at zero
temperature, where residual excitation would vanish (i.e., �i+1,i = 0), in which case
Perr → 50% as τinit → 0. In case (b), Perr matches the total steady-state excitation
for all τinit . Using feedback significantly improves initialization for both long and
short τinit . For τinit � T1, feedback suppresses Perr from the 16% residual excitation
to 3% (black symbols and curves),1 cooling the transmon. Crucially, unlike passive
initialization, reset by feedback is also effective at short τinit , where it limits the other-

1We note that P|1〉 ≈ P|2〉 = 1.6% is a non-thermal distribution.
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(a) (b)

Fig. 8.13 Fast qubit reset. Initialization errors as a function of initialization time τinit under
looped execution of a simple experiment leaving the qubit ideally in |1〉 (a, measurement and π
pulse) or |0〉 (b, measurement only). Empty symbols: initialization by waiting (no feedback). Solid
symbols: initialization by feedback, with three rounds of Fb0 and a π pulse on the 1 ↔ 2 transition.
Two data sets correspond to two different cooldowns: the one corresponding to Figs. 8.10, 8.11
and 8.12 (black) and a following one with improved thermalization (blue). Curves correspond to
a master equation simulation assuming perfect pulses and measured transition rates �i j (dashed,
no feedback; solid, triple Fb0 with a π pulse on 1 ↔ 2). Feedback reset successfully bounds the
otherwise exponential accruement of Perr in case a as τinit → 0. The reduction of Perr in b reflects
the cooling of the transmon by feedback (see text for details). Figure adapted from Ref. [2]

wise exponential accruement of error in (a), bounding Perr to an average of 3.5%over
the two cases. Our scheme combines three rounds of Fb0 with a pulse on the 1 ↔ 2
transition before the final Fb0 to partially counter leakage to the second excited state,
which is the dominant error source [see Eq. (8.1)]. The remaining leakage is propor-
tional to the average P|1〉, which slightly increases in a and decreases in b as τinit → 0.
In a following cooldown, with improved thermalization and a faster feedback loop
(Fig. 8.8), reset constrained Perr � 1% (blue), quoted as the fault-tolerance thresh-
old for initialization in modern error correction schemes [29]. In addition to the near
simultaneous implementation at ENS [48], similar implementations of qubit reset
have followed at Yale [72] and at Raytheon BBN Technologies using a FPGA-based
feedback controller.

8.5 Deterministic Entanglement by Parity Measurement
and Feedback

In this section, we extend the use of digital feedback to a multi-qubit experiment,
targeting the deterministic generation of entanglement bymeasurement.We first turn
the cavity into a paritymeter tomeasure the joint state of two coupled qubits. By care-
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fully engineering the cavity-qubit dispersive shifts, we make the cavity transmission
only sensitive to the excitation parity, but unable to distinguish states within each par-
ity. Binning the final states on the parity result generates an entangled state in either
case, with up to 88% fidelity to the closest Bell state. Integrating the demonstrated
feedback control in the parity measurement, we turn the entanglement generation
from probabilistic to deterministic.

8.5.1 Two-Qubit Parity Measurement

In a two-qubit system, the ideal paritymeasurement transforms an unentangled super-
position state |ψ0〉 = (|00〉 + |01〉 + |10〉 + |11〉)/2 into Bell states

|�+〉 = 1√
2
(|01〉 + |10〉) and |�+〉 = 1√

2
(|00〉 + |11〉) (8.3)

for odd and even outcome, respectively. Beyond generating entanglement between
non-interacting qubits [23, 77–80], parity measurements allow deterministic two-
qubit gates [81, 82] and play a key role as syndrome detectors in quantum error
correction [24, 83]. A heralded parity measurement has been recently realized for
nuclear spins in diamond [84]. By minimizing measurement-induced decoherence at
the expense of single-shot fidelity, highly entangled states were generated with 3%
success probability. Here, we realize the first solid-state parity meter that produces
entanglement with unity probability.

8.5.2 Engineering the Cavity as a Parity Meter

Our parity meter realization exploits the dispersive regime [51] in two-qubit cQED.
Qubit-state dependent shifts of a cavity resonance (here, the fundamental of a 3D
cavity enclosing transmon qubits QA and QB) allow joint qubit readout by homodyne
detection of an applied microwave pulse transmitted through the cavity (Fig. 8.14a).
The temporal average Vint of the homodyne response VP(t) over the time interval
[ti, tf ] constitutes the measurement needle, with expectation value

〈Vint〉 = Tr(Oρ),

where ρ is the two-qubit density matrix and the observable O has the general form

O = β0 + βAσA
z + βBσB

z + βBAσB
z σA

z .

The coefficients β0, βA, βB, and βBA depend on the strength εp, frequency fp and
duration τP of themeasurement pulse, the cavity linewidth κ, and the frequency shifts
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(a) (c)

(b) (d)

Fig. 8.14 Cavity-based two-qubit parity readout in cQED. a Simplified diagram of the experi-
mental setup. Single- and double-junction transmon qubits (QA and QB, respectively) dispersively
couple to the fundamental mode of a 3D copper cavity enclosing them. Parity measurement is per-
formed by homodyne detection of the qubit state-dependent cavity response [51] using a JPA [54].
Following further amplification at 4K (HEMT) and room temperature, the signal is demodulated
and integrated. A FPGA controller closes the feedback loop that achieves deterministic entangle-
ment by parity measurement (Fig. 8.17). b Matching of the dispersive cavity shifts realizing a parity
measurement. c Ensemble-averaged homodyne response 〈VP〉 for qubits prepared in the four com-
putational basis states. d Curves: corresponding ensemble averages of the running integral 〈Vint〉
of 〈VP〉 between ti = 0 and tf = t . Single-shot histograms (5000 counts each) of Vint are shown in
200 ns increments. Figure adapted from Ref. [3]

2χA and 2χB of the fundamental mode when QA and QB are individually excited
from |0〉 to |1〉. The necessary condition for realizing a parity meter is βA = βB = 0
(β0 constitutes a trivial offset). A simple approach [85, 86], pursued here, is to set fp
to the average of the resonance frequencies for the four computational basis states
|i j〉 (i, j ∈ {0, 1}) and to match χA = χB. We engineer this matching by targeting
specific qubit transition frequencies fA and fB below and above the fundamental
mode during fabrication and using an external magnetic field to fine-tune fB in situ.
We align χA to χB to within ∼0.06κ = 2π × 90 kHz (Fig. 8.14b). The ensemble-
average 〈VP〉 confirms nearly identical high response for odd-parity computational
states |01〉 and |10〉, and nearly identical low response for the even-parity |00〉 and |11〉
(Fig. 8.14c). The transients observed are consistent with the independently measured
κ,χA andχB values, and the 4MHzbandwidth of the JPAat the front end of the output
amplification chain. Single-shot histograms (Fig. 8.14d) demonstrate the increasing
ability of Vint to discern states of different parity as tf grows (keeping ti = 0), and its
inability to discriminate between states of the same parity. The histogram separations
at tf = 400 ns give |βA|, |βB| < 0.02 |βBA|.
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8.5.3 Two-Qubit Evolution During Parity Measurement

Moving beyond the description of the measurement needle, we now investigate the
collapse of the two-qubit state during parity measurement. We prepare the qubits
in the maximal superposition state |ψ0〉 = 1

2 (|00〉 + |01〉 + |10〉 + |11〉), apply a
parity measurement pulse for τP, and perform tomography of the final two-qubit
density matrix ρ with and without conditioning on Vint (Fig. 8.15a). We choose a
weak parity measurement pulse exciting n̄ss = 2.5 intra-cavity photons on average

(a)

(b)

(c) (d)

Fig. 8.15 Unconditioned two-qubit evolution under continuous parity measurement. a Pulse
sequence including preparation of the qubits in the maximal superposition state ρ(0) = |ψ0〉〈ψ0|,
parity measurement and tomography of the final two-qubit state ρ using joint readout. b Absolute
coherences |ρ11,10|, |ρ01,10|, |ρ00,11| following a parity measurement with variable duration τP.
Free parameters of the model are the steady-state photon number on resonance n̄ss = 2.5 ± 0.1, the
difference (χA − χB)/π = 235 ± 4 kHz, and the absolute coherence values at τP = 0 to account for
few-percent pulse errors in state preparation and tomography pre-rotations. Note that the frequency
mismatch differs from that in Fig. 8.14b due to its sensitivity to measurement power. c, d Extracted
density matrices for τP = 0 (c) and τP = 400 ns (d), by which time coherence across the parity
subspaces (grey) is almost fully suppressed, while coherence persists within the odd-parity (orange)
and even-parity (green) subspaces. Error bars correspond to the standard deviation of 15 repetitions.
Figure reproduced with permission of Nature Publishing Group from Ref. [3]
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in the steady-state, at resonance. A delay of 3.5/κ = 350 ns is inserted to deplete the
cavity of photons before performing tomography. The tomographic joint readout is
also carried out at fp, but with 14 dB higher power, at which the cavity response is
weakly nonlinear and sensitive to both single-qubit terms and two-qubit correlations
(βA ∼ βB ∼ βBA, as required for tomographic reconstruction [87].

The ideal continuous parity measurement gradually suppresses the unconditioned
density matrix elements ρi j,kl = 〈i j |ρ|kl〉 connecting states with different parity
(either i = k or j = l), and leaves all other coherences (off-diagonal terms) and
all populations (diagonal terms) unchanged. The experimental tomography reveals
the expected suppression of coherence between states of different parity (Fig. 8.15b,
c). The temporal evolution of |ρ11,10|, with near full suppression by τP = 400 ns,
is quantitatively matched by a master-equation simulation of the two-qubit system.
Tomography also unveils a non-ideality: albeit more gradually, our parity measure-
ment partially suppresses the absolute coherence between equal-parity states, |ρ01,10|
and |ρ00,11|. The effect is also quantitatively captured by the model. Although intrin-
sic qubit decoherence contributes, the dominant mechanism is the different AC-Stark
phase shift induced by intra-cavity photons on basis states of the same parity [86,
88, 89]. This phase shift has both deterministic and stochastic components, and the
latter suppresses absolute coherence under ensemble averaging. We emphasize that
this imperfection is technical rather than fundamental. It can be mitigated in the
odd subspace by perfecting the matching of χB to χA, and in the even subspace by
increasing χA,B/κ (∼1.3 in this experiment).

8.5.4 Probabilistic Entanglement by Measurement
and Postselection

The ability to discern parity subspaces while preserving coherence within each opens
the door to generating entanglement by parity measurement on |ψ0〉. For every run
of the sequence in Fig. 8.15, we discriminate Vint using the threshold Vth that maxi-
mizes the parity measurement fidelity Fp (Fig. 8.16a). Assigning MP = +1 (−1) to
Vint below (above) Vth, we bisect the tomographic measurements into two groups,
and obtain the density matrix for each. We quantify the entanglement achieved in
each case using concurrence C as themetric [90], which ranges from 0% for an unen-
tangled state to 100% for a Bell state. As τP grows (Fig. 8.16b), the optimal balance
between increasing Fp at the cost of measurement-induced dephasing and intrinsic
decoherence is reached at ∼300 ns (Fig. 8.16c). Postselection on MP = ±1 achieves
C|MP=−1 = 45 ± 3% and C|MP=+1 = 17 ± 3%, with each case occurring with prob-
ability psuccess ∼ 50%. The higher performance for MP = −1 results from lower
measurement-induced dephasing in the odd subspace, consistent with Fig. 8.15.

The entanglement achieved by this probabilistic protocol can be increased with
more stringent postselection. Setting a higher threshold Vth− achieves C|MP=−1 =
77 ± 2% but keeps psuccess ∼ 20% of runs. Analogously, using Vth+ achieves
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C|MP=+1 = 29 ± 4% with similar psuccess (Fig. 8.16d, e). However, increasing C at
the expense of reduced psuccess is not evidently beneficial for QIP. For the many
tasks calling for maximally-entangled qubit pairs (ebits), one may use an optimized
distillation protocol [90] to prepare one ebit from N = 1/EN (ρ) pairs in a partially-
entangled state ρ, where EN is the logarithmic negativity [90]. The efficiency E
of ebit generation would be E = psuccessEN (ρ). For postselection on MP = −1, we
calculate E = 0.31 ebits/run using Vth and E = 0.20 ebits/run using Vth−. Evidently,
increasing entanglement at the expense of reducing psuccess is counterproductive in
this context.

(a) (c) (d)

(e)(b)

Fig. 8.16 Probabilistic entanglement generation by postselected parity measurement. a His-
tograms of Vint (τP = 300 ns) for the four computational states. The results are digitized into
MP = 1(−1) for VP below (above) a chosen threshold. b Parity readout fidelity Fp as a func-
tion of τP. We define Fp = 1 − εe − εo, with εe = p(MP = −1|even) the readout error probability
for a prepared even state, and similarly for εo. Data are corrected for residual qubit excitations
(1–2%). Error bars are smaller than the dot size. Model curves are obtained from 5000 quantum
trajectories for each initial state and τP, with quantum efficiencies η = 0.25, 0.5, and 1 for the
readout amplification chain. No single value of η matches the dependence of Fp on τP. We attribute
this discrepancy to low-frequency fluctuations in the parametric amplifier bias point, not included in
the model. c Concurrence C of the two-qubit entangled state obtained by postselection on MP = −1
(orange) and on MP = +1 (green squares). Empty symbols correspond to the threshold Vth that
maximizes Fp, binning psuccess ∼ 50% of the data into each case. Solid symbols correspond to a
threshold Vth−(Vth+) for postselection on MP = −1(+1), at which εo(εe) = 0.01. Concurrence is
optimized at τP ∼ 300 ns, where psuccess ∼ 20% in each case. We employ maximum-likelihood
estimation [87] (MLE) to ensure physical density matrices, but concurrence values obtained with
and without MLE differ by less than 3% over the full data set. d, e State tomography conditioned
on VP > Vth− (d) and VP < Vth+ (e), with τP = 300 ns, corresponding to the dark symbols in (c).
Figure reproduced with permission of Nature Publishing Group from Ref. [3]
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8.5.5 Deterministic Entanglement by Measurement
and Feedback

Motivated by the above observation, we finally demonstrate the use of feedback con-
trol to transform entanglement by parity measurement from probabilistic to deter-
ministic, i.e., psuccess = 100%. While initial proposals in cQED focused on analog
feedback schemes [91], here we adopt a digital strategy. Specifically, we use our
homebuilt programmable controller (Sect. 8.3 to apply a π pulse on QA conditional
on measuring MP = +1 (using Vth, Fig. 8.17). In addition to switching the two-qubit

(a)

(b)

(c)

(e)

(d)

Fig. 8.17 Deterministic entanglement generation using feedback. a We close a digital feedback
loop by triggering (via the FPGA) a π pulse on QA conditional on parity measurement result
MP = +1. This π pulse switches the two-qubit parity from even to odd, and allows the deterministic
targeting of |�+〉 = (|01〉 + |10〉)/√2. b, c Parity measurement results MP = −1 and MP = +1
each occur with ∼50% probability. The deterministic AC Stark phase acquired between |01〉 and
|10〉 during parity measurement (due to residual mismatch between χA and χB) is compensated by
a global phase rotation in the tomography pulses. A different AC Stark phase is acquired between
|00〉 and |11〉, resulting in the state shown in (c), with the maximal overlap with even Bell state
[|00〉 + exp(−iϕe)|11〉]/

√
2 at ϕe = 0.73π. d Generation rate of entanglement using feedback,

as a function of the phase ϕ of the π pulse. The deterministic entanglement generation efficiency
outperforms the efficiencies obtained with postselection (Fig. 8.16). Error bars are the standard
deviation of 7 repetitions of the experiment at each ϕ. e Full state tomography for deterministic
entanglement [ϕ = (π − ϕe)/2], achieving fidelity 〈�+|ρ|�+〉 = 66% to the targeted |�+〉, and
concurrence C = 34%. Colored bars highlight the contribution from cases MP = −1 (orange) and
MP = +1 (green). Figure reproduced with permission of Nature Publishing Group from Ref. [3]
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parity, this pulse lets us choose which odd-parity Bell state to target by selecting the
phase ϕ of the conditional pulse. To optimize deterministic entanglement, we need
to maximize overlap to the same odd-parity Bell state for MP = −1 (Fig. 8.17b)
as for MP = +1 (Fig. 8.17c). For the targeted state |�+〉, this requires cancelling
the deterministic AC Stark phase ϕe = 0.73π accrued between |00〉 and |11〉 when
MP = +1. This is accomplished by choosing ϕ = (π − ϕe)/2, which clearly maxi-
mizes the entanglement obtained when no postselection on MP is applied (Fig. 8.17c,
d). The highest deterministic C = 34% achieved is lower than for our best probabilis-
tic scheme, but the boost to psuccess = 100% achieves a higher E = 0.41 ebits/run.

A parallel development realized the probabilistic entanglement by measurement
between two qubits in separate 3D cavities [92], establishing the first quantum con-
nection between remote superconducting qubits. In another two-qubit, single-cavity
system, feedback has been recently applied to enhance the fidelity of the generated
entanglement [93]. Following the first realizations in 3D cQED, paritymeasurements
have been implemented using an ancillary qubit [62, 94] in 2D. Compared to the
cavity-based scheme, the use of an ancilla evades measurement-induced dephasing
and is better suited to scaling to larger circuits.

8.6 Conclusion

We have presented the first implementation of digital feedback control in supercon-
ducting circuits, and its evolution to faster, simpler, and more configurable feedback
loops. In particular, we showed the use of digital feedback for fast and deterministic
qubit reset and for deterministic generation of entanglement by parity measurement.
Considering the vast range of applications for feedback in quantum computing, we
hope that this development is just the start of an exciting new phase of measurement-
assisted digital control in solid-state quantum information processing.
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Chapter 9
Quantum Acoustics with Surface
Acoustic Waves

Thomas Aref, Per Delsing, Maria K. Ekström,
Anton Frisk Kockum, Martin V. Gustafsson, Göran Johansson,
Peter J. Leek, Einar Magnusson and Riccardo Manenti

Abstract It has recently been demonstrated that surface acoustic waves (SAWs) can
interact with superconducting qubits at the quantum level. SAW resonators in the GHz
frequency range have also been found to have low loss at temperatures compatible
with superconducting quantum circuits. These advances open up new possibilities
to use the phonon degree of freedom to carry quantum information. In this chapter,
we give a description of the basic SAW components needed to develop quantum
circuits, where propagating or localized SAW-phonons are used both to study basic
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physics and to manipulate quantum information. Using phonons instead of photons
offers new possibilities which make these quantum acoustic circuits very interesting.
We discuss general considerations for SAW experiments at the quantum level and
describe experiments both with SAW resonators and with interaction between SAWs
and a qubit. We also discuss several potential future developments.

9.1 Introduction

Quantum optics studies the interaction between light and matter. Systems of electro-
magnetic waves and atoms can be described by quantum electrodynamics (QED) in
great detail and with amazingly accurate agreement between experiment and theory.
A large number of experiments have been carried out within the framework of cav-
ity QED, where the electromagnetic field is captured in a 3D cavity and allowed to
interact with individual atoms. Cavity QED has been developed both for microwaves
interacting with Rydberg atoms [1] and for optical radiation interacting with ordi-
nary atoms [2]. In this chapter, we will discuss the acoustic analogue of quantum
optics, which we might call “quantum acoustics”, where acoustic waves are treated
at the quantum level and allowed to interact with artificial atoms in the form of
superconducting qubits.

The on-chip version of quantum optics is known as circuit QED and has been
described in Chaps. 6–8. In circuit QED, superconducting cavities are coupled to
artificial atoms in the form of superconducting electrical circuits that include Joseph-
son junctions [3, 4]. The nonlinearity of the Josephson junctions is used to create a
nonequidistant energy spectrum for the artificial atoms. By isolating the two lowest
levels of this energy spectrum, the artificial atoms can also be used as qubits. The
most commonly used circuit is the transmon [5], which is described in Chap. 6. Often
the junction is replaced by a superconducting quantum interference device (SQUID),
consisting of two Josephson junctions in parallel. This allows the level splitting of
the artificial atom to be tuned in situ by a magnetic field so that the atom transi-
tion frequency can be tuned relative to the cavity resonance frequency. However, as
described in Chap. 6, a cavity is not necessary to study quantum optics. The interac-
tion between a transmission line and the artificial atom can be made quite large even
without a cavity. Placing one or more atoms in an open transmission line provides
a convenient test bed for scattering between microwaves and artificial atoms in one
dimension. This subdiscipline of circuit QED is referred to as waveguide QED [6–9].

In a number of experiments, systems exploiting the mechanical degree of freedom
have been investigated, and in several cases they have reached the quantum limit
[10–13]. Typically, systems containing micro-mechanical resonators in the form of
beams or drums are cooled to temperatures low enough that the thermal excitations
of the mechanical modes are frozen out. This can be done in two different ways:
either the frequency is made so high that it suffices with ordinary cooling in a dilution
refrigerator, or alternatively, for mechanical resonators with lower frequencies, active
cooling mechanisms such as sideband cooling can be employed.

http://dx.doi.org/10.1007/978-3-319-24091-6_6
http://dx.doi.org/10.1007/978-3-319-24091-6_8
http://dx.doi.org/10.1007/978-3-319-24091-6_6
http://dx.doi.org/10.1007/978-3-319-24091-6_6
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With the development of radar in the mid-20th century, a need arose for advanced
processing of radio frequency (RF) and microwave signals. An important class of
components created to fill this need is based on surface acoustic waves (SAWs),
mechanical ripples that propagate across the face of a solid. When SAWs are used
for signal processing, the surface of a microchip is used as the medium of propagation.
An electrical RF signal is converted into an acoustic wave, processed acoustically,
and then converted back to the electrical domain. The substrate is almost universally
piezoelectric, since this provides an efficient way to do the electro-acoustic transduc-
tion. The conversion is achieved using periodic metallic structures called interdigital
transducers (IDTs), which will be discussed later.

Since the speed of sound in solids is around five orders of magnitude lower than
the speed of light, SAWs allow functions like delay lines and convolvers to be imple-
mented in small packages [14–16]. The acoustic wavelength is correspondingly short,
and thus reflective elements and gratings can readily be fabricated on the surface of
propagation by lithography. These features enable interference-based functionality,
such as narrow-band filtering, with performance and economy that is unmatched by
all-electrical devices. Since the heyday of radar development, SAW-based compo-
nents have found their way into almost all wireless communication technology, and
more recently also into the field of quantum information processing.

The most well-explored function of SAWs in quantum technology has hitherto
been to provide a propagating potential landscape in semiconductors, which is used
to transport carriers of charge and spin [17–19]. Here we are concerned with an alto-
gether different kind of system. Rather than using SAWs to transport particles, we
focus on quantum information encoded directly in the mechanical degree of freedom
of SAWs. This use of SAWs extends the prospects of mechanical quantum process-
ing to propagating phonons, which can potentially be used to transport quantum
information in the same way as itinerant photons.

Most solid-state quantum devices, such as superconducting qubits, are designed to
operate at frequencies in the microwave range (∼5 GHz). These frequencies are high
enough that standard cryogenic equipment can bring the thermal mode population
to negligible levels, yet low enough that circuits much smaller than the electrical
wavelength can be fabricated. When cooled to low temperatures, SAW devices show
good performance in this frequency range, where suspended mechanical resonators
tend to suffer from high losses. Indeed, recent experiments report Q-values above
105 at millikelvin temperatures for SAWs confined in acoustic cavities [20]. Another
recent experiment has shown that it is possible to couple SAW waves to artificial
atoms in a way very similar to waveguide QED [21]. Combining these results opens
up the possibility to study what corresponds to cavity QED in the acoustic domain.

The advantageous features of sound compared to light are partly the same in
quantum applications as in classical ones. The low speed of sound offers long delay
times, which in the case of quantum processing can allow electrical feedback sig-
nals to be applied during the time a quantum spends in free propagation. The short
wavelength allows the acoustic coupling to a qubit to be tailored, distributed, and
enhanced compared with electrical coupling.
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In this chapter we will discuss the exciting possibilities in this new area of research.
First, in Sect. 9.2, we describe the SAW devices and how they are fabricated. Then,
Sect. 9.3 provides a theoretical background. In Sect. 9.3.1, we describe the classical
theory needed to evaluate and design the SAW devices, in Sect. 9.3.2 we present a
semiclassical model for the coupling between a qubit and SAWs, and in Sect. 9.3.3 we
present the quantum theory. In the following section, we describe the SAW resonators
and their characterization. The SAW-qubit experiment is discussed in Sect. 9.5 and
in the last section we give an outlook for interesting future experiments.

9.2 Surface Acoustic Waves, Materials and Fabrication

There are several different types of SAWs, but here we will use the term to denote
Rayleigh waves [14, 15, 22]. These propagate elastically on the surface of a solid,
extending only about one wavelength into the material. At and above radio frequen-
cies, the wavelength is short enough for the surface of a microchip to be used as the
medium of propagation.

The most important component in ordinary SAW devices is the IDT, which con-
verts an electrical signal to an acoustic signal and vice versa. In its simplest form, the
IDT consists of two thin film electrodes on a piezoelectric substrate. The electrodes
are made in the form of interdigitated fingers so that an applied AC voltage produces
an oscillating strain wave on the surface of the piezoelectric material. This wave is
periodic in both space and time and radiates as a SAW away from each finger pair.
The periodicity of the fingers p defines the acoustic resonance of the IDT, with the
frequency given by ωI DT = 2π f I DT = 2πv0/p, where v0 is the SAW propagation
speed. When the IDT is driven electrically at ω = ωI DT , the SAWs from all fingers
add constructively which results in the emission of strong acoustic beams across the
substrate surface, in the two directions perpendicular to the IDT fingers. The number
of finger pairs Np determines the bandwidth of the IDT, which is approximately
given by f I DT /Np.

9.2.1 Materials for Quantum SAW Devices

The choice of substrate strongly influences the properties of the SAW device. The
material must be piezoelectric to couple the mechanical SAW to the electrical exci-
tation of the IDT. Because SAW devices have many commercial applications, a wide
search for suitable piezoelectric crystals has been performed. Theoretical and exper-
imental material data are available for many substrates, albeit until recently not at the
millikelvin temperatures required for quantum experiments. Piezoelectric materials
used for conventional SAW devices [15] include bulk piezoelectric substrates such
as gallium arsenide (GaAs), quartz, lithium niobate (LiNbO3), and lithium tantalate
(LiTaO3), and piezoelectric films such as zinc oxide (ZnO) and aluminum nitride
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(AlN) deposited onto nonpiezoelectric substrates. For any given cut of a piezoelec-
tric crystal, there are only a few directions where SAWs will propagate in a straight
line without curving (an effect known as beam steering). Thus it is common to specify
both the cut and the direction of a substrate, which also affect piezoelectric proper-
ties. For example, YZ lithium niobate is a Y-cut with propagation in the Z direction.
Additional effects that need to be considered are diffraction, bulk wave coupling,
other surface wave modes, ease of handling, etc.

Several material properties affect the suitability for quantum experiments and
must be fine-tuned with various trade-offs. The two primary factors that play into
the design of IDTs and similar structures are the piezoelectric coupling coefficient,
K 2, and the effective dielectric constant, CS . CS is given as the capacitance of an
IDT, per finger pair and unit length of finger overlap, W . Other parameters of impor-
tance are propagation speed v0, attenuation rate α, and coefficients for diffraction,
γ, and thermal expansion, δ. Table 9.1 summarizes our current knowledge of these
parameters for a selection of substrates.

The material properties relevant for SAW devices may be substantially altered
from known textbook values in the high vacuum and low temperature environment
used for quantum devices. For example, the attenuation coefficient for SAW propa-
gation loss is given at room temperature in air by [15]

α = αair (P)
f

109
+ αvis (T )

(
f

109

)2 [
dB

µs

]
, (9.1)

Table 9.1 Material properties for selected substrates

Cut/Orient. Temp. LiNbO3 GaAs Quartz ZnO

Y-Z {110}-<100> ST-X (0001)

K 2 (%) 300 K 4.8 [15] 0.07 [14] 0.14 [15] 1.14 [23]

CS (pF/cm) 300 K 4.6 [14] 1.2 [14] 0.56 [15] 0.98 [24]

Diffraction γ 300 K −1.08 [25] −0.537* [25] 0.378 [25] –

δ (ppm/K) 300 K 4.1 [26] 5.4 [27] 13.7 [28] 2.6 or 4.5 [29]

Δl/ l (%) 4 K 0.08 [30] 0.10 [30] 0.26 [30] 0.05 or 0.09 [30]

v0 (m/s) 300 K 3488 [14] 2864 [14] 3158 [14] –

ve (m/s) 300 K – 2883 ± 1 3138 ± 1 –

ve (m/s) 10 mK – 2914 ± 0.8 3135 ± 1.5 2678 ± 0.5 [20]

αvis (dB/µsGHz2) 300 K 0.88 [25] 0.9 [31] 2.6 [15] –

αvis (dB/µsGHz2) 10 mK – <0.1 <0.01 <0.01 [20]

The effective velocity and attenuation rates are extracted from measurements of 1-port SAW res-
onators with aluminum electrodes of thickness 100 nm (GaAs and quartz) or 30 nm (ZnO) thick
aluminum electrodes. GaAs data is for devices on the {110} plane and SAW propagation in the
<100> direction. ZnO data is for devices on the (0001) plane. Diffraction can be quantified by the
derivative of the power flow angle γ and is minimized when this parameter approaches −1 [15]
δ is the thermal expansion coefficient
*There seems to be some disagreement between different articles [25, 32, 33]
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where the first term is due to air loading, the second due to viscous damping in the
substrate, and f is the frequency. αair can be neglected in high vacuum, and although
reliable values are not yet available at low temperature for αvis, an upper limit can
be placed on it from known resonator quality factors.

When an IDT device is cooled to low temperature, the frequency of the device
changes for two reasons. First, there is a length contraction that alters the dis-
tance between the IDT fingers, and also the length of cavities. Second, the speed
of sound changes. The fractional length contraction Δl/ l when cooling down
from room temperature to liquid helium temperatures can be estimated as Δl/ l =
(lRT − l4K )/(lRT ) ≈ −190 δ if the Debye temperature is in the range 250–450 K
[30]. Several of the materials have somewhat higher Debye temperatures, which
should lower the values in Table 9.1 slightly.

In Table 9.1, two different propagation velocities are reported: the free velocity v0

on a bare piezoelectric substrate and the effective velocity ve. The effective velocity
is a result of perturbation by, for instance, the metal strips in the resonator and relates
to the free velocity as ve = v0 + Δve + Δvm . This assumes that the electrical loading
Δve and the mechanical loading Δvm are independent.

Although comprehensive information is available on suitable materials for SAW
devices at room temperature, new materials can become viable at low temperature.
One example of this is ZnO, which although commonly used as a thin film transducer
on nonpiezoelectric substrates such as sapphire, diamond or SiO2/Si [15, 34], is not
viable as a bulk crystal substrate at room temperature due to a substantial electrical
conductivity, which damps the SAWs. This problem disappears at low temperature
[20], making a very low loss SAW substrate, as discussed in Sect. 9.4.

9.2.2 Fabrication of SAW Devices

Regardless of the desired substrate material, SAW devices can be fabricated using
standard lithographic techniques. The metal forming the IDT is typically aluminum
since it is both very light (which prevents mass loading effects) and an excellent super-
conductor at low temperatures. If top contact is to be made to the aluminum, a thin
layer of palladium can be deposited on top to prevent formation of aluminum oxide.

A condition for operating in the quantum regime is �ω � kB T , where T is typ-
ically 10–50 mK for a dilution refrigerator. This implies that f I DT must be on the
order of GHz, and considering that SAW velocities are typically around 3000 m/s the
required wavelength is below one micron. An IDT emits SAWs efficiently when the
finger distance p is half a wavelength and therefore lithography on the submicron
scale is needed. These dimensions are difficult to reach with photolithography, so
electron-beam lithography is typically used. In principle, etching could be used to
fabricate the IDT but care would need to be taken to ensure that the surface where
the SAW propagates is not damaged by the etching process. A lift-off process avoids
the danger of possible surface damage, but contamination from remnants of resist is
a concern.
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9.3 Theory

9.3.1 Classical IDT Model

An IDT can be considered a three-port electrical device with two acoustic chan-
nels (rightward and leftward going waves are represented by + and − superscripts,
respectively), as shown in Fig. 9.1. Thus it can be described by a scattering matrix
equation: ⎛

⎝φ−
out

φ+
out

V −

⎞
⎠ =

⎛
⎝S11 S12 S13

S21 S22 S23

S31 S32 S33

⎞
⎠

⎛
⎝φ+

in
φ−

in
V +

⎞
⎠ . (9.2)

Here, φ±
in/out represents the complex amplitude of an incoming (outgoing) SAWs on

the left (right) side of the IDT and V ± represents the complex amplitude of the incom-
ing (outgoing) voltage wave on the IDT electrodes. Assuming reciprocity (a SAW
travelling through the device left to right is given by time reversing a SAW travel-
ing in the opposite direction) gives S12 = S21, S13 = S31, and S23 = S32 (receiving a
SAW is the time reversal of emitting a SAW). Assuming symmetry (the IDT looks
the same to a SAW regardless of whether the SAW travels to the right or to the left)
we have S13 = S23, S11 = S22, and S31 = S32. In some cases, one might also be able
to assume power conservation, in which case S would be unitary as well.

Using just symmetry and reciprocity leaves four independent terms in S: S11, S12,
S13, and S33. S33 is the electrical reflection coefficient for a drive tone arriving at
the IDT from the electrical transmission line S11 is the reflection of the SAW off
the IDT; it is a combination of the pure mechanical reflection and outgoing SAW
regenerated by the voltage induced by the incoming SAW. S12 is the transmission of
SAW through an IDT, which again has both a mechanical component and a voltage
regeneration component. S13 represents the electro-acoustic transduction and is thus
proportional to the transmitter response function μ, which will be discussed below.

Fig. 9.1 An illustration of
the three-port model for an
IDT, featuring one electrical
port and two acoustic ones.
The IDT shown here has a
single-finger structure φ+

in

φ−
in

V+ V−

φ−
out

φ+
out
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The simple single-finger form of the IDT, shown in Fig. 9.1, suffers from internal
mechanical reflections which complicates the response and makes the scattering
matrix only possible to estimate numerically, e.g., using the techniques known as the
Reflective Array Method (RAM) and Coupling Of Modes (COM) [15]. Fortunately,
one can eliminate these internal reflections using the double-finger structure, where
each finger in the single-finger structure is replaced by two. The spacing between
these two fingers can then be chosen such that reflection from the first finger interferes
destructively with the reflection from the second finger. We will thus proceed with
ideal single-finger and double-finger structures, assuming no mechanical reflection
and no loss. This is approximately true for a superconducting double-finger structure
but not always a good approximation for the single-finger structure.

Following Datta [14], the IDT is assumed to have a transmitter function μ( f ) such
that the emitted surface potential wave with amplitude φem is given by φem = μVt

when a voltage of amplitude Vt = V + − V − with frequency f is applied. Likewise,
the IDT has a receiver response function g( f ) such that an incoming SAW induces
a current I = gφin . We define a characteristic impedance Z0 such that a SAW of
voltage amplitude φ carries power PS AW where Z0 = 1/Y0 = ∣∣φ2

∣∣ /2PS AW . It can
be shown using reciprocity that g = 2μY0.

The L and C parameters of the equivalent transmission line model for SAWs are
given by the usual expressions C = 1/(Z0v0) and L = Z0/v0, where v0 is the free
surface wave velocity. Since v0 = 1/

√
LC , small changes in velocity are related to

small changes in capacitance: |Δv0/v0| = ΔC/(2C). In a conducting metal film on
top of the SAW substrate, the surface potential φ induces a surface charge density
qs resulting in ΔC = −qs W/φ for a film of width W (the effective length of the
IDT finger) and a corresponding Δv0. The resulting connection between applied
voltage and SAW is called the piezoelectric coupling constant K 2, defined such that
2Δv0/v0 = K 2. K 2 is a material property and has been calculated and measured
for a variety of SAW substrates, see Table 9.1. By considering the discontinuity
caused by the surface charge density and using Maxwell’s laws, it can be shown that
Y0 = ωI DT WCS/K 2.

Without piezoelectric effects, the IDT is just a geometric capacitor Ct with admit-
tance iωCt . The presence of piezoelectricity adds a complex admittance element
Ya(ω) = Ga(ω) + i Ba(ω) [14–16], capturing the electro-acoustic properties. Includ-
ing a current source representing the transduction from SAW to electricity, we have
the circuit model for a receiver IDT, shown in Fig. 9.2. We can also consider a voltage
source with the characteristic impedance ZC = 1/YC and get the equivalent circuit
for a transmitting IDT. When a voltage Vt is applied to an emitting IDT, dissipation of
electrical power in Ga represents conversion into SAW power P = 1

2 |Vt |2Ga . This
power is divided equally between the two directions of propagation. By equating
the electrical power to the SAW power, one derives Ga = 2|μ|2Y0. Because μ and
g are always purely imaginary, this can also be written as Ga = −μg. Matching
Ga to the 50 � impedance line is important for the transmitting/receiving IDT to
maximize signal and minimize electrical reflection since S33 = (YC − Y )/(YC + Y )

where Y = Ga(ω) + i Ba(ω) + iωCt .
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∼

φ±
em =

iBa

φ+
emφ−

em

GaI

φ+
em

φ−
in

φ−
in
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em

I = gφ−
in μVt

Vt

Ct

(a)

(b)

Fig. 9.2 Classical model for the IDT. a Layout of the IDT, with incoming and outgoing SAW
components shown. b Equivalent circuit, see text

The imaginary component of the acoustic admittance Ba is the Hilbert transform of
Ga due to causality. Thus specifyingμ and the capacitance Ct yields the entire electro-
acoustic behavior of the IDT. It can be shown that μ depends on the Fourier transform
of the surface charge density, though this is either a complicated algebraic formula for
regular (evenly spaced) transducers or must be evaluated numerically for nonregular
transducers. Likewise the capacitance relates to the surface charge induced by an
applied voltage, and is again a complicated algebraic formula for regular transducers,
for more complicated structures it needs to be evaluated numerically. In the particular
case of single-finger and double-finger electrodes with metallization ratio of 50 %,
the results are

μ
s f
0 = 1.6iΔv0/v0 ≈ 0.8i K 2, μ

d f
0 = 1.2iΔv0/v0 ≈ (0.8/

√
2)i K 2, (9.3)

Cs f
t = NpCSW, Cd f

t = √
2NpCSW. (9.4)

Here, μ
s f/d f
0 is the response of one finger pair when all other fingers are grounded,

and Ct is the capacitance of an IDT with Np finger periods. Using superposition, this
allows separating out the response of a single finger (called an element factor) from
the effect of superimposing several fingers (the array factor) for regular transducers.
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The array factor is the sum of the phase factors from all the different fingers

A(ω)s f =
Np−1∑
n=0

exp

(
−i2πn

ω

ωI DT

)
, (9.5)

which can be shown by a geometric series and small-angle approximation argument
to yield

A(ω)s f = Np
sin(X)

X
, A(ω)d f = √

2Np
sin(X)

X
, (9.6)

X = Npπ
ω − ωI DT

ωI DT
. (9.7)

In the approximation that the element factor for the double-finger case is smaller by
roughly a factor of

√
2 while the array factor is greater by a factor of

√
2, the two

cancel and we get the same form for the total response function of double-finger and
single-finger IDTs:

μ = 0.8i K 2 Np
sin(X)

X
. (9.8)

Thus, we get that

Ga (ω) = Ga0

[
sin(X)

X

]2

, (9.9)

Ba (ω) = Ga0

[
sin(2X) − 2X

2X2

]
, (9.10)

where Ga0 ≈ 1.3K 2 N 2
pωI DT WCS . On acoustic resonance, ω = ωI DT , Ga is at its

maximum and the imaginary element Ba is zero. The sinc function dependence of μ
on frequency implies a bandwidth of approximately 0.9 f I DT /Np.

9.3.2 Semiclassical Theory for SAW-Qubit Interaction

In the experiment coupling a transmon qubit to SAWs [21], we take advantage of
the similarities between the interdigitated structure of a classical IDT and that of
the transmon. The transmon consists of a SQUID connecting two superconducting
islands that form a large geometric capacitance Ctr in an interdigitated pattern. The
SQUID acts as a nonlinear inductance L J (the Josephson inductance) and forms
an electrical resonance circuit together with Ctr . The nonlinearity of L J gives the
transmon an anharmonic energy spectrum. L J can be tuned by an external magnetic
flux and in that way the frequency of the transmon can be adjusted. In this section, we
consider a semiclassical model, valid when the incoming SAW power is low enough
that the qubit is never excited beyond the |1〉 state. In that case, the SQUID can be
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Fig. 9.3 Semiclassical model for the acoustically coupled qubit. a Layout of the qubit, with incom-
ing and outgoing SAW components shown. The capacitively coupled gate is not included in this
model. b Equivalent circuit, see text

approximated as a linear inductance. We can then use the circuit model shown in
Fig. 9.3.

Lithography fixes the acoustic resonance frequency ωI DT , but the electrical reso-
nance frequency of the transmon can be tuned by adjusting L J with a magnetic field.
The two resonances coincide when

L J = 1

ω2
I DT Ctr

. (9.11)

At this point, the impedance of the LC circuit approaches infinity, and we are left
with only the acoustic element Ga . As a result, the current generated by an incoming
SAW beam with amplitude φ+

in in the rightward direction produces a voltage over Ga ,

Vt = I/Ga = gφ+
in/Ga, (9.12)

which in turn gives rise to re-radiation of SAW in the rightward and leftward direc-
tions with amplitudes

φ±
em = μVt = (μg/Ga)φ

+
in = −φ+

in. (9.13)

Hence, the net transmission of SAW in the rightward direction is φ+
out =φ+

in + φ+
em =0,

and the emission in the leftward direction is φ−
out = −φ+

in . This explains the acoustic
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reflection S11 we observe experimentally (see Sect. 9.5 for details) in the limit of low
SAW power.

The semiclassical model can also be used to estimate the relaxation rate (coupling)
Γac of the qubit to phonons, assuming that the qubit is at the same frequency, ω10 as
its IDT structure. The damping rate of the RLC circuit tells us how fast electrical
energy stored in the LC resonator converts into SAWs by dissipating in Ga , giving

Γac = ω10
Ga

2

√
L J

Ctr
= Ga

2Ctr
. (9.14)

Thus, using our expressions for Ga0 and Ctr from Sect. 9.3.1, we get a simple expres-
sion for the acoustic coupling between the qubit and the SAWs:

Γac = 1.3 K 2 Npω10

2
√

2
≈ 0.5 K 2 NpωI DT . (9.15)

9.3.3 Quantum Theory for Giant Atoms

To go beyond the semiclassical model and understand the behavior of the transmon
coupled to SAWs in regimes where stronger drive strengths are used and more levels
of the artificial atom come into play, a fully quantum description is needed. From a
quantum optics perspective, one of the main reasons that the transmon coupled to
SAWs is a very interesting system is that it forms a “giant artificial atom”. Natural
atoms used in traditional quantum optics typically have a radius r ≈ 10−10 m and
interact with light at optical wavelengths λ ≈ 10−7 − 10−6m [2, 35]. Sometimes
the atoms are excited to high Rydberg states (r ≈ 10−8 − 10−7m), but they then
interact with microwave radiation (λ ≈ 10−3 − 10−1m) [36, 37]. Microwaves also
interact with superconducting qubits, but even these structures are typically measured
in hundreds of micrometers (although some recent designs approach wavelength
sizes [38]). Consequently, theoretical investigations of atom-light interaction usually
rely on the dipole approximation that the atom can be considered point-like when
compared to the wavelength of the light. This is clearly not the case for the transmon
coupled to SAWs, since here each IDT finger is a connection point and the separation
between fingers is always on the order of wavelengths.

Conceptually, the SAW-transmon setup is equivalent to a model where an atom
couples to a 1D continuum of bosonic modes at a number of discrete points, which
can be spaced wavelengths apart. Such a setup should also be possible to realize
with a variation of the transmon design, the “xmon” [39], coupled to a meandering
superconducting transmission line for microwave photons. In Ref. [40], we inves-
tigated the physics of this model, a sketch of which is shown in Fig. 9.4. Here, we
summarize the main results from that paper.

The Hamiltonian for our model is
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Fig. 9.4 The quantum model for a transmon coupled to SAWs: a giant artificial multi-level atom,
connected at N points to left- and right-moving excitations in a 1D transmission line

H = Ha + Htl + Hint , (9.16)

where we define the multi-level-atom Hamiltonian

Ha =
∑

m

�ωm |m〉〈m| , (9.17)

the transmission line Hamiltonian

Htl =
∑

j

�ω j

(
a†

R j aR j + a†
L j aL j

)
, (9.18)

and the interaction Hamiltonian

Hint =
∑
j,k,m

�g jkm
(
σm

− + σm
+
) (

aR j e
−i

ω j xk
v0 + aL j e

i
ω j xk
v0 + H.c.

)
, (9.19)

where σm− = |m〉〈m + 1|, σm+ = |m + 1〉〈m|, and H.c. denotes Hermitian conjugate.
The atom has energy levels m = 0, 1, 2, . . . with energies �ωm . It is connected to
right- and left-moving bosonic modes R j and L j of the transmission line with some
coupling strength g jkm at N points with coordinates xk . We assume that the time it
takes for a transmission line excitation to travel across all the atom connection points
is negligible compared to the timescale of atom relaxation. Thus, only the phase
shifts between connection points need to be included in the calculations, not the time
delays. In addition, we assume that the coupling strengths g jkm are small compared
to the relevant ωm and ω j and that they can be factorized as g jkm = g jgkgm , which
is the case for the transmon [5]. In general, the mode coupling strength g j can be
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considered constant over a wide frequency range. The factors gk are dimensionless
and only describe the relative coupling strengths of the different connection points.
Finally, for the transmon [5] and other atoms with small anharmonicity, we have
gm = √

m + 1.
Using standard techniques, including the Born, Markov, and rotating-wave

approximations [41, 42], we derive the master equation for the effective density
matrix of the atom, ρ. The result, assuming negligible temperature, is

ρ̇(t) = −i

[∑
m

(ωm + Δm) |m〉〈m| , ρ(t)

]
+

∑
m

Γm+1,mD
[
σm

−
]
ρ(t), (9.20)

where �Δm are small shifts of the atom energy levels (see below) and we use
the notation D [O] ρ = OρO† − 1

2 O† Oρ − 1
2ρO† O for the Lindblad superopera-

tors [43] that describe relaxation. The relaxation rates Γm+1,m for the transitions
|m + 1〉 → |m〉 are given by

Γm+1,m = 4πg2
m J (ωm+1,m)

∣∣A(ωm+1,m)
∣∣2

, (9.21)

where A(ω j ) = g j
∑

k gkeiω j xk/v0 contains the array factor from the classical SAW
theory above, J (ω) is the density of states for the bosonic modes, and ωr,s = ωr − ωs .
A(ω) enters squared, just like Ga ∝ |μ|2; this gives a frequency-dependent coupling
set by interference between the coupling points. Thus, we can design our artificial
atom such that it relaxes fast at certain transition frequencies, but remains protected
from decay at others.

The shift of the atom energy levels by �Δm in Eq. (9.20) is an example of a Lamb
shift [44, 45], which is a renormalization of the atom energy levels caused by the
interaction with vacuum fluctuations of the 1D continuum. The shifts are given by

Δm = 2P
∫ ∞

0
dω

J (ω)

ω
|A(ω)|2

(
g2

mωm+1,m

ω + ωm+1,m
− g2

m−1ωm,m−1

ω − ωm,m−1

)
, (9.22)

where P denotes the principal value.
Again, this is essentially equivalent to the imaginary acoustic admittance i Ba,

which shifts the LC resonance frequency in the semiclassical calculation above if
the atom is not on electrical resonance with the IDT structure.

In conclusion, the giant artificial atom differs from an ordinary, “small” atom in
that both its relaxation rates and its Lamb shifts become frequency-dependent. The
intuition for this frequency-dependence carries over from the classical SAW theory.
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9.4 SAW Resonators for Quantum Devices

Seeing that a qubit can be coupled to SAWs, it is natural to consider the prospects
for trapping SAW phonons in resonant structures, for example for implementation
of a SAW phonon version of circuit QED. High-quality SAW resonators have long
been used in conventional SAW devices [15], for example to implement high-quality
oscillators, having been first introduced in the 1970s [46]. A resonator is made
by creating high-reflectivity mirrors for a SAW, which can be achieved using a
shorted or open grating of many electrodes, with period p = λ/2 (see Fig. 9.5). Such
gratings operate in much the same way as a Bragg grating in optics, with constructive
interference occurring between the multiple reflections from the electrodes when the
device is on resonance. A signal can be coupled into and out of the device with an
IDT, and the frequency response measured to obtain information about the resonator
modes and their quality factors.

A schematic of a one-port SAW resonator and its frequency response are shown
in Fig. 9.5. The frequency response close to resonance can be modelled as an RLC
resonator to obtain the following formula for the reflection coefficient:

rR ( f ) = (Qe − Qi ) + 2i Qi QeΔ f/ f0

(Qe + Qi ) + 2i Qi QeΔ f/ f0
, (9.23)

where f0 is the resonant frequency for the SAW cavity, Δ f = f − f0 and Qi , Qe

are the internal and external quality factors, respectively. Note that here the actual
capacitance of the IDT is neglected.

9.4.1 Resonator Quality Factors at Low Temperature

The external quality factor Qe of a SAW resonator is determined by the IDT geom-
etry and external circuit parameters, whereas the internal quality factor Qi has con-
tributions from multiple sources, including diffraction, conversion to bulk phonons,
finite grating reflectivity and resistivity. In the following, we describe preliminary
measurements of SAW resonator quality factors on ST-cut quartz measured at low
temperature, characterizing two of these contributions specifically—the Qi due to
finite grating reflectivity, and Qe due to the IDT. In all cases, parameters are extracted
from fits to Eq. (9.23), after appropriate calibration of imperfections from the mea-
surement circuit.

Figure 9.6 shows measurements of Qi for a set of devices with p = 3µm, the
cavity width W = 750µm, the cavity length Lc ≈ 460µm ( f0 ≈ 0.522 GHz). The
number of grating electrodes Ng is varied. The contribution to Qi due to the grating
reflectivity, Qg , can be derived by summing the multiple reflections arising from the
grating electrodes, which in the limit of large Ng is given by [15]
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(a)

(b)

Fig. 9.5 a Schematic of a 1-port SAW resonator, with total effective cavity length Lc. b Mea-
surement of the reflection coefficient rR of a 1-port SAW resonator on GaAs at a wavelength of
p = 3µm. Blue and green circles are the magnitude and phase of rR respectively, and the solid line
is a fit to Eq. (9.23)

Qg(Lc, Ng) = πLc

λ0
(
1 − tanh

(|rs | Ng

)) , (9.24)

with Lc the cavity length, λ0 the cavity wavelength, and rs the reflectivity of a single
grating electrode. The data fit extremely well to this equation, indicating that the

Fig. 9.6 Measurements of
internal quality factor Qi of
a set of SAW resonators on
ST-cut quartz with
p = 3µm, as a function of
number of electrodes in the
grating reflectors Ng ,
measured at 10 mK. The blue
line is a fit to Eq. (9.24)
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Fig. 9.7 Measurements of
external quality factor Qe of
SAW resonators on ST-cut
quartz at p = 3µm, as a
function of number of finger
pairs in the IDT Np ,
measured at 10 mK. The
green line is a fit to Eq. (9.26)
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gratings indeed behave according to this simple model, and we can conclude that any
other contributions to the dissipation are at the Qi > 105 level. Further experiments
at larger Ng will enable determination of contributions from other sources such as
diffraction, which is expected to follow [47]

Qd(W ) = 5π

|1 + γ|
(

W

λ0

)2

, (9.25)

where the diffraction parameter γ = 0.378 for ST-X quartz [25].
Figure 9.7 shows measurements of Qe for a set of devices with p = 3µm, W =

160µm, and Lc ≈ 200µm in which the number of electrodes in the IDT, Np, is
varied. A larger IDT naturally couples more strongly to the resonator, giving lower
Qe. A full expression for the expected dependence is given by [15]

Qe(Lc, Np) = 1

5.74 v0 ZC CSW K 2

Lc

N 2
p

, (9.26)

where ZC is the characteristic impedance of the electrical port coupled to the IDT.
The data fit extremely well to this equation, which shows that a wide range of external
quality factors, from 104 to above 107, can be engineered. Combining this information
with the observed internal quality factors of up to 105 shows that strongly under- or
over-coupled resonators can easily be fabricated.

9.4.2 ZnO for High Q SAW Devices at Low Temperature

Bulk ZnO has intrinsic carriers at elevated temperatures, and is thus only feasible as
a material for SAW devices at low temperatures. In [20], results are reported on a
delay line and a one-port resonator fabricated on a 0.5 mm thick high quality ZnO
substrate, measured in a dilution refrigerator down to 10 mK. We summarize the
important results in Fig. 9.8, in which we show the temperature dependence of the
transmission of the delay line, and of the quality factor of the resonator. Remarkably,
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(a)

(b)

Fig. 9.8 a Transmission amplitude TDL of the fundamental mode ( fDL = 446 MHz) of a ZnO
delay line as a function of temperature T . The solid line is a fit of transmission attenuating linearly
with the measured conductivity. b Temperature dependence of internal quality factor Qi (filled
circles) and external quality factor Qe (empty circles) of a one-port SAW resonator on ZnO, at
fR � 1.7 GHz. Figures taken from [20]. Copyright 2015, AIP Publishing LLC

not only does the substrate become viable for these SAW devices at low temperature,
but it also proves to have very low loss, with the resonator at 1.7 GHz reaching an
internal quality factor of Qi � 1.5 × 105 at 10 mK.

The delay line device has a parallel IDT design with p = 2µm and p = 3µm
transducers, and a mirrored output IDT at 2 mm separation. As Fig. 9.8a shows, the
transmittance through the delay line (at the fundamental frequency fDL ) is quenched
around 200–240 K due to the onset of conductance. The line is a fit to the data of
TDL = a · e−b/ρe(T ), with parameters a = −38.3 dB and b = 2.65 × 108 �m (ρe(T )

is the resistivity of the substrate). The agreement with the data demonstrates that the
attenuation is indeed inversely proportional to the measured resistivity ρe, showing
that this is the dominant source of loss in the high temperature range. The resonator
has a single IDT with 21 fingers, and gratings of 1750 fingers on either side, with
p = 0.8µm, with a resonance seen at fR = 1.677784 GHz at 10 mK. As can be seen
in Fig. 9.8b, the internal quality factor drops by almost an order of magnitude in the
range 0.01 < T < 1 K, indicating a strong contribution from the superconductivity
of the Ti/Al bilayer electrodes.



9 Quantum Acoustics with Surface Acoustic Waves 235

∼ ∼
(a) (b)

Fig. 9.9 a Simplified layout for the SAW-qubit sample. A surface acoustic wave is generated by the
IDT and launched towards the transmon qubit, with its capacitance shaped into an IDT. This setup
allows both to test SAW reflection on the qubit, and to listen to phonons emitted by the relaxing
qubit. b False color picture of the sample. The bluish parts are the IDT (to the left) and the qubit
with its gate (to the right). The yellow parts are the coplanar waveguide and surrounding ground
plane

9.5 SAW-Qubit Interaction in Experiment

Having seen the experimental results for SAW resonators and the theory for IDTs and
qubits, we now turn to an overview of the results presented in [21], where the coupling
between SAWs and a superconducting qubit was demonstrated. We highlight some
of the technical considerations that apply to the design of hybrid quantum-acoustical
devices.

The sample used in [21] (see Fig. 9.9) consisted of a polished GaAs substrate. A
single IDT on one end of the chip is used to convert electrical microwaves into SAWs
and vice versa. The IDT is aligned with the [011] direction of the crystal. 100µm
away from the IDT, the transmon qubit is deposited, with the shunt capacitance
fashioned into a finger structure as described above, aligned with the IDT. When
the IDT is excited electrically, it emits a coherent SAW beam in the direction of the
qubit, and the phonons that are reflected or emitted by the qubit can be detected by
the IDT. One of the qubit electrodes is grounded, and the other one couples to an
electrical gate through a small capacitance.

Although both the IDT and the qubit have interdigitated structures, they are subject
to different constraints, and this presents a challenge in the choice of materials and
layout. To achieve optimal electro-acoustic conversion in the IDT, its impedance
should be matched as well as possible to that of the electrical transmission line it
is connected to, which is typically 50 �. This is generally easiest to achieve on a
strongly piezoelectric substrate material such as LiNbO3. In that case only a few
finger periods are needed to bring the real part of the acoustic impedance, G0, close
to 50 �. This gives the IDT a large acoustic bandwidth and reduces the influence of
internal mechanical reflections, as well as of the shunt capacitance CI DT .

The acoustic impedance of the qubit, on the other hand, does not need to be
matched to any electrical transmission line, since its coupling to the electrical gate
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is designed to be weak. The strength of the piezoelectric coupling constant and the
number of finger periods determines the acoustic coupling rate Γac, which represents
the rate at which the qubit can absorb and emit phonons (see Eq. (9.15)). It is desirable
that this rate exceeds any coupling to electromagnetic modes, and a high rate of
phonon processing also relaxes the requirements on signal fidelity through the IDT
and the amplifier chain.

An essential feature of a qubit, however, is that the transitions between its different
energy levels can be separately addressed. The separation between transition ener-
gies, a = ω21 − ω10 is known as the anharmonicity of the qubit. If Γac approaches
|a|, a signal used to excite the qubit from the ground state |0〉 to the first excited
state |1〉 is also capable of exciting the |2〉 state. This means that the qubit ceases to
work as a two-level system. The transmon design is a good candidate for coupling
to SAWs since its large shunt capacitance can be shaped into an IDT-like structure.
However, this design also comes with inherently low anharmonicity [5], which puts
an upper bound on Γac. A straightforward way to reduce Γac is to lower the number
of finger periods, Ntr , but the finger structure of the qubit needs to have at least
a few finger pairs in order to couple preferentially to the desired Rayleigh modes.
On a strongly piezoelectric material, it is not necessarily possible to achieve a good
balance between coupling strength and anharmonicity.

In the sample discussed here, the trade-off between IDT and qubit performance
was managed by using GaAs, which is only weakly piezoelectric (K 2 ≈ 7 × 10−4).
With a moderate number of finger periods in the qubit, Ntr = 20, spaced for operation
around ω10/2π = 4.8 GHz, this gives a coupling of Γac/2π = 30 MHz according to
Eq. (9.15). The width of the SAW beam (length of the fingers) is W = 25µm and
the fingers are pairwise alternating, in a design that minimizes internal mechanical
reflections [14, 15, 48] (c.f. Sect. 9.3.1). With this design, the acoustic bandwidth
of the qubit substantially exceeds Γac and Ctr is sufficiently high for the qubit to
operate well in the transmon regime.

To match the IDT to 50 � with the same kind of ideal (nonreflective) finger
structure would, however, not be possible on this substrate. Several thousand fingers
would be required to reach optimal impedance matching, which makes fabrication
infeasible and introduces problems due to the high shunt capacitance. To achieve the
required impedance matching, the IDT instead consists of a single-finger structure
where internal mechanical reflections are prominent. These reflections confine SAWs
within the finger structure, achieving a stronger coupling (lower impedance) with a
manageable number of fingers. The optimal number of fingers in this configuration
was found experimentally to be Np = 125. This value depends on the mechanical
reflection coefficient of each IDT finger, which in turn depends on the material and
thickness of the metallization. The resonant operation of the IDT, along with the
relatively high value of Np compared with Ntr , makes the bandwidth of the IDT
very slim, ∼1 MHz. This is the band in which phonons can be launched toward the
qubit and phonons emanating from the qubit detected.

The capacitive gate suffers no such bandwidth limitation, and can be used to
address transitions in the qubit also outside the acoustic frequency band of the IDT.
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Fig. 9.10 Three different experiments. a Acoustic reflection. In the first experiment an acoustic
wave is launched towards the qubit, and the acoustic reflection is measured. b Listening. The qubit
is excited through the gate (by a continuous RF signal or by an RF pulse), and the emission of
phonons is detected by the IDT. c Two-tone spectroscopy. The acoustic reflection is measured
while irradiating the qubit with microwaves through the gate

The coupling to the gate is engineered to be sufficiently weak that the excited qubit
preferentially relaxes by emitting SAW phonons.

In the article by Gustafsson et al., three different experiments were presented (see
Fig. 9.10). The experimental data demonstrate the following key features:

(1) On electrical and acoustical resonance, the reflection of SAW power from the
qubit is nonlinear in the excitation power. For low powers, PS AW � �ω01Γac, the
qubit reflects the incoming SAW perfectly. As the power increases and the |1〉
state of the qubit becomes more populated, the reflection coefficient decreases.
For PS AW � �ω01Γac, the reflection coefficient tends to zero.

(2) The electrical resonance of the qubit can be tuned by applying a magnetic field
through its SQUID loop, periodically bringing the electrical qubit resonance
frequency ω10 in and out of the acoustic band of the IDT. This can be seen in
Fig. 9.11.

(3) When the qubit is excited through the gate at coinciding electrical and acoustic
resonance frequencies, it relaxes by emitting SAW phonons, which can be
detected by the IDT. The transmission from the gate to the acoustic channel
is nonlinear in the same way as the acoustic reflection coefficient.

(4) Since the electrical gate has a high bandwidth, it can be used to excite the qubit
with short pulses at ω10. The emission from the qubit arrives at the IDT after
a delay of ∼40 ns compared with the applied electrical pulse. This corresponds
to the acoustic propagation time between the qubit and the IDT. In Fig. 9.12 we
show how a 25 ns pulse is bouncing back and forth between the qubit and the
IDT. The first peak is due to electrical cross-talk between the qubit gate and
the IDT. The subsequent peak, which arrives 40 ns after the excitation pulse is
applied, is the acoustic signal emitted by the qubit. The SAW is then partially
reflected by the IDT and returns to the qubit, where it is reflected again. This
echo signal arrives 80 ns after the pulse is applied. Two echoes spaced by 80 ns
can be observed.
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Fig. 9.11 a Qubit frequency as a function of external magnetic flux. The blue line is the calculated
qubit frequency and the red line is the IDT frequency at which we can listen to the SAW. b Measured
reflection coefficient from the IDT. In the flat regions the qubit is far detuned from the IDT frequency
and the signal is just reflected from the IDT. When the qubit comes into resonance with the IDT
frequency, there is an additional signal due to acoustic reflection at the qubit. The phase of the
acoustic signal varies with the detuning and interferes with the signal which is directly reflected by
the IDT. The blue trace is the measured data and the red trace is a fit to the theory

(5) When the qubit is probed with a weak acoustic tone, its reflection coefficient
depends in a complex way on the frequency and power of an electrical signal
applied to the gate, as well as the electrical detuning of the qubit with respect
to the acoustic center frequency. The features observed include an enhanced
acoustic reflection at the |1〉 → |2〉 transition frequency when the |0〉 → |1〉
transition is addressed electrically, and Rabi splitting of the various energy levels
when the electrical signal is strong.
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Fig. 9.12 Recorded IDT signal for short RF pulses applied through the gate. A 25 ns pulse is sent
to the qubit gate at t = 0. Due to a capacitive coupling between the qubit gate and the IDT, there
is an immediate cross-talk response. The acoustic signal arrives after 40 ns, which agrees well with
the time of flight. Subsequent reflections of the acoustic signal give rise to additional echo signals
spaced by 80 ns

All experiments show good agreement with the theory of Sect. 9.3. The acoustic
coupling rate also agrees with the semiclassical estimate given by Eq. (9.15). Points 1
to 3 show that the qubit works as a two-level system, where the |0〉 → |1〉 transition
can be addressed separately from all transitions to higher energy states. Point 4
proves directly that the qubit primarily relaxes by emitting SAW phonons. Point 5
underscores the nonclassical nature of the qubit, and demonstrates that the system is
well described by the quantum theory.

9.6 Future Directions

As we have seen in the previous sections, quantum SAW devices have many similar-
ities to circuit QED devices. It is important to realize that there are also differences
between the two. Although one may argue that photons will always be more coherent
than phonons and therefore ask why one would be interested in SAW phonons, not all
the differences are detrimental for experiments. On the contrary, below, we show that
there are several interesting research directions to pursue and that the SAW phonons
indeed offer new and interesting physics. The much lower propagation speed of
SAWs compared to electromagnetic waves plays a crucial role here.
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9.6.1 In-Flight Manipulation

The speed of SAWs is of the order of 3000 m/s in most of the interesting piezoelectric
materials, which is five orders of magnitude slower than for light in vacuum. This
means, for instance, that the time it takes for a SAW signal to traverse a 3 cm long
chip which is approximately 10µs, while the corresponding traversal time for a light
signal is just 300 ps. There is ample time to manipulate a SAW signal “in flight”
but it would be very difficult to do something similar with photons, especially if
one wants to do measurements and provide feedback signals in real time. Since the
typical tuning time for a SQUID is less than 10 ns [49, 50], it would be possible to
tune a transmon or a cavity in or out of resonance with the SAW wave many times
during a 10µs traversal.

9.6.2 Coupling to Optical Photons

Circuit QED systems need to be cold, both to maintain superconductivity and to
avoid thermal excitations. On the other hand, it is clear that photons propagating
either in free space or in optical fibers is the preferred choice for sending quantum
information over large distances. The frequencies at which circuit QED devices work
is five orders of magnitude lower than optical frequencies. This results in very similar
wavelengths for SAW waves and optical signals. In the paper by Gustafsson et al. [21],
the wavelength used was 600 nm. This wavelength could easily be modified to match
with photons that could travel in optical fibers. Of course, the details of how such
a conversion device would look like remain to be worked out. We note that many
of the piezoelectric materials are transparent at optical frequencies and are routinely
used in optical applications. It is also interesting that some of these materials have
strong nonlinearities, especially LiNbO3, which is used in optical modulators and
other applications [51].

9.6.3 Ultrastrong Coupling Between SAWs
and Artificial Atoms

In the SAW-qubit experiment, which is described above and in greater detail in
Ref. [21], the coupling between the transmon and the SAW was 38 MHz. In spite
of the fact that GaAs is a very weakly piezoelectric material, this is similar to the
coupling which has been shown between a transmon and open transmission lines in
waveguide QED. Using other materials such as LiNbO3 would allow much stronger
coupling. Since the value of K 2 is 70 times larger for LiNbO3 than for GaAs (see
Table 9.1), it should be possible to reach couplings exceeding 1 GHz, entering the
ultrastrong coupling regime, or even the deep ultrastrong regime [52, 53]. In that
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situation, it is necessary to use a qubit which has a larger anharmonicity than the
transmon, since the maximum anharmonicity of the transmon is about 10 % of the
qubit frequency. One possibility is to use a single-Cooper-pair box (SCB) [54, 55],
which has much larger anharmonicity. The fact that the SCB has a shorter coherence
time is less of a problem since the important timescale is the inverse coupling rate,
which is made very small in the ultrastrong coupling regime. Another possibility
would be to use a capacitively shunted flux qubit [56].

9.6.4 Large Atoms

For experiments in quantum optics using natural atoms and laser light at visible wave-
lengths, the wavelength exceeds the size of the atom by several orders of magnitude.
Rydberg atoms and superconducting qubits are much larger than regular atoms, but
nonetheless substantially smaller than the wavelength of the radiation they inter-
act with. In quantum acoustics with SAW waves, this small-atom approximation no
longer holds. The transmon used in a SAW experiment can be of similar size to
those used for circuit QED experiments, but the wavelength of the SAWs is orders of
magnitude lower. Such devices thus operate in an unexplored regime, where the fre-
quency dependence of the coupling strength and the Lamb shift are modified. These
modifications are discussed in Sect. 9.3.3 and in more detail in Ref. [40]. Further
work could also explore the combination of large atoms with additional large atoms
or other systems, and also the regime where the traveling time across the large atom
is no longer negligible compared to the relaxation time of the atom.

9.6.5 SAW Resonators

Initial experiments indicate that SAW resonators can reach quality factors of order
105 at GHz frequencies, close to what is seen in superconducting transmission line
resonators used in circuit QED [57]. Experiments with a transmon in an open SAW
transmission line [21] indicate that coupling strengths can also be similar to those
found in circuit QED, and higher still if strongly piezoelectric materials are used.
These early results bode well for realizing strong coupling SAW-based circuit QED.
Beyond such a basic realization, there are several experiments that can highlight
differences between SAW resonators and conventional circuit QED. For example,
combining the in-flight manipulation discussed above with a SAW resonator could
allow generation of exotic cavity phonon states, while the multimodal nature of long
SAW cavities (similar to optical Fabry-Perot cavities) could enable new regimes
of quantum optics to be reached. Advancing further the understanding of internal
quality factors may push SAW resonators into a regime in which they may be useful
as on-chip quantum memories, much smaller than their electromagnetic counterparts.
Finally, it is worth noting that high Q SAW resonators could also be employed to
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implement a new form of microwave cavity optomechanics [58], using circuit designs
that realize a modulation of the qubit frequency by the SAW amplitude. Such an
implementation may be of strong interest due to the combined high frequency and
quality factor of the SAW compared to other mechanical systems used in the field.

9.6.6 Analogues of Quantum Optics

Finally, we note that there are a number of interesting quantum optics experiments
which could be repeated in the quantum acoustics domain. For instance, a single
phonon generator should be possible to make in a similar way to single photon
generators in circuit QED. Engineering the couplings of a three level atom should
allow the creation of population inversion and thus “SAW-lasing”.

9.7 Conclusions

In this chapter, we have discussed new possibilities of performing quantum physics
experiments using surface acoustic waves. We have showed that a superconducting
transmon qubit can couple strongly to propagating SAWs and that the SAWs can
be confined in high Q resonators. Taken together, these results indicate that experi-
ments conceived for quantum optics with photons can now be performed in quantum
acoustics using SAW phonons. Furthermore, the slow propagation velocity and short
wavelength of the phonons promises access to new regimes which are difficult to
reach with traditional all-electrical circuits, such as giant atoms and improved feed-
back setups.
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