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Preface

ver the last decade or so, few words have caused more debate and concern
within the international scientific community and general public alike than the
following two terms: global warming and climate change. And if one wanted
to play with these four words to make an even bigger point, a third term would come
to mind immediately: global change. At the time of this writing, the Intergovernmental
Panel on Climate Change (IPCC) has already released eagerly anticipated reports, which
present to all of us some rather alarming facts and projections of the impacts of climate
change. In the era of instantaneous communication, across all continents, scientific and
other facts cannot stay hidden for long. Nevertheless, there are a few skeptics, including
some governments, left behind as the rest of us are rapidly learning to live with many
fundamental questions we never bothered asking just a few years ago. What is arguably
the common thread in various discussions about our globally changing future is the word
sustainability. When we think of energy, transportation, food production, forests, wildlife,
cities, rivers, country side, and many other things, and if we are concerned with any of
them, most likely we would be able to formulate our concerns with one simple question:
Is our related activity sustainable? Is using fossil fuels the way we do now sustainable?
Is driving cars every day sustainable? Is deforestation sustainable? Is the population
growth sustainable? Do we have the right to destroy natural habitat of other species, and
indeed the species themselves? And we can add many more questions to this list.
Inseparable from the question of sustainability is the ethical question. Can we deny
the rights of someone else, now or in future, to have or do the same things we ourselves
have done in the past and continue to do now? Whatever our individual answer to this
and other similar questions may be, there is one single thing that we can all agree on:
without water there is no life. Although this statement may seem misplaced here because
it is “just” a common truth, it is used to make the following observation important for
this book: Groundwater depletion has already caused and will continue to cause many
springs, rivers, lakes, and marshes to shrink or go dry, and the flora and fauna as we knew
them in many parts of the world are gone and will continue to disappear because of that.
And, of course, without extracted groundwater, food production and human life in many
parts of the world would not be possible in present times. Related alarming headlines
in the media add fuel to the ongoing debate between those who are concerned with our
current practices and common future and those who seem far less concerned because
they do not see anything alarming about business as usual. Here is a sample of several
such headlines in the national and international media during 2007: “Southwest forecast:
expect 90 years of drought” (“Human-induced change in earth’s atmosphere will leave
the American Southwest in perpetual drought for 90 years”); “Australia suffers worst
drought in 1000 years”; “Drought lands doubled”; “At the end of September about 43
percent of the contiguous United States was in moderate to extreme drought, the National
Climate Data Center said Tuesday. Worldwide, meanwhile, the agency said the year to
date has been the warmest on record for land.”
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Because of the drought word, and after reading the short articles and maybe recall-
ing a few common-knowledge facts, one may become genuinely alarmed. Consider that
the United States and Australia are top exporters of food in the world, and both signifi-
cantly rely on groundwater for agricultural irrigation, including (and especially) in areas
where aquifers are already being overexploited and are under stress due to competing
demands. Now add equally, if not more alarming, news from China and India, the two
most populated countries in the world, about continuing groundwater depletion for agri-
culture and water supply. Then, consider most of Africa and the Middle East with their
chronic and increasing water scarcity. Finally, try to imagine various chain reactions on
the global scale involving food security, poverty, politics, geostrategic interests, refugees,
environmental degradation, unrests. . .

According to the United Nations Educational, Scientific and Cultural Organization
(UNESCO), some 1.1 billion people in the world are estimated to lack access to few tens
of liters of safe freshwater that is the minimum daily range suggested by the United
Nations (UN) to ensure each person’s basic needs for drinking, cooking, and sanitation.
Some 26 countries, totaling over 350 million people, suffer from severe water scarcity,
mainly in dry lands (arid areas), although available groundwater resources appear ad-
equate to provide an immediate relief in many such areas (UNESCO, 2006, 2007). The
number of already displaced, desperate, undernourished, and thirsty people continues
to grow due to climatic variability, population growth, inadequate governance, and in-
appropriate water management. These same factors put a continuing pressure on surface
water and especially groundwater resources in many developed countries as well. Re-
gardless of the country’s economic and political development, three major themes are
common everywhere: (1) competition for groundwater resources between agriculture
(farmers), growing urban population, and industry; (2) depletion of these resources by
all three; and (3) contamination of the resources by all three. Although this book focuses
on groundwater, the following cannot be emphasized enough: Any division between
surface water and groundwater as two “separate” sources of freshwater is artificial; they
are interconnected in so many ways that studying one, without understanding the other,
would in all probability lead to inappropriate water management decisions. This is why
a part of this book explains integrated water resources management (IWRM)—a concept
that is being increasingly studied and implemented at various levels, i.e., local, state, and
regional (intergovernmental).

Groundwater sustainability is discussed throughout this book from the various as-
pects of available resource quantity and quality, including its evaluation, engineering,
management, planning, and restoration. The first five chapters of the book explain in
detail what groundwater is, where it comes from, how it is naturally replenished and
how much, and what the possible impacts of projected climate change on groundwater
recharge and use might be. The natural quality of groundwater, sources of contamina-
tion, and fate and transport of contaminants are also explained in detail. Chapter 6 covers
various traditional and innovative technologies of groundwater treatment for drinking
water purposes. Chapters 7 and 8 explain engineering means of groundwater extraction
and regulation, delineation of source protection zones, groundwater (aquifer) vulnera-
bility mapping, and various topics on groundwater management including modeling,
monitoring, artificial aquifer recharge, and development of databases and geographic
information systems. The last chapter of the book covers restoration of contaminated

Xi
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groundwater for beneficial uses, including remediation of contaminant source zones
and dissolved contaminant plumes.

The author is grateful to the following water resources professionals who gener-
ously contributed to this book with their knowledge and enthusiasm: Alex Mikszewski,
Jeff Manuszak, Marla Miller, Dr. Alessandro Franchi, Robert Cohen, Dr. Ivana Gabric,
Dr. Neno Kukuric, Nenad Vrvic, Samuel Stowe, and Farsad Fotouhi.

Neven Kresic
Rixeyville, VA



CHAPTER 1

Global Freshwater
Resources and Their Use

he following words of Koichiro Matsuura, Director General of the United Na-

tions Educational, Scientific and Cultural Organization (UNESCO), summarize

the increasing importance various countries, and the international community as
a whole, see in adequately addressing water resources on the global scale:

Water, of course, is everyone’s business. Hardly a day goes by when we do not hear of another flood,
another drought or another pollution spill into surface waters or groundwaters. Each of these issues
has a direct or indirect impact not only on human security but also on livelihoods and development.
The issues involved range from those of basic human well-being (food security and health), to those
of economic development (industry and energy), to essential questions about the preservation of
natural ecosystems on which ultimately we all depend. These issues are inter-related and have to be
considered together in a holistic manner. It is thus entirely appropriate that some twenty-four agencies
and entities within the United Nations system are involved, with a shared purpose, in producing a
comprehensive and objective global report on water issues and the measures being taken to address
the related challenges that beset humanity worldwide.

As internationalization and rapid economic growth in many societies alter traditional socio-
economic structures, it is clear that change, although virtually pervasive, is not entirely positive.
Many people, especially in the developing world and especially those on urban margins and in rural
areas, are left behind in poverty and mired in preventable disease.

Access to secure water supplies is essential. This seems self-evident. Yet, as this Report shows,
it is clear that the central role of water in development is neither well understood nor appreciated.
Much more needs to be done by the water sector to educate the world at large and decision-makers
in particular. (UNESCO, 2006).

1.1 World’s Water Resources

The total surface area of the earth is 197 million mi? (510 million square kilometers), of
which about 139 million mi? (70.8 percent) was in 1960 covered by the world’s oceans,
about 6.9 million mi? (3.4 percent) by polar icecaps and glaciers, about 330,000 mi (0.17
percent) by natural freshwater lakes, and about 270,000 mi (0.14 percent) by natural
saline lakes (Nace, 1960). The total land area, including that under ice, lakes, and inland
seas is about 57 million mi? (148 million km?). The volume of ocean water is about 317
million cubic miles (or 1320 million km?®). The estimated water volume of polar icecaps
and glaciers on the continents is about 7.3 million mi® (30.4 million km?). Freshwater
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lakes contain about 30,000 mi® (125,000 km?3) of water, and saline lakes and inland seas
contain about 25,000 mi® (104,000 km?).

Lake Baikal in Siberia, Russia, the deepest in the world (1620 m), contains about
23,000 km? of water (Bukharov, 2001; USGS, 2007a) or close to 20 percent of all freshwater
stored in the world’s natural lakes. The volume of Lake Baikal is approximately equal to
that of all Great Lakes on the North American Continent combined—Superior, Michigan,
Huron, Erie, and Ontario—22,684 km? (USEPA, 2007a). Most freshwater lakes are located
athigh latitudes, with nearly 50 percent of the world’s lakes in Canada alone. Many lakes,
especially those in arid regions, become salty because of evaporation, which concentrates
the dissolved salts. The Caspian Sea, the Dead Sea, and the Great Salt Lake are among
the world’s major salt lakes. Reservoirs, or artificial lakes, contain estimated 4286 km?3 of
freshwater worldwide (Groombridge and Jenkins, 1998).

Wetlands, which include swamps, bogs, marshes, mires, lagoons, and floodplains,
cover an estimated total global area of about 2.9 million km? (Groombridge and Jenkins,
1998). Most wetlands range in depth from 0 to 2 m. Estimating the average depth of
permanent wetlands at about 1 m, the global volume of wetlands could range between
2300 and 2900 km® (UNEP, 2007). The average amount of water in stream channels at
any one time is on the order of 280 mi® or 1166 km® (Nace, 1960).

The main root zone (the upper 3 ft or 1 m) of the soil probably contains at least about
6000 mi® of water (25,000 km?®). The estimated additional amount of water in the rock
crust of the earth is about 1 million mi® (4.17 million km®) to a depth of half a mile (800 m)
and an equal amount at the depth between 1/2 and 2 mi (Nace, 1960).

The total world supply of water is somewhat more than 326 million mi® (1358 million
km?), with about 97 percent in the oceans. The total volume of water (fresh and saline) on
the land and beneath its surface is only about 9.4 million mi® (39 million km?). About 78
percentislocked up inicecaps and glaciers, and about 0.27 percent is in inland saline lakes
and seas. Most of the water stored in icecaps and glaciers is concentrated in Greenland
and Antarctica, far from human habitation and not readily available for use. Approxi-
mately 43,212 mi® (180,000 km?) of frozen freshwater on continents outside Greenland
and Antarctica is stored in glaciers and mountainous icecaps spread worldwide over
212,000 mi? or 550,000 km? (UNEP, 1992, 2007; Untersteiner, 1975). Much of the ground-
water at depths greater than half a mile (800 m) is economically inaccessible at present
or is saline. Thus, less than 3 percent of the world’s freshwater supply is available on the
continents, and only little more than 11 percent of the water on the continents, actually is
usable or accessible. Furthermore, the yearly renewal and continued availability of this
relatively minute supply of water depend wholly on precipitation from a tenuous bit of
water vapor in the atmosphere (Nace, 1960). Figure 1.1 shows volumes and percentage
of usable freshwater types on the continents outside polar regions.

Although the above estimates are inexact by default, they help to define the magni-
tude of the problem of freshwater management. The conversion of saltwater to fresh is
a great and intriguing challenge. Even though conversion processes are becoming more
and more economically feasible, the cost of transportation may prohibit the use of con-
verted seawater by inland areas for a long time. Conversion of locally available saltwater
may become feasible in some inland areas and may resolve problems that are locally
serious. On the whole, however, the available amount of such water is not sufficient to
add materially to regional or national water supplies. Therefore, for an indefinitely long
future period, inland areas will receive water from the sea only indirectly and in the same
manner that they always have—vapor carried inland in the air and dropped as rain and
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Fieure 1.1 Volumes, in cubic kilometers, and percentages of usable freshwater on the continents
outside polar regions. (Data from Nace, 1960; Groombridge and Jenkins, 1998; UNER 2007.)

snow. The estimated volume of moisture in the atmosphere is equivalent to only about
3100 mi® (13,000 km®) of water, or enough to cover the entire earth to a depth of only
about 1 in. (2.5 cm; Nace, 1960).

Of about 50 million mi? (130 million km?) of continental and insular dry land, some-
what more than 18 million mi? (about 36 percent) is arid to semiarid. Figure 1.2 shows
distribution of world’s nonpolar arid land. Such areas largely, or often entirely, depend
on groundwater resources for irrigation and water supply.

Figure 1.3 is a photographic image of the Issaouane Erg (sand sea) located in eastern
Algeria between the Tinrhert Plateau to the north and the Fadnoun Plateau to the south.
Ergs are vast areas of moving sand with little to no vegetation cover. Part of the Sahara
Desert, the Issaouane Erg covers an area of approximately 38,000 km?2. These complex
dunes form the active southwestern border of the sand sea (NASA, 2007a). Because of
prolonged droughts and desertification, in many places along the southern edge of the
Sahara Desert, sand dunes advancement and rocky desert expansion are continuously
taking place.

In the United States as a whole, the quantity of water in underground storage, within
half a mile of the land surface, is several times that in all the large lakes of the North
American Continent. Although the volume of groundwater in storage is large, its natural
rate of replenishment is small in comparison. The following discussion by Nace (1960)
illustrates this point:

Precipitation on the 48 States averages about 30 inches (about 2.5 feet or 762 millimeters) yearly, and
the total yearly volume is about 1370 mi® (5707 km?). Natural annual recharge of ground water may
average a fourth of the precipitation, or about 340 mi® (1416 km?) yearly. This is a liberal estimate,
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Fieure 1.3 Astronaut photograph of the Issaouane Erg (sand sea) located in eastern Algeria. The
photograph was acquired on January 16, 2005, with a Kodak 760C digital camera with an 800-mm
lens, and is provided by the ISS Crew Earth Observations Experiment and the Image Science &
Analysis Group, Johnson Space Center. (Available at http://earthobservatory.nasa.gov.)

which many hydrologists would dispute. However, it indicates the order of magnitude of groundwater
recharge.

On the basis of the above estimates, the volume of ground water in storage above a depth of half
amile evidently is equivalent to the total of all recharge during the last 160 years. This estimate is very
crude, but whether the true figure is 50, 100, or 200 years is unimportant. The significant fact is that a
reserve of water has been accumulating in the groundwater bank for generations. This is the only real
water reserve we have. Annual recharge in any one year is proportionately a very small increment
to the total reserve. Now, by pumping, we are placing heavy drafts on the local “branch banks” in
some parts of the United States—enough that the manager of the “main bank” must look to the total
reserve and estimate how long the drafts can continue. This is the job for water management.

The southern high plains of Texas and New Mexico in the United States are an out-
standing example of large storage and small replenishment. Overall, the groundwater
in storage in the Texas region is about 200 million acre-ft (247 km®), but if exhausted it
would take considerably more than 1000 years to replace (U.S. Senate Select Committee
on National Water Resources, 1960, p. 15).

Arguably, the hottest topic in the water industry at the time of this writing is the
question of possible impacts of climate change on the availability of water resources,
including their quantification for the planning purposes. It cannot be overemphasized,
however, that any such impacts will, by default, be superimposed on the past and the
ongoing impacts of extraction (exploitation) of both surface water and groundwater.
These existing impacts would have to be well understood and quantified before any
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attempts of predictions for the future are made. Without immersing themselves into the
heated political debate whom to blame for the climate change (nature, humans, or both),
and what the consequences of doing (or not doing) something about it would be, wa-
ter professionals are already facing the realities of redistribution of available freshwater
on continents, on both local and global scales. Some of the better-known examples are
reduction of snow pack in mountainous regions, melting of mountainous glaciers (Fig.
1.4), and shrinking of large natural lakes (Figs. 1.5 and 1.6). Popular and daily press are
increasingly covering such phenomena. For example, National Geographic News for Au-
gust 3, 2007, offers this lead into a story: “Lake Superior, the world’s largest freshwater
lake, has been shrinking for years — and now it appears to be getting hotter.” The article
goes on to include some attention-grabbing narrative such as: “Beachgoers at the lake,
which is bounded by Wisconsin, Michigan, Minnesota, and Ontario, Canada, must walk
up to 300 feet (100 yards) farther to reach shorelines. Some docks are unusable because of
low water, and once-submerged lake edges now grow tangles of tall wetland plants” and
“Researchers are also starting to suspect that the shrinking and heating are related—and
that both are spurred by rising global temperatures and a sustained local drought” (Mi-
nard, 2007). More on climate change and its projected impacts on groundwater resources
is given in Chapter 4. To set the stage, a short discussion on Aral Sea in Asia (Fig. 1.5) and
Lake Chad in Africa (Fig. 1.6) illustrates the close interconnectedness of human activity,
climate change, surface water and groundwater resources.

Once the fourth largest lake on earth, the Aral Sea has shrunk dramatically over the
past few decades. The Aral Sea basin, covering the territories of Tajikistan, Uzbekistan,
Turkmenistan, some parts of Afghanistan, Kyrgyzstan, and Kazakhstan, is located in the
heart of the Euro-Asian continent. The two main rivers, the Amu-Darya and the Syr-
Darya, together with some 30 primary tributaries, feed the basin, which has an areal
extent of about 1.8 million km?. In the early 1960s, the former Soviet Union launched
efforts to divert almost all water from the Amu-Darya and the Syr-Darya. The diversion
of millions of cubic meters of water to irrigate cotton fields and rice paddies through mas-
sive infrastructure development helped increase the irrigated area from 5 mha (million
hectare) in the 1950s to 8 mha in the 1990s (Murray-Rust et al., 2003).

The water development system of the region is described as “one of the most com-
plicated human water development systems in the world” (Raskin et al., 1992) because
human interventions have gradually modified the natural water flow and the environ-
ment along the rivers’ banks. The Aral Sea basin system now has highly regulated rivers
with 20 medium- and large-sized reservoirs and around 60 diversion canals of different
sizes. In all, the two rivers have some 50 dams of varying sizes (Murray-Rust et al., 2003).

The large, slightly brackish inland sea moderated the region’s continental climate
and supported a productive fishing industry. As recently as 1965, the Aral Sea received
about 50 km?® of freshwater per year—a number that fell to zero by the early 1980s.
Consequently, concentrations of salts and minerals began to rise in the shrinking body
of water, eventually reaching 33 g/L, up from the initial 10 to 12 g/L. This change
in chemistry has led to staggering alterations in the lake’s ecology, causing precipitous
drops in the Aral Sea’s fish population and elimination of the commercial fishing industry
(NASA, 2007b; Glazovsky, 1995).

The shrinking Aral Sea has also had a noticeable affect on the region’s climate. Sum-
mer and winter air temperatures at stations near the shore increased by 1.5 to 2.5°C,
whereas diurnal temperatures increased by 0.5 to 3.3°C. At coastal stations, the mean
annual relative air humidity decreased by 23 percent, reaching 9 percent in spring and
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Ficure 1.4 (Top) Photograph (northwest direction) taken several hundred meters up a steep
alluvial fan located in a side valley on the east side of Queen Inlet, Glacier Bay National Park and
Preserve, Alaska. (Photo by Charles W. Wright, 1906). (Bottom) Photograph (north) taken on
Triangle Island, Queen Inlet (Photo by Bruce F. Molnia, 2003). Images published by the National
Snow and Ice Data Center, Boulder, CO, courtesy of the U.S. Geological Survey. (Available at
http://nsidc.org/cgi-bin/gpd_run_pairs.pl.)
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Ficure 1.5 Satellite images showing change in the Aral Sea size between 1989 (left image) and
2003 (right image). Once part of the same lake spread over 68,300 km?, the northern and
southern half of the sea had already become virtually separated in 1989. The image at right
shows the rapid retreat of the sea’s southern half, now separated into a western and eastern half.
(Images from NASA, 2007b.)

summer. Recurrence of drought days increased by 300 percent. The last spring frosts
shifted to later dates and the first autumn ones occur some 10 to 12 days earlier
(Glazovsky, 1995). The shorter growing season is causing many farmers to switch from
cotton to rice, which demands even more diverted water.

A secondary effect of the reduction in the Aral Sea’s overall size is the rapid exposure
of the lakebed. Strong winds that blow across this part of Asia routinely pick up and
deposit tens of thousands of tons of now exposed soil every year. This process has not
only contributed to significant reduction in breathable air quality for nearby residents,
but has also appreciably affected crop yields because of the heavily salt-laden particles
falling on arable land. As the agricultural land becomes contaminated by the salt, the
farmers try to combat it by flushing the soil with huge volumes of freshwater. What
water makes its way back to the sea is increasingly saline and polluted by pesticides and
fertilizers (NASA, 2007b).
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Ficure 1.6 Change in Lake Chad surface area between 1963 and 2001. (Maps are created from
the series of satellite images taken in January each year and provided by the NASA Goddard Space
Center. From UNEP/GRID-Arendal, 2002; maps by Phillippe Rekacewicz, UNEP/GRID-Arendal.)

Groundwater levels rose in many regions because of irrigation. For example, in the
Tashauz region, land area with a groundwater level less than 2 m below ground surface
was 20 percent from 1959 to 1964, whereas from 1978 to 1982 this area increased to 31.5
percent. Over the whole of Turkmenia, 87 percent of the irrigated land has groundwater
levels that have risen by at least 2.5 m. Because of this rise in groundwater levels, the area
subject to soil salinization due to evaporation from a shallow water table has dramatically
increased in many regions. In contrast, as thelevels of the Aral Sea and the inflowing rivers
dropped, the adjacent and the nonirrigated areas subject to desertification experienced
a decrease in groundwater levels by 10 to 15 m (Glazovsky, 1995).

Lake Chad (Fig. 1.6) is Africa’s fourth largest lake by surface area and has the largest
drainage basin of any lake in the world (2.5 million km?; Isiorho and Matisoff, 1990;
Hernerdof, 1982). For thousands of years, it has been a center of trade and cultural
exchange between people living north of the Sahara and people to the south. Located
at the intersection of four different countries in West Africa (Chad, Niger, Nigeria, and
Cameroon), Lake Chad has been the source of water for massive irrigation projects.
In addition, the region has suffered from an increasingly dry climate, experiencing a
significant decline in rainfall since the early 1960s. The most dramatic decrease in the
size of the lake was in the 15 years between January 1973 and January 1987. Beginning in
1983, the amount of water used for irrigation began to increase. Ultimately, between 1983
and 1994, the amount of water diverted for purposes of irrigation quadrupled from the
amount used in the previous 25 years. According to a study by University of Wisconsin-
Madison researchers, working with NASA’s Earth Observing System program, the lake
is now 1/20th of the size it was 35 years ago (NASA, 2007b).

9



10

Chapter One

1.2

Although Lake Chad is a closed-basin, shallow lake in a semiarid region (annual
precipitation of about 30 cm) with a high evaporation rate (200 cm/yr), and therefore
expected to have highly alkaline and saline waters, its water is surprisingly fresh (120
to 320 mg/L; Isiorho and Matisoff, 1990). This has been attributed to several factors:
low volume-to-surface ratio that ensures significant dilution by rainfall, low salinities
of the input rivers (42 to 60 mg/L), seepage through the lake bottom to the phreatic
(unconfined) aquifer, and biogeochemical regulations (Isiorho and Matisoff, 1990).

The upper zone of the Chad formation, consisting of Quaternary sediments, is gen-
erally unconfined and is recharged by the lake through seepage. The lake is at a higher
hydraulic elevation than the aquifer, and field investigations, including direct seepage
measurements, confirm groundwater flow away from the lake toward the southwest
(Isiorho and Matisoff, 1990). The unconfined aquifer is tapped mostly by hand-dug wells
for irrigation and domestic use throughout the southwest portion of the Chad Basin.
It is this portion of the basin that would be affected by the possible disappearance of
Lake Chad and an ultimate cessation of most of the aquifer recharge if current practices
continue. This would lead to severe water shortages for the rural population depending
upon shallow wells as well as water shortages over a huge land area already suffering
from natural and social disasters.

Freshwater Availability

Efforts to characterize the volume of water naturally available to a given nation have been
ongoing for several decades. The primary input for many of these estimates is an informa-
tion database (AQUASTAT) that has historically been developed and maintained by FAO
(Food and Agriculture Organization of the United Nations). It is based on data related to
the quantity of water resources and uses a water-balance approach for each nation (FAO,
2003). This database has become a common reference tool used to estimate each nation’s
renewable water resources. The FAO has compiled an index of Total Actual Renewable
Water Resources (TARWR). This index reflects the water resources theoretically available
for development from all sources within a country. It is a calculated volume expressed
in km®/yr; divided by the nation’s population and adjusted to m3/yr, it is expressed as
a per capita volume, which allows a relative evaluation of the resource available to its
inhabitants. The index estimates the total available water resources per person in each
nation, taking into account a number of individual component indicators by

e Adding all internally generated surface water annual runoff and groundwater
recharge derived from precipitation falling within the nation’s boundaries

e Adding external flow entering from other nations, which contributes to both
surface water and groundwater

e Subtracting any potential resource volumes shared by the same water, which
comes from surface and groundwater system interactions

* Subtracting, where one or more treaty exists, any flow volume required by that
treaty to leave the country (FAO, 2003; FAO-AQUASTAT, 2007)

TARWR gives the maximum theoretical amount of water actually available for the
country on a per capita basis. Beginning in about 1989, it has been used to make evalu-
ations of water scarcity and water stress. It is important to note that the FAO estimates



Global Freshwater Resources and Their Use 1

are maximum theoretical volumes of water renewed annually as surface water runoff
and groundwater recharge, taking into consideration what is shared in both the surface
and groundwater settings. However, as discussed by UNESCO (2006), these volumes
do not factor in the socioeconomic criteria that are potentially and differentially applied
by societies, nations, or regions to develop those resources. Costs can vary considerably
when developing different water sources. Therefore, whatever the reported “actual” re-
newable volume of water, it is a theoretical maximum, and the extent to which it can
be developed will be less for a variety of economic and technical reasons. Following are
some of the factors that should be considered when using the TARWR index (UNESCO,
2006):

* Approximately 27 percent of the world’s surface water runoff occurs as floods,
and this water is not considered a usable resource. However, floods are counted
in the nation’s TARWR as part of the available, renewable annual water resource.

* Seasonal variability in precipitation, runoff, and recharge, which is important
to regional and basin-level decision making and water storage strategies, is not
well reflected in annualized quantities.

* Many large countries have several climatic regions as well as disparate popula-
tion concentrations and the TARWR does not reflect the ranges of these factors
that can occur within nations.

* There is no data in TARWR that identifies the volume of “green” water that
sustains ecosystems—the volume that provides water resources for direct rain-
fed agriculture, grazing, grasslands, and forests.

As already indicated, not all of the internally renewable freshwater resources (IRWR)
can be controlled by the population of a country. It is estimated that even with the
most feasible technical, social, environmental, and economic means, only about one-
third of the IRWR can be potentially controlled. The global potentially useable water
resources (PUWR) of the IRWR are estimated to be around 9000 to 14,000 km® (UN,
1999; Seckler, 1993). At present, about 2370 km? of the global PUWR are developed and
are being diverted as the primary water supply (PWS) or the “virgin” or the “first”
water supply for human use (IWMI, 2000). A part of the PWS is evaporated in its
first use. The other part returns to rivers, streams, and aquifers as return flows and
in many instances this part is again withdrawn for human use. This is known as the
recycled portion of PWS. The PWS and the recycled water supply, about 3300 km?,
constitute the water diverted for use in different sectors (agriculture, industry, public

supply).

1.3 Water Use—Trends and Examples
Water use is a general term that refers to water used for a specific purpose, such as for
domestic water supply, irrigation, or industrial processing. Water use pertains to hu-
man interaction with and influence on the hydrologic cycle and includes elements such
as water withdrawal from surface water and groundwater sources, water delivery to
irrigated land, homes, and businesses, consumptive use of water, water released from
wastewater-treatment plants, water returned to the environment, and in-stream uses
such as production of electricity in hydropower plants. Consumptive use, or consumed
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water, is that part of water withdrawn that is evaporated, transpired by plants, incorpo-
rated into products or crops, consumed by humans or livestock, or otherwise removed
from the immediate water environment (USGS, 2007b). It is very important to make dis-
tinction between water withdrawal and water consumption during resource evaluation.
For example, not all water withdrawn for irrigation purpose and applied to a farmland
will be consumed. Depending on the irrigation method, more or less diverted water will
return to its original source or another body of water (e.g., surface streams and aquifers)
because of drainage, runoff, and infiltration. This portion of the withdrawn water, called
return flow, becomes available for further use.

The following is a list of terms commonly used by the water industry and regulators
in the United States (USGS, 2007b; USEPA, 2007b):

Public supply. Water withdrawn by public governments and agencies, such as a county
water department, and by private companies, which is then delivered to users. Public
suppliers provide water for domestic, commercial, thermoelectric power, industrial,
and public water users. Most household water is delivered by a public water supplier.

Municipal (public) water system. A water system that has at least five service connections
(such as households, businesses, or schools) or which regularly serves 25 individuals
for at least 60 days out of the year.

Water supply system. The collection, treatment, storage, and distribution of potable water
from source to consumer.

Water purveyor. A public utility, mutual water company (including privately owned),
county water district, or municipality that delivers drinking water to customers.

Potable water. Water that is safe for drinking and cooking.

Water quality criteria. Levels of water quality expected to render a body of water suitable
for its designated use. Criteria are based on specific levels of pollutants that would
make the water harmful if used for drinking, swimming, farming, fish production, or
industrial processes.

Water quality standards. State-adopted and EPA-approved ambient standards for water
bodies. The standards prescribe the use of the water body and establish the water
quality criteria that must be met to protect designated uses.

Public water use. Water supplied from a public water supply and used for such purposes
as firefighting, street washing, and municipal parks and swimming pools.

Domestic water use. Water used for household purposes, such as drinking, food prepara-
tion, bathing, washing clothes, dishes, and pets, flushing toilets, and watering lawns
and gardens. About 85 percent of domestic water is delivered to homes by a public-
supply facility, such as a county water department. About 15 percent of the nation’s
population supply their own water, mainly from wells.

Commercial water use. Water used for motels, hotels, restaurants, office buildings, other
commercial facilities, and institutions. Water for commercial uses comes both from
public-supplied sources, such as a county water department, and self-supplied sources,
such as local wells.

Industrial water use. Water used for industrial purposes in such industries as steel, chemi-
cal, paper, and petroleum refining. Nationally, water for industrial uses comes mainly
(80 percent) from self-supplied sources, such as local wells or withdrawal points in
a river, but some water comes from public-supplied sources, such as the county/city
water department.
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Irrigation water use. Water application on lands to assist in growing crops and pastures or
to maintain vegetative growth in recreational lands, such as parks and golf courses.
Livestock water use. Water used for livestock watering, feedlots, dairy operations, fish
farming, and other on-farm needs.

Sanitation. Control of physical factors in the human environment that could harm devel-
opment, health, or survival.

Sanitary water (also known as gray water). Water discharged from sinks, showers, kitchens,
or other nonindustrial operations, but not from commodes.

Wastewater. The spent or used water from a home, community, farm, or industry that
contains dissolved or suspended matter.

Water pollution. The presence in water of enough harmful or objectionable material to
damage the water’s quality.

Treated wastewater. Wastewater that has been subjected to one or more physical, chemical,
and biological processes to reduce its potential of being health hazard.

Reclaimed wastewater. Treated wastewater that can be used for beneficial purposes, such
as irrigating certain plants.

Publicly owned treatment works (POTWs). A waste-treatment works owned by a state, unit
of local government, or Indian tribe, usually designed to treat domestic wastewaters.

Wastewater infrastructure. The plan or network for the collection, treatment, and disposal
of sewage in a community. The level of treatment will depend on the size of the com-
munity, the type of discharge, and/or the designated use of the receiving water.

Groundwater, with 93 percent of the total, is by far the most abundant and readily
available source of freshwater on continents outside polar regions, followed by moun-
tainous ice caps and glaciers, lakes, reservoirs, wetlands, and rivers (Fig. 1.1). About
1.5 billion people depended upon groundwater for their drinking water supply at the
end of the twentieth century (WRI, 1998). The amount of groundwater withdrawn an-
nually is roughly estimated at about 20 percent of global water withdrawals (WMO,
1997).

According to the United Nations Environment Programme (UNEP), annual global
freshwater withdrawal has grown from 3790 km?® (of which consumption accounted for
2070 km? or 61 percent) in 1995 to about 4430 km? (of which consumption accounted for
2304 km? or 52 percent) in 2000. In 2000, about 57 percent of the world’s freshwater with-
drawal, and 70 percent of its consumption, took place in Asia, where the world’s major
irrigated lands are located. In the future, annual global water withdrawal is expected to
grow by about 10 to 12 percent every 10 years, reaching approximately 5240 km? by year
2025 (an increase of 1.38 times since 1995). Water consumption is expected to grow at a
slower rate of 1.33 times. In the coming decades, the water withdrawal is projected to
increase by 1.5 to 1.6 times in Africa and South America, while the smallest increase of
1.2 times is expected to occur in Europe and North America (UNEP, 2007; Harrison et al.,
2001; Shiklomanov, 1999).

Agriculture is by far the biggest user of water accounting for 67 percent of the world’s
total freshwater withdrawal, and 86 percent of its consumption in the year 2000 (UNEP,
2007). In the United States, agriculture accounts for some 49 percent of the total freshwater
use, with 80 percent of this volume being used for irrigation. In Africa and Asia, an
estimated 85 to 90 percent of all the freshwater used is for agriculture. By 2025, agriculture
is expected to increase its water requirements by 1.2 times, and the world’s irrigation
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areas are projected to reach about 330 mha, up from approximately 253 mha in 1995
(Shiklomanov, 1999).

Industrial uses account for about 20 percent of global freshwater withdrawals. Of
this, 57 to 69 percent is used for hydropower and nuclear power generation, 30 to 40
percent for industrial processes, and 0.5 to 3 percent for thermal power generation (Shik-
lomanov, 1999). In the industrial sector, the biggest share of freshwater is stored in arti-
ficial reservoirs for electrical power generation and irrigation. However, the volume of
water evaporated from reservoirs is estimated to exceed the combined freshwater needs
of industry and domestic consumption. This greatly contributes to water losses around
the world, especially in the hot tropical and arid regions.

Domestic water supply accounted for about 13 percent of global water withdrawal in
year 2000. Domestic water use in developed countries is on average about 10 times more
than in developing countries. UNESCO estimates that on average a person in developed
countries uses 500 to 800 L/d (300 m?/yr) for all purposes compared to 60 to 150 L/d
(20 m3/yr) in developing countries. In developing countries of Asia, Africa, and Latin
America, public water withdrawal represents just 50 to 100 L /person/d. In regions with
insufficient water resources, this figure may be as low as 20 to 60 L/d. In large cities with
a centralized water supply and an efficient canalization system, domestic consumption
doesnot usually represent more than 5 to 10 percent of the total water withdrawal (UNEP,
2007).

In most regions of the world, the annual withdrawal or use of water is a relatively
small part (less than 20 percent) of the total annual internally renewable water resources
(Table 1.1). However, in water-scarce regions, as in the case of the Middle East and North
Africa, this share averages 73 percent of the total water resources (Pereira et al., 2002;
from The World Bank, 1992). The relevance of the problems of water scarcity is made
clear when considering that estimates for the average annual growth of the population
are the world’s highest in the same regions (Table 1.2).

Agriculture has the highest share among water user sectors in low- and middle-
income countries, while industry is the most important user in developed countries with
temperate and humid climates.

Water supply and sanitation face different problems in urban and rural settings. At
present, more than one-third of the rural population is estimated to have no access to
safe drinking water supply and a significant number of people do not have access to
the minimum required levels (The World Bank, 2000; WRI, 1998). Moreover, almost 80
percent of the rural population is estimated to have no access to adequate sanitation,
totaling 1.3 billion people in rural India and China alone (UNESCO-WWAP, 2003). This
means that about 1.8 billion people in rural areas have yet to receive new and increased
domestic water supply and sanitation facilities over the next few decades, which will
require substantial increases in domestic withdrawals.

With growing urbanization across the world, water supply and sanitation will become
an increasingly urban issue and the main challenge for the water industry worldwide.
In 2007, the urban population worldwide has reached an estimated 50 percent, and this
increasing trend will continue. The following megacities (defined as having more than
10 million inhabitants) currently depend upon groundwater for water supply to varying
degrees: Mexico City, Kolkata (formerly Calcutta), Shanghai, Buenos Aires, Teheran,
London, Jakarta, Dhaka, Manila, Cairo, Bangkok, and Beijing (Morris et al., 2003). It is
projected that in 2015 the number of megacities will reach 23 worldwide, with only 4
being in developed countries. The combined population of all these megacities will reach
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Water Withdrawal Resources Water Agriculture | Domestic | Industry
Country Group Resources (10° m3) (10% m?) (%) Resources (m?3) (%) (%) (%)
Low and middle income 28,002 1,749 6 6,732 85 7 8
Sub-Saharan Africa 3,713 55 1 7,488 88 8 3
East Asia and Pacific 7,915 631 8 5,009 86 6 8
South Asia 4,895 569 12 4,236 94 2 3
Europe 574 110 19 2,865 45 14 42
Middle East and North 276 202 73 1,071 89 6 5
Africa
Latin America and the 10,579 173 2 24,390 72 16 11
Caribbean
High income 8,368 893 11 10,528 39 14 47
OECD members 8,365 889 11 10,781 39 14 a7
Other 4 4 119 186 67 22 12
World 40,856 3,017 7 7,744 69 9 22

From Pereira et al., 2002; source of data: The World Bank, 1992.

TaeLe 1.1 World Availability of Water Resources
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Population (Millions)

Average Annual Growth (Percent)

Country Group 1973 1980 1990 2000 2030 | 1965-73 | 1973-80 | 1980-90 @ 1990-00 | 2000-30
Low and middle income | 2,923 | 3,383 | 4,146 | 4,981 | 7,441 2.5 2.1 2.0 1.9 1.4
Sub-Saharan Africa 302 366 495 668 | 1,346 2.7 2.8 3.1 3.0 2.4
East Asia and Pacific 1,195 | 1,347 | 1,577 | 1,818 | 2,378 2.6 1.7 1.6 1.4 0.9
South Asia 781 919 | 1,148 | 1,377 | 1,978 2.4 2.4 2.2 1.8 1.1
Europe 167 182 200 217 258 1.1 1.2 1.0 0.8 0.6
Middle East and 154 189 256 341 674 2.7 3.0 3.1 2.9 2.3
North Africa
Latin America and the 299 352 433 516 731 2.6 2.4 2.1 1.8 1.2
Caribbean
High income 726 766 816 859 919 1.0 0.8 0.6 0.5 0.2
OECD members 698 733 111 814 863 0.9 0.7 0.6 0.5 0.2
World 3,924 | 4,443 | 5,284 | 6,185 | 8,869 2.1 1.8 1.7 1.6 1.2

From Pereira et al., 2002; source of data: The World Bank, 1992.

TaBLe 1.2 Population and Average Annual Growth
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9.6 percent of the world’s urban population, accounting for slightly more than 374 million
people (UN HABITAT, 2003). Growing slums and informal settlements surround most of
the megacities and other large cities in the developing countries, which are of particular
concern. There is widespread water and environmental contamination from human waste
in these areas because of lack of adequate drinking water supplies, sanitation, and sewage
treatment services (CSD, 2004). At the beginning of the twenty-first century, an estimated
924 million people lived in slums around the world (UN HABITAT, 2003).

International Water Management Institute (IWMI) projects, under one scenario, that
most developing regions will more than double their water withdrawals for domestic
and industrial uses between years 1995 and 2025. Except for the African region, this level
of increase would ensure an average per capita domestic supply above the basic water
requirement (BWR) of 50 L/person/d. The BWR is the recommended volume of water,
independent of climate, technology, and culture, needed to satisfy domestic needs—
drinking, sanitation, bathing, and cooking (Gleick, 1996). In Africa, however, per capita
domestic water withdrawals at present are significantly below the BWR. To raise average
per capita domestic supply even to the level of BWR, Africa will have to increase its total
domestic water supply by 140 percent (Molden et al., 2001).

The world’s rural population is projected to grow at a slower rate over the coming
decades, due to rapid urbanization and industrialization, particularly in developing
countries. However, the rural population in Africa (AFR), South Asia (SA), and Middle
East and North Africa (MENA) regions is projected to grow by 56 percent, 18 percent,
and 20 percent, respectively. At the same time, the rural population in the East Asia and
Pacific (EAP), Latin America and the Caribbean (LAC), and Europe and Central Asia
(ECA)regions is projected to decline by 12 percent, 4 percent, and 27 percent, respectively.
Even with the assumed slow growth in the overall rural population, more than 3.3 billion
people are projected to live in rural areas by 2025, with more than 90 percent of them in
South Asia, EAP, Africa, and the MENA regions (Molden et al., 2001).

Despite the expected large growth in water withdrawals for the domestic and in-
dustrial sectors, agriculture will still remain the dominant water user in developing
countries. The level of water use in the agricultural sector will be influenced by goals of
self-sufficiency and food security at local, regional, and national levels. In the past, food
self-sufficiency has been the major goal of most developing countries. This has helped
developing countries increase food production, improve overall food availability for ru-
ral households, and reduce rural unemployment and has had overall positive effects in
terms of reducing poverty (Molden et al., 2001).

1.3.1 Use of Water in the United States

Estimates of water use in the United States indicate that about 408 billion gallons per
day (abbreviated Bgal/d; 1000 million gallons per day; note that 1 gal equals 3.8 L) were
withdrawn for all uses during year 2000. This total has varied less than 3 percent since
1985 as withdrawals have stabilized for the two largest uses—thermoelectric power and
irrigation. Fresh groundwater withdrawals (83.3 Bgal/d) during 2000 were 14 percent
more than that during 1985. Fresh surface water withdrawals during 2000 were 262
Bgal/d, varying less than 2 percent since 1985 (Hutson et al., 2004). Figure 1.7 shows
withdrawal of surface water and groundwater between 1950 and 2000, together with the
population trend. Figure 1.8 shows water withdrawals for different uses, for the same
period.
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Ficure 1.7 Trends in population and freshwater withdrawals by source, 1950-2000. (From Hutson
et al., 2004.)

About 195 Bgal/d, or 48 percent, of all freshwater and saline water withdrawals
during 2000 were used for thermoelectric power. Most of this water was derived from
surface water and used for once-through cooling at power plants. About 52 percent of
fresh surface water withdrawals and about 96 percent of saline water withdrawals were
for thermoelectric power use. Withdrawals for thermoelectric power have been relatively
stable since 1985.
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Ficure 1.8 Trends in total water withdrawals by water use category, 1950 to 2000. Total
withdrawals for rural domestic and livestock and for “other industrial use” are not available for

2000. (From Hutson et al., 2004.)
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Ficure 1.9 Distribution of irrigated land in farms. One dot represents 5000 irrigated acres. (From
Gollehon and Quinby, 2006.)

Irrigation remained the largest use of freshwater in the United States and totaled 137
Bgal/d for 2000. Since 1950, irrigation has accounted for about 65 percent of total water
withdrawals, excluding those for thermoelectric power. Historically, more surface water
than groundwater has been used for irrigation. However, the percentage of total irrigation
withdrawals from groundwater has continued to increase—from 23 percent in 1950 to
42 percent in 2000. Total irrigation withdrawals were 2 percent more in 2000 compared
to that in 1995 because of a 16 percent increase in groundwater withdrawals and a small
decrease in surface water withdrawals. Irrigated acreage more than doubled between
1950 and 1980, then remained constant before increasing nearly 7 percent between 1995
and 2000 in response to drought in some states, especially in the southwest. In recent
years, national irrigated area reached a plateau at about 55 million acres as the continuing
growth in eastern states has been offset by declines in western irrigation. The number
of acres irrigated with sprinkler and microirrigation systems has continued to increase
and now comprises more than one-half the total irrigated acreage in the United States
(Hutson et al., 2004).

In general, there is an increasing reliance on irrigation in the humid East, and a
northward redistribution of irrigation in the West (Fig. 1.9). During 1990s and early 2000s,
large concentrations of irrigation have emerged in humid areas—Florida, Georgia, and
especially in the Mississippi River Valley, primarily Arkansas and Mississippi (Gollehon
and Quinby, 2006). Groundwater supplied most of the irrigation water in the eastern
37 states—the area experiencing the largest irrigation growth in the last decade of the
twentieth century. Table 1.3 shows agricultural withdrawals for different regions in year
2000. Most withdrawals occur in the arid western states where irrigated production is
concentrated. In 2000, about 85 percent of total agricultural withdrawals occurred in a
19-state area encompassing the plains, mountain, and Pacific regions. In the mountain
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Components of Source of
Agricultural Water Agricultural Agricultural
Withdrawals Withdrawals Withdrawals
Percent of Quantity (1000 Livestock
Number Total Acre-Feet and Ground Surface
Region Share of States | Withdrawals (%) Per Year) Irrigation (%) | Aquaculture (%) | Water (%) | Water (%)
Pacific 5 80 45,879 98 2 34 66
Mountain 8 91 64,209 96 4 20 80
Plains 6 49 25,901 97 3 80 20
South 7 30 19,054 95 5 73 27
North-Central & East 24 3 4,409 81 19 72 28
U.S. total* 50 41 159,558 96 4 41 59

1 Excludes water withdrawals in the U.S. Virgin Islands, Puerto Rico, and the District of Columbia.
From Gollehen and Quinby, 2006.

TaBLe 1.3 Agricultural Withdrawals in Different Regions of the United States, in 2000
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Fieure 1.10 Estimated percentage of population in a state using groundwater as drinking water in
1995. (From USGS, 1998.)

region, more than 90 percent of the water withdrawn is used by agriculture, almost all
(96 percent) for irrigation.

Public supply withdrawals were more than 43 Bgal/d in 2000. Public supply with-
drawals during 1950 were 14 Bgal/d. During 2000, about 85 percent of the population
in the United States obtained drinking water from public suppliers, compared to 62 per-
cent during 1950. The percentage of groundwater use for public supply increased from
26 percent in 1950 to 40 percent in 1985 and has remained at slightly less than 40 percent
since (Hutson et al., 2004). Figure 1.10 shows that groundwater is an important source of
drinking water for every state.

According to the USEPA 2001 data on public water supply for federal fiscal 2001
year, the total population served by community and noncommunity water systems using
groundwater as the primary water source was 101,820,639 (Williams and Fenske, 2004).
The total number of such water systems was 150,793. Sixteen states had more than 1000
systems, and all but one had more than 100 systems (Rhode Island had 59). Twenty-six
states had more than 1 million population served by public water systems using mostly
groundwater, with the top five being Florida (>14 million), California (>9 million), Texas
(>7 million), New York (>5 million), and Michigan (>3 million). Ten additional states
had more or very close to three million population served primarily by groundwater:
Illinois, Indiana, Louisiana, Minnesota, Mississippi, New Jersey, Ohio, Pennsylvania,
Washington, and Wisconsin.

The estimated withdrawals for self-supplied domestic use increased by 71 percent
between 1950 and 2000. The self-supplied domestic population was 57.5 million people
for 1950, or 38 percent of the total population. During 2000, 43.5 million people, or 15
percent of the total population, were self-supplied (Hutson et al., 2004).

Self-supplied industrial withdrawals totaled nearly 20 Bgal/d in 2000, or 12 percent
less than that in 1995. Compared to 1985, industrial self-supplied withdrawals declined
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by 24 percent. Estimates of industrial water use in the United States were largest during
the years from 1965 to 1980, but during 2000, estimates were at the lowest level since
reporting began in 1950. Combined withdrawals for self-supplied domestic, livestock,
aquaculture, and mining were less than 13 Bgal/d for 2000 and represented about 3
percent of total withdrawals.

California, Texas, and Florida accounted for one-fourth of all water withdrawals
for 2000. States with the largest surface water withdrawals were California, which had
large withdrawals for irrigation and thermoelectric power, and Texas, which had large
withdrawals for thermoelectric power. States with the largest groundwater withdrawals
were California, Texas, and Nebraska, all of which had large withdrawals for irrigation
(Hutson et al., 2004).

Total withdrawals have remained about 80 percent surface water and 20 percent
groundwater during the 1950 to 2000 period. The portion of surface water withdrawals
that was saline increased from 7 percent in 1950 to 20 percent in 1975 and has remained
about 20 percent since. The percentage of groundwater that was saline never exceeded
about 2 percent. The percentage of total withdrawals that was saline water increased
from a minor amount in 1950 to as much as 17 percent during 1975 to 1990.

Water withdrawals are not the only measure of water use. Consumptive use—the
water not returned to the immediate water environment—is much greater for agricul-
ture than any other sector, both in total and as a share of water withdrawn. Estimates
available from 1960 through 1995 show that agriculture accounts for more than 80 per-
cent of the nation’s consumptive use because a high share of applied irrigation water
is used by plants for evapotranspiration (building of biomass), with little returning to
surface or groundwater. Water diverted for cooling thermoelectric plants tends to be
used as a thermal sink, with much of it returned to rivers and streams. Greater irrigation
withdrawals do not necessarily translate into greater consumptive use per irrigated acre.
The difference between withdrawals and consumptive use highlights the importance of
losses, runoff, and return flows (Gollehon and Quinby, 2006).

1.3.2 Use of Water in Europe

The principal source of extracted freshwater in Europe is surface water with the remain-
der coming from groundwater sources and only minor contributions from desalination
of seawater such as in Spain. According to a 1995 survey, of the total water abstracted in
the European Union (EU), about 29 percent was groundwater (Krinner et al., 1999; from
EEA, 1995). However, in many EU countries groundwater is the main source for public
water supply because it is readily available and generally of high quality, resulting in the
relative low cost of treatment and supply compared to surface water (Nixon et al., 2000;
EEA, 1998). The proportion of groundwater use for public water supply in different EU
countries is given in Table 1.4 (Krinner et al., 1999).

In the period from 1990 to 2001, the most marked change in total water extraction
occurred in the southeastern European countries (Turkey, Cyprus, and Malta) where total
water withdrawals increased by 40 percent, whereas in the northern, central, and eastern
countries it decreased by 40 percent. Total water extraction in the EU-15 Member States
fell by 8 to 9 percent both in the northern and in the southern countries (EEA, 2005). It
appears that the drop in water extraction is a result of droughts in recent years, which
have increased public awareness that water is a finite resource. The apparent downturn
can also be attributed to a shift in water management strategies, moving toward demand
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Country Surface Water Groundwater
Austria 0.7 99.3
Belgium

Brussels 100.0 0.0

Flanders 48.5 51.5
Denmark 0.0 100.0
Finland 44.4 55.6
France 43.6 56.4
Germany 28.0 72.0
Greece 50.0 50.0
Ireland 50.0 50.0
Italy 19.7 80.3
Luxembourg 31.0 69.0
Netherlands 31.8 68.2
Portugal 20.1 79.9
Spain 77.4 21.4
Sweden 51.0 49.0
United Kingdom 72.6 27.4
Norway 87.0 13.0
Iceland 15.9 84.1
Switzerland 17.4 82.6
Czech Republic 56.0 44.0

Simplified from Krinner et al., 1999.

TaBLe 1.4 Apportionment of Public Water Supply, in Percent, Between Groundwater and Surface
Water

management, reducing losses, using water more efficiently, and recycling (Krinner et al.,
1999).

The economic transition in central and eastern European countries during the 1990s
had a large impact on water consumption in the region. The decrease in industrial ac-
tivity, especially in water-intensive heavy industries, such as steel and mining, led to
decreases of up to 70 percent in water extraction for industrial use. The amount of water
extraction for agriculture also decreased by a similar percentage. Abstraction for public
water supply declined by 30 percent after the fees were increased to reflect water costs
and water meters were installed in houses (EEA, 2005).

On average, 37 percent of total water use in the EU countries is for agriculture, 33
percent for energy production (including cooling), 18 percent for urban use, and 12 per-
cent for industry (excluding cooling). Total combined water withdrawal for agriculture
remained almost unchanged over the period, while those for urban use and energy de-
creased by 11 percent and for industry by 33 percent (EEA, 2005). Tourism, one of the
fastest increasing socioeconomic activities in Europe, places severe, often seasonal, pres-
sures on water resources, especially in southern Europe.

The scale and importance of irrigation in Europe is most significant in regions that
have semiarid climates. In these countries, such as Cyprus, Malta, Greece, parts of Spain,
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% Share of World | Population Average Annual Per

Population Density Capita Availability of
Region (as of 2001) (pop/km?) | Water Resources (m?)
Africa 13 27 5,157
Asia 61 117 3,159
Europe 12 32 9,027
Latin America & the Caribbean 9 26 27,354
North America 5 15 16,801
Oceania 1 4 53,711
World — 45 7,113

From Vordzorgbe, 2003; source of data: UN, 2001.

TaeLe 1.5 Population and Water Resource Features of Regions of the World

Portugal, Italy, and Turkey, irrigation accounts for more than 60 percent of water use, a
large share coming from groundwater extraction. In the more humid and temperate EU
member countries irrigation is carried out mainly to complement natural rainfall, and
its share of total water use is generally less than 10 percent (EEA, 2005).

1.3.3 Use of Water in Africa

Africais home to about 13 percent of the world’s population, but has only about 9 percent
of the world’s water resources (UNEP, 2002). Average annual per capita availability of
water resources in Africa is lower than the world average and higher than that of only
Asia (see Table 1.5). This low level of water availability in Africa is due to three basic

factors (Vordzorgbe, 2003):

1. A significant decline in the average rainfall since the late 1960s. In recent times, most
of the continent has experienced increased aridity as mean annual rainfall has
reduced by 5 percent to 10 percent between 1931-1960 and 1968-1997. The decline
in Sahelian rainfall has been the largest sustained decline recorded anywhere in
the world since instrumental measurements began, while deviations from the
trend have been larger than in other arid regions of the world.

. Low runoff due to high evaporative losses. Total runoff as a percentage of precipitation
is the lowest in the world, at about 20 percent, compared to 35 percent for South
America and about 40 percent for Asia, Europe, and North America.

. High variability of supply, due to highly variable rainfall. For example, precipitation
ranges from almost zero over some desert areas in Namibia and parts of the
Horn to very high levels in the western equatorial areas. The major outcome
of these extremes of rainfall is a high frequency of floods and droughts on the
continent. The high variability of rainfall and river flow also reduces runoff and
exacerbates vulnerability to erosion and desertification. This extreme variability
of climate and hydrological conditions imposes high costs on livelihoods and
raises the risks of development interventions.
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Only about 4 percent of the nearly 4 million km? of renewable water available annually
is used in Africa. Except for the northern Africa, the total amount of water withdrawn in
all other subregions for use in agriculture, public water supply, and industry show that at
both continental and subregional levels the withdrawals are rather low in relation to both
rainfall and internal renewable resources. This may reflect a low level of development
and use of water resources in the continent. However, variability in rainfall results in
frequent bouts of water scarcity and, during these times, demand exceeds supply (UN
Water/ Africa, 2006).

In 2000, because of inadequate water storage, processing, and distribution systems,
about 36 percent of the population did not have access to potable water, but the depriva-
tionis higher in rural areas, where as much as 50 percent lacked access to safe water. Also,
because of low investment in water supply and distribution infrastructure, increasing
demand and weak water management policies, access to water is highly skewed in favor
of urban consumers and some agricultural and industrial users (Vordzorgbe, 2003).

It is estimated that more than 75 percent of the African population uses groundwater
as the main source of drinking water supply. This is particularly so in North African
countries, such as Libya, Tunisia, and parts of Algeria and Morocco, as well as in southern
African countries, including Botswana, Namibia, and Zimbabwe. However, groundwater
accounts for only about 5 percent of the continent’s total renewable water resources and
the groundwater withdrawal is mainly from the nonrenewable aquifer storage. In South
Africa, for example, groundwater accounts for only 9 percent of the renewable water
(UN Water/ Africa, 2006).

Owing to the highly variable levels of rainfall in Africa, large numbers of people
are dependent on groundwater as their primary source of freshwater for various uses
(UNEP, 2002). For example, in Libya and Algeria 95 percent and more than 60 percent of
all withdrawals, respectively, are from groundwater. Algeria, Egypt, Libya, Mauritius,
Morocco, South Africa, and Tunisia are increasingly looking at the use of desalinated
water to assist in meeting their withdrawal requirements (UNEP, 2002).

Water Use in Lake Chad Basin

Water uses in eight countries of the Lake Chad Basin are typical of nonindustrialized,
undeveloped, and developing countries in Africa and around the world. The majority
of freshwater consumed in the region is used for agriculture followed by domestic use
(Fig. 1.11). In Africa, Nigeria is the sixth largest user of water by volume (4 billion m?/yr;
Revenga and Cassar, 2002).

In the Sudan sector of the basin (West Darfur), more than 50 percent of water is
obtained from dug wells with bucket collection (The World Bank, 2003). Women have to
travel great distances in order to gather water for drinking, cooking, and other everyday
activities. Reservoirs formed by the Tiga and Challawa Gorge dams of the Kano City
Water Supply (KCWS) supply the large Nigerian urban centre of Kano City for domestic
and industrial purposes (GIWA, 2004).

Traditional agriculture in the basin is predominantly rain-fed. The rivers in the Chari-
Logone and Komadugu-Yobe subsystems support flood farming and recessional farm-
ing. Farmers in downstream areas therefore depend largely on river flow because rainfall
is low and variable. The many large irrigation projects are located predominantly in the
Komadugu-Yobe Basin.

According to GIWA (2004), there is little information concerning groundwater, but it
is considered to be abundant, especially in the unconfined regional aquifers. However,

25



26 Chapter One

= 10 000
B Domestic 5000
O Industry 1500 =y
10007 O Agriculture 400

100 |- 69 -~ 72----72-----84.____ S . - -

SFOJE S N U S S -

Water withdrawal (liter/person and day)

1 T T T T T T T 1

Chad CAR Cameroon Nigeria Niger Sudan Libya Algeria
Country

Ficure 1.11 Freshwater withdrawal per person per day by economic sector in countries of the
Chad Lake Basin, Africa. (From GIWA, 2004; source of data The World Bank, 2002.)

because of the recent declines in aquifer recharge due to prolonged droughts and reduc-
tion in river flows, aquifers are currently vulnerable to overextraction exceeding their
safe yield. Surface water scarcity during these droughts as well as adaptation strategy
increased the extraction of groundwater for human, agricultural, and pastoral purposes
(GIWA, 2004; Thieme et al., 2005). There has been an indiscriminate drilling of wells that
has led to a decrease in groundwater reserves. Groundwater drawdowns of several tens
of meters have been reported in the Maiduguri area of Nigeria due to overpumping.
Isiorho et al. (2000) estimate that 10 to 25 percent of water in the region is used ineffi-
ciently and attempts to improve the situation have achieved little. The droughts of the
1980s triggered the mass drilling of 537 wells between 1985 and 1989. This rapid devel-
opment resulted in unsatisfactory logging of wells by several contractors who were not
supervised. Most of these deep wells are uncapped and free-flowing. Normally, the local
authorities cap artesian wells, but local people uncap them and allow the water to flow
out and cool so that their animals can use it. This free flow of water is very inefficient
and results in vast amounts of water being lost due to the high rates of evaporation in
the region (Isiorho et al., 2000). Water points at Ala near Marte (Nigeria), monitored on a
routine basis by the Lake Chad Basin Commission, have shown a sharp decline of about
4.5 m within a period of 1 year attributable to the general decline in the artesian pressure
within the basin. Most desert species have also disappeared due to the declining water
table (GIWA, 2004).

1.3.4 Use of Water in China and India

China and India have an estimated population of 1.32 and 1.13 billion people respectively
or, combined, more than one-third of the world’s total population of about 6.6 billion in
2007. The two countries have some of the highest rates of development growth in just
about every category, which puts enormous pressure on natural resources, including
water. It is therefore not surprising that the international community closely watches
development trends in China and India, including their impacts on global economy,
politics, and the environment.
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Fieure 1.12 Percentage of water use in China for agriculture, industry, and domestic water supply
between 1949 and 2002. (Data from Jin et al., 2006; original data from the Ministry of Water
Resources, and Liu and Chen, 2001.)

Total water use in China has increased fivefold since 1950s. It was 103 km?® in 1949
and increased to about 550 km® in recent years (Jin et al., 2006). As illustrated in Fig.
1.12, the percentage of water use in agriculture has decreased from 97 percent in 1949
to 68 percent in 2002, as domestic and industrial uses have substantially increased. In
2004, agricultural uses consumed about 359 billion m® (359 km?®) of water, accounting
for 65 percent of total national water use. Of this, some 323 km3, or 90 percent, went to
farmland irrigation (Li, 2006).

China has experienced serious water shortages over the past two decades. According
to a recent report on the country’s status of water resources funded by the Chinese
Ministry of Science and Technology, water shortages in China cause direct economic
losses averaging 280 billion yuan (35 billion U.S. dollars (USD)) each year, which is 2.5
times more than the loss caused by floods (Li, 2006). Reportedly, some 350 million people
lack access to reliable water supply.

Recognizing the seriousness of water availability, use, and management, the Chinese
government passed a new regulation in 2006, updating its system of use permits and
stipulating charges for water consumption in agriculture. According to officials in the
State Council (China’s parliament), this move is expected to enforce water-saving mea-
sures in irrigation and motivate farmers to economize on water use. Improving water
efficiency in agriculture is considered the most effective way to achieve significant water
savings in China. Most of China’s fields use flood irrigation methods that can result in
significant waste, with 1 ha of farmland typically requiring 20,000 to 30,000 m3 of water
a year (Li, 2006).

At the beginning of 2007, China’s National Development and Reform Commission
(NDRC), Ministry of Water Resources, and Ministry of Construction jointly released a
water-saving plan to cut the nation’s water use per unit of gross domestic product (GDP)
by 20 percent within 5 years. The ambitious plan is expected to save China a total of 69
km? of water, mainly in the agriculture and industry sectors (Li, 2007). China’s industrial
water efficiency lags far behind many other countries. To generate 10,000 yuan (1250
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USD) in GDP, China uses three times more water than the world average. Only 60 to 65
percent of the water used by Chinese industries was recycled or reused in 2004, compared
to 80 to 85 percent in most developed countries (Li, 2007).

Groundwater plays a key role in the China’s water supply. About 70 percent of drink-
ing water and 40 percent of agricultural irrigation water come from groundwater (Zhan,
2006). Available groundwater, however, is not evenly distributed: about two-thirds are
in the south and only one-third is in the semiarid north, where most of the agricultural
irrigation is taking place. This has led to a dramatic groundwater overexploitation, par-
ticularly in northern China (Hebei, Beijing, and Tianjin provinces). For example, actual
groundwater abstraction in Hebei province in 1999 was 14.9 km? (including 2.2 km? of
slightly brackish groundwater with total dissolved solids between 1 and 5 g/L), but its
recharge of fresh groundwater is estimated at 13.2 km?® and the allowable yield of fresh
groundwater is only 9.95 km®/yr. This means that about 1.8 km? of fresh groundwater
is overexploited every year (Jin et al., 2006).

Groundwater level depth for the deep freshwater in North China provinces was in
the order of 20 to 100 m in 2001, but it was near the surface or artesian in the 1960s.
Rates of groundwater level (hydraulic head) decrease for the deep confined freshwater
aquifers are 1 to 2 m/yr. Cangzhou, a coastal city in eastern Hebei plain, is one of the
cities with most serious hydraulic head decline of deep confined aquifers: 100 m (330 ft)
since the 1960s. The hydraulic head decline has resulted in land subsidence, degradation
of water quality, and increased costs of pumping (Jin et al., 2006).

A 2006 study by the Hebei Bureau of Hydrology and Water Resources Survey esti-
mates that the shallow groundwater table in China’s central Hebei Plain, south of Beijing,
will drop an additional 16.2 m (more than 50 ft) on average by 2030, while the hydraulic
head in the confined aquifers will fall additional 39.9 m (more than 130 ft) on average.
These projections are based on the ongoing rates of groundwater depletion in the vast
area where groundwater accounts for 90 percent of the regional water supply. This se-
vere groundwater overexploitation has led to the shortfall between water supply and
rapidly rising demands from agriculture, industry and urban residents, including two
“megacities” Beijing and Tianjin, with a combined population of 26 million people (Liu,
2006).

According to the Indian Ministry of Water Resources, the total renewable ground-
water resources of India have been estimated at about 433 billion m® (433 km?), whereas
this volume for surface water is 690 km?® (Ministry of Water Resources, 2007a, 2007b).
Table 1.6 shows that the total estimated renewable water resources (1123 km?) will
not be sufficient to satisfy India’s projected water requirements of 1447 km® in year
2050.

Currently around 85 percent of all water use in India is for agriculture. Groundwater is
the source of irrigation for about 57 percent of the irrigated area. Most of the groundwater
development (about 70 percent) has been concentrated in the Indus basin, the basin of
the westerly flowing rivers in Kutch and Saurashtra, and in the western parts of the
Ganga basin (Amarasighne et al., 2005). Small domestic farms (“minor irrigation sector”)
are mostly dependent on groundwater for irrigation and cover about two-thirds of the
country’s total irrigation capacity. Total estimated annual groundwater withdrawal for
agriculture, domestic, and industrial purposes was 231 km? as of February 2004 (Ministry
of Water Resources, 2007b). According to The World Bank, 70 percent of India’s irrigation
water and 80 percent of its domestic water supply come from groundwater (The World
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Year
Sector 2000 2025 2050
Domestic 42 73 102
Irrigation 541 910 1072
Industry 8 23 63
Energy 2 15 130
Other 41 72 80
Total 634 1093 1447

From Central Water Commission, 2007.

TaBLe 1.6 Estimated Annual Water Requirements in India for Different Uses, in Cubic Kilometers

Bank, 2005). It therefore appears that there is a discrepancy between the various estimates
of current and future water requirements, the actual groundwater withdrawal, and the
renewable groundwater availability.

Keeping a provision for about 71 km®/yr of groundwater for other uses, the Indian
Government estimates that 361 km?/yr of groundwater is available for irrigation. The
current net groundwater withdrawal for irrigation is estimated at 150 km®/yr (Ministry
of Water Resources, 2007a), which is about 40 percent of the available renewable ground-
water. Based on these numbers, it is estimated that India as a whole has about 211 km? of
renewable groundwater resources available for additional growth in agriculture. Most
projected water requirements in years 2025 and 2050 would therefore have to be met
using the surface water and nonrenewable groundwater resources.

There are large differences in surface water and groundwater availability and utiliza-
tion between regions of the country. Currently, there are 5723 groundwater assessment
units (called blocks, mandals, or talukas), of which almost 30 percent are “nonsafe” in
terms of groundwater extraction (i.e., the units are semicritical, critical, or overexploited).
The number of overexploited and critical units is the highest in states of Andhra Pradesh,
Delhi, Gujarat, Haryana, Karnataka, Punjab, Rajasthan, and Tamil Nadu (CGWB,
2006).

Recognizing the seriousness of water supply issues across the country, the Indian
Government has planned and implemented various measures, including constitution of
the Central Ground Water Authority with a mandate to regulate and control groundwater
development and management. The ongoing activities include registration of “ground
water structures” (e.g., water wells), registration of water well drilling agencies to de-
velop a microlevel database on groundwater development and to control indiscriminate
drilling activity in the country, regulation of groundwater development by the industry,
promotion of artificial aquifer recharge, and general education and outreach. In addi-
tion, the Ministry of Water Resources is engaged in the planning and implementation of
huge interbasin transfers of surface water aimed at curbing water shortages primarily
for public water supply.

Despite all these efforts, it appears that the water supply problems in India are per-
sisting, if not growing, as noted by various international agencies and reported by the
media. In a draft report on India’s water economy, written by a number of India’s eminent
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consultants, The World Bank (2005) warns that “India faces a turbulent water future. The
current water development and management system is not sustainable: unless dramatic
changes are made—and made soon—in the way in which government manages water,
India will have neither the cash to maintain and build new infrastructure, nor the water
required for the economy and for people.” World news media, following the report’s
release, have been much less diplomatic, often including disturbing stories:

“There’s virtually no country in the world that lives with a system as bad as you have here,” John
Briscoe, author of the Bank’s draft country report on India, told a media conference in New Delhi.
(AFP, 2005)

“What has happened in the last 20 or 30 years is a shift to self-provision. Every farmer sinks a tubewell
and every house in Delhi has a pump pumping groundwater,” said Briscoe, an expert on water issues
at the World Bank. “Once that water stops you get into a situation where towns will not be able to
function.” (AFP, 2005)

The report says that India has no proper water management system in place, its groundwater is
disappearing and river bodies are turning into makeshift sewers. (AFP, 2005)

“Estimates reveal that by 2020, India’s demand for water will exceed all sources of supply,” the report
says. “There is no question that the incidence and severity of conflicts (over water) has increased
sharply in recent times ... There is a high level of vitriol in the endemic clashes between states on
inter-state water issues.” (AFP, 2005)

Itis a rare morning when water trickles through the pipes. More often, not a drop will come. So Prasher
will have to call a private water tanker, wait for it to show up, call again, wait some more and worry
about whether there are enough buckets filled in the bathroom in case no water arrives. Prasher has
the misfortune of living in a neighborhood on Delhi’s poorly served southern fringe. As the city’s
water supply runs through an 8,960-kilometer network of battered public pipes, an estimated 25 to 40
percent leaks out. By the time it reaches Prasher, there is hardly enough. On average, she gets no more
than 13 gallons a month from the tap and a water bill that fluctuates from $6 to $20, at its whimsy, she
complains, since there is never a meter reading anyway. That means she has to look for other sources,
scrimp and scavenge to meet her family’s water needs. She buys 265 gallons from private tankers, for
about $20 a month. On top of that she pays $2.50 toward the worker who pipes water from a private
tube-well she and other residents of her apartment block have installed in the courtyard.

Her well water has long turned salty. The water from the private tanker is mucky brown. Still,
Prasher said, she can hardly afford to reject it. “Beggars can’t be choosers,” she said. “It’s water.”
(Sengupta, The New York Times, 2006)

1.4 Water Scarcity

Water scarcity exists when the amount of water withdrawn from lakes, rivers, or ground-
water is such that water supplies are not adequate to satisfy all human or ecosystem
requirements, resulting in increased competition between water users and demands. An
area is under water stress when annual water supply is below 1700 m? (450 thousands
gallons) per person. When annual water supply is below 1000 m® (264,000 gallons) per
person, the population experiences water scarcity (UNEP, 2007).

As water use increases, water is becoming scarce not only in arid and drought-prone
areas, but also in regions where rainfall is relatively abundant. The concept of water
scarcity is now viewed under the perspective of the quantities available for economic
and social uses as well as in relation to water requirements for natural and human-made
ecosystems. The concept of scarcity also embraces the quality of water because degraded
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water resources are unavailable or at best only marginally available for use in human
and natural systems (Pereira et al., 2002).

Water scarcity may be permanent or temporary, may be caused by natural conditions
(e.g., aridity, drought), or it may be human-induced (desertification, overexploitation of
water resources). Worldwide, agriculture is the sector that has the highest demand for
water. Because of its large water use, irrigated agriculture is often considered the main
cause for water scarcity. Irrigation is accused of misuse of water, of producing excessive
water wastes, and of degrading water quality. However, irrigated agriculture provides
the livelihood of an enormous part of the world’s rural population and supplies a large
portion of the world’s food (Pereira et al., 2002). Many countries also regard agricultural
production as a matter of national security or geopolitical strategy, and thus support
irrigation, including in desert areas where depletion of nonrenewable groundwater re-
sources is the only option (Fig. 1.13).

Some 460 million people—more than 8 percent of the world’s population—live in
countries using so much of their freshwater resources that they can be considered highly
water stressed. A further 25 percent of the world’s population lives in countries ap-
proaching a position of serious water stress (UNEP, 2007, UNCSD, 1999; WMO, 1997).

Many African countries are facing alarming water shortages, which will affect nearly
200 million people. By the year 2025, it is estimated that nearly 230 million Africans will
be facing water scarcity and 460 million will live in water-stressed countries (Falkenmark,
1989). As discussed by Vordzorgbe (2003),

the future is not salutary: water stress will increase in Africa due to the influence of climate factors
(increasing frequency of flood and drought and water system stress) and anthropogenic causes of
increasing use (from rising population, expanding urbanization, increasing economic development,
unplanned settlement patterns), inadequate storage and recycling, lack of knowledge to address
concerns and weak governance of the water sector. Africa has the highest population growth rate
and the fastest rate of increase in urban population in the world. This has implications for demand,
quality and sustainability of water resources.

Because of the lack of renewable freshwater resources, Bahrain, Kuwait, Saudi Arabia,
and the United Arab Emirates have resorted to the desalinization of seawater from the
Gulf. Bahrain has virtually no freshwater (Riviere, 1989). Three-quarters of Saudi Arabia’s
freshwater comes from nonrenewable groundwater, which is reportedly being depleted
at an average of 5.2 km?/yr (Postel, 1997). Lester Brown, in his book Plan B 2.0 Rescuing
a Planet Under Stress and a Civilization in Trouble (2006) writes: “When the Saudis turned
to their large fossil aquifer for irrigation, wheat production climbed from 140,000 tons
in 1980 to 4.1 million tons in 1992. But with rapid depletion of the aquifer, production
dropped to 1.6 million tons in 2004. It is only a matter of time until irrigated wheat
production ends.”

According to Population Action International, based upon the UN Medium Popula-
tion Projections of 1998, more than 2.8 billion people in 48 countries will face water stress
or scarcity conditions by 2025. Of these countries, 40 are in West Asia, North Africa, or
Sub-Saharan Africa. Over the next two decades, population increases and growing de-
mands are projected to push all the West Asian countries into water scarcity conditions.
By 2050, the number of countries facing water stress or scarcity could rise to 54, with
their combined population being 4 billion people—about 40 percent of the projected
global population of 9.4 billion (UNEP, 2007; from Gardner-Outlaw and Engleman, 1997;
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Fieure 1.13 Satellite image showing area of Jabal Tuwayq, southwest of Riyadh in Saudi Arabia.
Circles are fields with center-pivot irrigation systems, drawing groundwater via drilled wells in the
centers. The diameter of circular fields varies from several hundred feet (tens of meters) to over a
mile (2 km). (Space Shuttle astronaut photograph number STS032-096-032 taken in January
1990. Image courtesy of the Image Science & Analysis Laboratory, NASA Johnson Space Center;
http://eol.jsc.nasa.gov.)

UNFPA, 1997). The numbers do not imply that the billions of people living in these coun-
tries will be without water. What they do imply, however, is that these 54 countries will
most likely encounter serious constraints in their capacity to meet the demands of indi-
vidual people and businesses, agriculture, industry, and the environment. Meeting these
demands will require extensive planning and careful management of water supplies
(CSIS and Sandia Environmental Laboratories, 2005).

Molden et al. (2001) group countries into three categories of water scarcity: physical
water scarcity, economic water scarcity, and little or no water scarcity:
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1. Physical water scarcity is defined in terms of the magnitude of primary water
supply (PWS) development with respect to potentially utilizable water resources
(PUWR). The physical water scarce condition is reached if the PWS of a country
exceeds 60 percent of its PUWR. This means that even with the highest feasible
efficiency and productivity, the PUWR of a country is not sufficient to meet
the demands of agriculture, domestic, and industrial sectors while satisfying its
environmental needs. Countries in this category will have to transfer water from
agriculture to other sectors and import food or invest in costly desalinization
plants.

2. Economic water scarcity is present in countries that have sufficient water re-
sources to meet their additional PWS needs, but they require increasing their
PWS through additional storage and distribution systems by more than 25 per-
cent. Most of these countries face severe problems related to both finance and
the capacity for development for increasing PWS to those levels.

3. The third category includes countries with little or no water scarcity. These coun-
tries are not physically water scarce but need to develop less than 25 percent of
additional PWS to meet their 2025 needs.

Although an individual country may face physical water scarcity as a whole, substan-
tial variations can exist within the country. For example, half of the Indian population
lives in the arid northwest and southeast where groundwater is seriously overexploited,
while the other half lives in regions with more abundant water resources. Substantial
variations also exist between north and south China. Some parts of Mexico are physi-
cally water scarce, while others are not (Barker et al., 2000). Another important aspect is
temporal variation. Some countries, especially those in monsoonal Asia, receive most of
their rainfall in a few months in the wet season. These countries face severe water-scarce
conditions in the other period of the year (Molden et al., 2001; Amarasinghe et al., 1999;
Barker et al., 2000).

Researchers at Keele University, Great Britain, have developed the Water Poverty
Index (WPI) as an interdisciplinary measure that links household welfare with water
availability and indicates the degree to which water scarcity impacts on human popu-
lations (Lawrence at al., 2002). Such an index makes it possible to rank countries and
communities within countries taking into account both physical and socioeconomic fac-
tors associated with water scarcity. This enables national and international organizations
concerned with water provision and management to monitor both the resources available
and the socioeconomic factors that have impact on access and use of those resources.

As argued by Lawrence et al. (2002), there is a strong link between “water poverty”
and “income poverty” (Sullivan, 2002). A lack of adequate and reliable water supplies
leads to low levels of output and health. Even where water supply is adequate and
reliable, people’s income may be too low to pay the user costs of clean water and drive
them to use inadequate and unreliable sources of water supply. This fact was one of the
drivers behind developing the WPI. The index encompasses five components:

1. Water availability, which includes both surface and groundwater that can be
drawn upon by communities and countries. The available water resources are
further divided into internal and external to the nation (or region).
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WPI Component Data Used
Resources

internal freshwater flows

external inflows

population

% population with access to clean water

% population with access to sanitation

% population with access to irrigation adjusted by per capita

water resources

Capacity ¢ log GDP per capita income (PPP)

under-five mortality rates

education enrolment rates

Gini coefficients of income distribution

domestic water use in liters per day

e share of water use by industry and agriculture adjusted by the
sector’s share of GDP

Environment indices of:

e water quality

e water stress (pollution)

e environmental regulation and management

e informational capacity

¢ biodiversity based on threatened species

Access

Use

From Lawrence et al., 2002.

TaBLe 1.7 Structure of the Water Poverty Index (WPI) and Data Used for Its Determination

2. Access to water, which means not simply safe water for drinking and cooking,
but water for irrigating crops and for nonagricultural uses as well.

3. Capacity, in the sense of income to allow the purchase of improved water, and
education and health which interact with income and indicate a capacity to lobby
for and manage a water supply.

4. Use, which includes all domestic, agricultural, and nonagricultural uses.

5. Environmental factors, which are likely to impact regulation and affect capacity.

This conceptual framework for the WPI was developed as a consensus of opinion
from a range of physical and social scientists, water practitioners, researchers, and other
stakeholders in order to ensure that all relevant issues were included in the index. The five
main components of the WPl include various subcomponents (Table 1.7), all expressed in
arelative form and combined in the final measure, i.e., the rank of a nation as it compares
with other 146 nations included in the survey. Figure 1.14 shows 10 countries with the
highest and lowest scores (“water-richest” and “water-poorest” respectively), together
with the United States, India, and China.

The authors of the WPI offer the following explanation of its usefulness: “However
imperfect a particular index, especially one which reduces a measure of development to
a single number, the purpose is political rather than statistical.” As Streeten (1994, p. 235)
argues: “...such indices are useful in focusing attention and simplifying the problem.



Global Freshwater Resources and Their Use 35

mm Resources [ Access 1 Capacity mm Use m= Environmental

(1) Finland ; : — : ——
Canada : ——  ——
Iceland : " : ———
Norway — )
Guyana I —
Suriname : : : —  —
Austria 1 . t . ————
Ireland : T . ——
Sweden : - : —
Switzerland ‘ : T : )
(32) USA } : ! : _
(1 38) Burundi ] ]
Rwanda e m— ‘
Benin
Chad — —
Malawi ——
Eritrea T—m :
Ethiopia —— . :
Niger — : :

0 10 20 30 40 50 60 70 80 90 100
Water Poverty Index

Ficure 1.14 Selected national values for the Water Poverty Index. Number in parentheses is the
country’s rank, with Finland (1) being the water-richest. (From Lawrence et al., 2002.)

They have considerable political appeal. They have a stronger impact on the mind and
draw public attention more powerfully than a long list of many indicators, combined
with a qualitative discussion. They are eye-catching.”

According to the authors, the results show few surprises. Of the 147 countries with
relatively complete data, most of the countries in the top half are either developed or
richer developing. There are a few notable exceptions: Guyana scores high on resources,
access, and use, to get fifth position, while Belgium is 56th in the list, with low scores
on resources and on the environment. New Zealand and the United States score very
low on use, mainly due to low efficiency of water use in the agricultural and industrial
sectors, which puts them 15th and 32nd on the list respectively.

Lawrence et al. (2002) compare the WPI with the Falkenmark Index Measure, ex-
pressed as availability of water resources per capita per year. The correlation between
the Falkenmark Index of Water Stress and the WPI is only 0.35, which suggests that
the WPI does add to the information available in assessing progress toward sustainable
water provision. The Falkenmark Index indicates water stress when per capita water
availability is between 1000 and 1600 m?, and chronic water scarcity when this availabil-
ity is 500 to 1000 m®. Per capita water availability below 500 m? indicates a country or
region beyond the “water barrier” of manageable capability (Falkenmark and Widstrand,
1992).
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1.5 Water Disputes

Emily Wax of The Washington Post writes

In Somalia, a well is as precious as a town bank, controlled by warlords and guarded with weapons.
During the region’s relentless three-year drought, water has become a resource worth fighting and
dying over. The drought has affected an estimated 11 million people across East Africa and killed large
numbers of livestock, leaving carcasses of cows, goats and even hearty camels rotting in the sun. The
governments of Kenya and Ethiopia have mediated dozens of conflicts over water in their countries,
even sending in police and the army to quell disputes around wells. The effects of the drought are most
pronounced in Somalia, which has lacked an effective government and central planning, including
irrigation projects, since the government of Mohamed Siad Barre collapsed in 1991. Since then, a
hodgepodge of warlords and their armies have taken control of informal taxation systems, crops,
markets and access to water. (Wax, 2006)

Unfortunately, violent disputes over water like these are as old as human history. As
pointed out by Priscolli (1998), the Book of Genesis describes struggles over water wells in
the Negev with the Philistines. Herodotus describes how Persian towns were subdued by
filling their wells and water supply tunnels. Saladin was able to defeat the Crusaders at
the Horns of Hattin in 1187 by denying them access to water. More recently, we have seen
irrigation systems and hydroelectric facilities bombed in warfare. During the Gulf war,
desalinization plants and water distribution systems were targeted; and the list goes on.

Arguably, however, it seems that various peoples and countries throughout the his-
tory have learned to appreciate the right for water as a basichuman right, almost transcen-
dent to life itself. FAO has identified more than 3600 treaties related to nonnavigational
water use between years 805 and 1984. Since 1945, approximately 300 treaties dealing
with water management or allocations in international basins have been negotiated.
None of the various and extensive databases on causes of war can turn up water as a
casus belli. Even in the highly charged Middle East, perhaps the world’s most prominent
meeting place for high politics and high water tension, arguably only one incident can
be pointed to where water was the cause of conflict (Priscolli, 1998). Nevertheless, water
scarcity and poor water quality have the potential to destabilize isolated regions within
countries, whole countries, or entire regions sharing limited sources of water. There is an
increasing likelihood of social strife and even armed conflict resulting from the pressures
of water scarcity and mismanagement (CSIS and Sandia Environmental Laboratories,
2005).

Water disputes internal to a country are not reserved just for the Third World, or un-
developed and developing countries. Even the most developed nations are increasingly
witnessing various forms of water disputes involving both water quantity and quality.
Over 30 years ago, Smith (1985) warns about the competition for freshwater between
individual states of the United States and the related legal consequences:

The role of the federal government in groundwater regulation is likely to increase over the next few
decades. A combination of events—including recent federal court decisions, past federal intervention
in state groundwater utilization, the public pronouncements by a variety of federal actors, and in-
creasing concern over the inability of states to control overdrafting—all suggest that the federal role
in groundwater management may be increasing. These events are examined here, and it is argued
that, without change in state groundwater management practices to mitigate the negative effects of
state competition for groundwater, federal intervention in groundwater management seems likely.
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The practices that followed indeed confirmed these words. Just recently, the federal
government intervened in the case of the Colorado River water utilization in the west by
reducing the ongoing overwithdrawal by California to its allocated portion. It has been
instrumental in mediating disputes between Georgia, Alabama, and Florida caused by
decreases in surface water flows due to the exploding water supply needs of Atlanta,
or decreases of river base flows due to groundwater withdrawals in southern Georgia.
Nevertheless, as reported by the Washington Post on October 21, 2007 (National News,
p- Al5):

With water supplies rapidly shrinking during a drought of historic proportions, Gov. Sonny Perdue
(R) declared a state of emergency for the northern third of Georgia and asked President Bush to declare
it a major disaster area. Perdue asked the president to exempt Georgia from complying with federal
regulations that dictate amount of water to be released from Georgia’s reservoirs to protect federally
protected mussel species downstream. On Friday, Perdue’s office asked a federal judge to force the
Army Corps of Engineers to curb the amount of water it drains from Georgia reservoirs into streams
in Alabama and Florida.

Likely in response to this action by the Georgia governor, the federal government
reacted by organizing the highest-level meeting between the three states, as reported by
Associated Press from Washington, DC:

Three Southeastern governors who are in Washington to lobby for water rights amid a potentially
catastrophic drought are likely to put the Bush administration on the spot. If the administration decides
to bolster Georgia’s drinking supply, Alabama and Florida may claim it’s crippling their economies to
satisfy uncontrolled growth around Atlanta. If it continues releasing water downstream to Alabama
and Florida, Georgia could argue that one of the nation’s largest cities is being hung out to dry.

“If it were easy it would have been solved 18 years ago,” Kempthorne said. “There have been
good-faith efforts, but there’s also been millions of dollars spent in the courts and we do not have a
solution. ... There needs to be something where everyone says we gained here while we know we
may have had to give up something else.”

Georgia officials have argued that the corps is turning a blind eye to a potential humanitarian
crisis in Atlanta by ignoring warnings that the city’s main water source, Lake Lanier, could have just a
few months” worth of water remaining. The state sued the corps last month, arguing that Georgia has
sacrificed more than other states and that the federal government is putting mussels before people.

Alabama Gov. Bob Riley accused Georgians last week of “watering their lawns and flowers” all
summer and expecting Washington to “bail them out.” Florida Gov. Charlie Crist wrote Bush to say
his state was “unwilling to allow the unrealistic demands of one region to further compromise the
downstream communities.”

At a speech in Montgomery on Tuesday, Riley held up a poster-size map of Alabama and Georgia
and showed that the exceptional drought area in Alabama is much larger than in Georgia. He said
the state’s economic prosperity was at stake. “This is about whether Alabama gets its fair share and
whether we are going to have to lay off people in Alabama,” he said.”

According to the National Drought Mitigation Center, almost a third of the Southeast is covered
by an exceptional drought, the worst category. (CNNPolitics.com, 2007)

The government has also been active in mediating disputes between Georgia and
South Carolina arising from saltwater intrusion at Hilton Head Island due to aquifer
overpumping in the Savannah area. These are just some of the examples of the increas-
ing frequency of government involvement in water disputes at various levels. More on
regulations and legal framework for groundwater management in the United States is
presented in Chapter 8.
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In 1994, the Council of Australian Governments (COAG) established a strategic
framework for water industry reform to ensure the efficient and sustainable use of Aus-
tralia’s water resources, and to use integrated and consistent approaches to water man-
agement. The framework emphasizes environmental flows, water quality, integrated
watershed (catchment) management, water trading and pricing, viable and sustainable
water use, and separation of responsibility for service delivery from regulation (Envi-
ronment Australia, 2000).

Australia’s Murray-Darling Basin Commission, established in 1985 following one of
the worst droughts in Australian modern history, is an example of interstate cooperation
in managing water resources on a large watershed basis. The Murray-Darling Basin pro-
duces 40 percent of Australian agricultural products and uses 75 percent of Australia’s
irrigation water. Because of increasing water extraction, which resulted in diminishing
river flows, a moratorium on growth in water use was introduced in 1995 to ensure the
reliability of supply while protecting environmental flows. This was confirmed as a per-
manent Cap on Diversions in 1997, but its implementation across four states, one territory
and many industries continues to provide serious management challenges (Environment
Australia, 2000).

In the spring of 2007, as the worst-ever, multiyear drought in Australia continued,
the Commission acknowledged an overallocation of water resources and instructed fur-
ther implementation of contingency measures and emergency planning (Murray-Darling
Basin Commission, 2007). These measures, in some cases referred to as “severe,” are rais-
ing tensions between upstream and downstream users, as well as between farmers, urban
centers, and industry. As often in similar situations, the environmental users seem to be
shortchanged first—the Commission has approved disconnecting flows to several wet-
lands in order to reduce evaporative water losses. Still more controversial is the decision
by some state governments to give priority to urban users over irrigation and livestock
farming. This has been reported extensively by major news media around the globe, such
as BBC (British Broadcasting Corporation): “the New South Wales government actually
took away water from the farmers which they’d already paid for, to cope with a shortfall
in the cities. Eventually, it offered compensation, but only a third of the price paid by the
farmers.”

“Robbery,” says Andrew Tully. “When the government comes in and steals your
irrigation water that you have legally stored away as part of a good drought management
strategy, that really makes you lose confidence in the whole system. It’s pretty gutless.”
(Bryant, BBC, 2007).

Another growing source of conflicts over water resources is caused by a skyrock-
eting demand for bottled water worldwide. Multinational beverage and water bottling
companies are facing many challenges from local communities, which are protecting
groundwater resources, and resisting withdrawal by the “newcomers.” An illustrative
example is an outcry in India over the operations of the Coca-Cola Company, including
lawsuits at a state court and the Supreme Court of India. In efforts to mitigate these
and other possible negative actions worldwide, the company has elevated the strategic
priority of water in its operations and the surrounding communities (Sandia National
Laboratories, 2005; from Reilly and Babbit, 2005). It has surveyed 850 facilities in more
than 200 countries to document and consider water issues and has begun working with
conservation groups to address watershed management options around the globe. All of
this serves to maintain the image of Coca-Cola as well as build rapport with local com-
munities. Such strategies are increasingly adopted by corporations involved in the water
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industry, as the backlash against globalization and multinational corporations continue
in many parts of the world (Sandia National Laboratories, 2005).

Cooperation in management of transboundary (internationally shared) surface wa-
ters, based on available international law and hydraulic engineering, is evident on all
continents. However, the hidden nature of transboundary groundwater and lack of legal
frameworks invites misunderstandings by many policymakers. Not surprisingly, trans-
boundary aquifer management is still in its infancy since its evaluation is difficult, and
it suffers from a lack of institutional will as well as finances to collect the necessary in-
formation. Although there are reliable estimates of the resources of rivers shared by two
or more countries, no such estimates exist for transboundary aquifers (Salman, 1999).
Unlike transboundary surface water and river basins, transboundary aquifers are not
well known to policymakers. Present international law does not adequately address the
issues concerning spatial flow of groundwater and has limited application in conditions
where impacts from neighboring countries can be slow to develop (Puri, 2001).

After a clear consensus for an international initiative on shared groundwater re-
sources was reached among groundwater professionals, the International Association of
Hydrogeologists (IAH) established a commission to investigate the issue in 1999. Activ-
ities of the commission, over the next several years, resulted in the establishment of an
international program supported by UNESCO, FAO, and UNECE (United Nations Eco-
nomic Commission for Europe). One of the main drivers of the program, named the Inter-
nationally Shared /Transboundary Aquifer Resources Management (ISARM or TARM),
is to support cooperation among countries so as to develop their scientific knowledge and
to eliminate potential for conflict, particularly where conceptual differences might create
tensions. It aims to train, educate, inform, and provide input for policies and decision
making, based on good technical and scientific understanding (Puri, 2001).

Economics of Water

The concept of water as an economic good emerged during preparatory meetings for the
Earth Summit of 1992 in Rio de Janeiro. It was brought forward and discussed extensively
during the Dublin conference on Water and the Environment (ICWE, 1992), and became
one of the four Dublin Principles, listed below:

Principle No. 1—Freshwater is a finite and vulnerable resource, essential to sustain life, devel-
opment, and the environment. Since water sustains life, effective management of water
resources demands a holistic approach, linking social and economic development with
protection of natural ecosystems. Effective management links land and water uses
across the whole of a catchment (drainage) area or groundwater aquifer.

Principle No. 2—Water development and management should be based on a participatory ap-
proach, involving users, planners, and policymakers at all levels. The participatory approach
involves raising awareness of the importance of water among policymakers and the
general public. It means that decisions are taken at the lowest appropriate level, with
full public consultation and involvement of users in the planning and implementation
of water projects.

Principle No. 3—Women play a central part in the provision, management, and safequarding
of water. This pivotal role of women as providers and users of water and guardians of
the living environment has seldom been reflected in institutional arrangements for the
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development and management of water resources. Acceptance and implementation
of this principle requires positive policies to address women's specific needs and to
equip and empower women to participate at all levels in water resources programs,
including decision making and implementation, in ways defined by them.

Principle No. 4—Water has an economic value in all its competing uses and should be recog-
nized as an economic good. Within this principle, it is vital to recognize first the basic
right of all human beings to have access to clean water and sanitation at an afford-
able price. Past failure to recognize the economic value of water has led to wasteful
and environmentally damaging uses of the resource. Managing water as an economic
good is an important way of achieving efficient and equitable use and of encouraging
conservation and protection of water resources.

As pointed out by van der Zaag and Savenije (2006), the interpretation of the con-
cept “water as an economic good” has continued to cause confusion and heated debate
between various interpretations (advocates) of its “true” meaning. Two main schools of
thought can be distinguished. The first school, the pure market proponents, maintains
that water should be priced through the market. Its economic value would arise spon-
taneously from the actions of willing buyers and willing sellers. This would ensure that
water is allocated to uses that are valued highest. The second school interprets “water as
an economic good” to mean the process of integrated decision making on the allocation of
scarce resources, which does not necessarily involve financial transactions (e.g. McNeill,
1998). The latter school corresponds with the view of Green (2000) who postulates that
economics is about “the application of reason to choice.” In other words, making choices
about the allocation and use of water resources on the basis of an integrated analysis of
all the advantages and disadvantages (costs and benefits in a broad sense) of alternative
options (van der Zaag and Savenije, 2006).

One seemingly compelling argument in favor of the market pricing of water comes
from an estimate of The World Water Council (WWC), which argues that to meet global
water supply and sanitation demands, investments in water infrastructure need to in-
crease from the current annual level of $75 billion to $180 billion (Cosgrove and Rijsber-
man, 2000). The development and long-term sustainability of the necessary infrastructure
will require the identification of additional sources of financing and the introduction of
market principles such as appropriate water-pricing mechanisms or private sector par-
ticipation. Without an adequate pricing mechanism, consumers have no incentive to use
water more efficiently, as they receive no signal indicating its relative value on the mar-
ket. If water service providers are unable to recover the costs to adequately fund their
operation, systems will inevitably deteriorate and the quality of service will suffer. This
deterioration of water systems can be seen worldwide, particularly in developing coun-
tries, and partially explains the exorbitant funding needed (CSIS and Sandia National
Laboratories, 2005).

Proponents of pure market principles also argue that rationalized global use of water
isnot possible when prices are subsidized and seriously distorted. In general, the agricul-
tural sector is characterized by high subsidies worldwide, which includes below-market
cost for irrigation water delivered through government-run irrigation projects, which
are often highly inefficient. In some countries, governments subsidize the cost of energy
needed to operate irrigation equipment, such as in India where installation of wells and
well pumps in rural areas has been continuously promoted, including providing free
energy to the farmers. Domestic and industrial water users commonly pay more than
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100 times as much per unit of water as agricultural users (Cosgrove and Rijsberman,
2003). Introducing higher, more rational pricing schemes to farmers could provide the
incentive for some of the water-saving measures and provide utility companies with the
capital and incentive to improve infrastructure. A downside to the application of this
incentive might be the agglomeration of smaller farms into larger farms, the loss of farm
jobs leading to more migration to the cities, the increasing industrialization and corpo-
ratization of agriculture, and increases in food prices that affect the poor and possibly
entire economies (CSIS and Sandia National Laboratories, 2005).

Market proponents argue that the poor often pay the highest price for water in devel-
oping countries and that real pricing could actually improve and expand access: unregu-
lated vendors sell water by the container at a significant markup to families not connected
to distribution infrastructure. For example, the unit pricing for household connection in
Phnom Penh, Cambodia, is 1.64 USD compared to 9 cents for water provided by an in-
formal vendor; these prices in Ulanbataar, Mongolia, are 1.51 and 0.04 USD, respectively
(Clarke and King, 2004).

In recent years, private sector participation has been introduced into a number of
water markets around the world, based on the belief that the private sector can deliver
growth and efficiency more effectively than the public sector. However, market principles
imply provision of services that are based on ability to pay, which does not fair well for
poor people. For this and other reasons, developing countries express concerns over
the push for privatization or changing the economic framework applied to water, led
by international financial institutions. One of the key concerns is that the poor will be
excluded ifrichindividuals or companies are allowed to buy up all the rights and establish
monopolies on a universally required resource, which is both a human right and an
economic commodity (CSIS and Sandia National Laboratories, 2005).

Perry et al. (1997) offer the following related discussion:

The question is not whether water is an economic good or not—it certainly is an economic good in
most cases, like almost everything else we have to worry about. Rather the question is whether it is a
purely private good that can reasonably be left to free market forces, or a public good that requires some
amount of extra-market management to effectively and efficiently serve social objectives. The answer
to this question lies not so much in lofty principles but in value judgments, and their application to
different conditions of time and place. Thus we find ourselves favoring the private good side of the
argument in some cases and the public good side in others. The task is to define precisely what these
cases, value judgments, and specific conditions of time and place, are. This definition is, we believe,
important for two reasons: First, dogmatic posturing by the proponents of each perspective is a waste
of intellectual talent. Second, and more importantly, water is far too important to its users to be the basis
for socioeconomic experiments. Much is already known about the nature of successful policies and
procedures for allocating water; understanding and incorporating the implications of this knowledge
will avoid some potentially enormous financial, economic, environmental, and social costs.

These authors present very detailed analyses of economic theories based on both mar-
ket and social principles as they apply to the water sector, focusing on water use in
agriculture.

Van der Zaag and Savenije (2006) argue that water is a “special economic good”
because of its unique characteristics and that contradiction exists between the first and
the fourth Dublin principle, if the latter is interpreted in a narrow market sense. Water
is a good that is essential, nonsubstitutable, and too bulky to be easily traded over large
distances. The consequence is that water is used when and where it is available. Except for
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a handful of cases (such as with bottled water), and unlike for most other goods, water
characteristics make it unattractive for large-scale trading. As a result, water markets
can only function on a local scale and must take into account that the water flows in a
downward direction (“from upstream to downstream”). It can be argued, however, that
even when a combination of economic, market, and social principles in water pricing
is attempted at the watershed (catchment) scale, it is rarely clear to all the existing and
potential stakeholders which principles should be applied and which principles are fair
or not fair. As stated by van der Zaag and Savenije (2006),

The water “market” is not homogeneous. Different sub-sectors (agriculture, industry, power, trans-
port, flood protection) have different characteristics. There are important water uses that have a high
societal relevance but a very limited ability to pay, particularly the environmental, social and cul-
tural requirements. Yet most if not all societies respect these interests. Decisions on water allocation
appear to be taken seldom on purely “economic” (using the word in the interpretation of the first
school) grounds. On the contrary: governments generally make decisions on the basis of political
considerations; sometimes, and in our view more often then not, governments are sensitive to and
concerned with social and cultural and, admittedly less frequently, also environmental interests. Of
course, economic and financial considerations are an integral part of these decisions but these seldom
are the overriding decision variable. This pragmatic approach is in agreement with the second school
of thought. Sometimes governments fail to allocate the water in accordance with societal needs. This is
exemplified by the lack of access to safe drinking water in many rural areas in Africa. In this example
“less government more market” is unlikely to solve the problem because of a limited ability to pay of
those affected.

One key and unique aspect of water is that it always belongs to a system, be it lo-
cal, regional, or global, and it cannot be separated from that system or divided. For
example, what happens with water in one part of the system (e.g., a watershed) always
impacts users miles or hundreds of miles away. Upstream users, water diversions, and
wastewater discharges will affect downstream users, water availability, and water qual-
ity. Withdrawal of groundwater may impact surface water flows and vice versa. Surface
water may become groundwater at some point, and the same water may again emerge
as surface water after flowing through the groundwater system. Temporal and spatial
variability of water resources constantly change due to natural climatic cycles, but there
also may be permanent impacts due to long-term climate and land-use changes. Water
can have negative value in case of flash floods or reoccurring monsoonal floods. All
this makes it difficult to establish the value of external effects on any type of water use.
The following two points illustrate just some of the complexities when considering wa-
ter “only” as an economic good, in the narrowest sense (van der Zaag and Savenije,
2006):

Consider, for example, farmers in an upstream catchment area of a river basin who produce rain-fed
crops and who have managed to triple yields due to prudent agronomic measures, soil husbandry
practices, and nutrient management. It is known that the increase in crop yields decreases water
availability downstream in the river. Do these rain-fed farmers therefore require a water right or
permit for increasing their yields? If so, is it known by any measure of precision how much the
additional water consumption is, compared to which baseline situation?

Economic analysts can easily demonstrate that the future hardly has any value (in monetary terms).
The discount rate makes future benefits (or costs) further than, say, 20 years ahead negligible and
irrelevant. The market, by itself, will therefore ignore long-term benefits. This, like the previous aspect,
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illustrates that market thinking in this limited sense goes against stated policy objectives, and that
additional state control is always likely to be necessary.

Expanding on the latter point, one could envision the following scenario in the ab-
sence of any third interested parties (including a state or local government):

* A corporation purchases water rights from a rancher, somewhere in the western
United States.

* The corporation pumps the aquifer and sells water (possibly including bottled
water).

* The aquifer happens to be a “slowly-renewable” source, with most of the water
being pumped from the storage.

* The corporation is about to close its operation after 20 years (that is, after the
aquifer storage has been mostly depleted).

* In the meantime, all springs in a 5-mile radius from the pumping center dried
out, and dozens of creeks are now dry year round.

* Also in the meantime, the farmer may or may not have fully enjoyed his re-
tirement somewhere in Florida, depending on the availability and reliability of
water supply in his retirement community (incidentally, almost all domestic wa-
ter supply in Florida is based on groundwater).

For those who are closely following water supply issues across the America’s West,
the preceding scenario is not so far-fetched. In any case, there is still a significant lack of
understanding when it comes to the value of environmental water uses, and any asso-
ciated “price” of water. It appears that environmental groups are often left to their own
means when battling water market forces and various inherited water rights historically
developed for a very limited user base. For example, the Center for Biological Diversity
(2007) has the following posted on its web site:

Now two cities north of Phoenix, Prescott and Prescott Valley, intend to take more than 8,717 acre-feet
of water per year—nearly 8 million gallons per day—from the Big Chino aquifer and transport it
through 45 mi of pipeline into new, thirsty developments. U.S. Geological Survey hydrologists have
calculated that between 80 and 86 percent of the waters in the upper Verde River come from the
Big Chino aquifer—and predict that in time this project will appreciably dry up the first 24 mi of
the river. Meanwhile, the nearby town of Chino Valley is also ramping up groundwater-dependent
development and buying up “water ranches” to feed growth.

If the upper Verde is robbed of such a significant source of its flow, the entire river will be adversely
affected. The river’s already imperiled species will be especially hard hit and may not survive the
loss of streamflow. The threat to the Verde is so imminent that it has drawn national attention: a 2006
American Rivers report recently named it one of America’s Most Endangered Rivers. But in spite of
the concern expressed by a growing number of citizens, Prescott and Prescott Valley have stubbornly
refused to protect the river.

Because the cities have not provided plans to protect streamflow for listed species along the Verde
River, the Center in December 2004 filed a notice of intent to sue the two cities for Endangered Species
Actviolations. If the cities continue to refuse to develop comprehensive conservation plans, the Center
will be forced to move forward with the lawsuit.
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As inevitable in any similar adversarial situation, the two opposing groups of stake-
holders have different interpretations of the available hydrologic and hydrogeologic
information, including reports completed by the U.S. Geological Survey, arguably an
independent agency. Various dueling hydrologists continue to produce studies and
counter-studies, and the opposing sides are preparing for lawsuits while waiting for
“state and federal governments to finish a regional computer groundwater study, which
isn’t expected to be complete for at least 18 months.” (Davis, 2007).

1.6.1 Price and Value of Water

The price of water, in a narrow sense, is defined as the price water users are paying for
the volume of water delivered per unit of time (e.g., cubic meters or gallons per month).
This definition applies mostly to customers receiving water from third parties, such as
homeowners or businesses supplied by public water utilities, or farmers paying for off-
farm water delivered by centralized irrigation systems. In many cases, which in general
cover the majority of freshwater withdrawals worldwide, the users are self-providers.
Some examples include individual farmers and rural homeowners using water wells,
large agricultural complexes (corporations), and industrial facilities diverting water from
surface streams or using their own water wells, or power plants withdrawing water from
surface water reservoirs. In most, if not all cases, neither of the two large groups of water
users—customers and self-providers—pays the full (“real”) price of water, which should
theoretically equate to the real value of water and include all of the following (Fig. 1.15):

1. Capital cost of building water withdrawal and distribution system

2. Cost of operating and maintaining the system (“operations and maintenance”
or O&M cost) including water treatment, water source and infrastructure main-
tenance, staff, and administrative costs

3. Capital for future major investments for augmenting the existing or finding new
sources of water, and expanding the distribution system

Capital Investment .
- Source Development .Operatlons &
Source Protection - Distribution System Maintenance (O&M)
- Delineation of Source - Water Treatment
Protection Zones - Distribution System
- Public Outreach - Staff & Administration
- Land Use Zoning
Watershed Planning

Capital for Future
Investments

PRICE OF WATER

Environmental Cost
- Reduction of Natural Flows
- Water Quality Degradation
- Loss of Habitat

(Humans, Flora, Fauna)

External Societal Cost
- Subsidies, Water Grants
- Taxes
- Health & Standard of Living

Sustainability
Cost

Ficure 1.15 Components of the full water price, theoretically equal to its full value.
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Ficure 1.16 Supply and demand: price relative to value and cost (Raucher et al., 2005; copyright
2005 American Water Works Association Research Foundation).

4. Source protection cost reflecting its intrinsic value (water quality, reliability)
5. External societal cost

6. Environmental cost

7. Sustainability cost

In a market, the price of a commodity (good) is determined where the supply and
demand curves intersect (Fig. 1.16). In this depiction of an economic market, P* is the
price that would clear the market. In other words, the quantity demand would equal
the quantity supplied at that price. The market clearing quantity is depicted with Q*.
To the left of Q*, the values of water (embedded in the demand curve) are all higher than
the costs (depicted on the supply curve), and value also exceeds P* to the left of Q*. For
quantities beyond Q*, however, value is less than cost, and application of the resource
for this market is not efficient beyond that level (Raucher et al., 2005).

In markets where there are many suppliers and consumers, price is often viewed as
a good estimate of the marginal value of the good to both consumers and producers. It
is thus considered economically efficient to allow the market process (i.e., prices deter-
mined in competitive market) to dictate the allocation of resources (Raucher et al., 2005).
However, as discussed earlier, water is a special economic good, with unique character-
istics that preclude open competition for virtually all uses (bottled water market being
an exception). For example, there is not a single urban center where a household can
chose between, say, three water utilities each providing its services through its own
infrastructure (“pipes”).

The value of water has many different components and they often mean different
things to different people, and indeed societies. Market principles applicable to, say
television sets, do not fully function in the water arena. As a result, all water users today,
i.e., water utilities, agriculture, industry, are subsidized either directly or indirectly. Direct
subsidies should be easily identifiable and may include factors such as reduced energy
cost for certain users (such as electricity and fuel required to operate irrigation systems),
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and reduced O&M costs for a public water supplier subsidized by the “public,” including
by those that are not necessarily directly served by the same system (e.g., through reduced
or waived taxes). International financial institutions have been very active in analyzing
various subsidies in the water sector and are increasingly conditioning their lending to
the developing world governments and utilities on the adaptation of market principles
in water pricing. Recent study by The World Bank (Komives et al., 2005) shows that even
in the most developed countries (OECD), only 51 percent of the water utilities surveyed
charge water prices that cover O&M cost and provide for partial capital. In the same
study, which compares subsidies in the electricity and water sectors, the authors present
the following analysis (Komives et al., 2005):

The water supply sector has a much lower degree of cost recovery and metering coverage than the
electricity sector, leading to more untargeted and implicit subsidies in the water sector. It is also more
common in the water sector to charge different prices to industrial and residential customers and
to apply increasing block tariff structures that subsidize all but the very highest levels of residential
consumption.

The idea of subsidizing water and electricity services (the latter particularly in cold climates)
has widespread support among politicians, policy makers, utility managers, and the public at large.
Subsidies for basic services—particularly subsidy mechanisms such as increasing block tariffs—are
considered fair and even necessary for ensuring that poor households enjoy the use of those services.
They are also seen as an alternative instrument of social policy, as a way to increase the purchasing
power of the poor.

Utility services are characterized by a high degree of capital intensity and by long asset lives. .. —
in the network components of the electricity and water services 70 percent to 90 percent of costs can be
capital costs. Such assets typically last for much longer than 20 years. High capital intensity and long
asset lives make it possible to get away without covering the full capital costs of service provision—
at least for some period of time. This opens the door to unfunded subsidies of the type described
above. The problem is more severe in the case of water utilities than electric utilities because water
networks and their associated services deteriorate quite gradually, without necessarily threatening
the continuity of provision. Power systems, however, are more sensitive. Inadequate maintenance can
lead relatively quickly to outright failure and prolonged blackouts—which are, moreover, politically
unpopular. For this reason, it is easier for politicians to underfinance water and sewerage services
than electricity services.

Among various drawbacks to subsidized water prices charged to customers is over-
consumption, which in turn creates the need for large, expensive wastewater treatment
plants. In fact, water and sewerage utilities are often the same entity, charging the same
customers for both services. In the past decade or so, low water prices have been targeted
by utilities worldwide, regardless of the level of economic development of the population
served. For example, as reported by the official Chinese news agency Xinhua, the most
outstanding example of water price hikes in China is Beijing. In August of 2004, the
capital raised its water price from 2.9 to 3.7 yuan/m? (0.48 USD; 1 yuan is approximately
0.13 USD). It was the ninth water price hike for the city in the past 14 years, making
Beijing’s water the most expensive in the country where average urban per capita water
price was 2 yuan/m?>. Since such low water prices cannot reflect the country’s severe
water shortage, it is predicted that they will continue to be raised significantly in the
future (China Daily, 2004).

In a 2005-2006 international cost survey, the NUS Consulting Group (2006) shows
water prices increasing in 12 of the 14 countries surveyed (Table 1.8). Denmark and
the United States remain the most expensive and the least expensive country surveyed
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2005,/2006 5-year Trend

2006 Rank Country Cost (US cents)/m?® Change (2001/2006)
1 Denmark 224.6 —4.6% +1.9%
2 Germany 224.5 +1.6% —2.7%
3 United Kingdom 190.3 +7.8% +32.3%
4 Belgium 172.3 +1.9% +51.1%
5 France 157.5 +3.5% +11.8%
6 Netherlands 149.0 +1.0% +0.3%
7 Italy 114.7 +2.0% +23.2%
8 Finland 103.3 +9.7% +30.2%
9 Australia 100.5 +13.8% +45.4%
10 Spain 93.0 +3.1% +5.2%
11 South Africa 91.8 +8.8% +50.2%
12 Sweden 85.9 —2.4% +10.7%
13 Canada 78.9 +8.9% +58.0%
14 United States 65.8 +4.4% +27.0%

From NUS Consulting Group, 2006.

TaeLe 1.8 2006 International Water Cost Comparison

respectively. Australia experienced the single largest year-on-year increase in pricing
at 17.9 percent, with other countries including Canada, Finland, South Africa, and the
United Kingdom also showing significant increases. Australia’s price increase is mainly
attributable to an extended period of drought, and searching for ways to reduce overall
water consumption as well as increasing supply for its growing population. In Europe,
tighter EU regulations coupled with below normal rainfall levels have led some countries
to adopt higher prices. Canada for the second year in a row experienced water price
increases well beyond the country’s annual inflation rate. Further increases are expected
as the nation invests more in volume-based pricing. Given these developments around
the world, the NUS Consulting Group advises that medium to large business consumers
of water no longer rely on cheap and abundant supplies.

In its latest report, the Water Services Association of Australia (WSAA) concludes
that

urban water utilities must obtain a return on their investment in water infrastructure and this will flow
through to water prices. This pricing approach provides urban water utilities with funds to invest in
new infrastructure and repair existing infrastructure without having to rely on government. It also
enables the utilities to pay a dividend to their shareholder governments. The use of inclining block
tariffs can reduce the burden of higher water prices on those less well off in the community as the first
increment of water used can be priced to make it affordable to all.

Figure 1.17 is an example of inclining block tariffs implemented by the Australian
city Perth, which is supplied almost exclusively by groundwater.

Environment Canada (2007) reports that all surveys since at least 1991 indicate that,
both nationally and provincially, Canadians use more water when they are charged a flat
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Fiure 1.17 Perth, Australia, water prices as of June 27, 2007. (Data from WSAA, 2007.)

rate. The 2004 survey shows that in municipalities that charged according to the volume
of water used, the average daily consumption rate was 266 L (70 gal) per person. In
communities that charged a flat or fixed rate, the corresponding figure was 76 percent
higher (467 L or 123 gal/person). These findings continue to suggest that metering and
volume-based pricing can be valuable demand-management tools for promoting the
responsible use of water resources. Even when water prices rise substantially it is likely
that the cost of water compared to other utility services such as electricity will remain a
relatively small proportion of total household expenditure. According to the Australian
Bureau of Statistics data, household expenditure on water and sewage is only 0.7 percent
of disposable income in Australia, compared to 2.7 percent for electricity and gas, 3.6
percent for alcohol and cigarettes, and 5 percent for household furniture (WSAA, 2007).

In summary, following are some of the strongest drivers for the increasing trend in
water pricing worldwide:

e Theneed for capital required to meet new water supply and sanitation demands
of the increasing urban population

e The need for water conservation, where increased prices are used as a tool for
demand management

* Water scarcity, the existing and the expected impacts of climate change (droughts,
floods, seasonal water re-distribution), which require new O&M practices, addi-
tional water storage, and development of alternative water sources

Results of an analysis of prices charged to residential customers by more than 200
water utilities in the United States are shown in Figs. 1.18 and 1.19. The raw data are from
a survey conducted by Raftelis Financial Consultants for the American Water Works
Association (AWWA, 2007). For this analysis, the utilities were grouped based on the
predominant source of water extracted by the utility itself (>50 percent; purchased water
was not considered) into groundwater-based and surface water-based. Of the 10 largest
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Ficure 1.18 Box-whiskers diagrams of water prices charged to residential customers by utilities in
the United States. (Left) Monthly usage of 1000 ft3. (Right) Monthly usage of 3000 ft3. The
median price is denoted by the horizontal line inside the box, and the average price is denoted by
the cross inside the box. The upper and lower box limits correspond to the 75th and 25th
percentile respectively. The range of prices, excluding outliers, is shown by the vertical lines
extending from the box. The analysis is performed for 123 surface water-based and 66
groundwater-based utilities. (Raw data from AWWA, 2007.)

utilities surveyed, only one (Miami) is groundwater-based. However, regardless of the
size, the groundwater-based utilities on average charge less to their customers than the
surface water-based utilities: 23 percent less for the monthly usage of 1000 ft* and 22
percent less for the monthly usage of 3000 ft*, based on the median prices (Fig. 1.18). This
may be the result of lower water treatment costs and more favorable (closer) locations
of groundwater extraction relative to the user base, although a more detailed related
analysis was not conducted.

Overwhelmingly, both groups have inclined water prices—they charge more for more
water used. Only three utilities (Chicago, Sacramento and Juneau, AK) out of 221 sur-
veyed have flat water prices—they charge the same amount regardless of how much
water is used. In both groups, larger utilities tend to charge less for the volume unit of
water delivered, which is likely a combination of two main factors: economies of scale
and higher subsidies. This is illustrated in Fig. 1.19 for the 10 largest and 10 smallest
utilities surveyed, for both groups. For example, the average monthly price of 1000 ft* of
water charged to residential customers by all utilities selling more than 75 million gallons
of water daily (MGD) is 19.69 USD, compared to 22.42 USD for the utilities selling less
than 25 MGD.
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Surface Water Groundwater
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Fisure 1.19 Monthly charges to residential customers, in USD, for 1000 ft3 (28 m?) of water
produced by 10 largest and 10 smallest utilities based on the predominant source water type.
(Raw data from AWWA, 2007.)

Economies of scale in water supply, particularly in the areas of source development
and treatment, make it difficult for smaller water utilities to perform as well as larger
water utilities. Declining unit costs of production indicate scale economies; as the vol-
ume of water produced (that is, withdrawn and treated) increases, the cost per gallon or
cubic foot decreases. At lower unit costs, production is less costly in the aggregate and
more efficient at the margin. Importantly, the economies of scale in water production are
associated with the volume of water produced (not simply the number of service connec-
tions). Even smaller systems that are fortunate enough to have one or two large-volume
customers will enjoy some economies of scale. Two utilities can have a comparable level
of investment per customer and cost-of-service for the same number of residential cus-
tomers, but if one also serves a large industrial firm and economies of scale are achieved,
everyone in that community will enjoy lower water bills (USEPA and NARUC, 1999).

The intrinsic value of a water source is not necessarily always reflected in the price
of water charged to customers, although certain aspects of it are easily quantifiable such
as cost of water treatment. For example, treating water for water supply from a major
river flowing through various urban and industrial areas is much more expensive than a
simple preventive microbiological treatment (distribution system disinfection) of water
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extracted from a well-protected confined aquifer. Groundwater of high quality can also
be blended with surface water thus reducing treatment cost. In that respect, groundwater
used for water supply in general has higher intrinsic value than surface water. A good
example is utilization of groundwater in alluvial basins of large European rivers where
utilities routinely extract groundwater from the alluvial aquifers and take advantage of
river bank filtration, rather than using river water. Accidental toxic spills and floods can
take surface water supply out of service sometimes in the matter of days or even hours,
whereas this is much less likely to happen with a groundwater-based water supply. In
emergencies, including “unexpected” droughts, surface water-based utilities are often
forced to look at groundwater as a last resort. In case of large urban centers, and when
hydrologic and hydrogeologic characteristics are favorable, water utilities that develop
both surface water and groundwater supplies are in a much better position to manage
marginal cost of water and set stable, more realistic prices. For example, using sup-
plemental groundwater during periods of peak demand, such as dry and hot summer
months, can eliminate needs for large surface water storage reservoirs and treatment
plants, which become unused capacity during most of the year. Artificially storing water
in the subsurface (aquifer storage) has two key advantages over surface reservoirs: vir-
tually no evaporation loss and no surface land and habitat losses due to impoundment
(see Chapter 8). At the same time, in many coastal, low-lying areas around the world
geomorphologic conditions preclude the building of large surface water reservoirs and
groundwater is the only reliable source of water supply year round. Accumulated expe-
rience on the use of groundwater in irrigation has shown that its intrinsic value is higher
than that of surface water in most cases. Groundwater can be applied to the fields in
the immediate area where it is withdrawn from the aquifer, which eliminates needs for
extensive network of canals and reservoirs where conveyance and evaporation losses are
significant by default.

The full cost of using a high-value water source and protecting it is seldom charged
directly to customers or even assessed. For example, in a study of the benefits of wellhead
protection programs (WHPPs) in the United States, Williams and Fenske (2004) found
that the average division of WHPP development expenditures is 2 percent from federal
contributions, 62 percent from state contributions, and 36 percent from local contribu-
tions. Implementation cost is generally solely borne by the local utility or local wellhead
protection authority, which in most cases do not have adequate financial, legislative
(political), or technical resources to implement and enforce a program truly protective
of water supplies. Together with the methodology and results of the analysis of mone-
tary and nonmonetary benefits of WHPPs for nine diverse utilities, Williams and Fenske
(2004) present a number of recommendations, including the following:

¢ In addition to public participation during the development of a WHPP, the authors recom-
mend that a wellhead program contain an aggressive, on-going public awareness and edu-
cation component. Effort and dollars spent on education are worthwhile because they build
community support for the WHPP, will help allay public fears or concerns over potential
groundwater contamination, calm concerns over potential property values and economic
development effects, and instill groundwater-friendly attitudes and practices throughout
economic and social sectors in the community.

® Adequate funding needs to be provided at all levels of government to encourage and support
development and implementation of WHHPs. Communities should consider a wellhead
protection fund similar to that administered in Dayton, Ohio. A wellhead protection fund
can provide the resources to (1) administer the WHPP, (2) hire staff specialists to educate
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the public on practices that protect the quality of a raw water supply, (3) place land under
public ownership in order to control land uses or activities that have an inherent risk of
contamination to araw water supply, (4) purchase easements or otherwise limit development
rights on land owned by others to allow only environmentally-friendly development, or (5)
establish a revolving fund or grant system to enable local businesses to install equipment or
implement practices that are protective of groundwater quality.

® Wellhead protection often extends beyond community or water utility boundaries intoneigh-
boring jurisdictions, thus becoming a regional issue of aquifer protection beyond the defined
wellhead protection area boundaries. Wellhead protection administrators need to recognize
the significance of protecting aquifers on a regional basis for the benefit of all that use the
aquifer for water supply. The authors encourage WHHP administrators to develop coalitions
and cooperative arrangements with neighboring jurisdictions for the regional protection of
water supplies.

The Dayton, Ohio, water supply example mentioned above shows that the cost of
development and implementation of WHHP, using the 20-year present worth of the
annual costs with the sum converted to 2003 USD, is 2.78 USD per capita annually and
0.03 USD per thousand gallons. The average water demand of the customers served by
the Dayton utility is 70.62 million gallons per day (0.27 million m®/d).

The monetary benefits of a WHHP can be demonstrated by calculating avoided costs
or loss of commodity value. Avoided costs consist of the potential cost of contamination
that is prevented by implementing the WHHP. The cost of contamination includes raw
water treatment before delivery, contaminant source remediation, containment and/or
intercept of contaminated groundwater in the aquifer, other groundwater remediation
costs, and well or well-field replacement. Loss of commodity value is the potential loss of
income from not being able to extract and sell contaminated groundwater. One measure
of the avoided-cost benefit is the ratio of total contamination cost and the total cost of the
WHHP (USEPA, 1995). If a WHPP is viewed as an investment in the future security of a
community’s water supply, then the avoided-cost benefit shows that the payback on the
investment is at least 2.3 to 1, and as much as 13.4 to 1 in the 2004 Williams and Fenske
study; the 1995 USEPA study found this same payback ranged between 5:1 and nearly
200:1.

Prices paid for irrigation water are of considerable policy interest due to their impor-
tance as a cost of production and their impact on water demand. Increasingly, adjusting
the water “price” in agriculture is viewed as a mechanism to improve the economic ef-
ficiency of water use. However, as discussed earlier, water price adjustments to achieve
socially desired outcomes can be difficult because prices paid for water by agricultural
users are rarely set in the marketplace and generally do not reflect water scarcity. In the
United States, individual states generally administer water resources and grant (not auc-
tion) rights of use to individuals without charge, except for minor administrative fees.
As a result, expenditures for irrigation water usually reflect water’s access and delivery
costs alone—thus, costs to irrigators usually do not reflect the full social cost of water use.
By contrast, those without an existing state-allocated water right—whether an irrigator,
municipality, industry, or environmental group—that purchase annual water allocations
or permanent water rights from existing users pay prices that more closely reflect the
scarcity value of the resource (Gollehon and Quinby, 2006).

Costs of supplying irrigation water vary widely, reflecting different combinations of
water sources, suppliers, distribution systems, and other factors such as field proximity to
water, topography, aquifer conditions, and energy source. To generalize, groundwater is
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usually pumped on-farm with higher energy expenses than surface water, which is often
supplied from off-farm sources through extensive storage and canal systems. Gollehon
and Quinby (2006) used data from the Farm and Ranch Irrigation Survey (USDA, 2004b)
to examine the cost determinants for groundwater and surface water irrigation sources
in the United States. Their main findings are as follows:

Groundwater is used on nearly half of U.S. irrigated farms, with the pumped groundwa-
ter supplying over 32 million acres (Table 1.9). Energy costs in 2003 ranged from $7 per
acre in Maryland to $79 per acre in California, $92 in Arizona, and over $175 per acre
in Hawaii. Average costs nationwide were almost $40 per acre, and total expenditures
for the sector exceeded $1.2 billion.

Surface water energy costs reflect pumping and pressurization requirements for con-
veyance and field application. Over 10.5 million surface-supplied acres incurred these
costs in 2003, at an average cost of $26 per acre. Costs ranged from $10 per acre in
Missouri to $36 in California, $41 in Washington, and $82 in Massachusetts. In general,
energy costs are less for pumping surface water than groundwater since less vertical
lift is required.

Nearly 40 percent of irrigated farms received water from off-farm water supplies, ac-
counting for nearly 14 million irrigated acres. Irrigators paid an average of $42 per
acre for water from off-farm suppliers, including about 20 percent of farms reporting
water at zero cost (Table 1.9). Average costs ranged from $5 per acre in Minnesota to
$46 in Washington, $72 in Arizona, and $86 in California. Much of the off-farm water
is used in California, with over 30 percent of the Nation’s acres served by off-farm
sources.

It should be noted that this analysis does not address or compare the water efficiency and
the return on investment, measured through crop yield, for groundwater-based versus
surface water-based irrigation.

More difficult, and currently often not feasible, is to quantify that portion of the water
cost attributable to external factors (Fig. 1.15). This may include societal cost such as cost
of health and wealth improvements of the poor population served by the subsidized
water supply systems or the cost of political stability /instability when favoring a certain
group of users (e.g., urban versus agricultural users, or upgradient versus downgradient
users). Environmental cost is the cost of water delivered to or, more often, diverted from
environmental users (flora and fauna) to the extent that the water source cannot meet
demands of all current and future non-anthropogenic users. Together, this environmental
cost and those portions of the societal cost that impact future water users (generations)
comprise the cost of sustainability of the water resource, sometimes referred to as water
scarcity cost.

Closely related to the sustainability cost is the opportunity cost, defined as the cost of
using the unit of water in its next best competing use. This cost accounts for the fact that
in limited supplies, a unit of water applied to a specific use, say residential uses, cannot be
applied to other uses such as industrial sector for example. If the productivity of water
in the alternative sector would have been higher, then there is a real lost opportunity
(Raucher et al., 2005). It is likely that the opportunity cost of using an additional volume
of water is low in water-rich regions because after the senior user (e.g., water utility
or water rights owner) extracts what it needs, an abundant renewable supply remains
instream or in the aquifer to meet the demands of competing uses of the resource. In

3



Acres Incurring

the Cost State-Level . )
Cost Range National Average Cost Total National Cost
Cost Category Million Percent (Dollars/Acre) (Dollars/Acre) ($ Million)
Energy expenses for pumping 32.34 61.5 7-176 39.50 1,277.54
groundwater
Energy expenses for lifting or 10.56 20.1 10-82 26.39 278.72
pressurizing surface water
Water purchased from off-farm 13.87 26.4 5-86 41.73 578.75
sources
Maintenance/repair expenses 40.01 76.1 4-80 12.29 491.77
Total variable costs 2,622.37
Average variable cost (including 49.87
acres with no cost)
Capital investment expenses? 26.67 50.7 16-187 42.18 1,125.13
incurred in 2003

I Over $13,000 per farm, distributed based on average farm size to compute per-acre expenses.

From Gollehon and Quinby, 2006.

TaBLe 1.9 Cost of Irrigation Water in the United States by Source and Category, 2003
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contrast, in water-scarce regions every unit of water used by the senior user is taken
away from an alternative use such as crop irrigation or ecological preservation. The
opportunity cost of water allocated to one type use, such as agriculture, can be quite high
because municipalities and industry can pay much higher prices for water than farmers.
Opportunity cost in such case can include millions of dollars in foregone cropland yields.
This, however, may result in the loss of local agricultural communities, lifestyles, and
associated support sectors. The opportunity cost of extracting large volumes of water
for municipal and industrial uses might also include the loss of important fish species
and the associated value of ecological consequences or foregone recreational and/or
commercial opportunities (Raucher et al., 2005).

When a current user does not pay water sustainability cost, this cost will have to be
paid by other current users of the same resource as well as by future users. Unsustainable
mining of an aquifer, which creates an increasingly large regional cone of depression and
drawdown, or extraction from an un-renewable groundwater resource (“fossil aquifer”)
are typical examples—other current users and future generations are left with diminish-
ing yields and higher prices. Prompted by the newly created global awareness regarding
climate change, environmental sustainability, and population growth, the sustainabil-
ity cost of water has recently started to draw attention from various stakeholders—
regulators, politicians, economists, scientists, environmental organizations, and users at
large. Participation of all these stakeholders in decision making can assure that the full
price of water use would be assessed and that all available water resources—rain water,
surface water, soil water, groundwater, and wastewater—at any given user-scale (e.g.,
community, watershed, country, region of the world) would be managed in an integrated
and sustainable manner. Those users that are ready to innovate and change their current
practices quickly can only benefit in the future as the water becomes scarcer and retains
more of its true value on the emerging open water market.

It is conceivable that in a not so distant future, in its recognition as an irreplaceable
and vital resource, water supplied to customers, as well as various food and other prod-
ucts, will be labeled as “produced using environmentally sound and sustainable water
practices.” This may be the ultimate means of fully valuing water.

1.6.2 Virtual Water and Global Water Trade

The water that is used in the production process of an agricultural or industrial product is
called the virtual water contained in the product (Allan, 1996). For example, for producing
a kilogram of grain, grown under rain-fed and favorable climatic conditions, 1 to 2 m? of
water (1000 to 2000 kg of water) is used. For the same amount of grain, but growing in
an arid country, where the climatic conditions are not favorable (high temperature, high
evapotranspiration), this water use is as high as 3000 to 5000 kg (Hoekstra and Hung,
2002).

The water footprint of an individual is an indicator of that individual’s total wa-
ter use. It is equal to the summed virtual water content of all the products consumed
by the individual. Some consumption patterns, for instance a meat diet, imply much
larger water footprints than others. Awareness of one’s individual water footprint may
stimulate a more careful use of water (IHE Delft and World Water Council, 2003). An
illustrative related web site developed by the IHE Delft (“Waterfootprint”) includes an
interactive calculator of the individual footprint, which takes into consideration specific
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living conditions and lifestyle as well as the overall standard of the residing country
(http: // www.waterfootprint.org/?page=cal / waterfootprintcalculator_indv).

The virtual water contents of some selected crop and livestock products for a number
of selected countries are presented in Table 1.10. As can be seen, livestock products in
general have higher virtual water content than crop products. This is because a live
animal consumes a lot of feed crops, drinking water, and service water in its lifetime
before it produces some output.

The global average virtual water content of some selected consumer goods expressed
in water volumes per unit of productis given in Table 1.11. In the United States, industrial
products take nearly 100 L/USD. In Germany and the Netherlands, average virtual
water content of industrial products is about 50 L /USD. Industrial products from Japan,
Australia, and Canada take only 10 to 15 L/USD. In world’s largest developing nations,
China and India, the average virtual water content of industrial products is 20 to 25
L/USD. The global average virtual water content of industrial products is 80 L/USD
(Chapagain and Hoekstra, 2004).

Of particular concern in coping with the existing and the inevitable future water
scarcity in many developing regions of the world is, paradoxically, the increasing stan-
dard of living and the related changes in the population diet. Patterns of food consump-
tion are becoming more similar throughout the world, incorporating higher-quality, more
expensive, and more water-intensive foods such as meat and dairy products. As pre-
sented by FAO (2002), these changes in diet have had an impact on the global demand
for agricultural products and will continue to do so. Meat consumption in develop-
ing countries, for example, has risen from only 10 kg/person/yr in 1964 to 1966 to 26
kg/person/yr in 1997 to 1999. It is projected to rise still further, to 37 kg/person/yr in
2030. Milk and dairy products have also seen rapid growth, from 28 kg/person/yr in
1964 to 1966 to 45 kg /person/yr recently, and could rise to 66 kg/person/yr by 2030. The
intake of calories derived from sugar and vegetable oils is expected to increase. However,
average human consumption of cereals, pulses, roots, and tubers is expected to level off
(FAO, 2002). These trends are partly due to simple preferences. Partly, too, they are the
result of increased international trade in foods, the global spread of fast food chains, and
the exposure to North American and European dietary habits.

With increasing global water shortages and awareness of the environmental impacts
associated with irrigation, the concept of global trading in virtual water is receiving
increased attention. However, as pointed out by IHE Delft and World Water Council
(2003), trade in virtual water has been taking place unconsciously for a very long time
and has steadily increased over the last 40 years. For example, during the 1990s, the U.S.
Department of Agriculture and the European Community exported to the Middle East
and North Africa (MENA) region as much water as it flowed down the Nile into Egypt
and was used for agriculture each year: 40 billion tons (40 km?®), embedded in 40 million
tons of grain (Allan, 1998).

Chapagain and Hoekstra (2004) introduce a concept of water footprint of a country,
defined as the volume of water needed for the production of the goods and services
consumed by the inhabitants of the country. The internal water footprint is the volume
of water used from domestic water resources; the external water footprint is the volume
of water used in other countries to produce goods and services imported and consumed
by the inhabitants of the country. As emphasized by the authors, knowing the virtual
water flows entering and leaving a country can shed an entirely new light on the actual
water scarcity of a country. Jordan, as an example, imports about 5 to 7 billion m? of
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Agricultural Nether- | World

Product USA China India Russia | Indonesia | Australia | Brazil Japan | Mexico Italy lands | Average
Rice (paddy) 1275 1321 2850 2401 2150 1022 3082 1221 2182 1679 2291
Rice (husked) 1656 1716 3702 3118 2793 1327 4003 1586 2834 2180 2975
Rice (broken) 1903 1972 4254 3584 3209 1525 4600 1822 3257 2506 3419
Wheat 849 690 1654 2375 1588 1616 734 1066 2421 619 1334
Maize 489 801 1937 1397 1285 744 1180 1493 1744 530 408 909
Soybeans 1869 2617 4124 3933 2030 2106 1076 2326 3177 1506 1789
Sugarcane 103 117 159 164 141 155 120 171 175
Cotton seed 2535 1419 8264 4453 1887 2777 2127 3644
Cotton lint 5733 3210 | 18,694 10,072 4268 6281 4812 8242
Barley 702 848 1966 2359 1425 1373 697 2120 1822 718 1388
Sorghum 782 863 4053 2382 1081 1609 1212 582 2853
Coconuts 749 2255 2071 1590 1954 2545
Millet 2143 1863 3269 2892 1951 3100 4534 4596
Coffee (green) 4864 6290 | 12,180 17,665 13,972 28,119 17,373
Coffee (roasted) 5790 7488 | 14,500 21,030 16,633 33,475 20,682
Tea (made) 11,110 7002 3002 9474 6592 4940 9205
Beef 13,193 | 12,560 | 16,482 | 21,028 | 14,818 17,112 | 16,961 | 11,019 | 37,762 | 21,167 | 11,681 | 15,497
Pork 3946 2211 4397 6947 3938 5909 4818 4962 6559 6377 3790 4856
Goat meat 3082 3994 5187 5290 4543 3839 4175 2560 | 10,252 4180 2791 4043
Sheep meat 5977 5202 6692 7621 5956 6947 6267 3571 | 16,878 7572 5298 6143
Chicken meat 2389 3652 7736 5763 5549 2914 3913 2977 5013 2198 2222 3918
Eggs 1510 3550 7531 4919 5400 1844 3337 1884 4277 1389 1404 3340
Milk 695 1000 1369 1345 1143 915 1001 812 2382 861 641 990
Milk powder 3234 4648 6368 6253 5317 4255 4654 3774 | 11,077 4005 2982 4602
Cheese 3457 4963 6793 6671 5675 4544 4969 4032 | 11805 4278 3190 4914
Leather (bovine) | 14,190 | 13,513 | 17,710 | 22,575 | 15,929 18,384 | 18,222 | 11,864 | 40,482 | 22,724 | 12,572 | 16,656

From Chapagain and Hoekstra, 2004.

TaBLe 1.10 Average Virtual Water Content (m3/ton) of Some Selected Products for a Number of

Selected Countries
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Virtual Water

Virtual Water

Product Content (Liters) Product Content (Liters)
1 glass of beer (250 ml) 75 1 glass of wine (125 ml) 120
1 glass of milk (200 ml) 200 1 glass of apple juice (200 ml) 190
1 cup of coffee (125 ml) 140 1 glass of orange juice 170
1 cup of tea (250 ml) 35 1 bag of potato crisps (220 g) 185
1 slice of bread (30 g) 40 1egg (40 g) 135
1 slice of bread with cheese (30 g) 90 1 hamburger (150 g) 2400
1 potato (100 g) 25 1 tomato (70 g) 13
1 apple (100 g) 70 1 orange (100 g) 50
1 cotton T-shirt (500 g) 4100 1 pair of shoes (bovine leather) 8000
1 sheet of Ad-paper (80 g/m?) 10 1 microchip (2 g) 32

From Chapagain and Hoekstra, 2004.

TaBLe 1.11 Global Average Virtual Water Content of Some Selected Products, per Unit of Product
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virtual water per year, which is in sheer contrast with the 1 billion m?® of annual water
withdrawal from domestic water sources. As another example, Egypt, with water self-
sufficiency high on the political agenda and with a total water withdrawal inside the
country of 65 billion m?/yr, still has an estimated net virtual water import of 10 to 20
billion m®/yr.

Hoekstra and Hung (2002) present a detailed study of the volumes of virtual water
trade flows between nations in the period from 1995 to 1999. The authors also calculate
the virtual water balances of nations within the context of national water needs and water
availability. The results of the study show that about 13 percent of the water used for
crop production in the world was not consumed domestically, but exported in virtual
form. Wheat accounts for 30 percent of the crop-related virtual water trade, followed
by soybean (17 percent), rice (15 percent), maize (9 percent), raw sugar (7 percent), and
barley (5 percent).

The virtual water trade situation strongly varies between countries, as shown in
Table 1.12. World regions with a significant net virtual water import are central and
south Asia, western Europe, North Africa, and the Middle East. Two other regions with
net virtual water import, but less substantial, are southern and central Africa. Regions
with significant net virtual water export are North America, South America, Oceania, and
Southeast Asia. Three other regions with net virtual water export, but less substantial,
are the FSU (former Soviet Union), Central America, and Eastern Europe. North America
(the United States and Canada) is by far the biggest virtual water exporter in the world,
while central and south Asia is by far the biggest virtual water importer.

As discussed by IWMI (2007), trade in food and virtual water results in “real” water
savings only when the water saved can be reallocated to other uses, such as domestic,
industrial, or environmental. Many traded crops are grown under rain-fed conditions.
Rainwater usually cannot be allocated to other uses besides alternative rain-fed crops.
Reductions in irrigation water withdrawals result in real water savings. For example,
importing paddy rather than growing it can result in irrigation water savings, though
not necessarily. In Asia, during the monsoon, the combination of abundant rain, floods,
and limited storage capacity means that there is no alternative use for the water “saved”
by importing paddy rather than growing it. Some countries where water resources are
very scarce often have no option but to import. Egypt, for example, cannot grow all the
cereal that it currently imports because it does not have the necessary water resources
at its disposal. Thus, it is misleading to hold up Egypt as an example of water savings
through global trade since, to begin with, it has little or no water to save (IWMI, 2007).

In summary, the idea of food trade as an answer to water shortages is appealing.
Growing food where water is abundant and trading it to water-short areas is being
recognized, in theory, as having a large potential to save water and minimize new in-
vestment in irrigation infrastructure. However, under the prevailing political and eco-
nomic climate, it is unlikely that food trade alone will solve problems of water scarcity
in the near term (IWMI, 2007). Many factors contribute to uncertainties water-scarce
countries face when considering radical changes in food trade patterns, including food
security, food sovereignty, and employment of their rural populations. On the global,
geopolitical level, the fact remains that some of the largest food-exporting countries are
in the group of most developed nations, but at the same time they have some of the
highest subsidies in the agricultural sector (e.g., United States, Canada, Australia, and
France). Some of the largest exporters also face serious environmental and societal prob-
lems due to overexploitation of water resources for irrigation, including depletion of
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Net Export/

Net Export/

Rank Country Import (km?) Rank Country Import (km?®) Rank Country Import (km?®)
Top 30 Virtual Water Export Countries
1 United States 758.3 11 Paraguay 42.1 21 Sudan 5.8
2 Canada 272.5 12 Kazakhstan 39.2 22 Bolivia 5.3
3 Thailand 233.3 13 Ukraine 31.8 23 Saint Lucia 5.2
4 Argentina 226.3 14 Syria 21.5 24 United Kingdom 4.8
5 India 161.1 15 Hungary 19.8 25 Burkina Faso 4.5
6 Australia 145.6 16 Myanmar 17.4 26 Sweden 4.2
7 Vietnam 90.2 17 Uruguay 12.1 27 Malawi 3.8
8 France 88.4 18 Greece 9.8 28 Dominica 3.1
9 Guatemala 1.7 19 Dominican R. 9.7 29 Benin 3.0
10 Brazil 45.0 20 Romania 9.1 30 Slovakia 3.0
Top 30 Virtual Water Import Countries
1 Sri Lanka 428.5 11 Belgium 59.6 21 Morocco 27.7
2 Japan 297.4 12 Saudi Arabia 54.4 22 Peru 27.1
3 Netherlands 147.7 13 Malaysia 51.3 23 Venezuela 24.6
4 Korea Rep. 112.6 14 Algeria 49.0 24 Nigeria 24.0
5 China 101.9 15 Mexico 44.9 25 Israel 23.0
6 Indonesia 101.7 16 Taiwan 35.2 26 Jordan 22.4
7 Spain 82.5 17 Colombia 33.4 27 South Africa 21.8
8 Egypt 80.2 18 Portugal 31.1 28 Tunisia 19.3
9 Germany 67.9 19 Iran 29.1 29 Poland 18.8
10 Italy 64.3 20 Bangladesh 28.7 30 Singapore 16.9

From Hoekstra and Hung, 2002.

TaeLe 1.12 The Top 30 Virtual Water Export Countries and the Top 30 Virtual Water Import
Countries in the Period 1995-1999
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nonrenewable groundwater (e.g., India, Australia, and the United States). A joint effort
by governments, international finance institutions, and research organizations is needed
to analyze the geopolitical importance of virtual water. This should include the oppor-
tunities and threats involved and the associated political processes underlying decision
making on application of the virtual water trade concept (IHE Delft and World Water
Council, 2003).

Sustainability

The term “sustainable development” was popularized by the World Commission on
Environment and Development in its 1987 report titled Our Common Future. The report,
published as a book, is also known as the Brundtland Report, after the Chair of the
Commission and former Prime Minister of Norway, Gro Harlem Brundtland. The aim of
the World Commission was to find practical ways of addressing the environmental and
developmental problems of the world. In particular, it had three general objectives:

* To re-examine the critical environmental and developmental issues and to for-
mulate realistic proposals for dealing with them

* To propose new forms of international cooperation on these issues that will
influence policies and events in the direction of needed changes

* To raise the level of understanding and commitment to action of individuals,
voluntary organizations, businesses, institutes, and governments

Our Common Future was written after 3 years of public hearings and over 500 written
submissions. Commissioners from 21 countries analyzed this material, with the final
report submitted to and accepted by the United Nations General Assembly in 1987 (UN-
ESCO, 2002). In various publications, debates, interpretations, and reinterpretations over
the course of years, the findings of the commission and the final document (resolution)
of the United Nations General Assembly were in many cases stripped down to the fol-
lowing widely cited single sentence which states that development is sustainable when:
“meeting the needs of the present without compromising the ability of future generations
to meet their own needs.” Since this sentence seems to focus only on “human genera-
tions”, it has been criticized by some as too narrow and failing to address the natural
environment. However, the commission and the assembly did address the human and
natural environments as a whole and in a holistic manner, which can be seen from key
related statements of the official UN resolution 42/187 (DESA, 1999). For example, the
General Assembly

¢ Is concerned about the accelerating deterioration of the human environment and
natural resources and the consequences of that deterioration for economic and
social development

* Believes that sustainable development, which implies meeting the needs of the
present without compromising the ability of future generations to meet their
own needs, should become a central guiding principle of the United Nations,
governments and private institutions, and organizations and enterprises
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e Recognizes, in view of the global character of major environmental problems,
the common interest of all countries to pursue policies aimed at sustainable and
environmentally sound development

¢ Is convinced of the importance of a reorientation of national and international
policies toward sustainable development patterns

* Agrees with the commission that while seeking to remedy existing environmental
problemes, it is imperative to influence the sources of those problems in human
activity, and economic activity in particular, and thus to provide for sustainable
development

e Agrees further that an equitable sharing of the environmental costs and benefits
of economic development between and within countries and between present
and future generations is a key to achieving sustainable development

e Concurs with the commission that the critical objectives for environment and
development policies, which follow from the need for sustainable development,
must include preserving peace, reviving growth and changing its quality, rem-
edying the problems of poverty and satisfying human needs, addressing the
problems of population growth and of conserving and enhancing the resource
base, reorienting technology and managing risk, and merging environment and
economics in decision making

* Decides to transmit the report of the commission to all governments and to
the governing bodies of the organs, organizations, and programs of the United
Nations system, and invites them to take account of the analysis and recommen-
dations contained in the report of the commission in determining their policies
and programs

* Calls upon all governments to ask their central and sectoral economic agencies to
ensure that their policies, programs, and budgets encourage sustainable devel-
opment and to strengthen the role of their environmental and natural resource
agencies in advising and assisting central and sectoral agencies in that task

Twenty years after this UN Resolution, it seems little has changed in the practice
of most governments and their “agencies” at various levels, as indicated by examples
described earlier. They are either unable or unwilling to fully address and then act to
start solving the many problems of unsustainable development. This is partly because
of the political price they are afraid to pay, anticipating that many of the required urgent
measures may be unpopular with the general public. At the same time the “public,” to
which politicians and bureaucrats often give little credit, is navigating between sensa-
tionalist headlines and various contradicting scientific and technical reports while trying
to formulate its own opinion. Educating the public (which by default consists of many
“stakeholders” and many opinions) about various choices including tough ones is there-
fore the first but also the crucial step on the path of achieving sustainable development.
Groundwater is a perfect example of many misunderstandings, by both the public and the
bureaucrats (politicians), of the meaning of sustainability. This may be because ground-
water is mysterious by definition: as soon as we can see it, it is not groundwater anymore.
It is troubling, however, when water (groundwater) professionals including those work-
ing for government agencies announce certain groundwater policies and qualify them
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as being “sustainable,” even though there was no public debate or involvement of inde-
pendent groundwater professionals to speak of. The following example illustrates this
point. It is a paraphrased paper of a “water specialist” working for a government agency
in one of the Midwestern states in the United States. The article appeared in 2007, in the
official journal of a nonprofit organization ostensibly working to both educate the public
about and protect groundwater. The specialist was explaining how his state is blessed
with precious groundwater resources that were used very successfully to better lives of
its farmers through crop irrigation. The specialist also stated that in some parts of the
state the aquifer water would last at least another 250 years and in some 25 years. And
because it is readily available, it should be used to better lives of the farmers and whole
communities even more by enabling additional irrigation of more corn fields. Those vast
old and new corn fields would be used for production of ethanol in many plants that
are being built and many more that would be built, all resulting in great benefits for
the state rural communities, the state itself, the country, and indeed the whole world.
More corn and more ethanol used for production of car fuel mean less burning of oil,
less production of carbon, and it slows down global warming. What could be better? The
specialist only forgot to speculate what would happen to those parts of his state where
the aquifer runs dry after 25 years.

Some may call the above view of groundwater sustainability simply gambling with
groundwater. There is, however, only one large-scale example in which gambling with
groundwater has arguably paid off so far. It is the city of Las Vegas in Nevada, United
States. The city grew in the middle of the desert thanks to the readily available significant
reserves of groundwater beneath it and was known for its artesian wells. It first served
as a regional railroad and mining center. The growth accelerated when surface water
arrived from Lake Mead on the Colorado River in 1960s, and gambling became the
dominant industry. In the meantime, groundwater withdrawal lowered groundwater
levels in the regional aquifer, artesian wells stopped flowing, and all springs dried up.
Las Vegas is still growing faster than any other large city in the United States (see Fig.
1.20) although the Colorado River may prove to be an unreliable source because its use is
also heavily committed to southern California and Arizona. During this time countless
visitors from all over the world have lefthundreds of billions of dollars in the city, enabling
its government to implement some of the most advanced water management practices
available. Las Vegas has one of the largest deep artificial aquifer recharge operations
in the world, including aquifer storage and recovery wells. It uses treated wastewater
to maintain lush landscaping, numerous golf courses, and many water fountains (Fig.
1.21). Finally, it hosts offices of various state and federal agencies, consulting companies,
research laboratories, and institutes many of which are directly or indirectly working on
water resources—related projects. It is, of course, possible that some other communities,
cities, or even entire societies may try to emulate the luck of Las Vegas in gambling with
groundwater.

The multiple aspects of groundwater sustainability are addressed in the Alicante
Declaration, which since its initiation has gained wide recognition among groundwater
professionals worldwide. The declaration is the action agenda that resulted from the
debates held in Alicante, Spain, on January 23rd to 27th, 2006, during the International
Symposium on Groundwater Sustainability (ISGWAS). This call for action for responsible
use, management, and governance of groundwater is reproduced below in its entirety
(ISGWAS, 2006; available at http://aguas.igme.es/igme/ISGWAS):
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Ficure 1.20 These two images of Las Vegas, NV, show urban extent as it was in 1973 and 1992.
Between these years, the urban area grew dramatically throughout the level basin. Visible in each
image are local landforms, such as the surrounding mountain ranges. The width of the area shown
is approximately 48 mi or 77 km. (From Auch et al., 2004.)

Water is essential for life. Groundwater—that part of all water resources that lie underneath land
surface—constitutes more than ninety five percent of the global, unfrozen freshwater reserves. Given
its vast reserves and broad geographical distribution, its general good quality, and its resilience to sea-
sonal fluctuations and contamination, groundwater holds the promise to ensure current and future
world communities an affordable and safe water supply. Groundwater is predominantly a renewable
resource which, when managed properly, ensures a long-term supply that can help meet the increasing
demands and mitigate the impacts of anticipated climate change. Generally, groundwater develop-
ment requires a smaller capital investment than surface water development and can be implemented
in a shorter timeframe.

Groundwater has provided great benefits for many societies in recent decades through its direct
use as a drinking water source, for irrigated agriculture and industrial development and, indirectly,
through ecosystem and streamflow maintenance. The development of groundwater often provides
an affordable and rapid way to alleviate poverty and ensure food security. Further, by understand-
ing the complementary nature of ground and surface waters, thoroughly integrated water-resources
management strategies can serve to foster their efficient use and enhance the longevity of supply.

Instances of poorly managed groundwater development and the inadvertent impact of inadequate
land-use practices have produced adverse effects such as water-quality degradation, impairment of
aquatic ecosystems, lowered groundwater levels and, consequently, land subsidence and the drying
of wetlands. As it is less costly and more effective to protect groundwater resources from degra-
dation than to restore them, improved water management will diminish such problems and save
money.

To make groundwater’s promise a reality requires the responsible use, management and gov-
ernance of groundwater. In particular, actions need to be taken by water users, who sustain their



Global Freshwater Resources and Their Use

Ficure 1.21 (Left) One of many golf courses in Las Vegas, NV, using treated wastewater for
irrigation. (Photograph by Lynn Betts, 2000; courtesy of National Resources Conservation Service,
United States Department of Agriculture). (Right) Treated wastewater is used for spectacular
Fountains of Bellagio designed by Claire Kahn of WET Design. (Photograph by Claire Kahn,
http://www.wetdesign.com/client/bellagio/index.html.)

well-being through groundwater abstraction; decision makers, both elected and non elected; civil
society groups and associations; and scientists who must advocate for the use of sound science in
support of better management. To this end, the undersigners recommend the following actions:

® Develop more comprehensive water-management, land-use and energy-development strategies that
fully recognize groundwater’s important role in the hydrologic cycle. This requires better character-
ization of groundwater basins, their interconnection with surface water and ecosystems, and
abetter understanding of the response of the entire hydrologic system to natural and human-
induced stresses. More attention should be given to non-renewable and saline groundwater
resources when such waters are the only resource available for use.

® Develop comprehensive understanding of groundwater rights, regulations, policy and uses. Such in-
formation, including social forces and incentives that drive present-day water management
practices, will help in the formulation of policies and incentives to stimulate socially- and
environmentally-sound groundwater management practices. This is particularly relevant in
those situations where aquifers cross cultural, political or national boundaries.

® Make the maintenance and restoration of hydrologic balance a long-term goal of regional water-
management strategies. This requires that water managers identify options to: minimize net
losses of water from the hydrologic system; encourage effective and efficient water use,
and ensure the fair allocation of water for human use as well as ecological needs, taking
into account long-term sustainability. Hydrological, ecological, economic and socioeconomic
assessments should be an integral part of any water-management strategy.
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® Improve scientific, engineering and applied technological expertise in developing countries. This
requires encouraging science-based decision-making as well as “north-south” and “south-
south” cooperation. Further, it is important that funds be allocated for programs that en-
courage the design and mass-dissemination of affordable and low-energy consuming water
harnessing devices for household and irrigation.

® Establish ongoing coordinated surface water and groundwater monitoring programs. This requires
that data collection become an integral part of water-management strategies so that such
strategies can be adapted to address changing socio-economic, environmental, and climatic
conditions. The corresponding data sets should be available to all the stakeholders in a
transparent and easy way.

® Develop local institutions to improve sustainable groundwater management. This requires that
higher-level authorities become receptive to the needs of local groups and encourage the
development and support of strong institutional networks with water users and civic society.

® Ensure that citizens recognize groundwater’s essential role in their community and the importance
of its responsible use. This requires that science and applied technology serve to enhance
education and outreach programs in order to broaden citizen understanding of the entire
hydrologic system and its global importance to current and future generations. (ISGWAS,
2006; available at http://aguas.igme.es/igme/ISGWAS)
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CHAPTER 2
Groundwater System

tive is to consider available groundwater as part of an interconnected system.

Traditional hydrogeology has usually been focused on one aquifer at a time as
a study unit, and less attention is directed to interactions between aquifers, aquitards,
and surface water features in the area of interest. However, large withdrawals of water
from a single aquifer may affect adjacent aquifers and surface water and change water
balance. Figure 2.1 illustrates how cessation of pumping from the Upper Floridan aquifer
for the industrial water supply of Durango Paper Company at St. Marys, GA, caused
a significant rebound (recovery) of groundwater levels not only in the Upper Floridan
aquifer but also in the overlying shallower aquifers and the underlying Lower Floridan
aquifer, indicating interaquifer leakage (Fig. 2.2). The shutdown resulted in decreased
groundwater withdrawal in Camden County, GA, by 35.6 million gal/d (134.7 million
mL/d). Figure 2.3 shows that the reduction in withdrawal affected water levels in the
Upper Floridan aquifer more than 15 mi from the center of pumping. As a result, many
wells in the St. Marys area began to flow for the first time since the early 1940s when the
mill’s operations began (Fig. 2.4).

Water levels in the Upper Floridan aquifer during early October of 2002, just prior
to shutdown, were about 162 ft below sea level at the center of pumping. After the mill
ceased operations during October 2002, water levels in all aquifers rose, changing vertical
hydraulic gradients and the direction of flow between the surficial and upper Brunswick
aquifers. The head in the upper Brunswick aquifer rose above the head in the confined
surficial aquifer, reversing the vertical hydraulic gradient between the two aquifers (Fig.
2.2). The lower head in the upper Brunswick aquifer relative to both the surficial and the
Upper Floridan aquifers before the shutdown is attributed to its role of a hydrologic sink
because it likely pinches out (Peck et al., 2005).

In many cases, historic and ongoing withdrawals have an unknown effect on the
overall groundwater system in the absence of long-term monitoring in various parts of the
system. It is therefore very important to (1) define all major components of such a system
and the ongoing interactions between them, (2) quantify the system in terms of volumes
of water stored in its individual components, (3) quantify the rates of groundwater flow
between those components, and (4) ascertain the overall conditions and rates of system
recharge and discharge.

T he primary requirement from the resource management and restoration perspec-

Definitions

Aquifer, the basic unit of a groundwater system, is defined as a geologic formation,
or a group of hydraulically connected geologic formations, storing and transmitting
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Ficure 2.1 Hydrographs for the St. Marys well cluster (33D071, 33D072, and 33D073) and the
nearby National Park Service well (33D069), Camden County, GA, 2000-2003. (From Peck et al.,
2005.)

significant quantities of potable groundwater. The word comes from two Latin words:
aqua (water) and affero (to bring, to give). The two key terms “significant” and “potable” in
this definition are not easily quantifiable. The common understanding is that an aquifer
should provide more than just several gallons or liters per minute to individual wells
and that water should have less than 1000 mg of dissolved solids. For example, a well
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Fieure 2.2 Aquifer systems at St. Marys with interpretation of vertical groundwater flow
components prior to and after the shutdown of groundwater pumpage at the Durango Company
(based on well hydrographs in Fig. 2.1).



m

Groundwater System

$6:59 6.33 %
\/655.‘;
CAMDEN r > =2
-~/ Cumberland
.\ Island
-~ N\
5.93 10
o8 L4
ST . GA 845 7.33®
L= 751
(]
FL \\,__,\c\;jl) 7.49
AN N 2291
N\ Y 5
7.91 ‘Bernandinal
NASSAU ° (e | (Beach|
749 ) ) 468 |
L e |
\ ‘
6.81 )
. . /o~
0 5 10 miles 594 |
L L ] e \
r T T o \
0 5 10 km ~ ‘

Ficure 2.3 Observed water-level change, in feet, from September 2001 through May 2003 in
wells completed in the Upper Floridan aquifer in Camden County, GA, and Nassau County, FL.
Contour lines show equal water-level change in feet. The center of pumping at the Durango
Company paper mill is shown with the crossed circle. (Modified from Peck et al., 2005.)

yielding 2 gal/min may be enough for an individual household. However, if this quantity
is at the limit of what the geologic formation could provide via individual wells, such an
“aquifer” is not considered as a source of significant public water supply. Another issue
is groundwater quality. If the groundwater has naturally high total dissolved solids, say
5000 mg/L, it is traditionally disqualified from consideration as a significant source of
potable water, regardless of the groundwater quantity. However, with water-treatment
technologies, such as reverse osmosis (RO), aquifers with brackish groundwater are
increasingly interesting for development.

Aquitard, which is closely related to aquifer, is derived from the Latin words: aqua (wa-
ter) and tardus (slow) or tardo (to slow down, hinder, delay). An aquitard does store water
and is capable of transmitting it, but at a much slower rate than an aquifer and so cannot
provide significant quantities of potable groundwater to wells and springs. Determining
the nature and the role of aquitards in groundwater systems is very important in both
water supply and hydrogeologic contaminant studies. When the available information
suggests that there is a high probability for water and contaminants to move through the
aquitard within a timeframe of less than 100 years, it is called a leaky aquitard. When
the potential movement of groundwater and contaminants through the aquitard is esti-
mated in hundreds or thousands of years, such aquitard is called competent. More details
on aquifers and aquitards is presented later in this chapter.

Aquiclude is another related term, generally much less used today in the United States
but still in relatively wide use elsewhere (Latin word claudo means to confine, close,
make inaccessible). Aquiclude is equivalent to an aquitard of very low permeability,
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Ficure 2.4 Flowing wells such as this one were common throughout the Georgia coastal area prior
to large-scale groundwater development. (From Barlow, 2003; photograph by USGS, 1942.)

which, for all practical purposes, acts as an impermeable barrier to groundwater flow
(note that there still is some groundwater stored in aquiclude, but it moves “very, very
slowly”). A smaller number of professionals and some public agencies in the United
States (such as the USGS, see Lohman et al., 1972) prefer to use the term confining bed
instead of aquitard and aquiclude. Accordingly, semiconfining bed would correspond to a
leaky aquitard. USGS suggests additional qualifiers be specified to more closely explain
the nature of a confining layer (i.e., aquitard, aquiclude) of interest, such as “slightly
permeable” or “moderately permeable.”

Figure 2.5 illustrates major aquifer types in terms of the character and position of the
hydraulic head (fluid pressure) in the aquifer, relative to the upper aquifer boundary.
The top of the saturated zone of an unconfined aquifer is called the water table. The
hydraulic head at the water table equals the atmospheric pressure. The thickness of the
saturated zone and therefore the position of the water table may change in time due to
varying recharge, but the hydraulic head at the water table is always equal to atmospheric
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Ficure 2.5 Schematic presentation of main aquifer types based on position of the hydraulic head
(i.e., piezometric surface or water table) in the aquifer. (Modified from USBR, 1977.)

pressure. Note that there may be a low permeable layer, such as clay, somewhere between
the ground surface and the water table, but as long as there is an unsaturated (vadose)
zone above the water table, the aquifer is unconfined.

An impermeable or low-permeable bed of limited extent above the main water table
may cause accumulation of groundwater and formation of a relatively thin saturated zone
called perched aquifer. Groundwater in the perched aquifer may eventually flow over the
edges of the impermeable bed due to recharge from the land surface and continue to
flow downward to the main water table, or it may discharge through a spring or seep if
the confining bed intersects the land surface.

A confined aquifer is bound above by an aquitard (confining bed), and its entire
thickness is completely saturated with groundwater. The hydraulic head in the confined
aquifer, also called piezometric level, is above this contact. The top of the confined aquifer
is at the same time the bottom of the overlying confining bed. Groundwater in a confined
aquifer is under pressure, such that static water level in a well screened only within the
confined aquifer would stand at some distance above the top of the aquifer. If the water
level in such a well rises above ground surface, the well is called a flowing or artesian
well and the aquifer is sometimes called an artesian aquifer. The imaginary surface of
the hydraulic head in the confined aquifer can be located based on measurements of
the water level in wells screened in the confined aquifer. A water table of unconfined
aquifers, on the other hand, is not an imaginary surface—it is the top of the aquifer and, at
the same time, the top of the saturated zone below which all voids are completely filled
with water. A semiconfined aquifer receives water from, or loses water to, the adjacent
aquifer from which it is separated by the leaky aquitard.

Hydrogeologic structure is the term used to define discharge and recharge zones of
a groundwater system. Discharge and recharge are considered relative to both ground
surface and subsurface. Following are the four basic types shown in Fig. 2.6:
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Ficure 2.6 Types of hydrogeologic structures: (1) open; (2) semiopen; (3) semiclosed; (4) closed.

1. Open hydrogeologic structure. Recharge and discharge zones are fully defined
(known). Recharge takes place over the entire areal extent of the system (aquifer),
which is directly exposed to the land surface. Discharge of the system is either at
the contact with the impermeable base (case 1a) or along a main erosional basis
such as a large permanent river or coastal line (case 1b).

2. Semiopen hydrogeologic structure. The discharge zone is fully defined and the
groundwater system is partially isolated from the land surface by low-permeable
or impermeable cover. The recharge zones are mostly or partially known (cases
2a and 2b, respectively).

3. Semiclosed hydrogeologic structure. Recharge zones are known or partially known,
whereas discharge zones are only partially known (case 3a) or unknown (case 3b).
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4. Closed hydrogeologic structure. The groundwater system (aquifer) is completely
isolated by impermeable geologic units and does not receive recharge. In
practice, such a system can only be discovered by drilling, and the absence of
any significant recharge (from the land surface or from adjacent aquifers) is
manifested by large, continuingly increasing drawdowns during pumping.

In some cases, an aquifer may indeed be completely isolated from the “rest of the
world.” The presence of freshwater in it is testimony to a very different hydrogeologic
past when the aquifer was receiving natural recharge from one or more sources such
as precipitation, surface water bodies or adjacent aquifers. Various subsequent geologic
processes, including faulting and folding, may have resulted in its complete isolation.
Such aquifers are called fossil aquifers or nonrenewable aquifers.

In general, any aquifer that is part of a groundwater system not receiving natural
recharge, regardless of the hydrogeologic structure in which it is formed, is called non-
renewable. Typical examples are aquifers and groundwater systems in arid regions with
little or no precipitation and without surface water, such as the one shown in Fig. 2.7.

Fieure 2.7 On August 25, 2000, the Moderate-Resolution Imaging Spectroradiometer (MODIS)
acquired this image of a region in Africa’s Sahara Desert, including the southern part of the border
between Algeria and Libya. Arrows indicate some of the ancient riverbeds. (NASA Photo Library,
2007; image courtesy of Luca Pietranera, Telespazio, Rome, ltaly.)
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The dendritic structures of ancient riverbeds are clearly visible in this satellite image of
the Acacus-Amsak region in Africa’s Sahara Desert. Multidisciplinary studies (includ-
ing paleoclimatology and paleobotany) suggest that this area was wet during the last
glacial era, covered by forests and populated by wild animals. On the area’s rocks, ar-
chaeologists have found a large number of rock paintings and engravings, faint traces
of one of the most ancient civilizations of the world. Starting about 12,000 years ago,
hunters rapidly learned domestication of buffalo and goat and developed one of the
first systems of symbolic art. Extremely dry weather conditions began here about 5000
years ago, resulting in disappearance of surface streams and the civilization itself (NASA,
2007).

In addition to aquifers and aquitards, which can be simply referred to as porous
media, a groundwater system comprises many other components that need to be de-
fined and quantified for its successful management. Their brief description is as follows
(detailed discussions are given later in the chapter).

e System geometry. Extent and thickness of all aquifers and aquitards in the system,
including recharge and discharge zones

o Water storage. Types of porosity enabling storage of water, volumes of water
stored, volumes available for extraction, and volumes available for addition

o Water budget. All natural and artificial inputs (recharge) and outputs (discharge)
of water, including changes in storage over time

o Groundwater flow. Flow directions, velocities, and flow rates

 Boundary and initial conditions. Hydraulic and hydrologic conditions along exter-
nal and internal boundaries of the system, including three-dimensional distri-
bution of the hydraulic heads in the system and their fluctuations in time

o Water quality. Natural quality of groundwater stored in and flowing through the
system, and chemical characteristics of any anthropogenic contaminants intro-
duced into the system

e Fate and transport of contaminants. Movement of contaminants through porous
media and various processes affecting their concentration in groundwater

e System vulnerability. Risk of water quality degradation and storage depletion
due to groundwater extraction, risk of groundwater contamination from anthro-
pogenic sources, and risks related to climatic changes

2.2 Groundwater System Geometry

Figure 2.8 shows key spatial features of a groundwater system. Recharge area is the actual
land surface through which the system receives water via percolation of precipitation and
surface runoff, or directly from surface water bodies such as streams and lakes. When
part of a groundwater system, an aquifer may receive water from adjacent aquifers,
including through aquitards, but such contact between adjacent aquifers is usually not
referred to as the recharge (or discharge) area. Rather, they are indicated as lateral or
vertical recharge (discharge) zones from adjacent systems. Discharge area is where the
system loses water to the land surface, such as via direct discharge to surface water
bodies (streams, lakes, wetlands, oceans) or discharge via springs. In an unconfined
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Ficure 2.8 Key spatial elements of a groundwater system. A, extent; B, recharge area;
C, contributing (drainage) area; D, discharge area

aquifer with a shallow water table, water is also lost via direct evaporation and plant
root uptake, which may be significant if riparian vegetation is abundant. An area that
gathers surface water runoff, which eventually ends up recharging the system, is called
drainage or contributing area. System extent is simply the envelope of its overall limits. It
is very important to understand that system geometry is always three-dimensional by
definition, and it should be presented as such, including with cross sections and two-
dimensional maps for varying depths. Ideally, a three-dimensional computer model of the
system geometry is generated as part of the hydrogeologic study, and serves as the basis
for subsequent development of a numeric groundwater model for system evaluation and
management (Fig. 2.9).

Except in cases of some simple alluvial unconfined aquifers developed in an open
hydrogeologic structure, the system contributing (drainage) area, the extent, and the
recharge area are usually not equal, and can all have different shapes depending upon
the geology and presence of confining layers. Some large regional confined aquifers may
have rather small recharge areas compared to the aquifer extent, or they may lack their
own recharge area at the land surface and are receiving limited recharge through an
overlying aquitard or unconfined aquifer.

In summary, defining the geometric elements of an aquifer or a groundwater system
is the first and most important step in the majority of hydrogeologic studies. It is finding
the answers to the following questions regarding the groundwater: “where is it coming
from?” (contributing area), “where is it entering the system?” (recharge area), “where
is it flowing?” (throughout the aquifer extent), and “where is it discharging from the
system?” (discharge area).

Groundwater Storage

2.3.1 Porosity and Effective Porosity

The nature of the porosity of porous media (sediments and all rocks in general) is the
single most important factor in determining the storage and movement of groundwater

83



84

Chapter Two

Ficure 2.9 Three-dimensional conceptual site model showing different stratigraphic layers
and ready for transfer into a numeric groundwater model. (Modified from Oostrom et al.,
2004.)

in the subsurface. Many quantitative parameters describing “life cycle” of water and
contaminants (when present) within a groundwater system directly or indirectly depend
on porosity. Here are just a few: infiltration of precipitation into the subsurface, rock
(sediment) permeability, groundwater velocity, volume of water that can be extracted
from the groundwater system, and diffusion of contaminants into the porous media
solids.

Porosity (1) is defined as the percentage of voids (empty space occupied by water or
air) in the total volume of rock, which includes both solids and voids:

n= % x 100% 2.1)

where V,, = volume of all rock voids and V = total volume of rock (in geologic terms,
rock refers to all the following: soils, unconsolidated and consolidated sediments, and
any type of rock in general). Assuming the specific gravity of water equals unity,
total porosity, as a percentage, can be expressed in four different ways (Lohman,
1972):

- =1— V—‘r;[xlOO%] (2.2)
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where n = porosity, in percent per volume
V = total volume
Vi = volume of all interstices (voids)
Vim = aggregate volume of mineral (solid) particles
Vv = volume of water in a saturated sample

Porosity can also be expressed as:

p=Pm P g P q00%] 2.3)

Pm Pm

where p,, = average density of mineral particles (grain density) and pq = density of dry
sample (bulk density).

The shape, amount, distribution, and interconnectivity of voids influence the per-
meability of rocks. Voids, on the other hand, depend on the depositional mechanisms
of unconsolidated and consolidated sedimentary rocks, and on various other geologic
processes that affect all rocks during and after their formation. Primary porosity is the
porosity formed during the formation of rock itself, such as voids between the grains of
sand, voids between minerals in hard (consolidated) rocks, or bedding planes of sedi-
mentary rocks. Secondary porosity is created after the rock formation mainly due to tectonic
forces (faulting and folding), which create micro- and macrofissures, fractures, faults, and
fault zones in solid rocks. Both the primary and secondary porosities can be successively
altered multiple times, thus completely changing the original nature of the rock porosity.
These changes may result in porosity decrease, increase, or altering of the degree of void
interconnectivity without a significant change in the overall void volume.

The following discussion by Meinzer (1923), and the figure that accompanies it (Fig.
2.10) is probably the most cited explanation of rock porosity, and one can hardly add
anything to it:

The porosity of a sedimentary deposit depends chiefly on (1) the shape and arrangement of its con-
stituent particles, (2) the degree of assortment of its particles, (3) the cementation and compacting to
which it has been subjected since its deposition, (4) the removal of mineral matter through solution
by percolating waters, and (5) the fracturing of the rock, resulting in joints and other openings. Well-
sorted deposits of uncemented gravel, sand, or silt have a high porosity, regardless of whether they
consist of large or small grains. If, however, the material is poorly sorted small particles occupy the
spaces between the larger ones, still smaller ones occupy the spaces between these small particles,
and so on, with the result that the porosity is greatly reduced (A and B). Boulder clay, which is an
unassorted mixture of glacial drift containing particles of great variety in size, may have a very low
porosity, whereas outwash gravel and sand, derived from the same source but assorted by running
water, may be highly porous. Well-sorted uncemented gravel may be composed of pebbles that are
themselves porous, so that the deposit as a whole has a very high porosity (C). Well-sorted porous
gravel, sand, or silt may gradually have its interstices filled with mineral matter deposited out of so-
lution from percolating waters, and under extreme conditions it may become a practically impervious
conglomerate or quartzite of very low porosity (D). On the other hand, relatively soluble rock, such
as limestone, though originally dense, may become cavernous as a result of the removal of part of
its substance through the solvent action of percolating water (E). Furthermore hard, brittle rock, such
as limestone, hard sandstone, or most igneous and metamorphic rocks, may acquire large interstices
through fracturing that results from shrinkage or deformation of the rocks or through other agencies
(F). Solution channels and fractures may be large and of great practical importance, but they are rarely
abundant enough to give an otherwise dense rock a high porosity.
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Fieure 2.10 Diagram showing several types of rock interstices and the relation of rock texture to
porosity. (a) Well-sorted sedimentary deposit having high porosity; (b) poorly sorted sedimentary
deposit having low porosity; (c) well-sorted sedimentary deposit consisting of pebbles that are
themselves porous and thus the deposit as a whole has a very high porosity; (d) well-sorted
sedimentary deposit whose porosity has been diminished by the deposition of mineral matter in
the interstice’s; (e) rock rendered porous by solution; () rock rendered porous by fracturing
(Meinzer, 1923).

The porosity of unconsolidated sediments (gravel, sand, silt, and clay) is often called
intergranular porosity because the solids are loose detritic grains. When such rocks become
consolidated, the former intergranular porosity is called matrix porosity. In general, the
term matrix porosity is applied to primary porosity of all consolidated (hard) rocks, such
as porosity between mineral grains (minerals) in granite, gneiss, slate, or basalt. Some
unconsolidated or loosely consolidated (semiconsolidated) rocks may contain fissures
and fractures, in which case the nonfracture portion of the overall porosity is also called
matrix porosity. Good examples are fractured clays and glacial till sediments, or residuum
deposits, which have preserved the fabric of the original bedrock in the form of fractures
and bedding planes. Sometimes, microscopic fissures in rocks are also considered part
of the matrix porosity as opposed to larger fissures and fractures called macroporosity.
In general, rocks that have both the matrix and the fracture porosity are referred to as
dual-porosity media. This distinction is important in terms of groundwater flow, which
has very different characteristics in fractures and conduits compared to the bulk of the
rock. It is also important in contaminant fate and transport analysis, especially when
contaminant concentrations are high causing its diffusion into the rock matrix where it
can remain for long periods of time. Plots of average total porosity and porosity ranges
for various rock types are shown in Figs. 2.11 and 2.12.

When analyzing porosity from the groundwater management perspective, it is very
important to make a very clear distinction between the total porosity and the effective
porosity of the rock. Effective porosity is defined as the volume of interconnected pore
space that allows free gravity flow of groundwater. The following anthological discussion
by Meinzer (1932) explains why it is important to make this distinction between the total
and the effective porosity:
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Ficure 2.11 Porosity range (horizontal bars) and average porosities (circles) of unconsolidated
and consolidated sedimentary rocks. (Kresic, 2007a; copyright Taylor & Francis Group, LLC;
printed with permission.)

To determine the flow of ground water, however, a third factor, which has been called the effective
porosity, must be applied. Much of the cross section is occupied by rock and by water that is securely
attached to the rock surfaces by molecular attraction. The area through which the water is flowing
is therefore less than the area of the cross section of the water-bearing material and may be only a
small fraction of that area. In a coarse, clean gravel, which has only large interstices, the effective
porosity may be virtually the same as the actual porosity, or percentage of pore space; but in a fine-
grained or poorly assorted material the effect of attached water may become very great, and the
effective porosity may be much less than the actual porosity. Clay may have a high porosity but may
be entirely impermeable and hence have an effective porosity of zero. The effective porosity of very
fine grained materials is generally not of great consequence in determinations of total flow, because
in these materials the velocity is so slow that the computed flow, with any assumed effective porosity,
is likely to be relatively slight or entirely negligible. The problem of determining effective porosity,
as distinguished from actual porosity, is, however, important in studying the general run of water-
bearing materials, which are neither extremely fine nor extremely coarse and clean. Hitherto not much
work has been done on this phase of the velocity methods of determining rate of flow. No distinction
has generally been made between actual and effective porosity, and frequently a factor of 33 1/3 per
cent has been used, apparently without even making a test of the porosity. It is certain that the effective
porosity of different water-bearing materials ranges between wide limits and that it must be at least
roughly determined if reliable results as to rate of flow are to be obtained. It would seem that each
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Fieure 2.12 Porosity range (horizontal bars) and average porosities (circles) of magmatic and
metamorphic rocks. (Kresic, 2007a; copyright Taylor & Francis Group, LLC; printed with
permission.)

field test of velocity should be supplemented by a laboratory test of effective porosity, for which the
laboratory apparatus devised by Slichter (1905) could be used.

2.3.2 Specific Yield and Coefficient of Storage

Two very different mechanisms are responsible for groundwater release from storage in
unconfined and confined aquifers. Respectively, they are explained with two quantitative
parameters: specific yield and coefficient of storage.

The specific yield of the porous material is defined as the volume of water in the pore
space that can be freely drained by gravity due to lowering of the water table. The volume
of water retained by the porous media, which cannotbe easily drained by gravity, is called
specific retention. Together, the specific yield and the specific retention are equal to the total
porosity of the porous medium (rock). This is schematically shown in Fig. 2.13, in the case
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Ficure 2.13 During pumping of an unconfined aquifer, water is released due to gravity drainage.
Within the cone of depression (volume of aquifer affected by drawdown) not all water is released
rapidly because of delayed gravity drainage, and some may be retained permanently. (Modified
from Alley et al., 1999.)

of groundwater withdrawal from an unconfined aquifer. Since drainage of pore space
by gravity may take long periods of time, especially in fine-grained sediments, values of
specific yield determined by various laboratory and field methods are likely somewhat
lower than the true values because of limited testing times. A long-term aquifer pumping
test or a continuous monitoring of the hydraulic head increase due to a known recharge
are arguably the only reliable methods of determining the value of specific yield, which
is one of the key parameters for defining quantities of extractable groundwater. These
tests provide a long-term lumped hydrodynamic response to pumping (or recharge) by
all porous media present in the groundwater system. Consequently, the value of specific
yield obtained from such tests cannot be explicitly related to values of effective porosity,
even though these two parameters have been often equated by working professionals.
The main problem in using specific yield and effective porosity interchangeably is that
values of effective (and total) porosity are almost always determined in the laboratory
for small samples, and have to be extrapolated (upscaled) to real field conditions, i.e., to
a much larger aquifer volume. One important distinction between the specific yield and
the effective porosity concepts is that the specific yield relates to volume of water that can
be freely extracted from an aquifer, while the effective porosity relates to groundwater
velocity and flow through the interconnected pore space. In any case, using total (instead
of effective) porosity for calculations of extractable volumes of water would be completely
erroneous, as pointed out by Meinzer (1923) in one of his classic publications:
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The importance of water that a saturated rock will furnish, and hence its value as a source of water
supply, depends on its specific yield—not on its porosity. Clayey or silty formations may contain vast
amounts of water and yet be unproductive and worthless for water supply, whereas a compact but
fractured rock may contain much less water and yet yield abundantly. To estimate the water supply
obtainable from a given deposit for each foot that the water table is lowered, or to estimate the available
supply represented by each foot of rise in the water table during a period of recharge, it is necessary to
determine the specific yield. Estimates of recharge or of available supplies based on porosity, without
regard to the water-retaining capacity of the material, may be utterly wrong.

The presence of fine-grained sediments such as silt and clay, even in relatively small
quantities, can greatly reduce specific yield (and effective porosity) of sands and grav-
els. Values of specific yield for unconfined aquifers generally range between 0.05 and
0.3, although lower or higher values are possible, especially in cases of finer grained
and less uniform material (lower values), and uniform coarse sand and gravel (higher
values).

One additional mechanism contributing to changes in storage of unconfined aquifers
is the compressibility of the water and aquifer solids in the saturated zone. In most cases,
the changes in water volume due to unconfined aquifer compressibility are minor and
can be ignored for practical purposes. On the other hand, storage of confined aquifers is
entirely dependent on compression and expansion of both water and solids, or its elastic
properties. Figure 2.14 shows the forces interacting in a confined aquifer: total load ex-
erted on a unit area of the aquifer (or), part of the total load borne by the confined water
(p), and part borne by the structural skeleton (solids) of the aquifer (o). Assuming that
the total load exerted on the aquifer is constant, and if o is reduced because of pumping,
the load borne by the skeleton of the aquifer will increase. This will result in a slight
compaction (distortion) of the grains of material, which means that they will encroach
somewhat on pore space formerly occupied by water and water will be squeezed out
(Fig. 2.15). At the same time, the water will expand to the extent permitted by its elas-
ticity. Conversely, if p increases, as in response to cessation of pumping, the hydraulic
(piezometric) head builds up again, gradually approaching its original value, and the
water itself undergoes slight contraction. With an increase in p there is an accompanying
decrease in 0. and the grains of material in the aquifer skeleton return to their former
shape. This releases pore space that can now be reoccupied by water moving into the
part of the formation that was previously influenced by the compression (Ferris et al.,
1962).

Storage properties (storativity) of confined aquifers are defined by the coefficient of
storage. Although rigid limits cannot be established, the storage coefficients of confined
aquifers may range from about 0.00001 to 0.001. In general, denser aquifer materials
have smaller coefficient of storage. It is important to note that the value of coefficient of
storage in confined aquifers may not be directly dependent on void content (porosity) of
the aquifer material (USBR, 1977). Specific storage (Ss) of confined aquifers is the volume
of water released (or stored) by the unit volume of porous medium, per unit surface of the
aquifer, due to unit change in the component of hydraulic head normal to that surface.
The unit of specific storage is length~! (e.g., m~! or ft~!) and so when the specific storage
is multiplied by aquifer thickness (b), it gives the coefficient of storage (S), which is a
dimensionless number: S = Sb. The specific storage is given as

S = pugle +1P) (2.4)
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Ficure 2.14 Left: In a confined aquifer system, the total weight of the overlying rock and water
(o7) is balanced by the pore-fluid pressure (p) and the intergranular or effective stress (o). Right:
Groundwater withdrawal reduces fluid pressures (p). As the total stress (o1) remains nearly
constant, a portion of the load is shifted from the confined fluid to the skeleton of the aquifer
system, increasing the effective stress (0.) and causing some compression (reduction in porosity).
Extended periods of lowered hydraulic head may result in irreversible compaction of the skeleton
and land subsidence. Most of the land subsidence occurs as a result of the permanent
compaction of the aquitards, which may be delayed due to their slow drainage. (Modified from
Galloway et al., 1999.)

where p,, = density of water
g = acceleration of gravity
a = compressibility of the aquifer skeleton
n = total porosity
B = compressibility of water

All other things being equal, such as the well pumping rate, the regional nonpumping
hydraulic gradient, the initial saturated aquifer thickness, and the hydraulic conductivity,
the radius of well influence in a confined aquifer would be significantly larger than in
an unconfined aquifer. This is because less water is actually withdrawn from the same
aquifer volume in the case of confined aquifers due to the elastic nature of water release
from the voids. In other words, in order to provide the same well yield (volume of water), a
larger aquifer area would be affected in a confined aquifer than in an unconfined aquifer,
assuming they initially have the same saturated thickness. This is illustrated in Figs.
2.16 and 2.17. The initial saturated thickness of the unconfined aquifer is 90 m, and the
90-m thick confined aquifer remains fully saturated throughout the modeled 10-year
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Fieure 2.15 As the hydraulic head decreases during pumping of a confined aquifer, the fluid
pressure of the stored water decreases as well and water is squeezed out of the pore space by the
encroachment of solid grains (reduction of porosity). The aquifer remains fully saturated, while its
skeleton (solid grains) undergoes slight compression since it has to bear a larger portion of the
overburden load.

period. Neither aquifer receives any recharge, either laterally or vertically. The hydraulic
conductivity of both aquifers is 5 m/d. The results of computer modeling show that the
time-dependent radius of influence (map view in Fig. 2.16) of the unconfined aquifer
is incomparably smaller than that of the confined aquifer with the same transmissivity
and the same groundwater withdrawal rate. Figure 2.17 shows that, over time and in
the absence of any recharge, the drawdown in the confined aquifer increases linearly
and at a much faster rate than in the unconfined aquifer. However, this difference is not
immediately apparent, as shown by the comparison between the 1-year and the 10-year
drawdown. This analysis demonstrates the sensitivity and importance of the storage
parameters in estimating impacts of groundwater withdrawal, and the importance of
long-term monitoring in groundwater management.

2.3.3 Groundwater Storage and Land Subsidence

Groundwater is always withdrawn from storage in the porous media, regardless of the
conditions of a groundwater system recharge. In other words, prior to its extraction from
the subsurface, water had to be stored in the porous media voids, i.e., in the storage.
It is misleading to associate “storage depletion” only with “unsustainable groundwa-
ter extraction practices,” or with groundwater pumpage during long periods without
significant aquifer recharge, such as multiyear droughts. Figure 2.18 shows some key
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Fieure 2.16 Development of the radius of influence from a single, fully penetrating well extracting
3600 m3/d (660 gal/min or 42 L/s) from an unconfined aquifer (top row) and a confined aquifer
(two bottom rows) having the same hydraulic conductivity (5 m/d) and the same initial saturated
thickness (90 m). The specific yield of the unconfined aquifer is 0.25, and the specific storage of
the confined aquifer is 0.0001 m~* (middle) and 0.00001 m~* (bottom). Contour interval of the
hydraulic head contour lines is 0.1 m.

concepts of natural groundwater storage. The portion of the saturated zone that changes
its thickness in response to natural recharge patterns represents dynamic storage. For con-
fined aquifers the dynamic storage is indicated by natural variations in the piezometric
surface. This storage volume can vary widely in time depending on seasonal and long-
term fluctuations of precipitation and other sources of recharge. Over a multiyear period
spanning several natural cycles of wet and dry years, and in the absence of artificial
(anthropogenic) groundwater withdrawals, this part of the storage can be considered as
fully renewable. The portion of the saturated zone below the multiyear low water table
has constant volume of stored groundwater and is therefore referred to as long-term or
static storage, even though groundwater in it is constantly flowing. In the presence of
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Ficure 2.17 Drawdown versus time at the pumping well shown in Fig. 2.16, for confined and
unconfined conditions. Specific yield of the unconfined aquifer is 0.25; specific storage of the
confined aquifer is 0.0001 m~*. Top: Drawdown development during first year of pumping. Bottom:
10 years of pumping (note different vertical scales for the two graphs).
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Ficure 2.18 Schematic presentation of different groundwater storage components in an
unconfined aquifer. Note that groundwater is flowing in both the dynamic and the static parts of the
storage.
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Fieure 2.19 Examples of aquifer mining. Top: Water levels for monitoring well SM Df1 screened in
the Aquia aquifer at Naval Air Station Patuxent River, MD, 1943-2006, showing response to
groundwater withdrawals in excess of 1.0 million gal/d from at least 1946 through 1974, about
1.0 Mgal/d from 1975 through 1991, about 0.8 Mgal/d from 1992 through 1999, and about 0.7
Mgal/d from 2000 through 2005. (Modified from Klohe and Kay, 2007.) Bottom: Progressive
elimination of major springflows in southern Tunisia during the twentieth century. (From Margat

et al., 2006; copyright UNESCO.)

artificial groundwater withdrawals, the long-term static storage can decrease if the ex-
tracted volume of water exceeds the dynamic storage. This is called aquifer mining and
is evidenced by the continuing excessive decline of the hydraulic heads or decrease of
spring flows (Fig. 2.19). The static storage remains unchanged if the withdrawals equal
the dynamic storage. In contrast, the renewable dynamic storage can also increase in
cases of induced natural recharge caused by groundwater pumpage near surface water
bodies for example. Such pumping may reverse the hydraulic gradients and result in
inflow of surface water into the groundwater system as shown in Fig. 2.20. At the same
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Fieure 2.20 Induced aquifer recharge due to groundwater withdrawal near a surface water body.
(Modified from Alley et al., 1999.)

time, the system does not discharge into the surface stream, which also increases the
dynamic storage.

It is obvious that any meaningful quantitative assessment of different storage com-
ponents is dependent on the availability of long-term monitoring data of the hydraulic
head change, as well as of various system inputs (recharge) and outputs (discharge),
which cause these changes and the related changes in storage.

Storage capacity of a groundwater system may be irreversibly affected by extensive
groundwater withdrawals. As shown in Fig. 2.14, because of the hydraulic head decline
in the aquifer system due to pumping, some of the support for the overlying material
previously provided by the pressurized water filling the sediment pore space shifts to the
granular skeleton of the aquifer system. This increases the intergranular pressure (load).
Sand and gravel deposits are relatively incompressible, and the increased intergranular
load has small effect on these aquifer materials. However, clay and silt layers compris-
ing confining units and interbeds can be very compressible as water is squeezed from
these layers in response to the hydraulic gradient caused by pumping. When long-term
declines in the hydraulic head increase the intergranular load beyond the previous max-
imum load, the structure of clay and silt layers may undergo significant rearrangement,
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resulting in irreversible aquifer system compaction and land subsidence. The amount
of compaction is a function of the thickness and vertical hydraulic conductivity of the
clay and silt layers, and the type and structure of the clays and silts. Because of the low
hydraulic conductivity of clay and silt layers, the compaction of these layers can continue
for months or years after water levels stabilize in the aquifer. In confined aquifer systems
that contain significant clay and silt layers and are subject to large-scale groundwater
withdrawals, the volume of water derived from irreversible compaction commonly can
range from 10 to 30 percent of the total volume of water pumped. This represents a one-
time mining of stored groundwater and a permanent reduction in the storage capacity
of the aquifer system (Alley et al., 1999; Galloway et al., 1999).

The first recognized land subsidence in the United States from aquifer compaction
as a response to groundwater withdrawals was in the area of Santa Clara Valley (now
known as “Silicon Valley”) in California. Some other well-known areas experiencing
significant land subsidence due to groundwater mining include the basin-fill aquifers of
south-central Arizona, Las Vegas Valley in Nevada, and the Houston-Galveston area of
Texas. Worldwide, the land subsidence in Mexico City, Mexico, is one of the most cited
examples of negative impacts caused by aquifer mining. Nothing, however, compares
with the example of overexploitation of confined aquifers and the related consequences
illustrated in Fig. 2.21. Mining groundwater for agriculture has enabled the San Joaquin
Valley of California to become one of the world’s most productive agricultural regions,
while simultaneously contributing to one of the single largest alterations of the land
surface attributed to humankind. In 1970, when the last comprehensive surveys of land
subsidence were made, subsidence in excess of 1 ft had affected more than 5200 mi? of
irrigable land—one-half the entire San Joaquin Valley. The maximum subsidence, near
Mendota, was more than 28 ft (9 m). As discussed by Galloway et al. (1999), the economic
impacts of land subsidence in the San Joaquin Valley are not well known. Damages
directly related to subsidence have been identified, and some have been quantified. Other
damages indirectly related to subsidence, such as flooding and long-term environmental
effects, meritadditional assessment. Some of the direct damages have included decreased
storage in aquifers, partial or complete submergence of canals and associated bridges and
pipe crossings, collapse of well casings, and disruption of collector drains and irrigation
ditches. Costs associated with these damages have been conservatively estimated at 25
million US dollars (EDAW-ESA, 1978). These estimates are not adjusted for changing
valuation of the dollar, and do not fully account for the underreported costs associated
with well rehabilitation and replacement. When the costs of lost property value due
to condemnation, regarding irrigated land, and replacement of irrigation pipelines and
wells in subsiding areas are included, the annual costs of subsidence in the San Joaquin
Valley soar to $180 million per year in 1993 dollars (G. Bertoldi and S. Leake, USGS,
written communication, March 30, 1993; from Galloway et al., 1999).

Water Budget

Healy et al. (2007) explain in detail the importance and various aspects of quantitative
water budget analysis at local and global scales, including interactions between ground-
water and surface water within their common water cycle:

Water budgets provide a means for evaluating availability and sustainability of a water supply. A
water budget simply states that the rate of change in water stored in an area, such as a watershed, is
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Fieure 2.21 Approximate location of maximum subsidence in the United States identified by
research efforts of Joseph Poland of the USGS (pictured). Signs on pole show approximate altitude
of land surface in 1925, 1955, and 1977. The pole is near benchmark S661 in the San Joaquin
Valley southwest of Mendota, CA (Galloway et al., 1999).

balanced by the rate at which water flows into and out of the area. An understanding of water budgets
and underlying hydrologic processes provides a foundation for effective water-resource and environ-
mental planning and management. Observed changes in water budgets of an area over time can be
used to assess the effects of climate variability and human activities on water resources. Comparison
of water budgets from different areas allows the effects of factors such as geology, soils, vegetation,
and land use on the hydrologic cycle to be quantified. Human activities affect the natural hydrologic
cycle in many ways. Modifications of the land to accommodate agriculture, such as installation of
drainage and irrigation systems, alter infiltration, runoff, evaporation, and plant transpiration rates.
Buildings, roads, and parking lots in urban areas tend to increase runoff and decrease infiltration.
Dams reduce flooding in many areas. Water budgets provide a basis for assessing how a natural or
human-induced change in one part of the hydrologic cycle may affect other aspects of the cycle.

The most general equation of water budget that can be applied to any water system
has the following form:

Water Input — Water Output = Change in Storage (2.5)
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Fieure 2.22 Elements of water budget of a groundwater system.

Water budget equations can be written in terms of volumes (for a fixed time interval),
fluxes (volume per time, such as cubic meters per day or acre-feet per year), and flux den-
sities (volume per unit area of land surface per time, such as millimeters per day). Figure
2.22 shows a majority of the components that contribute to water budget of a groundwa-
ter system. Groundwater recharge, which is usually the focus of water supply studies,
as well as various methods of its quantification, is explained in detail in Chap. 3. Com-
mon to most components of water budget, including groundwater recharge, is that they
cannot be measured directly and are estimated from measurements of related quantities
(parameters), and estimates of other components. Exceptions are direct measurements
of precipitation, stream flows, spring discharge rates, and well pumping rates. Other im-
portant quantities that can be measured directly and used in water budget calculations
as part of various equations are the hydraulic head (water level) of both groundwater
and surface water, and soil moisture content.

Water budget terms are often used interchangeably, sometimes causing confusion. In
general, infiltration refers to any water movement from the land surface into the subsur-
face. This water is sometimes called potential recharge indicating that only a portion of it
may eventually reach the water table (saturated zone). The term actual recharge is being
increasingly used to avoid any possible confusion: it is the portion of infiltrated water that
reaches the aquifer and it is confirmed based on groundwater studies. The most obvious
confirmation that actual groundwater recharge is taking place is a rise in water table (hy-
draulic head). Effective (net) infiltration, or deep percolation refer to water movement below
the root zone and are often equated to actual recharge. In hydrologic studies, the term
effective rainfall describes portion of precipitation that reaches surface streams via direct
overland flow or near-surface flow (interflow). Rainfall excess describes part of rainfall
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that generates surface runoff and it does not infiltrate into the subsurface. Interception is
the part of rainfall intercepted by vegetative cover before it reaches ground surface and
it is not available for either infiltration or surface runoff. The term net recharge is being
used to distinguish between the following two water fluxes: recharge reaching the water
table due to vertical downward flux from the unsaturated zone, and evapotranspiration
from the water table, which is an upward flux (“negative recharge”). Areal (or diffuse)
recharge refers to recharge derived from precipitation and irrigation that occur fairly uni-
formly over large areas, whereas concentrated recharge refers to loss of stagnant (ponded)
or flowing surface water (playas, lakes, recharge basins, streams) to the subsurface.

The complexity of the water budget determination depends on many natural and an-
thropogenic factors present in the general area of interest, such as climate, hydrography
and hydrology, geologic and geomorphologic characteristics, hydrogeologic characteris-
tics of the surficial soils and subsurface porous media, land cover and land use, presence
and operations of artificial surface water reservoirs, surface water and groundwater with-
drawals for consumptive use and irrigation, and wastewater management. Following are
some of the relationships between the components shown in Fig. 2.22, which can be used
in quantitative water budget analyses of such a system:

I =P —-SR—ET
I'= I+ Les + Iy
R =1 —SMD — ETy
Pot = SR+ Iy
Qss = Per + Qg + Qo
out = R+ Qi — L
out = Qin + L — Qe

AS=R+ Q¥ —L—Qu

out

(2.6)

where | = infiltration in general
SR = surface water runoff
ET = evapotranspiration
infiltration from surface runoff
Ies = infiltration from surface water reservoirs
Isp = infiltration from snow pack and glaciers
R = groundwater recharge

—~
@
Il

SMD = soil moisture deficit
ET,,: = evapotranspiration from water table
Ps = effective precipitation
Ii¢ = interflow (near-surface flow)
Q. = surface stream flow
ue = direct discharge of the unconfined aquifer
o = direct discharge of the confined aquifer
12 = lateral groundwater inflow to the unconfined aquifer
L = leakance from the unconfined aquifer to the underlying confined aquifer
-2 = lateral groundwater inflow to the confined aquifer
v = well pumpage from the confined aquifer
AS = change in storage of the unconfined aquifer
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Ficure 2.23 Formation and movement of a groundwater “wave” due to localized recharge event.
Velocity of the wave is Cq at time to, C1 at time t1, and C, at time t,, where Co > C1 > C, due to
decreasing hydraulic gradients. A is the volume of “old” water discharged under pressure at the
spring due to the recharge event. (Modified from Yevjevich, 1981.)

If the area is irrigated, yet two more components would be added to the list: infiltration
and runoff (return flow) of the irrigation water.

Ideally, most of the above relationships would have to be established to fully quantify
the processes governing the water budget of a groundwater system, including volumes
of water stored in, and flowing between three general reservoirs—surface water, vadose
zone, and saturated zone. By default, changes in one of the many water budget compo-
nents cause a “chain reaction” and thus influence all other components. These changes
take place with more or less delay, depending on both the actual physical movement of
water and the hydraulic characteristics of the three general reservoirs. Figure 2.23 is an
example showing how localized recharge in one part of the system can cause a rapid
response far away, followed by a more gradual change between the areas of recharge
and discharge as the newly infiltrated water starts flowing. The rapid response is due to
propagation of the hydrostatic pressure through the system, and although this particular
example illustrates behavior of large fractures and conduits in karst aquifers, the same
mechanism is to a certain extent applicable to other aquifer types as well. In any case, it
is very important to always consider groundwater systems as dynamic and constantly
changing in both time and space.

As mentioned earlier, hydraulic head is one of the few parameters used in water bud-
get calculations that can be measured directly. It is also the key parameter in calculations
of groundwater flow rates and velocities. Figures 2.24 to 2.27 illustrate how changes in
the hydraulic head (water table) can be used to calculate changes in aquifer storage and
the available volume of groundwater, if the saturated aquifer thickness and the specific
yield are known (estimated). The saturated aquifer thickness at any given time is deter-
mined from the water table map (Fig. 2.24) and the aquifer base map (Fig. 2.25), while
the change in saturated thickness over time (Fig. 2.26) is calculated using data from indi-
vidual monitoring wells with long-term hydraulic head (water table) observations such
as the one shown in Fig. 2.27. The volume of groundwater stored in an aquifer for any
given time is calculated by multiplying the saturated thickness for that time with the
specific yield.

The example shown is from the southern portion of the Ogallala aquifer, the United
States, one of the most utilized and most studied aquifers in the world. The aquifer,
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Explanation
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_________ _ —_t
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Ficure 2.24 Predevelopment water table map for the southern portion of the High Plains aquifer.
(Modified from McGuire et al., 2003.)

also known as the High Plains aquifer, is unconfined and generally composed of un-
consolidated alluvial deposits. It underlies a 111-million-acre area (173,000 mi?) in parts
of eight states—Colorado, Kansas, Nebraska, New Mexico, Oklahoma, South Dakota,
Texas, and Wyoming. The area that overlies the aquifer varies between a semiarid to arid
environment and a moist subhumid environment with gently sloping plains, fertile soil,
abundant sunshine, few streams, and frequent winds. Although the area can receive a
moderate amount of precipitation, precipitation in most parts is generally inadequate
to provide economically sufficient yield of typical crops—alfalfa, corn, cotton, sorghum,
soybeans, and wheat. The 30-year average annual precipitation ranges from about 14 in.

Explanation

Age of geologic units underlying
High Plains (Ogallala) Aquifer

'r [ 1 Lower Cretaceous
[ 1 Jurassic and Triassic

—3000~ Base of aquifer contour in
ft above NGVD 29 datum

0 50 100 miles
|_I_I_I_,
0 50 100 km

Ficure 2.25 Elevation of the aquifer base in the southern portion of the High Plains aquifer.
(Modified from McGuire et al., 2003.)
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Ficure 2.26 Water-level changes in the southern portion of the High Plains aquifer,
predevelopment to 2000, and location of selected well with hydrograph. (Modified from McGuire
et al., 2003.)

in the western part of the area to about 32 in. in the eastern part. Through irrigation of
crops with pumped groundwater, the area overlying the aquifer has become one of the
major agricultural producing regions of the world. Studies that characterize the aquifer’s
available water and the water chemistry begun in the early 1900s and continue to the
present day. Additional studies have been conducted in selected areas to estimate the
effect of water-level declines and to evaluate methods to increase the usable water in
the aquifer. In the area that overlies the High Plains aquifer, farmers began extensive

3900 Land surface\ ]
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Ficure 2.27 Hydrograph of monitoring well at location E in Castro County, TX, shown in Fig. 2.26.
(Modified from McGuire et al., 2003.)
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use of groundwater for irrigation in the 1940s. The estimated irrigated acreage increased
rapidly from 1940 to 1980 but did not change greatly between 1980 and 1997 (McGuire
etal., 2003). The change in the volume of water in storage in the High Plains aquifer from
predevelopment (prior to 1940) to 2000 shows a decrease of about 200 million acre-ft,
which represents 6 percent of the total volume of water in storage in the aquifer dur-
ing predevelopment (McGuire et al., 2003). This change varies greatly by region and
state depending upon aquifer recharge conditions (which include return flow from irri-
gation), rates of groundwater withdrawal, and specific yield. In Nebraska, the storage
increased by 4 million acre-ft due to induced recharge from surface streams flowing over
the aquifer and more favorable climatic conditions, while in Texas the storage decreased
by 124 million acre-ft. In portions of some states, such as Kansas and Texas, the saturated
thickness of the aquifer decreased by more than 50 percent, with the remaining thickness
and storage inadequate to support feasible withdrawal of groundwater for irrigation and
public supply.

The following case study illustrates changes in the water budget of another large
aquifer in the United States, caused by changing agricultural and irrigation practices dur-
ing the last century. The highly productive Snake River Plain aquifer in the state of Idaho
has been declared a sole source aquifer by the U.S. Environmental Protection Agency,
due to the nearly complete reliance on the aquifer for drinking water supplies of over
300,000 people in the area. The aquifer, developed in flood basalts and related interbed-
ded sediments, occupies roughly 10,000 mi®. It is a prime example of close interactions
between surface water and groundwater, and a growing awareness by all stakeholders
that only an integrated management of both surface water and groundwater resources
can solve growing tensions between various users of a common, limited resource.

Case Study: Water Budget of the Eastern Snake River Plain Aquifer, Idaho,

the United States

The information presented in this case study is from the Idaho National Laboratory (INL), Radia-
tion Control Division (2006), and a report published by Idaho Water Resources Research Institute,
University of Idaho (2007).

The history of the Eastern Snake River Plain aquifer is inexorably tied to the history
of irrigation in this vast semiarid desert area (less than 10 in. or 250 mm of annual precip-
itation), now one of the agriculturally most productive in the world. Development of the
arid Snake River Plain was encouraged by the Carey Act (1894) and other federal legisla-
tion that provided government land at bargain prices to those that could bring that land
under irrigation and into production. A combination of private and federal investments
resulted in the construction of seven large dams by 1938 as well as an elaborate network
of canals that diverted water from the Snake River and its tributaries. Although ground-
water had been used for irrigation since the 1920s in some areas on the Eastern Snake
River Plain (Fig. 2.28), the development of powerful and efficient electric pumps allowed
significant and ever increaseing groundwater use, causing many farmers to switch from
surface water to groundwater. Currently, surface water is the source for irrigation of 1.23
million acres and groundwater the source for 930,000 acres. A combination of surface
and groundwater is used to irrigate 110,000 acres.

Flooding fields with water is a relatively inefficient means of providing water to crops.
The amount of water applied to the fields and furrows prior to more modern irrigation
methods was sometimes as much as seven times what the crop could use. However,
all of that excess water (sometimes as much as 12 ft) applied during the course of an
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Ficure 2.28 Irrigation wells at Artesian City in Twin Falls County, around 1910-1920. (Idaho State
Historical Society, Bisbee collection. Printed with permission.)

irrigation season recharged the aquifer. This water became stored for later use and water
levels rose substantially in some areas. For example, groundwater levels rose from 60
to 70 ft during 1907 to 1959 in areas near Kimberly and Bliss, and as much as 200 ft in
areas near Twin Falls. Across the entire aquifer, the average rise was about 50 ft. This
rise in aquifer levels became most evident by the increase in discharges from the major
springs along the Snake River. With the transition to irrigation with groundwater along
with more efficient means of applying surface water to fields, less water was added to
groundwater storage and more was taken from it, resulting in a decrease of spring flows
and water levels in the aquifer (Figs. 2.29 and 2.30).

Natural aquifer recharge occurs mainly in the northern and eastern portions of the
plain, resulting in a generally south to southwest trending groundwater flow toward the
Snake River (Fig. 2.30). Following are the primary sources of this recharge:

1. Tributary basin underflow, or groundwater that flows to the aquifer from the
tributary valleys along the margins of the plain. This includes recharge from
Henry’s Fork and the South Fork of the Snake River, and the valleys of Birch
Creek, Big and Little Lost Rivers, Big and Little Wood Rivers, Portneuf and Raft
River valleys, and other smaller valleys. The Big Lost River is an example of a
river directly feeding an aquifer. The river flows out of a mountain valley on
the northwest margin of the Snake River Plain and entirely disappears through
seepage into the permeable lava of the Plain.

105



106 Chapter Two

8000 - Average discharge during 1902—-2002

5800 ft¥/s
7000 /
6000 WA
5000 ,,_,-«”v,—,/\/, ) A/
4000
3000
2000
1000

0 — T T
1900 1910 1920 1930 1940

Spring discharge
(ft3/s)

T T T T T T T T T T
1950 1960 1970 1980 1990 2000

Ficure 2.29 Changes in discharge of Thousand Springs between 1900 and 2000. (Modified from
INL, 2006.)

2. Water infiltrating from the bed of the Snake River along some reaches north of
Idaho Falls where the riverbed is above the aquifer level and water from the river
seeps through the river bed to recharge the aquifer. Depending upon the seasonal
hydrologic conditions in the river and diversions for irrigation, some reaches of
the river can lose water during times of the year when the aquifer level is lower,
and gain water when the aquifer level is above the bed of the river. During the
growing season, and especially during dry years, the Snake River may nearly
dry up before it reaches the famous Shoshone Falls, about 30 mi downstream of
Milner Dam, due to irrigation diversions (Figs. 2.31 and 2.32).
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Fieure 2.30 Changes in the Eastern Snake River Plain aquifer levels between 1980 and 2002.
(Modified from INL, 20086.)
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Fieure 2.31 Photograph of Shoshone Falls taken in 1871, before the beginning of surface water
irrigation in the 1880s. (Photograph possibly by Timothy O’Sullivan, USGS, Wheeler Survey 1871
Expedition; U.S. Geological Survey Photographic Library; http://libraryphoto.cr.usgs.gov.)

Fieure 2.32 Photograph of Shoshone Falls taken in 2006. (Photograph courtesy of Denise
Tegtmeyer.)
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Fieure 2.33 Thousand Springs discharging in Hagerman Valley along the Snake River, ID, circa
1910-1920. (Idaho Historical Society, Bisbee Collection. Printed with permission.)
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Ficure 2.34 Water budget of the Eastern Snake River Plain aquifer for 1980. (Data from INL,
2006.)
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Natural discharge from the aquifer occurs primarily along two reaches of the Snake
River: (1) near American Falls Reservoir, in which the spring discharge a total of about
2600 cfs and (2) from Kimberly to King Hill (Thousand Springs reach; see Fig. 2.33),
where the collective discharge is about 5200 cfs. During summer, spring flows provide a
majority of the flow in the Snake River below the irrigation diversions of Milner Dam. The
Snake River Basin contains 15 of the nation’s 65 first magnitude springs (discharge greater
than 100 cfs). Many of the springs are utilized for power generation, water supply, and
aquaculture (for example, the largest trout farm in the world is fed by springs discharging
from the aquifer).

Figure 2.34 illustrates the aquifer water budget for 1980, indicating that the largest
source of water recharging the aquifer was irrigation. Discharge from the aquifer that
year exceeded all the recharge, thus depleting the storage by about 0.16 million acre-ft,
a trend that continues to this day.

Groundwater Flow

Groundwater in the saturated zone is always in motion, and this flow takes place in a
three-dimensional space. When one or two flow directions appear dominant, quantitative
analyses may be performed using one or two-dimensional flow equations for the pur-
poses of simplification. When it is important to accurately analyze the entire flow field,
which is often the case in contaminant fate and transport studies, a three-dimensional
groundwater modeling may be the only feasible quantitative tool since three-dimensional
analytical equations of groundwater flow are rather complex and often cannot be solved
in a closed form.

2.5.1 Darcy’s Law

The three main quantities that govern the flow of groundwater are as follows: hydraulic
gradient, which is the driving force, hydraulic conductivity, which describes both the trans-
missive properties of the porous media and the hydraulic properties of the flowing fluid
(water), and the cross-sectional area of flow. Their relationship is described by Darcy’s law
(Darcy was a French civil engineer who was first to quantitatively analyze the flow of
water through sands as part of his design of water filters for the city of Dijon; his findings,
published in 1856, are the foundation of all modern studies of fluid flow through porous
media):

Q=KA" [m/s] @7)

This linear law states that the rate of fluid flow (Q) through porous medium is directly
proportional to the cross-sectional area of flow (A) and the loss of the hydraulic head
between two points of measurements (A#), and it is inversely proportional to the distance
between these two points of measurement. K is the proportionality constant of the law
called hydraulic conductivity and has units of velocity. This constant is arguably the most
important quantitative parameter characterizing the flow of groundwater. Following are
the other common forms of Darcy’s equation:

U= KATh [m/s] (2.8)

v = Ki[m/s] (2.9)

where v = the so-called Darcy’s velocity and i = hydraulic gradient.
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Ficure 2.35 Schematic presentation of key elements for determining the hydraulic head and the
hydraulic gradient in an unconfined aquifer. (Kresic, 2007a; copyright Taylor & Francis Group, LLC,
printed with permission.)

Hydraulic Head and Hydraulic Gradient

The principle of the hydraulic head and the hydraulic gradient is illustrated in Fig. 2.35.
At the bottom of monitoring well #1, where the well screen is open to the saturated
zone, the total energy (H) or the driving force for water flow at that point in the aquifer
is

UZ

% (2.10)

H:z+hp+

where z = elevation above datum (datum is usually mean sea level, but it could be
any reference level)
hp = pressure head due to the pressure of fluid (groundwater) above that point
v = groundwater velocity
g = acceleration of gravity

Since the groundwater velocity in most cases is very low, the third factor on the
right-hand side may be ignored for practical purposes and the Eq. (2.10) becomes

H=h=z+h, (2.11)

where h = hydraulic head, also called piezometric level. The pressure head represents the
pressure of fluid (p) of constant density (p) at that point in aquifer:

hy = £ (2.12)
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In practice, the hydraulic head is determined in monitoring wells or piezometers by
subtracting the measured depth to the water level from the surveyed elevation of the top
of the casing:

h = elevation of top of casing — depth to water in the well (2.13)

As the groundwater flows from well #1 to well #2 (Fig. 2.35), it loses energy due to friction
between groundwater particles and the porous media. This loss equates to a decrease in
the hydraulic head measured at the two wells:

Al =T — Tt (2.14)

The hydraulic gradient (i) between the two wells is obtained when this decrease in the
hydraulic head is divided by the distance (L) between the wells:

Ah
i = T [without dimension] (2.15)

Groundwater flow always takes place from the higher hydraulic head toward the
lower hydraulic head (just as in the case of surface water: “water cannot flow uphill”). It
is also important to understand that, except in case of a very limited portion of an aquifer,
there is no such thing as strictly horizontal groundwater flow. In an area where aquifer
recharge is dominant, the flow is vertically downward and laterally toward the discharge
area; in a discharge area, such as surface stream, this flow has an upward component
(Fig. 2.36).
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Ficure 2.36 Movement of groundwater in an unconfined aquifer showing the importance of both
vertical and horizontal hydraulic gradients. (Modified from Winter et al., 1998.)
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Hydraulic Conductivity and Permeability

In addition to hydraulic conductivity, another quantitative parameter called intrinsic per-
meability (or simply permeability) is also used in studies of fluid flow through porous
medjia. It is defined as the ease with which a fluid can flow through a porous medium.
In other words, permeability characterizes the ability of a porous medium to trans-
mit a fluid (water, oil, gas, etc.). It is dependent only on the physical properties of the
porous medium: grain size, grain shape and arrangement, or pore size and intercon-
nections in general. On the other hand, hydraulic conductivity is dependent on the
properties of both the porous medium and the fluid. The relationship between the
permeability (K;) and the hydraulic conductivity (K) is expressed by the following
formula:

w

2 m? 2.16
. [m”] (2.16)

Ki =K

where p = absolute viscosity of the fluid (also called dynamic viscosity or
simply viscosity)
p = density of the fluid
g = acceleration of gravity

The viscosity and the density of the fluid are related through the property called kinematic
viscosity (v):

v =" m¥s] (2.17)

0

Inserting the kinematic viscosity into Eq. (2.16) somewhat simplifies the calculation of
the permeability since only one value (that of v) has to be obtained from tables or graphs
(note that, for most practical purposes, the value of the acceleration of gravity (g) is 9.81
m/s?, and is often rounded to 10 m/s?):

K; = KY [m?] (2.18)
g

Although it is better to express permeability in units of area (m? or cm?) for reasons
of consistency and easier use in other formulas, it is more commonly given in darcys
(which is a tribute to Darcy):

Tdarcy = 9.87 x 10~ cm? = 9.87 x 10~ m?

When laboratory results of permeability measurements are reported in darcys (or
meters squared), the following two equations can be used to find the hydraulic conduc-
tivity:

K=K% or K=k [mys] (2.19)
v I
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Water temperature influences both water density and viscosity and, consequently, the
hydraulic conductivity is strongly dependent on groundwater temperature. Kinematic
viscosity of water at temperature of 20°C is approximately 1 x 107® m?/s, and rounding
gravity acceleration to 10 m/s?, gives the following conversion between permeability
(given in m?) and hydraulic conductivity (given in m/s):

K [m/s] = K; [m?] x 107 (2.20)

Since effective porosity, as the main factor influencing the permeability of a porous
medium, varies widely by rock types, the hydraulic conductivity and permeability also
have wide ranges as shown in Fig. 2.37. As is the case with porosity, limestones have the
widest range of hydraulic conductivity of all rocks. Vesicular basalts can have very high
hydraulic conductivity, but they are on average less permeable than medium to coarse
sand and gravel, which are rock types with the highest average hydraulic conductivity.
Pure clays and fresh igneous rocks generally have the lowest permeability, although some
field-scale bedded salt bodies were determined to have permeability of zero (Wolff, 1982).
This is one of the reasons why salt domes are considered as potential depositories of high
radioactivity nuclear wastes in some countries.

Except in rare cases of uniform and nonstratified, homogeneous unconsolidated sed-
iments, hydraulic conductivity and permeability vary in space and in different directions
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Fieure 2.37 Range of hydraulic conductivity for different rock types (USBR, 1977).
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within the same rock mass due to its heterogeneity and anisotropy. Most practitioners
tend to simplify these inherent characteristics of porous media by dividing the com-
plex three-dimensional hydraulic conductivity tensor into just two main components:
horizontal and vertical hydraulic conductivity. Unfortunately, it seems common prac-
tice to apply some “rules of thumb” indiscriminately, such as vertical conductivity is
ten times lower than the horizontal conductivity, without trying to better character-
ize the underlying hydrogeology. This difference in the two hydraulic conductivities
can vary many orders of magnitude in highly anisotropic rocks and, in many cases,
it may be completely inappropriate to apply the concept altogether: a highly trans-
missive fracture or a karst conduit may have any shape and spatial extent, at any
depth.

2.5.2 Types and Calculations of Groundwater Flow

There are three general factors for determining types of groundwater flow and the
equations for its quantification: (1) hydraulic conditions in the aquifer, (2) space (cross-
sectional area) in which the flow is taking place, and (3) time. Flow can be confined
or unconfined (hydraulic conditions) and this may change along the flow direction, in
both space and time. For confined conditions, the cross-sectional area of flow at any
given location in the aquifer remains constant, regardless of time, which is why equa-
tions describing confined flow are generally less complex. In contrast, the position of the
water table and therefore the thickness of the saturated zone in an unconfined aquifer
usually varies in time due to varying recharge conditions. This also means that the cross-
sectional area of flow changes in time at any given location by default. If the hydraulic
head and the hydraulic gradient do not change in time, the flow is in steady state (for
both confined and unconfined conditions). Steady-state conditions are rarely completely
satisfied, except in the case of some nonrenewable aquifers where the natural long-term
balance is not disturbed by artificial groundwater withdrawal. Over short-term periods,
groundwater flow is often described with steady-state equations for reasons of simpli-
fication. The term quasi-steady-state is used to describe an apparent stabilization of the
hydraulic head after an initial response to some external stress, such as stabilization of
drawdown at an extraction well. This stabilization may be the result of additional inflow
of water into the system, such as from a nearby surface stream or due to drainage of
the porous media from the constantly increasing radius of influence of the extraction
well. When the rate of groundwater withdrawal significantly exceeds additional inflow
of water (recharge from any direction), it is obvious that quasi-steady-state calculations
are not applicable. The same is true when the porous media storage provides significant
volumes of withdrawn water. In fact, the “safest” way to distinguish between a steady
state and a transient groundwater flow equation is the presence of storage parameters
(specific yield for unconfined, and storage coefficient for confined conditions). If these
parameters are present, the flow is transient (time-dependent). When it is important to
fully describe groundwater flow in a system, such as for resource management or aquifer
restoration purposes, the only valid approach is to apply transient equations, which in-
corporate time-dependent flow parameters including full description of the hydraulic
head (hydraulic gradient) changes in time.

Two simple cases of estimating steady-state groundwater flow rates in unconfined
and confined conditions are shown in Fig. 2.38. In both cases the flow is planar, through
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Ficure 2.38 Confined (left) and unconfined (right) planar flow in steady state. In both cases, the
groundwater flow rate is calculated for an aquifer width of 800 units (feet, meters) using Eqgs.
(2.21) and (2.22), respectively.

a constant rectangular cross-section, and over an impermeable horizontal base. The
hydraulic conductivity is spatially constant (aquifers are homogeneous), and the hy-
draulic gradient is also constant. Equations (2.21) and (2.22) describe these simple
conditions. For the confined flow case, the relationship is linear since the saturated
aquifer thickness (b) does not change along the flow path. Equation (2.22), which de-
scribes unconfined conditions and includes a possible recharge rate (w), is nonlinear
because the saturated thickness (position of the water table) does change between /1
and h,.

Q = 800 x thlzihz (2.21)
h? — h2 L

Q=800 x K 12L 2+w(x—§> for x>0 (2.22a)
h? — h? L

Q=800 x K 12L 2 +ws for x=0 (2.22b)

In reality, flow conditions are almost always more complicated, including chang-
ing aquifer thickness, possible transition between confined and unconfined flow, non-
horizontal base, heterogeneous porous media, and time-dependent (changing in time)
recharge from different directions. Various analytical equations have been developed for
different flow conditions, as described in hydrogeology textbooks (e.g., see Freeze and
Cherry, 1979; Domenico and Schwartz, 1990; Kresic, 2007a). Although such equations
are still used to quickly estimate groundwater flow rates, numeric groundwater flow
models have replaced them as a quantitative tool of choice for describing groundwater
systems.

115



116

Chapter Two

One key parameter for various calculations of groundwater flow rates is transmissiv-
ity of porous media. For practical purposes, it is defined as the product of the aquifer
thickness (b) and the hydraulic conductivity (K):

T=bxK (2.23)

It follows that an aquifer is more transmissive (more water can flow through it) whenithas
higher hydraulic conductivity and when it is thicker. Although there are many laboratory
and field methods for determining hydraulic conductivity and the transmissivity of
aquifers, the most reliable are long-term field pumping tests, which register hydraulic
response of all porous media present in the system. Aquifer testing is not a focus of this
book, and the reader can consult various general and special publications on designing
and analyzing aquifer tests including pumping tests, such as guidance documents by the
United States Geological Survey (USGS: Ferris et al., 1962; Stallman, 1971; Lohman, 1972;
Heath, 1987), the United States Environmental Protection Agency (USEPA: Osborne,
1993), the United States Bureau of Reclamation (USBR, 1977), and American Society for
Testing and Materials (ASTM, 1999a, 1999b), and books by Driscoll (1989), Walton (1987),
Kruseman et al. (1991), Dawson and Istok (1992), and Kresic (2007a).

Figure 2.39 shows the simplest case of steady-state radial groundwater flow toward
a fully penetrating pumping well in a homogeneous confined aquifer with a constant
thickness and horizontal impermeable base, and without any vertical recharge (leakage)
from adjacent aquifers or aquitards. The rate of groundwater flow is calculated using
the Thiem equation (Thiem, 1906), named after a German engineer who developed it in
1906 based on field experiments conducted as part of an investigation to find additional
water supply for the city of Prague, Czech Republic (then part of Austrian Empire):

_ 21 TSy
~ InR/ry

Q (2.24)

(the symbols are explained in Fig. 2.39). A detailed description of the Thiem equation
and its application is given in a work by Wenzel (1936).

Explanation

- Q Well pumping rate
Iy Well radius
hw Hydraulic head in the well
hy Hydraulic head at
distance r

ho b H Initial hydraulic head
b W @ b Thickness of the aquifer
i 2hy—> % l R Radius of well influence
w Drawdown in the wel
0 ) o Sw Drawdown in the well
A\Reference level r»‘ K Hydraulic conductivity

R——>

Ficure 2.39 Elements of groundwater flow toward a fully penetrating well in a confined aquifer.
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Ficure 2.40 Semilog graph drawdown versus distance for a steady-state pumping test in a
confined aquifer, showing data for two monitoring wells, MW1 and MW2, and pumping well PW.

Although these conditions are seldom satisfied in reality, there are several situations
when a steady-state approach to calculating well pumping rates or analyzing well pump-
ing test results may bejustified for a preliminary assessment, such as when the drawdown
and the radius of well influence do not change in time. This includes pumping near a
large stream or a lake that is hydraulically connected with the aquifer, or at a locality
partly surrounded and completely hydraulically influenced by a large river. The radius
of well influence reaches the boundary relatively soon after the beginning of pumping
and the drawdown remains constant afterwards.

The Thiem equation can be used to estimate aquifer transmissivity if steady-state
(“stabilized”) drawdown measurements are available for at least two monitoring wells
placed at different distances from the pumping well. Figure 2.40 shows a semilogarithmic
graph where the one-log cycle difference in drawdown (As) along the straight line formed
by the data from two monitoring wells is noted and used in the following equation:

0366Q
T As

T (2.25)

Monitoring wells MW1 and MW2 are located at distances r{ and r, from the pumping
well, respectively, and their recorded drawdowns are s; and s,, respectively. Equation
(2.25) is derived from the initial Eq. (2.24), including convenient conversion from natural
to decadal logarithms, and taking advantage of the following relation: log10 = 1.

The graph in Fig. 2.40 shows that the drawdown recorded in the pumping well does
not fall on the straight line connecting the monitoring well data; it is below the straight
line indicating that there is an additional drawdown in the well because of the well loss.
The well loss, which is inevitable for any well, is explained in detail in Chap. 7. In short, it
is a consequence of various factors such as disturbance of porous medium near the well
during drilling, improper (insufficient) well development, poorly designed gravel pack
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and/or well screen, and/or turbulent flow through the screen. Because of the well loss,
at least two monitoring wells are needed in order to apply the Thiem equation properly.
Using the pumping well drawdown and drawdown in one monitoring well would give
erroneous results.

The steady-state radius of well influence (R) is the intercept of the straight line con-
necting the monitoring well data and zero drawdown. The hydraulic conductivity of the
aquifer porous media is found by dividing the transmissivity with the aquifer thickness
(K = T/b). Aquifer storage cannot be found using the steady-state approach.

Similarly to the unconfined planar flow, the radial flow toward a well in an unconfined
aquifer is described with a somewhat more complicated equation since the top of the
aquifer corresponds to the pumping water table. In other words, the saturated aquifer
thickness increases away from the pumping well. Assuming that the aquifer impermeable
baseishorizontal, and when the referencelevelis set at the base, the hydraulichead equals
the water table, which gives the following flow equation:

h3 —h?

=K —— 2.26

© In(ra/r1) (220

where 1, = steady-state (stabilized) hydraulic head at a monitoring well farther away

from the pumping well, at distance 7, and h; = hydraulic head at a monitoring well

closer to the pumping well, at distance r1. The hydraulic conductivity (K) can be found
using a procedure similar to that for confined aquifers and the following equation:

. 0.733Q

Note that instead of drawdown (s), the y axis of the semilog graph shown in Fig. 2.40
would represent values of H? — h?, where H = hydraulic head farther away from the
pumping well and /1 = head closer to the pumping well.

Theis Equation

Theis equation (Theis, 1935), which describes transient (time-dependent) groundwater
flow toward a fully penetrating well in a confined aquifer, is the basis for most methods
of transient pumping test analysis. It is also often used to calculate pumping rates of
a well when assuming certain values of drawdown, aquifer transmissivity, and storage
coefficient. The equation enables the determination of aquifer parameters from draw-
down measurements without drawdown stabilization. In addition, data from only one
observation well are sufficient, as opposed to steady-state calculations where at least two
observation wells are needed. Theis equation gives drawdown (s) at any time after the
beginning of pumping:

_ 9
5= 1 W (2.28)

where  Q = pumping rate kept constant during the test
T = transmissivity
W(u) = well function of u, also known as the Theis function, or simply well function



Dimensionless parameter u is given as

=T

where r = distance from the pumping well where the drawdown is recorded

S = storage coefficient

t = time since the beginning of pumping
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(2.29)

Values of W(u) for various values of the parameter u are given in Appendix A and can
be readily found in groundwater literature. Theis type curve is a log-log graph of W(u)
versus 1/u, such as the one shown in Fig. 2.41, and is used to match data observed in the

field.
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Ficure 2.41 Field data of drawdown versus time for a monitoring well plotted on a log-log graph

paper with the same scale as the theoretical Theis type curve, and superimposed on it.



120

Chapter Two

Equation (2.28) has no explicit solution and Theis introduced a graphical method,
which gives T and S if other terms are known. Field data of drawdown (s) versus time ()
for a monitoring well is plotted separately on a log-log graph with the same scale as the
theoretical curve. Keeping coordinate axes of the curves parallel, the field data is matched
to the type curve. Once a satisfactory match is found, a match point on the overlapping
graphs is selected. The match point is defined by four coordinates, the values of which
are read on two graphs: W(u) and 1/u on the type curve graph, s and ¢ on the field graph.
The match point can be any point on the overlapping graphs, i.e., it does not have to be
on the matching curve. Figure 2.41 shows a match point chosen outside the curves to
obtain convenient values of W(u) and 1/u: 1 and 100, respectively. The transmissivity is
calculated using Eq. (2.28) and the match point coordinates s and W(u):

Q
T = mW(u) (2.30)

The storage coefficient is calculated using Eq. (2.29), the match point coordinates 1/u
and t, and the previously determined transmissivity value:

_ 4Ttu

S "

(2.31)

Theis derived his equation based on quite a few assumptions and it is very important to
understand its limitations. If the aquifer tested and the test conditions significantly devi-
ate from these assumptions (which, in fact, is very often the case in reality), other methods
of analysis applying appropriate analytical equations should be used. The Theis equation
assumes that the aquifer is confined, homogeneous, and isotropic; it has uniform thick-
ness; the pumping never affects its exterior boundary (the aquifer extent is considered
infinite); the aquifer does not receive any recharge; the well discharge is derived entirely
from aquifer storage; the pumping rate is constant; the pumping well is fully penetrating
(it receives water from the entire thickness of the aquifer); it is 100 percent efficient (there
are no well losses); the water removed from storage is discharged instantaneously when
the head is lowered; the radius of the well is infinitesimally small (the storage in the well
can be ignored); and the initial potentiometric surface (before pumping) is horizontal.
When pumping test data cannot be matched to the theoretical Theis curve because of
an “odd” shape, it is likely that one or more of the many assumptions is not satisfied.
In such cases, a hydrogeologic assessment of the possible causes should be made and
the pumping test data should be analyzed with a more appropriate method. Figure 2.42
shows some of the possible cases why field data could differ from the theoretical Theis
curve (dashed line).

Various analytical methods have been continuously developed to account for these
and other complex situations such as the following:

e Presence of leaky aquitards, with or without storage and above or below the
pumped aquifer (Hantush, 1956, 1959; 1960; Hantush and Jacob, 1955; Cooper,
1963; Moench, 1985; Neuman and Witherspoon, 1969; Streltsova, 1974; Boulton,
1973).

* Delayed gravity drainage in unconfined aquifers (Boulton, 1954; Boulton, 1963;
Neuman, 1972; Neuman, 1974; Moench, 1996).
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Ficure 2.42 Log-log and semilog curves of drawdown versus time. A and A’, confined aquifer; B
and B’, unconfined aquifer; C and C’, leaky (or semiconfined) aquifer; D and D', effect of partial
penetration; E and E’, effect of well-bore storage (large diameter well); F and F, effect of recharge
boundary; G and G’, effects of an impervious boundary. (From Griffioen and Kruseman, 2004.)

* Other “irregularities” such as large-diameter wells and presence of bore skin on
the well walls (Papadopulos and Cooper, 1967; Moench, 1985; Streltsova, 1988).

* Aquifer anisotropy (Papadopulos, 1965; Hantush, 1966a; 1966b; Hantush and
Thomas, 1966; Boulton, 1970; Boulton and Pontin, 1971; Neuman, 1975; Maslia
and Randolph, 1986).

Attempts have also been made to develop analytical solutions for fractured aquifers,
including dual-porosity approach and fractures with skin (e.g., Moench, 1984; Gringarten
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Ficure 2.43 Example of inadequate curve fitting of aquifer pumping test data using an automated
procedure within a computer program.

and Witherspoon, 1972; Gringarten and Ramey, 1974). However, because of the inevitable
simplicity of analytical solutions, all such methods are limited to regular geometric frac-
ture patterns such as orthogonal or spherical blocks, and single vertical or horizontal
fractures.

With some minor changes and corrections, the Theis equation has also been applied to
unconfined aquifers and partially penetrating wells (e.g., Hantush, 1961a, 1961b; Jacob,
1963a; Jacob, 1963b; Moench, 1993, 1996), including when monitoring wells are placed
closer to the pumping well where the flow is not horizontal (e.g., Stallman, 1961; Stallman,
1965).

It cannot be emphasized enough that an appropriate interpretation of any aquifer
pumping test, and especially a long-term one, is crucial for groundwater resource man-
agement and restoration. Aquifer transmissivity (hydraulic conductivity) and storage
parameters are the key components for calculating optimum pumping rates of a well
or a well field, radius of influence, and long-term impacts of groundwater withdrawal
on the available resource. Interpretation of test data is rarely unique, and requires an
experienced hydrogeologist with a thorough understanding of the overall hydrogeo-
logic characteristics of the groundwater system. Figure 2.43 is an example of how test
data should not be interpreted because the selected theoretical model does not explain
the majority of the data, and does not explain any of the data later in the test even
though this data is much more representative of a possible long-term response of the
system.

As mentioned before, numeric groundwater models are being increasingly utilized
not only for quantification of groundwater flow in a system, but also for the analysis
of aquifer pumping tests because they can simulate heterogeneity, anisotropy, and the
varying geometry of the system, as well as the presence of any boundaries to groundwater
flow. Various hydrogeologic assumptions can be changed and tested in a numeric model
until the field data is matched, and the final conceptual model is selected. Some software
programs for analytical evaluation of aquifer tests offer a variety of theoretical models
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for automated curve matching, including manual matching. One such program, widely
utilized, verified, and constantly updated is AQTESOLV by HydroSOLVE (2002).

Flow in Fractured Rock and Karst Aquifers

Characterization and quantification of groundwater flow in fractured rock, and espe-
cially karst aquifers, is very difficult because of the nature of their porosity. The flow is
taking place in rock matrix, small and large fractures and, in the case of karst, in conduits
and underground channels, all of which have very different values for the parameters
required for the calculation of flow rates: hydraulic conductivity, transmissivity, storage
properties, and hydraulic heads. In fact, the concept of hydraulic conductivity developed
for intergranular porous media is not applicable to flow in fractures and conduits (chan-
nels). Despite this “hydraulic” fact, in an attempt to provide some quantification of these
complex systems, many professionals use a so-called equivalent porous medium (EPM)
approach, which appears to be the predominant one in hydrogeologic practice. This ap-
proach assumes that all porous media in the aquifer, at some representative scale, behave
similarly and the overall flow can be approximated by Darcy’s equation. However, in
many practical applications, the EPM approach fails to give correct answers and cannot
be used as a sound basis for groundwater management and restoration. For example,
its inadequacy is evident when trying to predict discharge at a large karstic spring, or
change in hydraulic heads after precipitation events, or when predicting contaminant
fate and transport, including contaminant pathways in the subsurface and arrival times
at points of interest (such as at a well used for public water supply).

Various equations, analytical and numeric modeling approaches have been proposed
and applied to problems of groundwater flow, and contaminant fate and transport in
fractured rock and karst aquifers. In the analytically most complicated, but at the same
time the most realistic case, the groundwater flow rate is calculated by integrating equa-
tions of flow through the rock matrix (Darcy’s flow) with the hydraulic equations of flow
through various sets of fractures, pipes, and channels. This integration, or interconnectiv-
ity between the four different flow components, can be deterministic, stochastic, or some
combination of the two. Deterministic connectivity is established by a direct translation
of actual field measurements of the geometric fracture parameters such as dip and strike
(orientation), aperture, and spacing between individual fractures in the same fracture
set, and then doing the same for any other fracture set. Cavities (caves) are connected in
the same way, by measuring the geometry of each individual cavity. Finally, all of the dis-
continuities (fractures and cavities) are connected based on the field measurements and
mapping. This approach will include many uncertainties and assumptions (“you have
walked and measured this cave, but what if there is a very similar one somewhere in the
vicinity you don’t know anything about?”). Stochastic interconnectivity is established
by randomly generating fractures or pipes using some statistical and/or probabilistic
approach based on field measures of the geometric fracture (pipe) parameters. An exam-
ple of combining deterministic and stochastic approaches is when computer-generated
(probabilistic or random) fracture sets are intersected by a known major preferential flow
path such as a fault or a cave.

Except for relatively simple analytical calculations that use a homogeneous, isotropic,
equivalent porous medium approach, most other quantitative methods for fractured
rock and karst groundwater flow calculations include some type of modeling. Extensive
reviews of various analytical equations and modeling approaches, including detailed
quantitative explanations, can be found in Bear et al. (1993), Faybishenko et al. (2000),
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Ficure 2.44 Example of dual-porosity media in a karst aquifer. Arrows illustrate the exchange of
water between fractures and rock matrix. Fractures are enlarged by dissolution. Limestone
landscape in northwest Ireland. (Photograph by George Sowers; printed with kind permission of
Francis Sowers.)

and Kovécs and Sauter (2007). Figure 2.44 illustrates some of the complexities facing
groundwater professionals when trying to quantify groundwater flow in karst aquifers,
starting with the recharge rates (“how quickly and how much of the rain water reaches
the saturated zone?”), continuing with the calculation of flow rates through the matrix
and through irregular, “rough” fractures widened by dissolution, and finally trying to
calculate the rate of water exchange between the matrix and the fractures.

The capacity of a karst aquifer to transmit groundwater flow ranges from very low to
very high, depending upon its location and heterogeneity. A good example is the analysis
of carbonate-rock aquifers in southern Nevada by Dettinger (1989). Coyote Spring Valley
aquifer transmissivity at one of the major production wells is extremely high (about
200,000 ft?/d or 18,600 m?/d) providing for a well yield of 3400 gal/min (214 L/s)
with only 12 ft (4 m) of drawdown. However, transmissivities elsewhere in the Central
Corridor region, based on tests at 33 other water wells, are between 5000 and 11,000 ft>/d,
and the average well capacity is about 455 gal/min with 85 ft of drawdown. The same
study shows that within 10 mi of regional springs, aquifers are an average of 25 times
more transmissive than they are farther away. These are areas where flow is converging,
flow rates are locally high, and the conduit-type of flow likely plays a significant, if not
predominant, role.

When a fractured rock or karst aquifer is drained by a large spring, the spring flow rate
would be the best point of reference for any regional flow calculations using common
hydrogeologic parameters. Simple quantitative analysis of spring flow hydrographs,
including autocorrelation of flow and cross correlation of flow and precipitation (or
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other water inputs), can also give some clues about likely types of flow and storage in
the aquifer.

2.5.3 Groundwater Velocity

One common, basic relationship connects the flow rate (Q), the velocity (v), and the cross-
sectional area of flow (A) in virtually all equations describing flow of fluids, regardless
of the scientific (engineering) field of study:

Q=vxA (2.32)

One form of Darcy’s law states that the velocity of groundwater flow is the product
of the hydraulic conductivity of the porous medium (K) and the hydraulic gradient (7):

v=Kxi (2.33)

However, this velocity, called Darcy’s velocity, is not the real velocity at which water
particles move through the porous medium. Darcy’s law, first derived experimentally,
assumes that the groundwater flow occurs through the entire cross-sectional area of a
sample (porous medium) including both voids and grains (adequately, Darcy’s velocity
is called “smeared velocity” in Russian literature). Since the actual cross-sectional area
of flow is smaller than the total area (water moves only through voids), another term
is introduced to account for this reduction—linear groundwater velocity (vr). From Eq.
(2.32) it follows that that the linear velocity must be greater than Darcy’s velocity: v;, > v.
One handy parameter that can be used to describe the reduced cross-sectional area of
flow is effective porosity (1), defined as that portion of the overall rock porosity which
allows free flow of groundwater (see Section 2.3.1). Accordingly, linear groundwater
velocity is expressed by the following equation:

K xi
Nef

oL

(2.34)

The linear groundwater velocity is appropriate when used to estimate the average
travel time of groundwater, and Darcy’s velocity is appropriate for calculating flow rates.
Neither, however, is the real groundwater velocity, which is the time of travel of a water
particle along its actual convoluted path through the voids. It is obvious that, for practical
purposes, the real velocity cannot be measured or calculated.

Two main forces act upon individual water particles that move through the porous
medium: friction between the moving water particles and friction between the water
particles and the solids surrounding the voids. This results in uneven velocities of in-
dividual water particles: some travel faster and some slower than the overall average
velocity of a group of particles (Fig. 2.45). This phenomenon is called mechanical dispersion
and it is very important when quantifying the transport of contaminants dissolved in
groundwater (more on fate and transport of contaminants is given in Chap. 5). Because
of mechanical dispersion, the spreading of individual water (or dissolved contaminant)
particles is in all three main directions with respect to the overall groundwater flow
direction: longitudinal, transverse and vertical. Accurate calculation of travel times and
arrival times of water and contaminant particles therefore has to include the phenomenon
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Ficure 2.45 Schematic presentation of mechanical dispersion caused by varying velocity of water
particles and tortuous flow paths between porous medium grains. (Franke et al., 1990.)

of dispersivity. At the same time, quantifying dispersivity accurately, without extensive
field testing, including tracing, is virtually impossible.

As explained earlier, the nature of groundwater flow in fractured rock and karst
aquifers differs from that in intergranular porous media. Large fractures and conduits,
filled with water, do not behave as “Darcian continuum” and the concept of hydraulic
conductivity and effective porosity does not apply. Groundwater velocity in such cases
cannot be calculated in a meaningful way without extensive field investigations specif-
ically targeting particular fractures or conduits—a very expensive proposition for any
project type. Dye tracing and tracing with environmental isotopes remain investigative
techniques of choice when assessing groundwater flow velocities in fractured rock and
karst aquifers (see Benischke et al., 2007; Geyh, 2000).

Because of the unique nature of porous media in karst, groundwater velocity can vary
over many orders of magnitude even within the same aquifer system. One should there-
fore be very careful when making a (surprisingly common) statement such as “ground-
water velocity in karst is generally very high.” Although this may be true for flow taking
place in karst conduits and large fractures, a disproportionately greater volume of any
karst aquifer has relatively low groundwater velocities (laminar flow) through small fis-
sures and rock matrix. However, most dye tracing tests in karst are designed to analyze
possible connections between known (or suspect) locations of surface water sinking and
locations of groundwater discharge (springs). Because such connections involve some
kind of preferential flow paths (sink-spring type), the apparent velocities calculated from
the dye tracing data are usually biased toward the high end.

2.5.4 Anisotropy and Heterogeneity

Sediments and other rocks can be homogeneous or heterogeneous within some represen-
tative volume of observation. Clean beach sand made of pure quartz grains of similar
size is one example of a homogeneous rock (unconsolidated sediment). If, in addition to
quartz grains, there are other mineral grains but all uniformly mixed, without groupings
of any kind, the sediment is still homogeneous. various possible scales, say centimeter to
decameter, it is hardly ever satisfied for rock volumes representative of an aquifer or an
aquitard. For simplification purposes, and when different groupings of minerals within
the same rock, or sediments of different sizes within one sedimentary deposit behave
similarly relative to groundwater flow, one may consider such volume as homogeneous
and representative. In reality, however, all aquifers and aquitards are more or less hetero-
geneous, and it is only a matter of convention, or agreement between various interested
stakeholders, which portion of the subsurface under investigation can be considered ho-
mogeneous. At the same time, simplification of an aquifer volume appropriate for general
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Ficure 2.46 An aquifer consisting of predominantly gravel and sand provides water to a well
through the entire screen length. At the same time, dissolved contaminants may enter the well
through just a few discrete intervals.

water supply purposes may be completely inadequate for characterizing contaminant
fate and transport. Figure 2.46 illustrates this point. Alluvial aquifers almost always con-
sist of various proportions of gravel, sand, silt, and clay, deposited as layers and lenses
of varying thickness. When gravel and sand dominate, with finer fractions forming thin
interbeds, the aquifer may be considered as one continuum providing water to a pump-
ing well through its entire screen. However, when the aquifer is contaminated, dissolved
contaminants will move faster through more permeable porous media which may form
quite convoluted preferential pathways intersecting the well at discrete intervals. De-
tecting such pathways, although difficult, is often the key for successful groundwater
remediation, whereas it may not be of much importance when quantifying groundwater
flow rates for water supply.

One important aspect of heterogeneity is that groundwater flow directions change at
boundaries between rocks (sediments) of notably different hydraulic conductivity such
as the ones shown in Fig. 2.47. An analogy would be refraction of light rays when they
enter a medium with different density, e.g., from air to water. The refraction causes the
incoming angle, or angle of incidence, and the outgoing angle, or angle of refraction, to be
different (angle of incidence is the angle between the orthogonal line at the boundary
and the incoming streamline; angle of refraction is the angle between the orthogonal at
the boundary and the outgoing streamline). The only exception is when the streamline is
perpendicular to the boundary in which case both angles are the same, i.e. —90 degrees.
The mathematical relationship between the angle of incidence («4), angle of refraction
(er2), and the hydraulic conductivities of two porous media, K; and Kj, is shown in Fig.
2.47. The figure applies to both map and cross-sectional views as long as there is a clearly
defined boundary between the two porous media.

Heterogeneity of the hydraulic conductivity is the main cause of macrodispersion in
groundwater systems, which is of particular importance when analyzing capture zones
of extraction wells, and transport of contaminants. Figure 2.48 shows two capture zones
for the same well, pumping with the same rate, when the aquifer in question is modeled
with a homogeneous hydraulic conductivity (right), and with a heterogeneous (spatially
varying) hydraulic conductivity (left). Similarly, the shape of a plume of dissolved con-
taminants will be significantly influenced by the porous media heterogeneity.
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Ficure 2.47 Refraction of groundwater flowlines (streamlines) at a boundary of higher hydraulic
conductivity (top) and a boundary of lower hydraulic conductivity (bottom).

Hydraulic head
contour line
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Ficure 2.48 Right: 15-year capture zone, defined by flowlines, of a well pumping from a
semiconfined aquifer modeled with uniform average hydraulic conductivity. Left: Capture zone of
the same well when the aquifer is represented by spatially varying (heterogeneous) hydraulic
conductivity.
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Ficure 2.49 Some possible reasons for anisotropy of hydraulic conductivity. (a) Sedimentary
layers of varying permeability; (b) orientation of gravel grains in alluvial deposit; (c) two sets of
fractures in massive bedrock. (Kresic, 2007a; copyright Taylor & Francis Group, LLC, printed with
permission.)

Anisotropy of porous media is another very important factor influencing directions
of groundwater flow and transport of contaminants. It is a result of the so-called geologic
fabric of rocks comprising aquifers and aquitards. Geologic fabric refers to spatial and ge-
ometric relationships between all elements of which the rock is composed, such as grains
of sedimentary rocks, and the component crystals of magmatic and metamorphic rocks.
Fabric also refers to discontinuities in rocks, such as fissures, fractures, faults, fault zones,
folds, and bedding planes (layering). Without elaborating further on the geologic portion
of hydrogeology, it is appropriate to state that groundwater professionals lacking a thor-
ough geologic knowledge (i.e., “nongeologists”) would likely have various difficulties
in understanding the many important aspects of heterogeneity and anisotropy.

In hydrogeology, a porous medium is considered anisotropic when hydraulic con-
ductivity varies in different directions. All aquifer types are more or less anisotropic,
with fractured rock and karst aquifers often exhibiting the highest degree of anisotropy;
such aquifers may have zones of extremely high hydraulic conductivity with almost any
shape imaginable. Figures 2.49 and 2.50 illustrate just some of many possible causes of
anisotropy in various types of rocks. It is important to understand that a varying degree
of anisotropy can (and usually does) exist in all spatial directions. It is for reasons of
simplification and /or computational feasibility that hydrogeologists consider only three
main perpendicular directions of anisotropy: two in the horizontal plane and one in the
vertical plane; in the Cartesian coordinate system these three directions are represented
with the X, Y, and Z axes. Figure 2.51 illustrates the importance of aquifer anisotropy in
determining well capture zones.

Again, for reasons of simplicity or feasibility, one may decide that the groundwater
system under consideration, or any of its parts, could be represented by a volume includ-
ing “all” important aspects of heterogeneity and anisotropy of the porous media present.
Such volume is sometimes called representative elementary volume (REV) and is defined
by only one value for each of the many quantitative parameters describing groundwater
flow, and fate and transport of contaminants. The REV concept is considered by many
to be rather theoretical, since it is not independent of the nature of the practical problem
to be solved. For example, less than 1 m? (several cubic feet) of rock may be more than
enough for quantifying phenomena of contaminant diffusion into rock matrix, whereas
this volume would be completely inadequate for calculating groundwater flow rate in a
fractured rock aquifer where major transmissive fractures are spaced more than 1 meter
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Ficure 2.50 Cross-bedded sandstone of the Cutler Formation in southern Utah. The banding within
the outcrop represents cross-stratification of river (fluvial) deposits. Note how cross stratification
truncates underlying strata. Rock hammer for scale. (Photograph courtesy of Jeff Manuszak.)

apart. Deciding on the representative volume will also depend on the funds and time
available for collecting field data and performing laboratory tests. Extrapolations and
interpolations based on data from several borings or monitoring wells will by default
be very different than those using data from tens of wells. Another related difficulty,
which always presents a major challenge, is upscaling. This term refers to assumptions
made when applying parameter values obtained from small volumes of porous media
(e.g., laboratory sample) to larger, field-scale problems. Whatever the final choice of each
quantitative parameter may be, every attempt should be made to fully describe and
quantify the associated uncertainty and sensitivity of that parameter.

The following example illustrates how two different choices of two basic hydro-
geologic parameters reflecting heterogeneity can produce very different quantitative
answers, even though both selections may seem reasonable. Consider the following sce-
nario: point of contaminant release and a potential receptor are 2500 ft apart; the regional
hydraulic gradient in the shallow aquifer, which consists of “fine sands,” is estimated
from available monitoring well data to be 0.002. How long would it take a dissolved
contaminant particle to travel between the two points, assuming that the contaminant
does not degrade or adsorb to solid particles (i.e., it is “conservative” and moves at the
same velocity as water)?

As shown in Fig. 2.37, fine sand can have hydraulic conductivity anywhere between
a little less than 1 and about 40 ft/d. Effective porosity (specific yield) of “sand” can vary
anywhere between 20 and 45 percent. Assuming the lowest values from the two ranges,
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Fieure 2.51 The influence of aquifer anisotropy and heterogeneity on a modeled capture zone for
the Central Swamp region, Cypress Creek well field near Tampa, FL. (a) Isotropic and homogeneous
1-layer aquifer; (b) anisotropic hydraulic conductivity with five times greater value along rows; (c
and d) simulation of vertical fractures with “fracture” cells where transmissivity is 100 times
greater than in the surrounding “matrix” cells. (Modified from Knochenmus and Robinson, 1996.)

the linear velocity of a groundwater particle, using Eq. (2.34), is:

_ K xi _ 0.8(ft/d) x 0.002
o Nef a 0.2

o — 0.016[ft/d]

Based on this velocity, the time of groundwater (and dissolved contaminant) travel
between the two points of interest would be 156,250 days or about 428 years (2500 ft-
distance is divided by the velocity of 0.016 ft/d). Using the highest values from the two
ranges (40 ft/d and 45 percent), the time of travel is calculated to be about 14,045 days or
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2.6

38.5 years, which is a very significant difference, to say the least. This simple quantitative
example shows inherent uncertainties in quantifying groundwater flow characteristics,
even when assuming that the porous medium is “homogeneous.”

Initial and Boundary Conditions

2.6.1 Initial Conditions and Contouring of Hydraulic Head

In the world of groundwater modeling, the term initial conditions refers to the three-
dimensional distribution of observed hydraulic heads within the groundwater system,
which is the starting point for transient (time-dependent) modeling simulations. These
hydraulic heads (water table of unconfined aquifers and potentiometric surface of con-
fined aquifers) are the result of various boundary conditions acting upon the system
during a certain time period. The initial distribution of the hydraulic heads for transient
modeling can also be the calibrated solution of a steady-state model, which is the closest
match to the field-observed heads when assuming constant boundary conditions and no
change in storage. In a broad sense, any set of field-measured or calibrated hydraulic
heads can serve as the starting point for further analysis, including for transient ground-
water modeling. Ideally, the initial conditions should be as close as possible to the state of
a long-term equilibrium between all natural water inputs and outputs from the system,
or with as little anthropogenic (artificial) influences as possible: the so-called predevelop-
ment conditions (Fig. 2.52). However, in many cases there is insufficient hydraulic head
data for such natural conditions, which causes various difficulties with data interpolation
and extrapolation, including uncertainties associated with any assumed predevelopment
boundary conditions.

Whatever the case may be regarding the selection of initial conditions, contouring of
the hydraulic head data is the first important step. Contour maps of the water table (un-
confined aquifers) or the piezometric surface (confined aquifers) are made in the majority
of hydrogeologic investigations and, when properly drawn, represent a very powerful
tool in aquifer studies. Although commonly used for determination of groundwater flow
directions only, contour maps, when accompanied with other data, allow for the analyses
and calculations of hydraulic gradients, flow velocity and flow rate, particle travel time,
hydraulic conductivity, and transmissivity. In addition, the spacing and the orientation
(shape) of the contours directly reflect the existence of flow boundaries. When interpret-
ing contour maps, one should always remember that it is a two-dimensional representa-
tion of a three-dimensional flow field, and as such it has limitations. If the groundwater
system of interest is known to have significant vertical gradients, and enough field infor-
mation is available, it is always wise to construct at least two contour maps: one for the
shallow depth and one for the deeper depth. As with geologic and hydrogeologic maps
in general, a contour map should be accompanied with several cross-sections showing
locations and vertical points of the hydraulic head measurements with posted data, or
ideally showing the contour lines on the cross sections as well. Probably the most in-
correct and misleading case is developed when data from monitoring wells screened at
different depths in an aquifer with vertical gradients are lumped together and contoured
as one “average” data package. A perfect example would be a fractured rock or karst
aquifer with thick residuum (regolith) deposits and monitoring wells screened in the
residuum and at various depths in the bedrock. If data from all the wells were lumped
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Ficure 2.52 Potentiometric surface of the Upper Floridan aquifer in the area of Savannah, GA, and
Hilton Head Island, SC. Top: Predevelopment conditions (datum is NGVD 29); bottom: recorded in

May 1998 (datum is NAVD 88). Contour interval is 10 ft, contour lines dashed where approximate;
arrows show general directions of groundwater flow. (Modified from Provost et al., 2006.)
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Ficure 2.53 Flow net is a set of equipotential lines and streamlines which are perpendicular to
each other. The equipotential line connects points with the same groundwater potential, i.e.,
hydraulic head h. The streamline is an imaginary line representing the path of a groundwater
particle as it flows through an aquifer. Flow rate between adjacent pairs of streamlines, AQ, is the
same. Equipotential lines are more widely spaced where the aquifer is more transmissive.

together and contoured, it would be impossible to interpret where the groundwater is
actually flowing for the following reasons: (1) the residuum is primarily an intergranular
porous medium in unconfined conditions (it has water table), and horizontal flow direc-
tions may be influenced by local (small) surface drainage features; (2) the bedrock has
discontinuous flow through fractures at different depths, which is often under pressure
(confined conditions), and may be influenced by regional features such as major rivers
or springs. The flow in two distinct porous media (the residuum and the bedrock) may
therefore be in two different general directions at a particular site, including strong verti-
cal gradients from the residuum toward the underlying bedrock. Creating one “average”
contour map for such system does not make any hydrogeologic sense (Kresic, 2007a).
The contour map of the hydraulic head is one of two parts of a flow net: flow net in
a homogeneous isotropic aquifer is a set of streamlines and equipotential lines, which
are perpendicular to each other (see Fig. 2.53). Streamline (or flow line) is an imaginary
line representing the path of a groundwater particle as it flows through the aquifer. Two
streamlines bound a flow segment of the flow field and never intersect, i.e., they are
roughly parallel when observed in a relatively small portion of the aquifer. The main
requirement of a flow net is that the flow rate between adjacent pairs of streamlines is the
same (A Q in Fig. 2.53), which enables calculations of flow rates in various portions of the
aquifer, providing that the hydraulic conductivity and the aquifer thickness are known.
Equipotential line is a horizontal projection of the equipotential surface—everywhere
at that surface the hydraulic head has a constant value. Two adjacent equipotential lines
(surfaces) never intersect and can also be considered parallel within a small aquifer
portion. These characteristics are the main reason why a flow net in a homogeneous,
isotropic aquifer is sometimes called the net of small (curvilinear) squares. In general,
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the following simple rules apply for graphical flow net construction in heterogeneous,
isotropic systems (Freeze and Cherry, 1979):

1. Flow lines and equipotential must intersect at right angles throughout the sys-
tem.

. Equipotential lines must meet impermeable boundaries at right angles.
. Equipotential lines must parallel constant-head boundaries.

. The tangent law must be satisfied at geologic boundaries (see Fig. 2.47).

U &= W N

. If the flow net is drawn such that squares are created in one portion of one
formation, squares must exist throughout that formation and throughout all
formations with the same hydraulic conductivity. Rectangles will be created in
formations of different conductivity.

The last two rules make it extremely difficult to manually draw accurate quantita-
tive flow nets in complex heterogeneous systems. If a system is anisotropic in addition,
it would not be feasible to draw an adequate flow net manually in most cases. How-
ever, drawing an approximate contour map (flow net without streamlines) manually is
always recommended since it allows the interpreter to incorporate the understanding
of various hydrogeologic complexities. Complete reliance on contouring with computer
programs could lead to erroneous conclusions since they are unable to recognize interpre-
tations apparent to a groundwater professional such as presence of geologic boundaries,
varying porous media, influence of surface water bodies, or principles of groundwa-
ter flow. Thus, manual contouring and manual reinterpretation of computer-generated
maps are essential and integral parts of hydrogeologic studies. Although some advocates
of computer-based contouring argue that it is the most “objective” method since it ex-
cludes possible “bias” by the interpreter, little can be added to the following statement:
if something does not make hydrogeologic sense, it does not matter who or what created
the senseless interpretation.

The ultimate tool for creating contour maps, tracking particles as they flow through
the system, and calculating flow rates for any part of a groundwater system, is a numeric
model, which can incorporate and test all known or suspected heterogeneities, bound-
aries, and anisotropy, in all the three dimensions. Figures 2.54 to 2.56 show output from a
model used to test influence of varying hydraulic conductivity and anisotropy on tracks
of particles released at certain locations in the aquifer.

When analyzing initial conditions, several synoptic data sets collected in different
time periods should be used in order to better understand the system and select what
appears to be a “representative” spatial distribution of the hydraulic heads. In addition
to recordings from piezometers, monitoring wells, and other water wells, every effort
should be made to record elevations of water levels in the nearby surface streams, lakes,
ponds, and other surface water bodies. Information about hydrometeorologic conditions
(e.g., rainfall) prior to the time of hydraulic head measurements is also important for
understanding possible influence of recharge episodes on groundwater flow directions
and fluctuations of the hydraulic heads. All this information is essential for making a
correct contour map.

One of the most important aspects of constructing contour maps in alluvial aquifers
is to determine the relationship between groundwater and surface water. In hydraulic
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Ficure 2.54 Hydraulic head contour lines and particle tracks (dashed) in an isotropic,
homogeneous aquifer of uniform hydraulic conductivity (K4).

Ky
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Fieure 2.55 Influence of a geologic boundary (heterogeneity) on contour lines and particle tracks.
The shaded area has four times higher hydraulic conductivity than the rest of the flow field. Aquifer
is isotropic (the hydraulic conductivity is same in X and Y directions).



Groundwater System

Ky = 4Ky

Ficure 2.56 Influence of anisotropy on particle tracks (dashed lines). The hydraulic conductivity in
X direction is four times higher than in Y direction.

terms, the contact between an aquifer and a surface water body is an equipotential
boundary. In case of lakes and wetlands, this contact can be approximated with the same
hydraulichead. In case of flowing streams, the hydraulic head along the contact decreases
in the downgradient direction. If enough measurements of a stream stage are available,
it is relatively easy to draw the water table contours near the river and to finish them
along the river-aquifer contact. However, often little or no precise data is available on
river stage and, at the expense of precision, it has to be estimated from a topographic
map or from the monitoring well data by extrapolating the hydraulic gradients until they
intersect the river. Figure 2.57 shows some of the examples of surface water-groundwater
interaction represented with the hydraulic head contour lines.

In highly fractured and karst aquifers, where groundwater flow is discontinuous
(it takes place mainly along preferential flow paths such as fractures and karst con-
duits), Darcy’s Law does not apply and flow nets are not an appropriate method for
the flow characterization. However, contour maps in such aquifers are routinely made
by many professionals who often find themselves excluding certain “anomalous” data
points while trying to develop a “normal-looking” map. Contour maps showing regional
(say, on a square-mile scale) flow-pattern in a fractured rock or karst aquifer may be jus-
tified since groundwater flow generally is from recharge areas toward discharge areas
and the regional hydraulic gradients will reflect this simple fact. The problems usually
arise when interpreting local flow patterns, as schematically shown in Fig. 2.58.

2.6.2 Boundary Conditions
It has become standard practice in hydrogeology and groundwater modeling to describe
the inflow and outflow of water from a groundwater system with three general boundary
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Ficure 2.57 Basic hydraulic relationships between groundwater and surface water shown in
cross-sectional views (top), and map views using hydraulic head contour lines. (a) Perennial
gaining stream; (b) perennial losing stream; (c¢) perennial stream gaining water on one side and
losing water on the other side; (d) losing stream disconnected from the underlying water table,
also called ephemeral stream. (From Kresic, 2007a; copyright Taylor & Francis Group, LLC, printed
with permission.)

conditions: (1) known flux, (2) head-dependent flux, and (3) known head, where “head”
refers to the hydraulic head. These conditions are assigned to both external and internal
boundaries, that is to all locations and surfaces where water is entering or leaving the
system. One example of an external system boundary, sometimes overlooked as such, is
the water table of an unconfined aquifer that receives recharge from percolating precip-
itation or irrigation return. This estimated or measured flux of water into the system is
applied as recharge rate over certain land surface area. It is usually expressed in inches
(millimeters) per time unit of interest (e.g., day, month, year), which, when multiplied
by the area, gives the flux of water as volume per time. A large spring with a measured
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Ficure 2.58 Groundwater flow and its map presentation for a fractured rock or karst and an
intergranular aquifer. (1) Preferential flow path (e.g., fracture or fault zone or karst
conduit/channel); (2) fracture/fault; (3) local flow direction; (4) general flow direction; (5) position
of the hydraulic head (water table in the intergranular aquifer); (6) hydraulic head contour line; (7)
groundwater divide. (From Kresic, 1991.)

discharge rate, draining an aquifer, is another example of an external boundary with a
known flux. An example of an internal boundary with a known flux, where water is
leaving the system, is a water well with the recorded pumping rate expressed in gallons
per minute (gal/min) or liters per second (L/s). It is obvious that water can enter or
leave a groundwater system in a variety of natural and artificial ways, depending upon
hydrogeologic, hydrologic, climatic, and anthropogenic conditions specific to the system
of interest. In many cases, these water fluxes cannot be measured directly and have to be
estimated or calculated using different approaches and parameters (see Section 2.4 and
Chap. 3). The simplest boundary condition is one that can be assigned to a contact be-
tween an aquifer and a low-permeable porous medium, such as “aquiclude.” Assuming
that there is no groundwater flow across this contact, it is called a zero-flux boundary.
Although this no-flow boundary condition may exist in reality, it is very important not
to assign it indiscriminately just because it is convenient. For example, contact between
unconsolidated alluvial sediments and surrounding “bedrock” is often modeled as a
zero-flux boundary, even though there may be some flow across this boundary in ei-
ther direction. Without site-specific information on the underlying hydrogeologic condi-
tions, a zero-flux assumption may lead to erroneous conclusions (calculations) regarding
groundwater flow, or fate and transport of contaminants.

Recording hydraulic heads at external or internal boundaries, and using them to
determine water fluxes indirectly, rather than assigning them directly, is very common in
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Ficure 2.59 River boundary represented with a head-dependent flux. K is hydraulic conductivity, C
is riverbed conductance, Q is flow rate between the aquifer and the river, and Ah is hydraulic
gradient between the aquifer and the river (same in all four cases). (a and b) Gaining stream; (c
and d) losing stream. Lower hydraulic conductivity of the riverbed sediments, and their greater
thickness result in lower conductance, and lower flow rate.

hydrogeologic practice. The hydraulic heads provide for determination of the hydraulic
gradients which, together with the hydraulic conductivity and the cross-sectional area
of the boundary, give the groundwater flow entering or leaving the system across that
boundary. This boundary condition, expressed by the hydraulic heads on either side of
the boundary, and the hydraulic conductance of the boundary (i.e., the transmissivity
of the boundary) is called head-dependent flux. One example of the head-dependent
flux boundary would be a river having riverbed sediments of the hydraulic conductivity
different than that of the underlying aquifer. As illustrated in Fig. 2.59, the rate of flow
between the aquifer and the river will depend on the difference between the hydraulic
heads in the aquifer adjacent to the river and the river stage (hydraulic head of the river),
as well as on the riverbed conductance. Lower conductance corresponds to more fines
(silt) in the riverbed sediment and a lower hydraulic conductivity, resulting in a lower
water flux between the aquifer and the river (boundary). Thicker riverbed sediments will
have the same effect.

When not much is known about the real physical characteristics of a boundary, or for
reasons of simplification, the boundary may be represented only by its hydraulic head:
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so-called known-head, or fixed-head, or equipotential boundary. River or lake stages,
without considering riverbed (lakebed) conductance, are examples of such a boundary.
The flux of water across the boundary (Q) is calculated using Darcy’s equation: Q =
AKi, where A = cross-sectional area of the boundary, 7 is the hydraulic gradient between
the boundary (river or lake) and the aquifer, and K is the hydraulic conductivity of
the aquifer porous media. One potential problem with such interpretations of boundary
conditions is that, as the hydraulic head in the aquifer decreases, the flow entering the
system from the boundary also increases due to the increased hydraulic gradient since
the head at the boundary is fixed. This is of particular concern when performing transient
modeling which takes into account time-dependent changes that can affect the system. If
one still prefers to model a certain boundary with a fixed head condition, the hydraulic
head should be adjusted in the model for different time periods, based on available field
information.

The ultimate reason for selecting any of the three general boundary types is the
determination of the overall water budget of a groundwater system. The sum of all
water fluxes entering and leaving the system through its boundaries has to be equal
to the change in water storage inside the system. When using groundwater models for
system evaluation or management, the user has to determine (measure, calculate) flux to
be assigned to the known-flux boundaries. In case of the other two boundary types (head-
dependent flux and fixed-head), the model calculates the flux across the boundaries using
other assigned parameters—hydraulic heads at the boundary and inside the system,
boundary conductance, and hydraulic conductivity of the system’s porous media.

Anillustration of how various boundary conditions can affect groundwater flow and
groundwater withdrawal is shown in Figs. 2.60 to 2.62 with an example of a basin-fill
basin. Such basins, common in the semiarid western United States, may have permanent
(perennial) or intermittent surface streams and may be recharged by surface water runoff

Pumping wells
Land surface - -

AR —

Basement rocks (low permeable
0000 _
Ficure 2.60 Schematic longitudinal cross section along a simplified basin-fill basin (no
heterogeneities shown), connected to an upgradient and a downgradient basin. (a)
Predevelopment hydraulic head; (b) hydraulic head resulting from early stages of groundwater

extraction; (c) hydraulic head resulting from excessive groundwater extraction in all three basins,
which causes cessation of groundwater flow between the basins.
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No-flow boundary t
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Ficure 2.61 Hydraulic head contour lines in the alluvial-fill basin illustrating no hydraulic
connection with the surface stream flowing through it and no water inputs from the basin margins.
Arrows indicate general directions of groundwater flow.

and underflow from the surrounding mountain fronts. They can also be connected with
adjacent basins, thus forming rather complex groundwater systems with various local
and regional water inputs and water outputs. Assigning representative, time-dependent
boundary conditions in both surface and subsurface areas (zones) may therefore be quite
difficult, but it is necessary for an appropriate groundwater management.

When deciding on boundary conditions, it is essential to work with as many hydraulic
head observations as possible, in both space and time, because fluctuations in the shape
and elevations of the hydraulic head contour lines directly reflect various water inputs
and outputs along the boundaries. For example, the cross-section in Fig. 2.60 shows one
basin connected with an upgradient and a downgradient basin, with all three basins
being pumped for water supply. Depending on the rates of groundwater withdrawal

=,

No-flow boundary

B

Ficure 2.62 Hydraulic head contour lines showing influence of two surface streams (A and B)
flowing into the basin from the surrounding bedrock areas and losing all water to the underlying
aquifer short distance from the contact. The main surface stream flowing through the basin is in
hydraulic connection with the underlying aquifer. Gaining reaches are shown with thick lines.
Arrows indicate general directions of groundwater flow.
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and recharge, more or less groundwater may be flowing between the basins, including
a complete cessation of the interflows. Availability of the hydraulic head data at various
locations within the basin, and at various times, will determine the accuracy of the
hydraulic head contours which therefore may or may not show existence or influence of
various boundary conditions. Figure 2.61 indicates general inflow of groundwater from
the upgradient basin in the east and outflow to the downgradient basin in the west,
with no other water inputs (i.e., all other basin boundaries are assumed to be zero-flux),
and no connection between the basin aquifer and the surface stream flowing through
the basin. Figure 2.62 includes influence of two streams (A and B) entering the basin
and losing all water to the aquifer a short distance from the boundary. It also shows
hydraulic connection between the aquifer and the surface stream flowing through the
basin, including river reaches that lose water to, or gain water from, the aquifer.

As mentioned earlier, accurate representation of surface water-groundwater interac-
tions is often the most critical when selecting boundary conditions in alluvial basins and
flood plains of surface streams. A river may be intermittent or perennial, it may lose water
to the underlying aquifer in some reaches and gain water in others, and the same reaches
may behave differently depending on the season. The hydraulic connection between a
river and “its” aquifer may be complete, without any interfering influence of riverbed
sediments. In some cases, however, a well pumping close to a river may receive little wa-
ter from it because of a thick layer of fine silt along the river channel or simply because
there is a low-permeable sediment layer separating the aquifer and the river. In these
situations it would be completely erroneous to represent the river as a constant-head
(equipotential) boundary directly connected to the aquifer. Such a boundary in a quan-
titative model would essentially act as an inexhaustible source of water to the aquifer
(or a water well) regardless of the actual conditions, as long as the hydraulic head in the
aquifer is lower than the river stage.

It is obvious that any number of combinations between the two extreme cases shown
in Figs. 2.61 and 2.62 is possible in real-world situations which, by default, include time-
dependent (changing) boundary conditions. In our case this may simply mean that the
river is not perennial. An assumption that boundary conditions do not change in time
for any reason, including “simplification” or “screening,” will in all likelihood result in
erroneous conclusions and a false quantitative basis for groundwater management deci-
sions. Moreover, changing boundary conditions cause changes in groundwater storage
which has to be taken into account in any quantitative analysis of available groundwater
resources. In other words, simulating groundwater systems with steady-state models,
which exclude storage parameters by default, will in all likelihood also result in erroneous
conclusions and a false quantitative basis for groundwater management decisions.

The importance of boundary conditions for estimating long-term well yield is illus-
trated in Fig. 2.63. The curves for hydraulic head versus time are for 1 year of simulated
pumping, with and without the river acting as a complete equipotential boundary re-
spectively. In the presence of a constant-head boundary, the hydraulic head at well W-2
stabilizes after two weeks of pumping, whereas in the absence of the boundary it contin-
ues to decrease. However, this decrease is at a considerably slower rate than at well W-4
which is located closer to the impermeable boundary. The drawdown at W-4 is about
17 m after 1 year of pumping, compared to about 10 m at W-2, with both wells pumping
at the same rate, and assuming the same hydraulic conductivity. Note that W-4 is not
influenced by the river boundary during the first year of pumping, showing the exactly
same curve for both boundary conditions.
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Fieure 2.63 Hydraulic head versus time at wells W-2 and W-4 during the first year of simulated
pumping. Both wells are pumping at the same rate, assuming same hydraulic conductivity. The
location of the wells is shown in Figs. 2.61 and 2.62.

Faults often form hydraulic boundaries for groundwater flow in both consolidated
and unconsolidated rocks. They may have one of the following three roles: (1) conduits
for groundwater flow, (2) storage of groundwater due to increased porosity within the
fault (fault zone), and (3) barriers to groundwater flow due to decrease in porosity within

the fault. The following discussion by Meinzer (1923) illustrates this point:
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Faults differ greatly in their lateral extent, in the depth to which they reach, and in the amount of
displacement. Minute faults do not have much significance with respect to ground water except, as
they may, like other fractures, serve as containers of water. But the large faults that can be traced
over the surface for many miles, that extend down to great depths below the surface, and that have
displacements of hundreds or thousands of feet are very important in their influence on the occurrence
and circulation of ground water. Not only do they affect the distribution and position of aquifers, but
they may also act as subterranean dams, impounding the ground water, or as conduits that reach
into the bowels of the earth and allow the escape to the surface of deep-seated waters, often in large
quantities. In some places, instead of a single sharply defined fault, there is a fault zone in which there
are numerous small parallel faults or masses of broken rock called fault breccia. Such fault zones may
represent a large aggregate displacement and may afford good water passages.

The impounding effect of faults is caused by following main mechanisms:

* The displacement of alternating permeable and impermeable beds in such man-
ner that the impermeable beds are made to abut against the permeable beds.

* Presence of clayey gouge along the fault plane produced by the rubbing and
mashing during displacement of the rocks. (The impounding effect of faults is
most common in unconsolidated formations that contain considerable clayey
material.)

* Cementation of the pore space by precipitation of material, such as calcium
carbonate, from the groundwater circulating through the fault zone.

* Rotation of elongated flat clasts parallel to the fault plane so that their new
arrangement reduces permeability perpendicular to the fault.

Mozley et al. (1996) discuss reduction in hydraulic conductivity associated with high-
angle normal faults that cut poorly consolidated sediments in the Albuquerque Basin,
New Mexico. Such fault zones are commonly cemented by calcite, and their cemented
thickness ranges from a few centimeters to several meters, as a function of the sediment
grain size on either side of the fault. Cement is typically thickest where the host sediment
is coarse grained and thinnest where it is fine grained. In addition, the fault zone is
widest where it cuts coarser-grained sediments. Extensive discussion on deformation
mechanisms and hydraulic properties of fault zones in unconsolidated sediments is
given by Bense et al. (2003). Various aspects of fluid flow related to faults and fault zones
are discussed by Haneberg et al. (1999).

An example of major faults in unconsolidated alluvial-fill basins in southern Cali-
fornia acting as impermeable barriers for groundwater flow is shown in Fig. 2.64. The
Rialto-Colton Basin, which is heavily pumped for water supply, is almost completely sur-
rounded by impermeable fault barriers, receives negligible recharge from precipitation,
and very little lateral inflow in the far northwest from the percolating Lytle Creek waters.
In contrast, the Bunker-Hill Basin to the north, which is also heavily pumped for water
supply, receives most of its significant recharge from numerous losing surface streams,
and runoff from the mountain front. As a result, the hydraulic heads in the Rialto-Colton
Basin (not shown in Fig. 2.64) are hundreds of feet lower than in the Bunker-Hill Basin.

As repeatedly discussed earlier, one of the most important aspects of boundary
conditions is that they change in time. Which time interval will be used for their in-
evitable averaging depends upon the goals of every particular study. Seasonal or per-
haps annual time period may be adequate for a long-term water supply evaluation when
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Ficure 2.64 Groundwater basins in southern California separated by impermeable faults
developed in unconsolidated alluvial-fill sediments. White lines are contours of hydraulic head;
white arrows are general directions of groundwater flow; dashed lines are surface streams; bold
black lines are major faults. (Modified from Danskin et al., 2006.)
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Ficure 2.65 River water tracer concentrations at end of simulation. Two-dimensional numeric
model of interaction between aquifer, vadose zone, and the Columbia River in the Hanford 300
area, WA. Top: Hourly boundary conditions; bottom: monthly boundary conditions. (Modified from
Waichler and Yabusaki, 2005.)

considering recharge from precipitation. When a boundary is quite dynamic hydrauli-
cally and the required accuracy of predictions is high, the time interval for describing
changing boundary conditions may have to be much shorter. For example, Fig. 2.65
shows a comparison of two time intervals used to model the interaction between a large
river and a highly transmissive alluvial aquifer. The Columbia River stage at this site
is dominated by higher frequency diurnal fluctuations that are principally the result of
water released at Priest Rapid Dam to match power generation needs. The magnitude
of these diurnal river-stage fluctuations can exceed the seasonal fluctuation of monthly
average river stages. During the simulation period, the mean 24-hour change (difference
between minimum and maximum hourly values) in river stage was 0.48 m, and the
maximum 24-hour change was 1.32 m. Groundwater levels are significantly correlated
with river stage, although with a lag in time and decreased amplitude of fluctuations. A
two-dimensional, vertical, cross-sectional model domain was developed to capture the
principal dynamics of flow to and from the river as well as the zone where groundwater
and river water mix (Waichler and Yabusaki, 2005).

Forcing the model with hourly boundary conditions resulted in frequent direction
and magnitude changes of water flux across the riverbed. In comparison, the velocity
fluctuations resulting from averaging the hourly boundary conditions over a day were
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considerably attenuated and for the month average boundary conditions were nonexis-
tent. A similar pattern was held for the river tracer, which could enter the aquifer and
then return to the river later. Simulations based on hourly water level boundary condi-
tions predicted an aquifer-river water mixing zone that reached 150 m inland from the
river based on the river tracer concentration contours. In contrast, simulations based on
daily and monthly averaging of the hourly water levels at the river and interior model
boundaries were shown to significantly reduce predicted river water intrusion into the
aquifer, resulting in underestimation of the volume of the mixing zone. The relatively
high-frequency river-stage changes associated with diurnal release schedules at the dams
generated significant mixing of the river and groundwater tracers, and flushing of the
subsurface zone near the river. This mixing was the essential mechanism for creating a
fully developed mixing zone in the simulations. Although the size and position of the
mixing zone did not change significantly on a diurnal basis, it did change in response
to seasonal trends in river stage. The largest mixing zones occurred with the river-stage
peaks in May-June and December—January, and the smallest mixing zone occurred in
September when the river stage was relatively low (Waichler and Yabusaki, 2005).

In conclusion, the availability and interpretation of both hydraulic head data and
boundary conditions of a groundwater system are the most critical components of its
quantitative evaluation. At the same time, without a thorough geologic and hydrogeo-
logic knowledge of the underlying conditions, any quantitative analysis of the system
has a high chance of failing.

2.7 Aquifer Types

The most common classification of aquifers is based on the lithology of the porous media
in which they are developed. Three main groups are (1) unconsolidated sediments, (2)
sedimentary rocks, and (3) fractured rock (bedrock) aquifers. They are further subdivided
based on specific depositional environments (for sediments) and their general geologic
origin into various aquifer types that behave similarly in terms of groundwater flow
and storage. Rocks and deposits with minimal permeability, which are not considered
to be aquifers, consist of unfractured intrusive igneous rocks, metamorphic rocks, shale,
siltstone, evaporite deposits, silt, and clay.

An excellent overview of different types of aquifers and their main characteristics is
The Ground Water Atlas of the United States. The atlas provides a summary of the most im-
portant information available for each principal aquifer, or rock unit that will yield usable
quantities of water to wells, throughout the 50 States, Puerto Rico, and the U.S. Virgin
Islands. The atlas is an outgrowth of the Regional Aquifer-System Analysis (RASA) pro-
gram of the USGS—a program that investigated 24 of the most important aquifers and
aquifer systems of the Nation and one in the Caribbean Islands (Fig. 2.66). The objectives

Ficure 2.66 (Continued ) (2) High plains; (3) Central Valley, California; (4) Northern Midwest;

(5) Southwest alluvial basins; (6) Floridan; (7) Northern Atlantic coastal plain; (8) Southeastern
coastal plain; (9) Snake River plain; (10) Central Midwest; (11) Gulf costal plain; (12) Great Basin;
(13) Northeast glacial aquifers; (14) Upper Colorado River basin; (15) Oahu, Hawaii;

(16) Caribbean islands; (17) Columbia Plateau; (18) San Juan basin; (19) Michigan basin;

(20) Edwards—Trinity; (21) Midwestern basins and arches; (22) Appalachian valleys and Piedmont;
(23) Puget-Willamette lowland; (24) Southern California alluvial basins; (25) Northern Rocky
Mountain intermontane basins. (Modified from Miller, 1999).
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of the RASA program were to define the geologic and hydrologic frameworks of each
aquifer system, to assess the geochemistry of the water in the system, to characterize the
groundwater flow system, and to describe the effects of development on the flow system.
Although the RASA studies did not cover the entire Nation, they compiled much of the
data needed to make the National assessments of groundwater resources presented in
the Ground Water Atlas of the United States. The atlas, however, describes the location,
extent, and geologic and hydrologic characteristics of all the important aquifers in the
United States, including those not studied by the RASA program. The atlas is written
in such a manner that it can be understood even by readers who are not hydrogeolo-
gists and hydrologists. Simple language is used to explain the principles that control
the presence, movement, and chemical quality of groundwater in different climatic, to-
pographic, and geologic settings. The atlas also provides an overview of groundwater
conditions for consultants who need information about an individual aquifer. Finally,
it serves as an introduction to regional and national groundwater resources for law-
makers, and personnel of local, state, or federal agencies. The entire atlas is available
online, and detailed printed sections with color maps can be ordered, at nominal cost,
from the USGS. Excerpts from the atlas are included throughout this chapter (Miller,
1999), together with other information on aquifer types and examples from around the
world.

Regional aquifer system study areas included in the Ground Water Atlas of the United
States are shown in Fig. 2.66.

2.7.1 Sand and Gravel Aquifers

Unconsolidated sand and gravel aquifers can be grouped into four general categories:
(1) stream-valley aquifers, located beneath channels, floodplains, and terraces in the val-
leys of major streams; (2) basin-fill aquifers, also referred to as valley-fill aquifers since
they commonly occupy topographic valleys; (3) blanket sand and gravel aquifers; and
(4) glacial-deposit aquifers. All the unconsolidated sand and gravel aquifers are charac-
terized by intergranular porosity and have interbeds and layers of finer sediments (silt
and clay) that vary in thickness and spatial distribution depending on depositional en-
vironments. Overall, they are the most prolific and utilized aquifer type in the United
States as well as worldwide because of three main reasons: (1) groundwater is stored
in sand and gravel deposits (Fig. 2.67) which, overall, have the highest total and effec-
tive porosity of all aquifer types; (2) geologically the youngest, they are exposed at the
land surface and receive direct recharge from precipitation; and (3) they are often in
direct hydraulic connection with surface water bodies, which may serve as additional
sources of recharge. For all these reasons, some of the world’s largest well fields for
public and industrial water supply are located in flood plains of major rivers. They are
often designed to induce additional recharge from the river and take advantage of bank
filtration, a natural process which improves quality of the infiltrating surface water as it
flows through aquifer porous media. For example, the photograph in Fig. 2.68 shows a
part of the Sava River flood plain underlain by a thick alluvial aquifer utilized for water
supply of Belgrade, Serbia. The well field, one of the largest of its kind in the world, has
99 collector wells and tens of vertical wells stretching along the river banks for almost
50 km.
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Ficure 2.67 Details of sorting in gravel of the Provo formation east of Springville, Utah County, UT,
circa 1940. (Photograph courtesy of USGS Photographic Library, 2007.)

Basin-Fill Aquifers

Basin-fill aquifers consist of sand and gravel deposits that partly fill depressions which
were formed by faulting or erosion or both (Fig. 2.69). Fine-grained deposits of silt
and clay, where interbedded with sand and gravel, form confining units that retard
the movement of groundwater, particularly in deeper portions. In basins that contain
thick sequences of deposits, the sediments become increasingly more compacted and
less permeable with depth. The basins are generally bounded by low-permeability ig-
neous, metamorphic, or sedimentary rocks.

The sediments that comprise the basin-fill aquifers mostly are alluvial deposits eroded
by streams from the rocks in the mountains adjacent to the basins. They may locally
include windblown sand, coarse-grained glacial outwash, and fluvial sediments de-
posited by streams that flow through the basins. Coarser sediment (boulders, gravel,
and sand) is deposited near the basin margins and finer sediment (silt and clay) is
deposited in the central parts of the basins. Some basins contain lakes or playas (dry
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Ficure 2.68 Alluvial flood plain underlain by thick prolific sand and gravel aquifer utilized for water
supply of the city of Belgrade, Serbia, located at the confluence of two major European rivers—the
Sava and the Danube. The Sava River is on the left and an aquifer recharge basin is on the right;
the Danube is at the top of the photograph. (Photograph courtesy of Vlado Marinkovic.)

lakes) at or near their centers. Windblown sand might be present as local beach or dune
deposits along the shores of the lakes. Deposits from mountain, or alpine, glaciers locally
form permeable beds where the deposits consist of outwash transported by glacial melt-
water. Sand and gravel of fluvial origin are common in and adjacent to the channels of
through-flowing streams. Basins in arid regions might contain deposits of salt, anhydrite,

Sandia

Basin-fill deposits

Bedrock /< el <

Ficure 2.69 Schematic block diagram of the basin-fill aquifer utilized for water supply of the city of
Albuquerque, New Mexico. (Modified from Robson and Banta, 1995.)
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gypsum, or borate produced by evaporation of mineralized water, in their central parts
(Miller, 1999).

Recharge to basin-fill aquifers is primarily by infiltration of streamflow that originates
as precipitation which falls on the mountainous areas that surround the basins. This
recharge, called mountain-front recharge, is mostly intermittent because the streamflow
that enters the valleys is also mostly intermittent. As the streams exit their bedrock
channels and flow across the surface of the alluvial fans, the streamflow infiltrates the
permeable deposits on the fans and moves downward to the water table. In basins which
are located in arid climates, much of the infiltrating water is lost by evaporation or as
transpiration by riparian vegetation (plants on or near stream banks).

Open basins contain through-flowing streams and commonly are hydraulically con-
nected to adjacent basins. Some recharge might enter an open basin as surface flow
and underflow (groundwater that moves in the same direction as streamflow) from
an upgradient basin, and recharge occurs as streamflow infiltration from the through-
flowing stream. Before development, water discharges from basin-fill aquifers largely by
evapotranspiration within the basin but also as surface flow and underflow into down-
stream basins. After development, most discharge is through withdrawals from wells.
As illustrated by examples in preceding sections of the book, during early groundwater
development stages in the western United States many wells in such basins were arte-
sian and high-yielding (e.g., see the one shown in Fig. 2.70). These days are long gone
in basins with urban development or intensive irrigation for agriculture, but flowing
wells are for now “doing just fine” in undeveloped basins such as the one shown in
Fig.2.71.

Figure 2.70 Flowing well on Antill Tract, San Bernardino Valley, San Bernardino County, CA, 1905.
(Photograph courtesy of USGS Photographic Library, 2007.)
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Ficure 2.71 Flowing artesian water well at the Bonham Ranch, southern Smoke Creek Desert, NV.
(Photograph taken in 1994 by Terri Garside.)

Many basin-fill aquifers in southwestern alluvial basins, Great Basin (also known as
Basin and Range physiographic province), basins in Southern California (see Fig. 2.72),
and northern Rocky Mountain intermontane basins, are utilized for water supply and
irrigation (numbers 5, 12, 24, and 25 in Fig. 2.66). Current groundwater extraction is
usually from deeper, more protected portions of basins, although there are examples of
unwanted effects of such extraction due to induced upconing (vertical upward migration)
of highly mineralized saline groundwater. This water is residing at greater depths where
there is no flushing by fresh meteoric water. Another negative effect of groundwater
extraction from basin-fill aquifers in arid and semiarid climates is aquifer mining because
of the lack of significant present-day natural aquifer recharge (Fig. 2.73).

Blanket Sand and Gravel Aquifers

Thick widespread sheet-like deposits that contain mostly sand and gravel form uncon-
solidated and semiconsolidated aquifers called blanket sand and gravel aquifers. They
largely consist of alluvial deposits brought in from mountain ranges and deposited in
lowlands. However, some of these aquifers, such as the High Plains aquifer in the United
States (Ogallala aquifer), include large areas of windblown sand, whereas others, such
as the surficial aquifer system of the southeastern United States, contain some alluvial
deposits but are largely composed of beach and shallow marine sands (Miller, 1999).
The High Plains aquifer extends over about 174,000 mi? in parts of eight states (number
2 in Fig. 2.66). The principal water-yielding geologic unit of the aquifer is the Ogallala
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Fieure 2.72 Image of Southern California, from the desert at Mojave to the ocean at Ventura
(distant left); Tehachapi Mountains are in the right foreground. The elevation data used in this
image was acquired by the Shuttle Radar Topography Mission (SRTM) aboard the Space Shuttle
Endeavour and designed to collect three-dimensional measurements of the earth’s surface. The
image is combination of the SRTM topography map and Landsat bands 1, 2, & 4. View width is
27 mi (43 km), vertical exaggeration 3x. (Image courtesy of NASA, 2007.)

Formation of Miocene age, a heterogeneous mixture of sand, gravel, silt, and clay de-
posited by a network of braided streams, which flowed eastward from the ancestral
Rocky Mountains. Permeable dune sand is part of the aquifer in large areas of Nebraska
and smaller areas in the other states. The Ogallala aquifer is principally unconfined and in
direct hydraulic connection with the alluvial aquifers along the major rivers which flow
over it.

The origin of water in the Ogallala aquifer is mainly from the last ice age, and the
rate of present-day recharge is much lower. This has resulted in serious long-term water
table decline in certain portions of the aquifer due to intensive groundwater extraction
for water supply and irrigation. Decreases in saturated thickness result in a decrease in
well yields and an increase in pumping costs because the pumps must lift the water from
greater depths—conditions occurring over much of the Ogallala aquifer. Despite this,
the aquifer can still be described by the following quote: “The whole world depends on
the Ogallala. Its wheat goes, in large part, to Russia, China, and Africa’s Sahel. Its pork
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Fieure 2.73 Example of groundwater storage change in part of the Tucson Basin, AZ, determined
by microgravity measurements. (From Anderson and Woosley, 2005; source: Don Pool, USGS,
written communication, 2003.)

ends up in Japanese and American supermarkets. Its beef goes everywhere ..."” (Opie,
2000, from McGuire et al., 2003).

Other major blanket sand and gravel aquifers in the United States include the Sey-
mour aquifer of Texas which, like the High Plains aquifer, was deposited by braided,
eastward flowing streams but has been dissected into separate pods by erosion; the
Mississippi River Valley alluvial aquifer, which consists of sand and gravel deposited
by the Mississippi River as it meandered over an extremely wide floodplain; and the
Pecos River Basin alluvial aquifer, which is mostly stream-deposited sand and gravel,
but locally contains dune sands (Miller, 1999).

Semiconsolidated Sand Aquifers

Sediments that primarily consist of semiconsolidated sand, silt, and clay, interbedded
with some carbonate rocks, underlie the coastal plains that border the Atlantic Ocean and
the Gulf of Mexico. The sediments extend from Long Island, New York, southwestward
to the Rio Grande, and generally form a thick wedge of strata that dips and thickens
seaward from a featheredge at its updip limit. Coastal plain sediments are water-laid and
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were deposited during a series of transgressions and regressions of the sea. Depositional
environments ranged from fluvial to deltaic to shallow marine, and the exact location
of each environment depends upon the relative position of land masses, shorelines,
and streams at a given point in geologic time. Complex interbedding and variations in
lithology result from the constantly-changing depositional environments. Some beds are
thick and continuous for tens to hundreds of miles, whereas others are traceable only
for short distances. Consequently, the position, shape, and number of the bodies of sand
and gravel that form aquifers in these sediments vary greatly from place to place (Miller,
1999).

The semiconsolidated sand aquifers have been grouped into several major aquifer
systems interfingering with and grading into each other (numbers 7, 8, and 11 in Fig.
2.66). The Northern Atlantic Coastal Plain aquifer system extends from North Carolina
through Long Island, NY, and locally contains as many as 10 aquifers. Figures 2.74 and
2.75 show two generalized cross-sections of this system. The Mississippi Embayment
aquifer system consists of six aquifers, five of which are equivalent to aquifers in the
Texas coastal uplands aquifer system to the west. The coastal lowlands aquifer system
extends from Rio Grande River in Texas across southern and central Louisiana, southern
Mississippi, southern Alabama, and the western part of the Florida panhandle. It contains
five thick, extensive permeable zones and has been used extensively for water supply
throughout the region. Its heavy pumping in the Houston metropolitan area caused one
of better-known cases of major land subsidence in the Nation. The Southeastern Coastal
Plain aquifer system consists of predominantly clastic sediments that crop out or are
buried at shallow depths in large parts of Mississippi and Alabama, and in smaller areas
of Georgia and South Carolina. Toward the coast, the aquifer system is covered either
by shallower aquifers or confining units. Some of the aquifers and confining units of the
Southeastern Coastal Plain aquifer system grade laterally into adjacent clastic aquifer
systems in North Carolina, TN, and Mississippi and adjacent States to the west; some also
grade vertically and laterally southeastward into carbonate rocks of the Floridan aquifer
system. Within each aquifer system, the numerous local aquifers have been grouped into
regional aquifers that are separated by regional confining units consisting primarily of
silt and clay, but locally are beds of shale or chalk. The rocks that comprise these aquifer
systems are of cretaceous and tertiary age. In general, the older rocks crop out farthest
inland, and successively younger rocks are exposed coastward (Miller, 1999).

Coastal plains aquifers have enabled continuing urban growth and development of
the Atlantic and Gulf coasts for decades. However, they have been overexploited in many
locations, and are at a continuously increasing risk of saltwater encroachment in coastal
areas with heavy pumping.

Glacial-Deposit Aquifers

Large areas of the north-central and northeastern United States are covered with sedi-
ments that were deposited during several advances and retreats of continental glaciers.
The massive ice sheets planed off and incorporated soil and rock fragments during ad-
vances and redistributed these materials as ice-contact or meltwater deposits or both
during retreats. Thick sequences of glacial materials were deposited in former river val-
leys cut into bedrock, whereas thinner sequences were deposited on the hills between
the valleys. The glacial ice and meltwater derived from the ice laid down several types of
deposits, which are collectively called glacial drift. Till, which consists of unsorted and
unstratified material that ranges in size from boulders to clay, was deposited directly by
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Fieure 2.74 Map and hydrogeologic cross section AA’ showing principal aquifers in the North
Atlantic Coastal Plain aquifer system (Severn-M. is Severn-Magothy aquifer). (Modified from Trapp,

1992.)
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Ficure 2.75 Hydrogeologic cross section BB’ showing principal aquifers in the North Atlantic
Coastal Plain aquifer system. The line of cross section is shown in Fig. 2.74. (Modified from Trapp,
1992.)

the ice. Outwash, which is mostly stratified sand and gravel (Fig. 2.76), and glacial-lake
deposits consisting mostly of clay, silt, and fine sand, were deposited by meltwater. Ice-
contact deposits consisting of local bodies of sand and gravel were deposited at the face
of the ice sheet or in cracks in the ice.

The distribution of the numerous sand and gravel beds that make up the glacial-
deposit aquifers and the clay and silt confining units that are interbedded with them is
extremely complex. The multiple advances of lobes of continental ice originated from dif-
ferent directions and different materials were eroded, transported, and deposited by the
ice, depending upon the predominant rock types in its path. When the ice melted, coarse-
grained sand and gravel outwash was deposited near the ice front, and the meltwater
streams deposited successively finer material farther and farther downstream. During
the next ice advance, heterogenous deposits of poorly permeable till might be laid down
atop the sand and gravel outwash. Small ice patches or terminal moraines dammed some
of the meltwater streams, causing large lakes to form. Thick deposits of clay, silt, and fine
sand accumulated in some of the lakes and these deposits form confining units where
they overlie sand and gravel beds. The glacial-deposit aquifers are either localized in
bedrock valleys or are in sheet-like deposits on outwash plains (Miller, 1999).

The glacial sand and gravel deposits form numerous local but highly productive
aquifers. Yields of wells completed in aquifers formed by continental glaciers are as much
as 3000 gal/min, where the aquifers consist of thick sand and gravel. Locally, yields of
5000 gal/min have been obtained from wells completed in glacial-deposit aquifers that
arelocated near rivers and can obtain recharge from the rivers. Aquifers that were formed
by mountain glaciers yield as much as 3500 gal/min in Idaho and Montana, and wells
completed in mountain-glacier deposits in the Puget Sound, Washington area yield as
much as 10,000 gal/min (Miller, 1999).
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Fieure 2.76 Stratified glacial sand and gravel, 1 mi north of Asticou, northeast of Lower Hadley
Pond. (Acadia National Park, Maine, September 14, 1907. Photograph courtesy of USGS
Photographic Library, 2007.)

2.7.2 Sandstone Aquifers

Sandstone aquifers in the United States are more widespread than those in all other
types of consolidated rocks. Although generally less permeable, and usually with alower
natural recharge rate than surficial unconsolidated sand and gravel aquifers, sandstone
aquifers in large sedimentary basins are one of the most important sources of water
supply both in the United States and worldwide. Loosely cemented sandstone retains
significant primary (intergranular) porosity, whereas secondary fracture porosity may be
more important for well-cemented and older sandstone (Fig. 2.77). In either case, storage
capacity of such deposits is high because of the thickness of major sandstone basins.

Sandstone aquifers are highly productive in many places and provide large vol-
umes of water for all uses. The Cambrian-Ordovician aquifer system in the north-central
United States is composed of large-scale, predominantly sandstone aquifers that extend
over parts of seven states. The aquifer system consists of layered rocks that are deeply
buried where they dip into large structural basins. It is a classic confined, or artesian,
system and contains three aquifers. In descending order, these are the St. Peter-Prairie
du Chien-Jordan aquifer (sandstone with some dolomite), the Ironton-Galesville aquifer
(sandstone), and the Mount Simon aquifer (sandstone). Confining units of poorly perme-
able sandstone and dolomite separate the aquifers. Low-permeability shale and dolomite
compose the Maquoketa confining unit that overlies the uppermost aquifer and is con-
sidered to be part of the aquifer system. Wells that penetrate the Cambrian-Ordovician
aquifer system commonly are open to all three aquifers, which are collectively called the
sandstone aquifer in many reports.
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Ficure 2.77 Conglomerate of the lower sandstone of the Dakota group about 2 mi north of
Bellvue, resting unconformably on Morrison shale. (Larimer County, CO, 1922. Photograph
courtesy of USGS Photographic Library, 2007.)

The rocks of the aquifer system are exposed in large areas of northern Wisconsin
and eastern Minnesota. Regionally, groundwater in the system flows from these topo-
graphically high recharge areas eastward and southeastward toward the Michigan and
Illinois Basins. Subregionally, groundwater flows toward major streams, such as the
Mississippi and the Wisconsin Rivers, and toward major withdrawal centers, such as
those at Chicago, IL, and Green Bay and Milwaukee, WI. One of the most dramatic
effects of groundwater withdrawals known in the United States is shown in Fig. 2.78.
Withdrawals from the Cambrian-Ordovician aquifer system, primarily for industrial use
in Milwaukee, WI, and Chicago, IL, caused declines in water levels of more than 375
ft in Milwaukee and more than 800 ft in Chicago from 1864 to 1980, with the pump-
ing influence extending over 70 mi. Beginning in the early 1980s, withdrawals from the
aquifer system decreased as some users, including the city of Chicago, switched to Lake
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Ficure 2.78 Decline of water levels in the Cambrian-Ordovician aquifer system from 1864 to

1980, as a result of large groundwater withdrawals centered at Chicago and Milwaukee. Contour
lines are in feet; dashed where approximately located. (Modified from Miller, 1999, and Young,
1992.)

Michigan as a source of supply. Water levels in the aquifer system began to rise in 1985
as a result of decreased withdrawals (Miller, 1999).

The chemical quality of the water in large parts of the aquifer system is suitable for
most uses. The water is not highly mineralized in areas where the aquifers crop out or
are buried to shallow depths, but mineralization generally increases as the water moves

downgradient toward the structural basins. The deeply buried parts of the aquifer system
contain saline water.

Other large layered sandstone aquifers that are exposed adjacent to domes and uplifts
or that extend into large structural basins or both are the Colorado Plateau aquifers,
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the Denver Basin aquifer system, Upper and Lower Cretaceous aquifers in North and
South Dakota, Wyoming, and Montana, the Wyoming Tertiary aquifers, the Mississippian
aquifer of Michigan, and the New York sandstone aquifers (Miller, 1999).

Examples of continental-scale sandstone aquifers include the Guarani aquifer sys-
tem in South America, the Nubian Sandstone Aquifer System in Africa, and the Great
Artesian Basin in Australia. The Guarani Aquifer System (also called Botucatu aquifer)
includes areas of Brazil, Uruguay, Paraguay, and Argentina. Water of very good quality
is exploited for urban supply, industry, and irrigation as well as for thermal, mineral,
and tourist purposes. This aquifer is one of the most important fresh groundwater reser-
voirs in the world, due to its vast extension (about 1,200,000 km?), and volume (about
40,000 km?). The aquifer storage volume could supply a total population of 5.5 bil-
lion people for 200 years at a rate of 100 L/d/person (Puri et al., 2001). The gigantic
aquifer is located in the Parand and Chaco-Parana Basins of southern South America.
It is developed in consolidated aeolian and fluvial sands (now sandstones) from the
Triassic-Jurassic, usually covered by thick basalt flows (Serra Geral Formation) from the
Cretaceous, which provide a high confinement degree. Its thickness ranges from a few
meters to 800 m. The specific capacities of wells vary from 4 m*® /h/meter of drawdown to
more than 30 m?/h/m. The total dissolved solids (TDS) contents are generally less than
200 mg/L. The production costs per cubic meter of water from wells of depths between
500 and 1000 m and yielding between 300 and 500 m3/h vary from US$ 0.01 to US$ 0.08,
representing only 10 to 20 percent of the cost of storing and treating surface water sources
(Rebougas and Mente, 2004).

The rocks of the Nubian Sandstone Aquifer System in northern Africa (NSAS; Fig.
2.79), which is shared by Egypt, Libya, Sudan, and Chad, vary in thickness from zero
in outcrop areas to more than 3000 meters in the central part of the Kufra and Dakhla
Basins, and range in age from Cambrian to Neogene. The main productive aquifers,
separated by regional confining units, are (from land surface down) Miocene sandstone,
Mesozoic (Nubian) sandstone, Upper Paleozoic-Mesozoic sandstone, and Lower Pale-
ozoic (Cambrian-Ordovician) sandstone (Salem and Pallas, 2001). In some locations,
the confined portions of the system provide water to high-yielding artesian wells such
as the one shown in Fig. 2.80. The groundwater of the Nubian Basin is generally of
high quality. TDS range from 100 to 1000 parts per million, with an increased salinity
northward toward the Mediterranean sea where the freshwater saline water interface
passes through the Qattara depression in Egypt. In Libya, the TDS of the deep Nubian
aquifers ranges from 160 to 480 mg/L and from 1000 to 4000 mg /L in the shallow aquifers
(Khouri, 2004).

Because of the semiarid to arid climate, the present-day natural recharge of the NSAS
is negligible and countries in the region have formed a joint commission for assessment
and management of this crucial, nonrenewable source of water supply. Table 2.1 shows
comparison of the total recoverable freshwater resources stored in the system and the
present-day annual withdrawals (Bakhbakhi, 2006).

Groundwater withdrawals from the system have been increasing each year for the
past 40 years. During this time period over 40 billion m® of water has been extracted
from the system in Libya and Egypt. This has produced a maximum drawdown of about
60 m. All but 3 percent of the free flowing wells and springs have been replaced by
deep wells. Until recently, almost all the water extracted was used for agriculture, either
for development projects in Libya or for private farms located in old traditional oases
in Egypt. With completion of the first phase of the so-called “Great Manmade River”
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Ficure 2.80 Flowing well at Kharga Oasis, Egypt, 1961. (Photograph courtesy of USGS
Photographic Library, 2007.)

project in Libya, 2 million m® of groundwater extracted from NSAS is transported daily
via buried large-diameter reinforced concrete pipes for some 2000 km to the coastal
cities in the north. Other phases of the project include groundwater extraction from
another nonrenewable aquifer west of NSAS called North Western Sahara Aquifer System
(NWSAS). The combined groundwater extraction from the two aquifer systems in Libya
for centralized water supply of various users along the coast is reportedly 6.5 million
m?/d. It has been estimated that the cost of this megaproject is more than 25 billion US
dollars (Wikipedia, 2007). The estimated remaining volume of freshwater that can be
extracted from the entire NSAS in all four countries (Egypt, Libya, Chad, and Sudan) is
about 14,500 km? (Bakhbakhi, 2006).

The Great Artesian Basin in Australia covers 1.7 million km? and is one of the largest
groundwater basins in the world. It underlies parts of Queensland, New South Wales,
South Australia, and the Northern Territory. The basin is up to 3000 m thick and contains
a multilayered confined aquifer system, with the main aquifers occurring in Mesozoic
sandstones interbedded with mudstone (Jacobson et al., 2004).

Groundwater in the Great Artesian Basin has been exploited from flowing wells
since artesian water was discovered in 1878, allowing an important pastoral industry to
be established. Wells are up to 2000 m deep, but average about 500 m. Artesian flows
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Present Present Total
Nubian System Post-Nubian System Total Total Extraction | Extraction Present
Volume in Volume in | Volume in | Recoverable from from Extraction
Storage Storage Storage Volume Nubian Post-Nubian from the
Region | Area (km?) (km?3) Area (km?) (km?®) (km?®) (km?3) (km?) (km?®) NSAS (km3)
Egypt 815,670 | 154,720 494,040 35,867 190,587 5,367 0.200 0.306 0.506
Libya 754,088 | 136,550 426,480 48,746 185,296 4,850 0.567 0.264 0.831
Chad 232,980 47,810 — — 47,810 1,630 0.000 — 0.000
Sudan 373,100 33,880 — — 33,880 2,610 0.833 — 0.833
Total 2,175,838 | 372,960 920,520 84,614 457,570 14,470 1.607 0.570 2.170

From Bakhbakhi, 2006.

TaBLe 2.1 Freshwater Stored in the Nubian Sandstone Aquifer System (NSAS) and Present-Day
Groundwater Withdrawals per Region
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Ficure 2.81 Trends in artesian overflow from wells in the Great Artesian Basin of Australia. (From
Habermehl, 2006.)

from individual wells exceed 10 million L/d (more than 100 L/s), but the majority have
much smaller flows. About 3100 of the 4700 flowing artesian wells drilled in the basin
remain flowing. The accumulated discharge of these wells (including water supply wells
in about 70 towns, as in most cases the artesian groundwater supply is the only source
of water) is about 1200 million L/d, compared to the maximum flow rate of about 2000
million L/d from about 1500 flowing artesian wells around 1918 (Fig. 2.81). Nonflowing
artesian wells, about 20,000, are generally shallow—several tens to hundreds of meters
deep. It is estimated that these generally windmill-operated pumped wells supply on
average 0.01 million L/d per well and produce a total of about 300 million L/d. High
initial flow rates and pressures of artesian wells have diminished as a result of the release
of water from elastic storage in the groundwater reservoir. Exploitation of the aquifers
has caused significant changes in the rate of natural aquifer discharge. Spring yields
have declined as a result of well development in many parts of the basin during the last
120 years, and in some areas springs have ceased to flow (Habermehl, 2006).

2.7.3 Carbonate (Karst) Aquifers

As explained earlier, what sets karst aquifers apart from any other aquifer type is their
unique porosity, often referred to as dual (or even triple) porosity which consists of ma-
trix porosity and then porosity of fractures and solutional openings (karst conduits). As
a consequence, groundwater flow in karst does not conform to relatively straight for-
ward principles governing flow in intergranular porous media and based on Darcy’s
law. Probably the only common characteristic karst aquifers share with other aquifer
types on a regional scale is that the groundwater has to move from the areas of aquifer
recharge to the areas (points) of aquifer discharge due to the hydraulic gradient in be-
tween, aquifer transmissivity and the effective porosity. In karst, this flow can often take
quite unexpected turns defying the expectations of professionals not used to working in
such a complex groundwater environment. It is not uncommon to have a couple of wells
screened in the same interval, and only a few hundred meters apart, with completely
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Ficure 2.82 Large-diameter core from the Miami oolitic limestone (Biscayne aquifer), Miami, FL.
Hydraulic conductivity >1000 ft/d. (Photograph by George Sowers; printed with kind permission of
Francis Sowers.)

different yields. In many instances this “behavior” of karst aquifers makes it very difficult
to design and reliably predict effectiveness of well fields in karst.

The original texture and porosity of carbonate deposits are highly variable because
of the wide range of environments in which the deposits form. The primary porosity
of the deposits can range from 1 to more than 50 percent. Compaction, cementation,
dolomitization, and dissolution are diagenetic processes, which act on the carbonate
deposits to change their porosity and permeability. For example, the Biscayne aquifer in
south Florida is developed in young Pliocene and Pleistocene limestones and is highly
productive thanks both to its very high primary porosity and karstification (Fig. 2.82).
It is extensively used for water supply including for the city of Miami, which is the
largest metropolitan area in the United States relying solely on groundwater. The aquifers
in older carbonate rocks of Cretaceous to Precambrian age yield water primarily from
solution openings (Fig. 2.83). The Ozark Plateaus aquifer system, the Silurian-Devonian
aquifers, the Ordovician aquifers, the Upper Carbonate aquifer of southern Minnesota,
the Arbuckle-Simpson aquifer of Oklahoma, and the New York carbonate-rock aquifers
are all in layered limestones and dolomites of Paleozoic age, in which solution openings
are locally well developed. The Blaine aquifer in Texas and Oklahoma likewise yields
water from solution openings, some of which are in carbonate rocks and some of which
are in beds of gypsum and anhydrite interlayered with the carbonate rocks (Miller, 1999).

The three most important characteristics of regional groundwater flow in karst
aquifers are (1) natural groundwater divides in karst aquifers often do not coincide
with surface water (topographic) divides as a result of loosing, sinking, and dry streams;
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Ficure 2.83 Large cavity at a construction site in Paleozoic limestone, Hartsville, TN. The matrix
porosity is measured at 2 percent. (Photograph by George Sowers; printed with kind permission of
Francis Sowers.)

(2) actual groundwater velocities in some portions of the aquifer could be extremely high,
on the order of hundreds of meters or more per day; and (3) aquifer discharge is often
localized through large karst springs, which have subsurface drainage areas commonly
larger than the topographic ones.

A good starting point for characterizing available groundwater in a karst aquifer is
to determine its regional carbonate litostratigraphy and geologic setting. Several major
karst types are closely associated with the thickness of carbonate sediments, their age,
and the position of regional erosional basis for both the surface streams and the ground-
water flow (e.g., see Cvijic, 1893, Cvijic, 1918, Cvijic, 1926; Grund, 1903, 1914; Herak and
Stringfield, 1972; Milanovic, 1979, 1981; White, 1988; Ford and Williams, 1989). Large
epicontinental carbonate shelf platforms, at the scale of hundreds to thousands of kilo-
meters, and thousands of meters thick, together with isolated carbonate platforms in
open-ocean basins, have developed through the Paleozoic and Mesozoic eras, with the
trend continuing into the Cenozoic era. At the same time, smaller (tens to hundreds of
kilometers wide) carbonate platforms and build-ups associated with intracratonic basins
have also developed (James and Mountjoy, 1983). Both types have been redistributed and
reshaped during various phases of plate tectonics and can presently be found throughout
the world, both adjacent to oceans and seas or deep inside the continents. The region of
classic Dinaric karst in the Balkans, Europe, (the word karst comes from this area) is an
example of a tectonically disturbed large thick Mesozoic carbonate platform where the
Adriatic Sea is the regional erosional basis for groundwater discharge (Kresic, 2007b).
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The sequence of carbonate sediments is thousands of meters thick and deep borings have
encountered paleokarstification more than 2000 meters below ground surface.

The utilization of karst aquifers developed in the Mesozoic platforms of Euro-Asia,
originally through the use of springs, has been documented since the beginnings of
civilizations in the Old World (Mediterranean and Middle East) and Europe, and it is
still irreplaceable in most European and Middle Eastern countries. In addition to modern
well fields, public water supply is still heavily based on the use of springs by small and
large water utilities alike (Kresic and Stevanovic, in preparation).

Like the Euro-Asian Mesozoic platforms, the Floridan aquifer in the southeast United
States (North and South Carolinas, Georgia, and Florida) is also developed on a thick
epicontinetal platform but with gently sloping undisturbed carbonate layers mostly cov-
ered with less permeable clastic sediments. The aquifer consists primarily of limestone
and dolomite of Paleocene to Miocene age. Regional flow directions are from the inland
outcrops toward the Atlantic Ocean and the Gulf of Mexico, with submerged discharge
zones along the continental shelf. Florida has over 20 well-documented large offshore
springs and a number of undocumented ones. These springs provided resources to pre-
historic people and wildlife when the sea level was lower. Evidence for occupation of
offshore sites has been discovered by researchers from the Florida State University De-
partment of Anthropology, which have conducted surveys at and near some offshore
springs and have recovered an abundance of chert tools (Scott et al., 2004; from Faught,
in preparation). Although some of the offshore springs may be discharging brackish to
saline water today, they almost certainly discharged freshwater during times of lower
sea levels when prehistoric human occupation occurred at these sites.

Areas where limestone is exposed at the surface, as in north-central Florida, karst
features such as sinkholes, large springs, and caves are fully developed. Many large
caves are now completely filled with groundwater. Quite a few of such caves providing
water to large karst springs have been explored by cave divers. Figure 2.84 shows a
large submerged karst passage in the Yucatan karst, Mexico, which has very similar
characteristics to Florida. It is estimated that there are nearly 700 springs in Florida of
which 33 are the first magnitude springs with an average discharge greater than 100 ft* /s
(2.83 m3/s). Florida represents perhaps the largest concentration of freshwater springs
on the earth.

Karst of the Caribbean islands, such as Puerto Rico and Jamaica, is an example of rela-
tively small carbonate platforms laying on a low permeable, usually magmatic base (Fig.
2.85). Surface karst features are fully developed including sinkholes and cone-shaped
hills (“mogote karst” in Puerto Rico and “cockpit karst” in Jamaica). Regional ground-
water flow direction is from the upland-highland recharge areas toward the coast line,
with the submerged discharge zones along the freshwater-saltwater interface.

The majority of karst areas in the United States constitute portions of carbonate plat-
forms now located away from the coast lines. Examples include Edwards aquifer in
Texas and karst of Kentucky, Tennessee, West Virginia, Indiana, and Missouri. Regional
groundwater flow in such cases is directed toward large karst springs located at the low-
est contact between karst and non-karst, or toward the lowest large permanent surface
stream intersecting the carbonates. Groundwater discharge along streams is commonly
through large springs, often naturally submerged or due to river damming (see Fig. 2.86).

Probably the best-known karst terrain in the United States is in the Mammoth Cave
area of central Kentucky. Recharge water enters the aquifer through sinkholes, swallow
holes, and sinking streams, some of which terminate at large depressions called blind
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Ficure 2.84 Divers exploring submerged passages in Ponderosa Cave, Yucatan, Mexico.
(Photograph courtesy of David Rhea, Global Underwater Explorers.)

valleys. Surface streams are scarce because most of the water is quickly routed under-
ground through solution openings. In the subsurface, most of the water moves through
caverns and other types of large solution openings, which riddle the Mississippian lime-
stones that underlie the Mammoth Cave Plateau in Kentucky and the Pennyroyal Plain
to the south and southwest of it. Some of these cavities form the large, extensive passages
of Mammoth Cave, one of the world’s largest and best studied cave systems.
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Ficure 2.85 Section of the north coast limestone belt, Puerto Rico. (Giusti, 1978, modified from
Shubert and Ewing, 1956.)
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Ficure 2.86 Photograph (top) and thermal image (bottom) of warm groundwater discharging into
cold reservoir water, Tennessee, the United States. Spring #20 shown with the arrow on the top
photograph. (Photograph courtesy of Frank Bogle.)

In addition to the classic Dinaric karst, the karst of southwest China is best known
in terms of its spectacular development of surface and subsurface karst topography
(Fig. 2.87). Carbonate rocks are widely spread and occupy about one-third of the total
area of 500,000 km? in which mountains and hills are dominant morphologic features.
Altitude decreases from 2500 m in northwest to less than 200 m in southeast. Annual
precipitation is more than 1000 mm/yr. Karst features are extensively developed and
the rainfall infiltration rate is generally about 30 to 70 percent. It is estimated that karst
aquifers store 40 to 70 percent of total groundwater resources in southwest China (Table
2.2). Large portion of discharge of karst aquifers is via springs; there are 1293 registered
significant springs with yields greater than 50 L/s (Table 2.3).
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Ficure 2.87 Tower karst near Guilin in southwestern China. (Photograph by George Sowers;
printed with kind permission of Francis Sowers.)

Because of a humid climate and abundant surface water, groundwater has not been as
extensively utilized for irrigation as it has been in northern China, but it is still important
for urban and domestic water supply. Examples of significant use of karst aquifers and
springs are in the provincial capitals Kunming and Guiyang, and the city of Tianjin
(Zhaoxin and Chuanmao, 2004).

When of considerable thickness, young coastal carbonate sediments may constitute
important aquifers for both local and centralized water supply. Examples can be found
in Jamaica, Cuba, Hispaniola and numerous other islands in the Caribbean, the Yucatdn
peninsula of Mexico, Bermuda, the Cebu limestone of the Philippines, the Jaffna lime-
stone in Sri Lanka, and some low-lying coral islands of the Indian oceans such as the
Maldives (Morris et al., 2003). The high infiltration capacity of young carbonate sediments
in coastal areas and islands means that there are few streams or rivers, and groundwater

Karst Water Total Groundwater
Province Resources Resources Ratio (%)
Yunnan 3,250 7,420 43.7
Guizhou 1,680 2,290 73.2
Guangxi 4,840 7,760 62.3
Sichuan 2,940 6,300 46.6

From Zhaoxin and Chuanmao, 2004.

TaBLe 2.2 Karst Water Resources (in km3/yr) in Four Provinces of Southwest China
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Flow Rate Range (L/s)
Province 50-500 500-1000 1000-2000 >2000 Total
Yunnan 648 45 35 3 731
Guizhou 231 20 11 1 26
Guangxi 284 13 2 0 229
Total 1,163 78 48 4 1,293

From Zhaoxin and Chuanmao, 2004.

TaBLe 2.3 Large Karst Springs with Different Flow Rates in Three Provinces in Southwest China

may be the only available source of water supply. This source is often very vulnerable to
salt (sea) water encroachment due to overpumping of fresh groundwater.

Surface water can enter karstified subsurface rapidly through a network of large
fractures and dissolutional openings that extend through the entire vadose zone. Conse-
quently, any contaminants in the infiltrating water can quickly reach the water table and
spread through a karst aquifer via conduits and karst channels faster than in any other
porous media. The exceptions are aquifers developed in coarse uniform gravel and some
fractured rocks where infiltration rates and groundwater velocities can also be very high.
For this reason, karst, fractured rock, and gravel aquifers are subject to new regulation in
the United States aimed at protecting vulnerable public water supplies. This regulation,
named Groundwater Rule, and promulgated in 2006 by the United States Environmental
Protection Agency (USEPA), is explained in more detail in Chap. 8.

In the United States, sandstone and carbonate rock deposits are often interbeded
over large areas and form aquifers of a mixed type called sandstone and carbonate-rock
aquifers. This aquifer type is present mostly in the eastern half of the Nation, but also
occur in Texas and in Oklahoma, Arkansas, Montana, Wyoming, and South Dakota. The
carbonate rocks generally yield more groundwater than do the sandstone rocks because
of dissolution and larger open-pore space. Water in aquifers of this type may exist under
confined and unconfined conditions (Maupin and Barber, 2005).

2.7.4 Basaltic and Other Volcanic Rock Aquifers

In the United States, aquifers in basaltic and other volcanic rocks are widespread in
Washington, Oregon, Idaho, and Hawaii and extend over smaller areas in California,
Nevada, and Wyoming. Volcanic rocks have a wide range of chemical, mineralogical,
structural, and hydraulic properties. The variability of these properties is due largely to
rock type and the way the rock was ejected and deposited. Pyroclastic rocks, such as tuff
and ash deposits, might have been placed by flowing of a turbulent mixture of gas and
pyroclastic material, or might form as windblown deposits of fine-grained ash. Where
they are unaltered, pyroclastic deposits have porosity and permeability characteristics
like those of poorly sorted sediments; however, where the rock fragments are very hot
as they settle, the pyroclastic material might become welded and almost impermeable.
Silicic lavas, such as rhyolite or dacite, tend to be extruded as thick, dense flows and
have low permeability except where they are fractured. Basaltic lavas tend to be fluid
and form thin flows that have a considerable amount of primary pore space at the tops
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and bottoms of the flows. Numerous basalt flows commonly overlap and the flows
commonly are separated by soil zones or alluvial material that form permeable zones.
Basalts are the most productive aquifers of all volcanic rock types.

The permeability of basaltic rocks is highly variable and depends largely on the
following factors: the cooling rate of the basaltic lava flow, the number and character
of interflow zones, and the thickness of the flow. The cooling rate is most rapid when a
basaltic lava flow enters water. The rapid cooling results in pillow basalt, in which ball-
shaped masses of basalt form, with numerous interconnected open spaces at the tops
and bottoms of the balls. Large springs that discharge thousands of gallons per minute
issue from pillow basalt in the wall of the Snake River Canyon at Thousand Springs, ID
(see Fig. 2.33).

The Snake River Plain regional aquifer system in southern Idaho and southeast-
ern Oregon is an example of an aquifer system in basaltic rocks. Pliocene and younger
basaltic-rock aquifers are the most productive aquifers in the Snake River Plain. The
saturated thickness of these rocks is locally greater than 2500 ft in parts of the eastern
Snake River Plain, but is much less in the western plain. Aquifers in Miocene basaltic
rocks underlie the Pliocene and younger basaltic-rock aquifers. They are used as a source
of water supply only near the margins of the plain. Unconsolidated-deposit aquifers are
interbedded with the basaltic-rock aquifers, especially near the boundaries of the plain
(Miller, 1999).

Other basalt aquifers in the United States are the Hawaii volcanic-rock aquifers,
the Columbia Plateau aquifer system, the Pliocene and younger basaltic-rock aquifers,
and the Miocene basaltic-rock aquifers. Volcanic rocks of silicic composition, volcani-
clastic rocks, and indurated sedimentary rocks compose the volcanic- and sedimentary-
rock aquifers of Washington, Oregon, Idaho, and Wyoming. The Northern California
volcanic-rock aquifers consist of basalt, silicic volcanic rocks, and volcaniclastic rocks.
The Southern Nevada volcanic-rock aquifers consist of ash-flow tuffs, welded tuffs, and
minor flows of basalt and rhyolite (Miller, 1999).

Worldwide, extensive lava flows occur in west-central India, where the Deccan basalts
occupy an area of more than 500,000 km?. Other extensive volcanic terrains occur in
Central America, Central Africa, while many islands are entirely or predominantly of
volcanic origin, such as Hawaii, Iceland, and the Canaries. Some of the older, more
massive lavas can be practically impermeable (such as the Deccan) as are the dykes, sills,
and plugs which intrude them (Morris et al., 2003).

Highly permeable but relatively thin rubbly or fractured lavas act as excellent con-
duits but have themselves only limited storage. Leakage from overlying thick, porous
but poorly permeable, volcanic ash may act as the storage medium for this dual system.
The prolific aquifer systems of the Valle Central of Costa Rica and of Nicaragua and El
Salvador are examples of such systems (Morris et al., 2003).

2.7.5 Fractured Rock Aquifers

This category includes aquifers developed in crystalline igneous and metamorphic rocks.
Most such rocks are permeable only where they are fractured, and generally yield small
amounts of water to wells through several water-bearing discontinuities (e.g., fractures,
foliation; see Fig. 2.88) usually associated with a certain rock type. However, because
fractured rocks can extend over large areas, significant volumes of groundwater may
be withdrawn from them and, in many places, they are the only reliable source of
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Ficure 2.88 Subsurface lithologic characteristics and water-bearing zones tapped by a well in a
fractured rock aquifer, Lawrenceville, GA. Tadpole with each circle shows azimuth direction; Images
are obtained with a downhole camera (televiewer). (Modified from Williams et al., 2005.)

water supply. Examples in the United States include the crystalline rocks of the northern
Minnesota, northeastern Wisconsin, and Appalachian and Blue Ridge regions of the
eastern United States.

In some cases, the bedrock has disintegrated into a layer of unconsolidated highly
weathered rock with a clayey residue of low permeability (“regolith,” “saprolite,” or
“residuum”). Below this zone, the rock becomes progressively less weathered and more
consolidated, transitioning into fresh fractured bedrock.
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Case Study: Evaluating Groundwater Supplies in Fractured Metamorphic Rock of the
Blue Ridge Province in Northern Virginia

Courtesy of Robert M. Cohen, Charles R. Faust, and David C. Skipp, GeoTrans Inc., Sterling, VA

Introduction Loudoun County, which is located in northern Virginia approximately 30
mi west of Washington, DC, has been one of the fastest growing counties in the United
States since the 1980s. In its western portion, the primary source of municipal, commer-
cial, and individual domestic water supplies is groundwater pumped from thousands of
wells drilled into the fractured metamorphic rock of the Blue Ridge Geologic Province.
The north-northeast trending Bull Run Fault (Fig. 2.89) separates the Blue Ridge
Province anticlinorium to the west from the Culpeper Basin in Loudoun County.
The anticlinorium is cored by weakly to strongly foliated high-grade Mesoproterozoic
granitic and nongranitic gneisses, which were deformed and metamorphosed during
the Grenville orogeny. Nine granitic gneiss (metagranite) types, which compose more
than 90 percent of the basement rock volumetrically, and three nongranitic basement
units were mapped by Southworth et al. (2006). A cover sequence of Late Proterozoic to

Late Proterozoic
Catoctin Formation
primarily metabasalt

~
Z2—>

Primarily
Mesoproterozoic
granitic gneisses
extensively
intruded by
metadiabase
dikes

BLUE RIDGE
PROVINCE

10 miles

Ficure 2.89 Simplified geologic map of Loudoun County. (After Southworth et al., 2006.)
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Early Cambrian metasedimentary and metavolcanic rocks unconformably overlies the
basement gneisses along ridges where it has not been eroded. The metavolcanic rocks
(primarily Catoctin Formation metabasalt) were fed by a northeast-trending swarm of
tabular late Proterozoic metadiabase dikes that intruded the basement rocks during con-
tinental rifting. The cover rocks were later deformed and metamorphosed to greenschist
facies during the Alleghenian orogeny.

Concern about the adequacy of available groundwater quantity and quality to meet
the needs of the growing County led to the implementation of hydrogeologic testing
requirements in 1987, development of an extensive wells database, and creation of an
integrated water monitoring program. The current hydrogeologic testing requirements
at residential subdivision sites underlain by the Blue Ridge rocks include drilling test
wells on 50 percent of proposed lots, conducting controlled 8-hour aquifer tests with
observation wells at each test well, performing detailed quality analyses on groundwater
sampled from each test well, and related data analysis. For proposed community water-
supply systems, requirements include fracture fabric mapping (if outcrops are present),
lineament analysis, performance of a surface geophysical survey to site wells, conduct
of a minimum 72-hour aquifer test with observation wells, and related data analysis.

Wells Database The county has created an extensive database of location, construction,
and yield information for approximately 19,000 water wells, including 11,500 wells in
the Blue Ridge Province of which 1800 are hydrogeologic study test wells (Figs. 2.90
and 2.91). Statistical analyses were performed using the database to evaluate differences
in well yield characteristics as a function of rock type, proximity to lineaments, prox-
imity to streams, proximity to faults, and other factors. Using GIS methods, well data
were attributed to specific rock units, and well distances were calculated to lineaments,
streams, and faults. Reported yield data are primarily based on “air-lift” well discharge
measurements made by drillers during well construction and are of variable accuracy.

Well yield distribution curves for bedrock types in the Blue Ridge Province are shown
in Figs. 2.92 and 2.93. Overall, yield distributions in the metagranites are similar and
tend to be higher than yield distributions associated with nongranitic rocks, the Catoctin
metabasalt, and the Harpers phyllite/metasiltstone. Approximately 5 to 10 percent of
the wells are reported to yield less than 1 gal/min, which is the minimum acceptable
yield for domestic wells in Loudoun County. Less than 5 percent of the wells have very
high yields (=50 gal/min) desirable for community water-supply use. Given the cost of
drilling, this emphasizes the need to use scientific methods (e.g., lineament analysis and
surface geophysical surveys) to increase the probability of drilling high-yield wells for
community water-supply development.

Mean and median well depths in the Blue Ridge of Loudoun County have increased
from approximately 300 to 500 ft between 1980 and 2007. Well drillers generally continue
drilling to greater depths until a satisfactory yield is achieved at a particular location.
Thus, there is a negative (weak) correlation between well yield and well depth. Table 2.4
presents the mean yield per 100 ft of drilling interval for approximately 1800 hydroge-
ologic study test wells in the Blue Ridge based on reported yield zone depth and rate
information.

Monitoring Program Loudoun County, in conjunction with the U.S. Geological Survey
(USGS) and the Virginia Department of Environment Quality, initiated an integrated
Water Resource Monitoring Program (WRMP) in 2002 to provide a scientific basis for
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Figure 2.90 Number of wells in Loudoun County in 1960 and 1980.
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Ficure 2.91 Number of wells in Loudoun County in 2006 (top) and the hydrogeologic study wells
(bottom).
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Total Yield Mean Yield (gal/min)
Interval (ft bgs) Feet Drilled (gal/min) per Interval
100 to <200 182,950 5,537 3.03
200 to <300 160,032 6,932 4.33
300 to <400 107,997 4,789 4.43
400 to <500 73,663 2,532 3.44
500 to <600 45,050 872 1.93
600 to <700 24,660 559 2.27
700 to <800 12,059 123 1.02

TaBLe 2.4 Reported Yield (gal/min) Versus Depth Interval in Approximately 1800 Test Wells

making land use decisions that affect water resources. Currently, stream levels and flows
are monitored at 10 stations, groundwater levels are being recorded in 11 wells, and
precipitation is recorded at a few stations. Ultimately, the county plans to establish a
network of 20 to 30 monitoring wells distributed throughout the county.

Groundwater levels have been monitored in one well located in the Catoctin Forma-
tion on Short Hill Mountain since the 1960s and in six other bedrock wells in the Blue
Ridge Province. Review of this data show that (1) hydraulic heads in bedrock fluctuate
less than 10 ft/yr, (2) heads generally rise due to recharge in late fall to early spring
and during heavy precipitation events at other times, and (3) there is no evidence of a
long-term hydraulic head trend at the monitored locations. Streamflow has been moni-
tored at stations on Goose Creek and Catoctin Creek since 1930 and 1971, respectively.
Streamflow appears well-correlated with precipitation rate.

Streamflow data and watershed information have been used to estimate recharge
rates in the Blue Ridge province. Calculations of recharge rate based on the streamflow
recession curve displacement method (USGS RORA program) were made for the pe-
riods between 1973 and 2006 for the Catoctin Creek watershed and between 2002 and
2006 for seven smaller watershed areas in the Blue Ridge Province of Loudoun County.
Estimated recharge rates are typically between 10 and 13 in./yr, but range from less than
5in/yr to more than 20 in/yr during periods of drought and extreme precipitation, re-
spectively. These recharge rates greatly exceed groundwater pumping rates associated
with rural residential subdivisions with large lots (>3 acres each) that are present in
western Loudoun County. For example, domestic water use of 300 gal/d on a 4-acre lot
is equivalent in volume to a recharge rate of 1.0 in/yr. The net effective withdrawal rate
is much less than 300 gal/d because a substantial portion of pumpage is returned to
the groundwater system as recharge from onsite septic drainfields. Water removed by
pumping is balanced by (1) a lowered hydraulic head locally in the aquifer (removal of
water from storage), (2) an increase in recharge to the aquifer from above, (3) a decrease in
the rate of natural discharge from the aquifer to streams, or, most likely, (4) a combination
of all three sources.

High-Yield Well Siting The capacity of crystalline metamorphic rock to transmit ground-
water is highly dependent on the density and interconnectivity of open fractures in
the rock. Lineament (fracture trace) analysis (Lattman and Parizek, 1964) and surface
geophysical surveys have been used to site high-yielding wells in fractured metamor-
phic rock with varied success at many sites in Loudoun County.
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A review of prior studies on the relationship of well yields in crystalline metamorphic
rock to lineaments and topographic setting reveals mixed findings (Yin and Brook, 1992;
Mabee, 1999; Henriksen, 2006; Mabee et al.,2002). Lineament analysis has been performed
in Loudoun County using a variety of imagery platforms, including black and white aerial
photographs, color and color infrared aerial photographs, shaded-relief digital elevation
maps (DEMs), and topographic contour maps. GIS analysis of well yield data in the
Blue Ridge of Loudoun County suggests that siting high yield wells can benefit from
lineament analysis and “lay-of-the-land” methods. However, most wells drilled near
lineaments and/or in valley settings will have low-to-moderate yields (<20 gal/min).

A comparative study was performed in New Hampshire by the USGS (Degnan
et al.,, 2001) to examine the efficacy of several surface geophysical methods to locate
major water-bearing fracture zones in metamorphic rock. Of the methods studied,
two-dimensional electrical resistivity (ER) surveys provided the most quantitative
information on fracture-zone location and dip direction. Experience in Loudoun County
is consistent with these findings and ER profile imaging has been used successfully
to select drilling locations for community water-supply wells at many sites in western
Loudoun County. High-yield bedrock fracture zones are inferred by low resistance
anomalies (<400 Q2m).

Investigation of Anisotropy It has been hypothesized (e.g., Drew et al., 2004) that the most
dominant fracture fabric features, which control groundwater flow in the Blue Ridge
of Loudoun County, include (1) the pervasive northeast-striking, moderately to steeply
dipping (generally to the southeast) metadiabase dikes that intrude the older metagran-
ites, and (2) subparallel northeast-trending Paleozoic cleavage (schistosity). Northwest-
trending foliation in the Mesoproterozoic basement rock, which was overprinted by
dike intrusion and Paleozoic cleavage, is also observed in much of western Loudoun
County.

In order to examine aquifer anisotropy in a more direct manner, automated water-
level recording devices were deployed in numerous observation wells during aquifer
tests conducted at seven sites in the Blue Ridge of Loudoun County. Data acquired
during 22 tests where drawdown was observed at three or more observations wells were
analyzed using the Papadopulous (1965) equation for nonsteady groundwater flow in
an infinite anisotropic confined aquifer as implemented in the TENSOR2D (Maslia and
Randolph, 1986) and AQTESOLYV (beta version, Duffield, 2007) computer programs. The
results shown for the analyses of 15 tests where the data reasonably fit an anisotropic
solution are presented based on the AQTESOLV analysis in Fig. 2.94. The anisotropic
aquifer analyses indicate that different tensor orientations are observed in different areas
of 100 to 250 acre study sites and that observed anisotropy is not always consistent with
mapped geologic structural features. Interpreted tensor orientations vary between N70E
and N79W. Nine of the fifteen orientations are between N5E and N38W.

Conclusion Extensive hydrogeologic investigation in the Blue Ridge of northern Virginia
confirms that the fractured metamorphic bedrock is very complex. Adequate groundwa-
ter supply is generally available to support low-density (>3 acres per lot) rural residential
use. High-yield well development for municipal (e.g., towns with denser populations)
and commercial water supplies, however, presents greater challenges related to siting
and potential drawdown impacts. Bedrock fracture complexity emphasizes the need for
extensive monitoring to determine the impacts of high-rate pumping.
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Ficure 2.94 Anisotropic transmissivity tensor [(ft?/d)%-®] results for 15 aquifer tests at seven
sites.

2.7.6 Withdrawals from Principal Aquifers in the United States

Fresh groundwater withdrawals from 66 principal aquifers in the United States were es-
timated for irrigation, public-supply, and self-supplied industrial water uses for the year
2000. Total ground-water withdrawals were 76,500 million gal/d or 85,800 thousand
acre-feet per year for these three uses. Irrigation used the largest amount of ground-
water, 56,900 million gal/d, followed by public supply with 16,000 million gal/d, and
self-supplied industrial with 3570 million gal/d. These three water uses represented
92 percent of the fresh groundwater withdrawals for all uses in the United States. The
remaining 8 percent included self-supplied domestic, aquaculture, livestock, mining,
and thermoelectric power uses (Maupin and Barber, 2005). Figure 2.95 compares total
groundwater withdrawals for major aquifers.
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Ficure 2.95 Aquifers that provided most of total withdrawals for irrigation, public supply, and
self-supplied uses in the United States during 2000. (Modified from Maupin and Barber, 2005.)

The largest withdrawals were from unconsolidated and semiconsolidated sand
and gravel aquifers, which accounted for 80 percent of total withdrawals from all
aquifers. Carbonate-rock aquifers provided 8 percent of the withdrawals, and igneous
and metamorphic-rock aquifers, 6 percent. Withdrawals from sandstone aquifers, from
sandstone and carbonate-rock aquifers, and from the “other” aquifers category each
constituted about 2 percent of the total withdrawals reported.

Fifty-five percent of the total withdrawals for irrigation, public-supply, and self-
supplied industrial water uses were provided by the High Plains aquifer, California
Central Valley aquifer system, the Mississippi River Valley alluvial aquifer, and the Basin
and Range Basin-fill aquifers. These aquifers provided most of the withdrawals for irriga-
tion. The High Plains aquifer was the most intensively used aquifer in the United States.
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2.8

This aquifer provided 23 percent of the total withdrawals from all aquifers for irrigation,
public-supply, and self-supplied industrial water uses combined and 30 percent of the
total withdrawals from all aquifers for irrigation.

The primary aquifers used for public supply were the glacial sand and gravel aquifers
of the Northeastern and North-Central States, the California Coastal Basin aquifers, the
Floridan aquifer system, the Basin and Range Basin-fill aquifers, and the Coastal lowlands
aquifer system along the Gulf Coast. These five aquifers provided 43 percent of the total
withdrawals from all aquifers for public supply. The glacial sand and gravel aquifers,
Coastal lowlands aquifer system, Floridan aquifer system, and Cambrian-Ordovician
aquifer system were the primary sources of water for self-supplied industrial use; these
aquifers provided 46 percent of the total groundwater withdrawals for that use.

Aquitards
Although aquitards play a very important role in groundwater systems, in many cases
they are still evaluated qualitatively rather than quantitatively. Only relatively recently
focus of field and laboratory research studies started including the role of aquitards in
fate and transport of various contaminants in the subsurface. A similar effort is yet to
materialize in terms of aquitards as storage of groundwater available for water supply.
As illustrated with several examples in the previous sections of the book, aquitards can
release (“leak”) significant volumes of water to adjacent aquifers that are being stressed
by pumping; they can also transfer water from one aquifer to another, both under natural
conditions and as a result of artificial groundwater withdrawal. Understanding various
roles aquitards can play in a hydraulically stressed groundwater system is especially im-
portant when designing artificial aquifer recharge and predicting long-term exploitable
reserves of groundwater.

One usually thinks of an aquitard, when continuous and thick, and when overlying
a highly productive confined aquifer, as a perfect “protector” of the valuable ground-
water resource. Some professionals, however, would argue that “every aquitard leaks”
and it is only a matter of time when existing shallow groundwater contamination would
enter the confined aquifer and threaten the source. Of course, it does not help anyone
(i.e., interested stakeholders) if such professionals rely only on their “best professional
judgment” and are much less specific in terms of the “reasonable amount of time” after
which the contamination would break through the aquitard. If confronted with some
field-based data, such as the thickness and the hydraulic conductivity of the aquitard
porous material, they may have the “best” answer ready in hand: “But the measurements
did not include flow through the fractures, and we all know that all rocks and sediments
comprising an aquitard, including clay, do have some fractures, somewhere.” Addi-
tionally, there may be a number of old wells screened across aquifer(s) and aquitard(s),
or wells with degraded casing and seal that provide for direct hydraulic communica-
tions between various water-bearing zones in the system. And the final argument is the
hardest one to address: “But how do we know that the aquitard is continuous? There
must be a pathway through it, such as interconnected lenses of some “sandy” material
somewhere.” The truth is, as always, somewhere in between. There are perfectly protec-
tive competent aquitards, of high integrity, which would not allow migration of shallow
contamination to the underlying aquifer for thousands of years or more, and there are
leaky aquitards, of low integrity, which do not prevent such migration for more than
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several decades or so. Of course, if an aquitard is not continuous, or is only a few feet
thick in places, all bets are off. In such cases, the site-specific conditions in the adja-
cent aquifers would play the key role in contaminant transport. These conditions, in a
“worst” case, may include large regional drawdowns caused by pumping in the un-
derlying confined aquifer, and the resulting steep hydraulic gradients between the two
aquifers (the shallow and the confined) separated by the aquitard. Contamination with
dense nonaqueous phase liquids (DNAPLs), which are denser than water, is especially
difficult to assess or predict since they can move irrespective of the groundwater hy-
draulic gradients in an aquifer-aquitard-aquifer system. However, it is surprising how
many investigations in contaminant hydrogeology fail to collect more (or any) field in-
formation on the aquitard, even though determining its role may be crucial for success
of a groundwater remediation project.

The only direct method for determining if actual flow through an aquitard is taking
place is dye tracing, but it is of no practical use due to normally very long travel times
through aquitards. Several indirect methods, which utilize hydraulichead measurements
in the system and chemical and isotopic analyses of water residing in an aquitard, can
be used to reasonably accurately assess the rates of groundwater movement through
it. However, caution should be used when relying on hydraulic head data collected
from monitoring wells that are not completed in the aquitard itself. A difference in the
hydraulic heads measured in the overlying and underlying aquifers does not necessarily
mean that groundwater is moving between them at any appreciable rate. The existence
of the actual flow can be indirectly confirmed only by hydraulically stressing (pumping)
one of the aquifers and confirming the obvious related hydraulic head change in the
other two units (i.e., including the aquitard itself). When interpreting the hydraulic head
changes (fluctuations) caused by pumping, all possible natural causes such as barometric
pressure changes or tidal influences should be accounted for.

Figure 2.96 is a good example of possibly misleading conclusions based on mea-
suring the hydraulic heads at only one depth in the surficial aquifer (say, at MP-4 A,
where the head is 180.07 ft), and only one depth in the confined aquifer (MP-4 F, the
head is 61.77 ft). The vertical difference between these two hydraulic heads is 118.3 ft,

Foet 3 MP-1 5 MP-4 MW-9 ; Fe
200 MW-3 MW-5 MP-7 500
160 __K_17§81 1160

7 Unconfined Byp170.21
120 169.34 Aquifer Cun167.80 120
— 169.31 — DL167.82 [
80 Aquitard - 80
1 NG LI 3 e |
40+ F 0 65.39 ' \ Confined 67.38 — 40
i Foe61.77 Aquifer Fmb56.22 |-
0- 0 500 ft L0

Ficure 2.96 Measurements of the hydraulic head at multi-port monitoring wells screened above
and below an aquitard. The confined aquifer is being pumped for water supply with an extraction
well located approximately 4600 ft from MP-7. (From Kresic, 2007a; copyright Taylor & Francis
Group, LLC, printed with permission.)
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which may lead one to believe that there must be a significant vertical flow downward
through the aquitard caused by such a strong vertical hydraulic gradient (incidentally,
the confined aquifer is being pumped for water supply). However, the head difference
between the last two ports in the aquifer above the aquitard, at all multi-port wells, is
absent for all practical purposes: it is within one hundredth of 1 ft, upward or down-
ward. The flow is “strictly” horizontal indicating absence of advective flow (free gravity
flow) of groundwater from the unconfined aquifer into the underlying aquitard. The
higher downward vertical gradients at shallow depths in the unconfined aquifer may
be the result of recharge, possibly combined with the influence of some lateral pumping
(boundary) in the unconfined aquifer.

When measurements of the hydraulic head are available at various depths within an
aquitard, a more definitive conclusion as to the probable rates and velocities of ground-
water flow through it can be made, including presence of possibly varying hydraulic
head inside the aquitard caused by heterogeneities. Figure 2.97 shows recommended
setup of monitoring wells for a long-term aquifer test designed to evaluate character-
istics of the confined aquifer and possible interactions with the unconfined aquifer, as
well as the integrity of the aquitard. Continuous measurements of the hydraulic head at
different depths within the entire system can be made with cluster wells, with multi-port
wells, or with their combination.

As in any porous media, the main question when attempting to quantify rates and
velocities of groundwater flow through an aquitard is the selection of two critical param-
eters: hydraulic conductivity and effective porosity. This question becomes even more
important when considering the fate and transport of contaminants across an aquitard
since they can migrate through discrete pathways difficult to detect. As discussed by
Cherry et al. (2006), such pathways are common in many settings and include fractures
and macropores, or large openings, caused by the roots or burrowing animals. Several
processes cause fractures in fine-grained unlithified aquitards. Unsaturated aquitards
with lower clay content are particularly susceptible to extensive fracturing by geologic
stresses and deformation. Where unlithified aquitards are subject to weathering, shrink-
ing and drying of the sediments can cause fractures to form in the unsaturated zone above
the water table. The density of fractures in these settings typically decreases significantly
with depth below the weathered portion of the aquitard, but fractures can extend to
depths on the order of 30 to 150 ft below the water table. Deposits with higher percentages
of clay may be relatively plastic. The plasticity can promote fracture closure at depth, at
some later time, if sand or silt has not been washed into the fracture (Bradbury etal., 2006).

Hydraulic properties of aquitards greatly depend on depositional environments that
created them, as well as on possible exposure to the land surface at any point in their
geologic past. For example, glaciolacustrine sediments, although with high proportion
of clay and deposited in lakes, may have horizontal interbedded sand layers resulting
in a relatively higher horizontal than vertical conductivity. Vertical fractures in clay may
have been formed during some period in the past when the sediment was exposed to the
land surface and subject to weathering. These fractures may be truncated by sand layers
and, after a subsequent resaturation of the whole sequence, the predominantly vertical
flow through the fractures may be redirected by the sand interbeds. All this may result
in a quite complicated overall flow pattern in the aquitard.

The following example illustrates difficulties when attempting to calculate a repre-
sentative groundwater velocity and flow rate through an aquitard that behaves like a
dual porosity medium where the flow takes place in both the matrix and the fractures.
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Fieure 2.97 An example of a pumping test monitoring well network designed to determine
characteristics and anisotropy of the tested confined aquifer, and nature of the aquitard including
possible leakage from the aquitard and the unconfined aquifer into the underlying confined aquifer.
MW-1 is a well cluster with each of the wells having multiple screens for monitoring discrete
intervals. Top: map view; bottom: cross section.

Figure 2.98a shows elements for calculation of vertical flow velocity and flow rate through

a 4-meter thick aquitard without fractures. The linear velocity (vp) is calculated using
Darcy’s law (Eq. 2.34):

Ky xi Kyx(4%) 5x10%cm/s x (32)
T e me 0.03
=83 x10"cm/s
= 26.3cm/yr

L
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where K, = vertical hydraulic conductivity typical for a fairly competent clay matrix
Ah = difference in the hydraulic heads between the unconfined and confined
aquifers (it equals 2 m in this case)
L = thickness of the aquitard (4 m)
nes = effective porosity of clay (3 percent)

The time of travel across the aquitard is 15.2 years, and it is found by dividing the
thickness of the aquitard (travel distance; L = 4 m) with the velocity (v;, = 0.263 m/yr).
The flow rate through the aquitard is found by multiplying the cross-sectional area of
flow (A =1 m? in this case) with the Darcy’s velocity (not the linear velocity):

Q:UXA:KViXA
2
:5x10_10m/sx—m><1m2
4m

=25x%x10""m%/s
=216 x 10> m?/d

Figure 2.98b shows elements for calculating the flow velocity (v) through a single frac-
ture of aperture B =5 x 107° (50 um) across an aquitard 4 m thick, using an equivalent
hydraulic conductivity of the fracture (Witherspoon, 2000; B = 2b in Witherspoon’s no-
tation):

20" L~ 12v° L
9.81m/s? 2m

o =m

12 x 0.000001m?2/s = 4m

v=foi=B2ﬁxA—h—B2g xAh

= (5% 107°m)* x

(2.35)

=1.02x10%m/s
= 88.3m/d

where K¢ = hydraulic conductivity of the fracture
v = flow velocity through the fracture
# = dynamic viscosity
p = water density
g = gravity
v = kinematic viscosity

Note that dynamic viscosity and density are related through kinematic viscosity as fol-
lows: v = p/p. The kinematic viscosity of water at temperature of 20°C is 1 x107® m?/s
(McCutcheon et al., 1993), and the acceleration of gravity is rounded to 9.81 m/ s2. The
time of travel across the 4-meter thick aquitard is very short, less than one day, and it
is calculated by dividing the distance of travel (L = 4 m) with the flow velocity (v;, =
88.3 m/d). The equivalent hydraulic conductivity of the fracture is here calculated as
2 x 1073 m/s, or seven orders of magnitude greater than the hydraulic conductivity of
the clay matrix (5 x1071° m/s).

The flow rate through this single fracture, for a one-meter width (2 = 1 m), is found
by applying the so-called cubic law, i.e., by multiplying the flow velocity with the
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Ficure 2.98 (a) Elements for calculating groundwater velocity and flow rate across an unfractured
clay aquitard, 4-m thick. Calculation based on Darcy’s law. (b) Elements for calculating groundwater
velocity and flow rate through a single fracture with aperture B = 5 x 10~® m, crossing an aquitard
4-m thick. (Modified from Cherry et al., 2006.)

cross-sectional area of flow (A), where A =aB:

Ah Ah
Q:Axv:axBszﬁx—:aﬁix—
121 L 12v L

9.81m/s’ 2m

-1 107 m)°® 4m
m x (5x 107 m)” x 12 x 0.000001 m2/s “4m

(2.36)
=44 x10°m?/d



192

Chapter Two

Comparison of the two results shows that both the flow velocity and the flow rate
through a single fracture are incomparably higher than through the matrix. It is obvi-
ous that, in case of fractured aquitards, the actual water flux through them will mostly
depend on the effective aperture (which takes into account presence of asperities and
fill materials), the number, the three-dimensional extent, and the interconnectivity of
all fractures present within a representative volume of the aquitard. However, in many
cases it would be very difficult, if not impossible, to accurately define the effective aper-
ture and the geometry of the fractures (fracture systems) within an aquitard and various
assumptions would have to be made.

Conducting field (in-situ) testing of the bulk hydraulic conductivity at various lo-
cations and depths is arguably still the only direct method that can provide answers
as to the combined influence of both the matrix and the fractures on the effective hy-
draulic conductivity of an aquitard. Vargas and Ortega-Guerrero (2004) present results
of the hydraulic conductivity tests conducted in 225 piezometers installed in a regional
lacustrine clay aquitard in the metropolitan area of Mexico City. The aquitard (split into
first and second sub-aquitards) has thickness between 50 and 300 meters, and covers
the main aquifer used for water supply of 25 million people. The results of this study
show notable differences between the matrix hydraulic conductivity determined in the
laboratory, which is on the order of 1 x1071% to 1 x 10~"'m/s, and the field-determined
hydraulic conductivity at various depths. In general, the aquitard is more heterogeneous
and contains more microfractures at shallow depths of 25 to 40 meters. This is reflected in
the hydraulic conductivity values spanning as much as five orders of magnitude at some
locations: between 1 x 107 and 1 x 10~"m/s. The range of variation generally narrows
down with depth, so that field values for the second regional aquitard are between 1 x
107" and 1 x 10~m/s. Figure 2.99 illustrates this trend of decreasing hydraulic conduc-
tivity with depth, evident in the shallow aquitard as well. For example, in this general
area, all 14 values determined in the field at depths greater than 15 meters are less than
1 x 10~m/s, which would label the aquitard as competent for all practical purposes.

Hart et al. (2005) present results of laboratory testing for shale hydraulic conductivi-
ties, a methodology for determining the vertical hydraulic conductivity (Ky) of aquitards
at regional scales, and demonstrate the importance of discrete flow pathways across
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Fieure 2.99 Vertical profile of hydraulic conductivity of the regional lacustrine aquitard, measured
in the field at the Medical Center in Mexico City (From Vargas and Ortega-Guerrero, 2004; copyright
Springer-Verlag; reprinted from Hydrogeology Journal with permission.)
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Ficure 2.100 Results of a three-dimensional particle tracking model showing effects of a
high-conductivity zone (window) in an aquitard on particle flow paths. (Modified from Chiang et al.,
2002.)

aquitards. A regional shale aquitard in southeastern Wisconsin, the Maquoketa Forma-
tion, was studied to define the role that an aquitard plays in a regional groundwater flow
system. Calibration of a regional groundwater flow model for southeastern Wisconsin
using both predevelopment steady-state and transient targets suggested that the regional
K, of the Maquoketa Formation is 1.8 x 107" m/s. The core-scale measurements of the
K, of the Maquoketa Formation range from 1.8 x 10~'#to 4.1 x 10~'> m/s. Flow through
some additional pathways in the shale, potential fractures or open boreholes, can explain
the apparent increase of the regional-scale K,. Based on well logs, erosional windows or
high-conductivity zones seem unlikely pathways. Fractures cutting through the entire
thickness of the shale spaced 5-km apart with an aperture of 50 um could provide enough
flow across the aquitard to match that provided by an equivalent bulk K, of 1.8 x 10~
m/s. In a similar fashion, only 50 wells of 0.1 m radius open to aquifers above and below
the shale and evenly spaced 10-km apart across southeastern Wisconsin can match the
model K, (Hart et al., 2005).

Windows in aquitards can play a major role in transmitting significant quantities of
water or contaminants between the adjacent aquifers. Such windows can be the result of
various geologic processes and it is very important to understand the geologic history
of an area under investigation. Figure 2.100 shows modeling results for a portion of
a groundwater system with a high-permeability zone (window) within an aquitard,
including tracks of particles released at the water table which are pulled in by two wells
pumping below the aquitard.

Interpretation of chemical composition of groundwater present in an aquitard is an-
other important element for assessing its hydraulic role relative to adjacent aquifers.
Farvolden and Cherry (1988) present results of hydrogeologic investigations of thick
clayey aquitards in Ontario and Quebec, Canada, conducted as part of studying possi-
ble locations for waste-disposal sites. Vertical profiles of major ions and environmental
isotopes, together with the hydraulic head and conductivity profiles, were used to in-
terpret the mechanisms of groundwater movement in the aquitards. The relatively high
concentrations of major ions in and near the weathered zone are attributed to chemi-
cal weathering that took place primarily during Altithermal time when a warmer, drier
climate caused the average water table to be 2 or 3 m deeper than the present-day wa-
ter table. Dessication caused the fractures to form during this drier period. The verti-
cal changes in concentrations of the analyzed constituents in the unweathered clay are
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2.9

primarily caused by molecular diffusion, which causes their migration due to concentra-
tion gradients. The vertical flow of groundwater (advection) has negligible effect in this
respect. C1-, Na*, and CHy, diffuse upward from the bedrock where the high concentra-
tions of these constituents originate. Upward diffusion dominates over the downward
advective flow; therefore, the net movementis upward. Ca?t, Mg2+, HCO;3, and SOi_ dif-
fuse downward from the weathered zone where they originate. %0 and *H (deuterium)
are also diffusing downward from the bottom of the weathered zone into the unweath-
ered clayey till. This interpretation was confirmed with mathematical modeling based
on Fick’s Laws of diffusion. The authors of the study conclude that the clayey material
beneath the weathered zone contains groundwater that is many thousands of years old
and that exhibits diffusion-controlled distribution of major ions and isotopes (Farvolden
and Cherry, 1988; based on studies by Desaulniers, 1986, and Desaulniers et al., 1986).
Carbon-14 dating in the Sarnia district is additional evidence of the age of deep ground-
water: it is between 10,000 and 14,000 years old. Based on all the information presented
above, one would easily conclude that the clayey aquitard in question is competent.

A very detailed description of various field and laboratory methods of determin-
ing hydrogeologic characteristics and integrity of aquitards, including calculations of
groundwater flow rates and contaminant fate and transport, is given in Cherry et al.
(2006) and Bradbury et al. (2006).

Springs

Early human settlements were located near reliable sources of freshwater—springs and
streams. Many ancient cities and their modern counterparts grew thanks to large perma-
nent springs, typically located in karst regions of the Mediterranean and Middle East.
Figure 2.101 shows part of a 9-km long aqueduct built in the third century AD by Roman

Figure 2.101 Part of an aqueduct built in third century AD by Roman emperor Diocletian for water
supply of his summer residence on the Adriatic coast. The aqueduct brought water from the large
karst spring shown in Fig. 2.102, which is still being used for the water supply of the Croatian port
city of Split. (Photograph courtesy of Ivo Eterovic.)
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Ficure 2.102 The karst spring Jadar, initially tapped by Roman emperor Diocletian in third century
AD, is still used for water supply of the Croatian port city of Split. (Photograph courtesy of lvana
Gabric, University of Split.)

emperor Diocletian for water supply of his summer residence. This residence, known as
Diocletian’s Palace, is the largest ever built in the Roman Empire. The palace is now the
old urban core of the Croatian port city of Split on the Adriatic coast, which still uses the
same karst spring tapped by Diocletian for his water supply (Fig. 2.102).

Springs of any size and of any type have been used for rural and domestic water
supply throughout the world. In the United States, interest in groundwater initially
focused on springs, particularly in the arid West. Emigrant trails linked many springs,
which served as watering holes for people and livestock. As the eastern part of the country
developed and most of the land became privately owned, the focus of groundwater-based
public water supply shifted to wells. Advances in well drilling, pump technology, and
rural electrification made possible the broad-scale development of groundwater in the
West beginning in the early 1900s. Large-scale irrigation with groundwater, especially
after World War II, spread rapidly throughout the West resulting in the cessation of spring
flows at many locations. As a consequence, in both the Eastern and Western United States,
the overall utilization of springs for centralized water supply is minor compared to other
parts of the world. Where there are numerous large springs, for example as in the karst
regions of Florida, Texas, and Missouri, many such springs are located on private land or
public park land, and preserved for other uses including recreation. A paragraph from
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Ficure 2.103 Utilization of springs for public water supply in Switzerland, Austria, and Germany.
(Modified from Austrian Museum for Economic and Social Affairs, 2003.)

Meinzer’s publication on large springs in the United States (Meinzer, 1927) illustrates
this point for Florida springs:

Some of the springs have become well-known resorts, but otherwise not much use is made of their
water. The fascinating character of these springs is indicated by the following vivid description of
Silver Spring, abbreviated from a description given in a booklet published by the Marion County
Chamber of Commerce (see pl. 1.). “The deep, cool water of Silver Spring, clear as air, flows in great
volume out of immense basins and caverns in the midst of a subtropical forest. Seen through the glass-
bottom boats, with the rocks, under-water vegetation, and fish of many varieties swimming below as
if suspended in mid-air, the basins and caverns are unsurpassed in beauty. Bright objects in the water
catch the sunlight, and the effects are truly magical. The springs form a natural aquarium, with 32
species of fish. The fish are protected and have become so tame that they feed from one’s hand. At
the call of the guides, hundreds of them, of various glistening colors, gather beneath the glass-bottom
boats.”

In recent years there has been a renewed interest in spring water in the United States
driven by multinational water-bottling corporations which profit from the booming con-
sumer demand for safe drinking water. In contrast, European countries, where springs of
high water quality are abundant, utilize them as preferred sources of public water supply
(Fig. 2.103) and are continuously implementing various measures for their protection.
The city of Vienna, Austria, is a prime example of scientific, engineering, and regulatory
efforts, at all levels, aimed at protecting its famed water supply based on springs.

2.9.1 Types and Classifications of Springs

In general, a spring is any location at the land surface where groundwater discharges
from an aquifer, creating a visible flow. When the flow is not visible, but the land surface is
wet compared to the surrounding area, such a discharge of groundwater to the surface is
called seep. A seepage spring is a term often used to indicate the discharge of water through
numerous small intergranular openings of unconsolidated sediments (e.g., sand and
gravel). They are usually marked by abundant vegetation and commonly occur where
valleys are cut downward into the zone of saturation of a uniform water-bearing deposit.
A fracture (or fissure) spring refers to a discharge of water along bedding planes, joints,
cleavage, faults, and other breaks in the consolidated (hard) rock. Geysers are springs
in which at more or less regular intervals hot water and steam are ejected with force
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Maghnitude Discharge

First 100 ft3/s or more

Second 10 to 100 ft3/s

Third 1to 10 ft3/s

Fourth 100 gal/min to 1 ft3/s

Fifth 10 to 100 gal/min

Sixth 1 to 10 gal/min

Seventh 1 pint per minute to 1 gal/min
Eight less than 1 pint per minute

From Meinzer, 1923.

TaeLe 2.5 Classification of Springs Based on Average Discharge

from considerable depth. Geyser springs generally emerge from tubular conduits that
are lined with silica, deposited by the water, and end at the surface in a cone of similar
material.

There have been various proposed classifications of springs, based on different char-
acteristics, of which the following are the most common:

* Discharge rate and uniformity
* Character of the hydraulic head (pressure) creating the discharge
* Geologic structure controlling the discharge

e Water quality and temperature

Meinzer’s classification of springs based on the average discharge expressed in U.S.
units is still widely used in the United States (Table 2.5). However, the classification
based solely on average spring discharge, without specifying other discharge parameters,
is not very useful when evaluating the potential for spring utilization. For example, a
spring may have a very high average discharge but it may be dry or just trickling most
of the year. It is therefore essential that a spring is evaluated based on the minimum
discharge recorded over a long period, typically longer than several hydrologic years
(hydrologic year is defined as spanning all wet and dry seasons in a full annual cycle).
When evaluating the availability of spring water, it is important to include a measure of
spring discharge variability, which should also be based on periods of record longer than
one hydrologic year. The simplest measure of variability is the ratio of the maximum and
minimum discharge called the index of variability (I,):

_ Qmax
Qmin

I, (2.37)

Springs with the index of variability greater than 10 are considered highly variable,
and those with I, < 2 are sometimes called constant or steady springs. Meinzer (1923)
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proposed the following measure of variability expressed in percentage:

— Qmax - Qmin
Qav

1% x 100(%) (2.38)

where Qmax, Qmin, and Qay are maximum, minimum, and average discharge respectively.
Based on this equation, a constant spring would have variability less than 25 percent,
and a variable spring would have variability greater than 100 percent.

Intermittent springs discharge only for a period of time, while at other times they
are dry, reflecting directly the aquifer recharge pattern. Ebb-and-flow springs, or periodic
springs, are usually found in limestone (karst) terrain and are explained by the existence
of a siphon in the rock mass behind the spring that fills up and empties with certain
regularity, regardless of the recharge (rainfall) pattern. Periodic springs can be permanent
or intermittent. Estavelle has a dual function: it acts as a spring during high hydraulic
heads in the aquifer, and as a surface water sink during periods when the hydraulic head
in the aquifer is lower than in the body of surface water (estavelles are located within or
adjacent to surface water features). Secondary springs issue from locations located away
from the primary location of spring discharge, which is covered by colluvium or other
debris and therefore not visible.

Springs are usually divided into two main groups based on the nature of the hydraulic
head in the underlying aquifers that forces them to discharge to the land surface:

e Gravity springs emerge under unconfined conditions where the water table in-
tersects land surface. They are also called descending springs.

e Artesian springs discharge under pressure due to confined conditions in the un-
derlying aquifer, and are also called ascending or rising springs.

Geomorphology and geologic fabric (rock type and tectonic features such as folds and
faults) play a key role in the emergence of springs. When site-specific conditions are rather
complicated, springs of formally different types may actually appear next to each other
causing confusion. For example, a lateral impermeable barrier in fracture rock, caused
by faulting, may force groundwater from a greater depth to ascend and discharge at the
surface. This water may have high temperature due to the normal geothermal gradient in
the earth’s crust—such springs are called thermal springs. At the same time, groundwater
of normal temperature may issue at a spring located very close to the thermal spring.
Yet a third spring may be present with water temperature varying between “hot” and
“cold.” All three springs are caused by the same lateral contact between the aquifer and
the impermeable barrier, and can all be called barrier springs, although the hydraulic
mechanism of groundwater discharge is quite different.

Figure 2.104 shows several common spring types. In general, when the contact be-
tween the water-bearing porous medium and the impermeable medium is sloping to-
ward the spring, in the direction of groundwater flow, and the aquifer is above the
impermeable contact, the spring is called a contact spring of descending type (Fig. 1.104a).
When the impermeable contact slopes away from the spring, in the direction opposite
of groundwater flow, the spring is called overflowing (Fig. 1.104b). Depression springs
are formed in unconfined aquifers when topography intersects the water table, usually
due to surface stream incision (Fig. 1.104c). Possible contact between the aquifer and the
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Ficure 2.104 Different spring types based on the hydraulic head and geologic controls. (From
Kresic, 2007a; copyright Taylor & Francis Group, LLC, printed with permission.)

underlying low-permeable formation is not the reason for spring emergence (this contact
may or may not be known). Figure 1.104d—f shows some examples of barrier springs, the
term generally referring to springs at steep (vertical) or hanging lateral contacts between
the aquifer and the impermeable rock. When such contact forces groundwater to ascend
under hydrostatic pressure, i.e., because the hydraulic head in the aquifer is higher than
the land surface elevation at the spring location, the spring is called ascending or artesian.
Artesian springs are usually caused by tectonic structures (faults, fractures, and folds)
and often have steady temperatures and discharge, because they are not directly exposed
to the atmosphere and recharge from precipitation. Thermal springs are almost always
ascending. Figure 2.104g shows both ascending and descending springs in fractured rock
aquifers.
Meinzer (1940) gives this account of large springs in the United States:

According to a study completed about 10 years ago, there are in the United States 65 springs of the
first magnitude. Of these springs, 38 rise in volcanic rock or in gravel associated with volcanic rock, 24
in limestone, and 3 in sandstone. Of the springs in volcanic rock or associated gravel 16 are in Oregon,
15 in Idaho, and 7 in California. Of the springs in limestone, 9 rise in limestone of Paleozoic age, 8 of
them in the Ozark area of Missouri and Arkansas; 4 are in Lower Cretaceous limestone in the Balcones
fault belt in Texas; and 11 are in Tertiary limestone in Florida. The 3 springs that issue from sandstone
are in Montana. The great discharge of these springs is believed to be due to faults or to other special
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features. With the additional data now available, some revision of these figures could be made but it
would be of minor character.

Since this account by Meinzer and the USGS, the numbers have changed due to
more precise flow measurements and contributions of other agencies and investigators
across the country. In Florida alone there are 33 documented first-magnitude springs
and nearly 700 other significant springs (Scott et al., 2004). Florida represents perhaps
the largest concentration of freshwater springs on the earth. Other regions of the world
with large springs are also located in karst areas such as the Dinarides (the Balkans),
the Alps in Europe, France, Mediterranean countries, Turkey and the Middle East, and
China (Kresic and Stevanovic, in preparation).

2.9.2 Thermal and Mineral Springs

Thermal springs can be divided into warm springs and hot springs depending on their
temperature relative to the human body temperature of 98°F or 37°C: hot springs have a
higher and warm springs a lower temperature. Warm springs have temperatures higher
than the average annual air temperature at the location of discharge. Stearns et al. (1937)
give a detailed description of thermal springs in the United States. Meinzer (1940) pro-
vides the following illustrative discussion regarding the occurrence and nature of thermal
springs:

An exact statement of the number of thermal springs in the United States is, of course, arbitrary,
depending upon the classification of springs that are only slightly warmer than the normal for their
localities and upon the groupings of those recognized as thermal springs. A recently published report
lists 1059 thermal springs or spring localities. Of these 52 are in the East-Central region (46 in the
Appalachian Highlands and 6 in the Ouachita area in Arkansas), 3 are in the Great Plains region
(in the Black Hills of South Dakota), and all the rest are in the Western Mountain region. The States
having the largest number of thermal springs, according to the listing in the report, are Idaho 203,
California 184, Nevada 174, Wyoming 116, and Oregon 105. The geyser area of Yellowstone National
Park, however, exceeds all others in the abundance of springs of high temperature (29). Indeed, the
number of thermal springs in this area might be given as several thousand if the springs were counted
individually instead of being grouped. ... Nearly two-thirds of the recognized thermal springs issue
from igneous rocks-chiefly from the large intrusive masses, such as the great Idaho batholith, which
still retain some of their original heat. Few, if any, derive their heat from the extrusive lavas, which were
widely spread out in relatively thin sheets that cooled quickly. Many of the thermal springs issue along
faults, and some of these may be artesian in character, but most of them probably derive their heat from
hot gases or liquids that rise from underlying bodies of intrusive rock. The available data indicate that
the thermal springs of the Western Mountain region derive their water chiefly from surface sources,
but their heat largely from magmatic sources. ... The thermal springs in the Appalachian Highlands
owe their heat to the artesian structure, the water entering the aquifer at a relatively high altitude,
passing to considerable depth through a syncline or other inverted siphon and reappearing at a lower
altitude; in the deep part of its course the water is warmed by the normal heat of the deep-lying rocks.

The term mineral spring (or mineral water for that matter) has very different meanings
in different countries, and can be very loosely defined as a spring with water having
one or more chemical characteristics different from normal potable water used for public
supply. For example, the water can have an elevated content of free gaseous carbon
dioxide (naturally carbonated water), or high radon content (“radioactive” water—still
consumed in some parts of the world as “medicinal” water of “miraculous” effects),
or high hydrogen sulfide content (“good for skin diseases” and “soft skin”), or high
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dissolved magnesium, or simply have total dissolved solids higher than 1000 mg/L.
Some water bottlers, exploiting a worldwide boom in the use of bottled spring water,
label water derived from a spring as “mineral” even when it does not have any unusual
chemical or physical characteristics. In the United States, public use and bottling of spring
and mineral water is under the control of the Food and Drug Administration and such
water must conform to strict standards including source protection.

2.9.3 Spring Hydrograph Analysis
The analysis of spring discharge hydrographs may reveal useful information regarding
the nature of the aquifer system drained by the spring, as well as the usable water quan-
tities. In many cases, spring hydrographs represent the only available direct quantitative
information about the aquifer, which is the main reason why various methods of spring
hydrograph analyses have been continuously introduced. The hydrograph of a spring is
the final result of various processes that govern the transformation of precipitation and
other water inputs in the spring drainage area into the flow at the point of discharge.
In some cases, the discharge hydrograph of a spring closely resembles hydrographs of
surface streams, particularly if the aquifer is unconfined and has a high transmissivity. In
relatively low permeable media, in both unconsolidated and consolidated rocks, springs
are weak and usually do not react visibly to daily, weekly, or even monthly (seasonal)
water inputs. On the other hand, the reaction to precipitation events is sometimes only
a matter of hours in cases of large springs draining karst or intensely fractured aquifers.
Although the processes that generate hydrographs of springs and surface streams are
quite different, there is much that is analogous between them, and the hydrograph ter-
minology is the same. Figure 2.105 shows a typical hydrograph of a spring that reacts
rapidly to precipitation events.

An example of a spring influenced by groundwater withdrawal in its drainage area
is shown in Fig. 2.106. Hydrographs of the average monthly discharge of Comal Springs
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Fieure 2.105 Characteristic hydrograph of a karst spring with fast response to recharge events.
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Fieure 2.106 Average monthly discharges, in cubic feet per second, at Comal Springs, TX, for May
(bold line) and August (dashed line) for the 73-year long period of record. (Source: USGS, 2008.)

in Texas for May and August, for the 73-year long period of record, show the impact
of several droughts which are compounded by increased pumpage from the Edwards
Aquifer. May typically has the highest recorded daily flows, and August the lowest.
During the drought of the 1950s, the springs were dry from June to November of 1956.
In cases like this one it would not be possible to accurately estimate the natural recharge
influences on the spring hydrograph and the nature of the aquifer, without subtracting the
influences of pumpage. The same figure also illustrates how using average values, even
when having an unusually long period of record, could lead to erroneous conclusions
about “secure” discharge rates for any given time. Probability graphs, such as the one
shown in Fig. 2.107, are a much more appropriate tool for the assessment of long-term
discharge records. For example, in this case the theoretical probability that the average
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Ficure 2.107 Extreme value probability distributions of average monthly flows in May and August
for Comal Springs.
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Fieure 2.108 Part of annual spring hydrograph with a sufficiently long recession period.

spring discharge in August would be less than 50 cfs is about 4 percent and the probability
that it would be 0 cfs is about 2 to 3 percent (note that we know from the record that the
spring went dry in August 1956). However, it should be noted again that this probability
analysis also reflects historic artifical groundwater withdrawals from the system and
therefore should not be used alone for any planning purposes. In other words, such
withdrawals may change in the future and their impact would have to be accounted for
in some quantitative manner.

Recession Analysis

The analysis of the falling hydrograph limb shown in Fig. 2.108, which corresponds to
a period without significant precipitation, is called the recession analysis. Knowing that
the spring discharge is without disturbances caused by an inflow of new water into the
aquifer, the recession analysis provides good insight into the aquifer structure. By es-
tablishing an appropriate mathematical relationship between the spring discharge and
time, it is possible to predict the discharge rate after a given period without precipi-
tation, and to calculate the volume of discharged water. For these reasons, recession
analysis has been a popular quantitative method in hydrogeological studies for a long
time.

The shape and characteristics of a recession curve depend upon different factors such
as aquifer porosity (the most important), position of the hydraulic head, and recharge
from other aquifers. The ideal recession conditions—a long period of several months
without precipitation—are rare in moderate/humid climates. Consequently, summer
and fall storms can cause various disturbances in the recession curve that cannot be
removed unambiguously during analysis. It is therefore desirable to analyze as many
recession curves from different years as possible (Kresic, 2007a). Larger samples allow for
the derivation of the average recession curve as well as the envelope of long-term mini-
mum discharges. In addition, conclusions about the porosity structure, its accumulative
ability, and expected long-term minimum discharge, are more accurate.

Two well-known mathematical formulas that describe the falling limb hydrographs
during recession periods are proposed by Boussinesq (1904) and Maillet (1905). Both
equations give dependence of the flow at specified time (Q;) on the flow at the beginning
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of recession (Qp). The Boussinesq equation is of hyperbolic form:

Qo

Q= [1+a(t— )2

(2.39)

where t = time since the beginning of recession for which the flow rate is calculated and
tp = time at the beginning of recession usually (but not necessarily) set equal to zero.
The Maillet equation, which is more commonly used, is an exponential function:

¢ = Qp-e ot (2.40)

The dimensionless parameter « in both equations represents the coefficient of discharge
(or recession coefficient), which depends on the transmissivity and specific yield of the
aquifer. The Maillet equation, when plotted on a semilog diagram, is a straight line with
the coefficient of discharge () being its slope:

log Qi = log Qp — 0.4343 - « - At (2.41)
At=t—t

log Qo —log Q¢
T 04383 (- h) (242

Introduction of the conversion factor (0.4343) is a convenience for expressing dis-
charge in Eq. (2.42) in cubic meters per second and time in days. Dimension of « is
day~l.

Figure 2.109 is a semilog plot of time versus discharge rate for the recession pe-
riod shown in Fig. 2.108. The recorded daily discharges form three straight lines which
means that the recession curve can be approximated by three corresponding exponential
functions with three different coefficients of discharge (). The three lines correspond
to three microregimes of discharge during the recession. The coefficient of discharge for
the first, second, and third microregimes, using Eq. (2.42), is 0.019, 0.0045, and 0.0015,
respectively.

After determining the coefficients of discharge, the flow rate at any given time after
the beginning of recession can be calculated using the Maillet equation for one of the
regimes. For example, discharge of the spring 35 days after the recession started, when
the second microregime is active, is calculated at 2.146 m3/s.

It is often argued that the variation of the coefficient of discharge has a physi-
cal explanation. It is commonly accepted that & on the order of 1072 indicates rapid
drainage of well-interconnected large fissures/fractures (or karst channels in case of karst
aquifers), while milder slopes of the recession curve (o on the order of 10~3) represent
slow drainage of small voids, i.e., narrow fissures and aquifer matrix porosity. Accord-
ingly, the main contribution to the spring discharge in our case is from storage in small
voids.

The coefficient of discharge («) and the volume of free gravitational groundwater
stored in the aquifer above spring level (i.e., groundwater that contributes to spring
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Fieure 2.109 Semilog graph of discharge versus time for the recession period shown in Fig.
2.108. The duration of the recession period is 54 days.

discharge), are inversely proportional:

_2

=7 (2.43)

o

where Q; = discharge rate at time t and V; = volume of water stored in the aquifer above
the level of discharge (spring level). This relationship is valid only for descending gravi-
tational springs. Equation (2.43) allows calculation of the volume of water accumulated
in the aquifer at the beginning of recession, as well as the volume discharged during a
given period of time. The calculated remaining volume of groundwater always refers to
the reserves stored above the current level of discharge. The draining of an aquifer with
three microregimes of discharge (as in our case), and the corresponding volumes of the
discharged water are shown in Fig. 2.110. The total initial volume of groundwater stored
in the aquifer (above the level of discharge) at the beginning of the recession period is
the sum of the three volumes that correspond to three different types of storage (effective
porosity):

Vo=Vl+Vz+V3=[%+%+%]x864OOs (2.44)
(05} [0%)] (0%}

where discharge rates are given in cubic meters per second and the volume is obtained
in cubic meters. The volume of groundwater remaining in the aquifer at the end of the
third microregime is the function of the discharge rate at time t* and the coefficient of
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Ficure 2.110 Volumes of water discharged during three microregimes of spring recession.

discharge a3:

_<

a3

v (2.45)

The difference between volumes Vj and V* is the volume of all groundwater dis-
charged during the period t* — t,.

Recession periods of large perennial karstic springs, or springs draining highly per-
meable fractured aquifers, often have two or three microregimes of discharge as in our
example. However, the first microregime rarely corresponds to the simple exponential
expression of the Maillet type and is better explained by hyperbolic functions. Devia-
tions from exponential dependence can be easily detected if recorded data plotted on
a semilog diagram do not form straight line(s). Usually the best approximation of the
rapid (and often turbulent) drainage of large groundwater transmitters at the beginning
of recession is the hyperbolic relation of the Boussinesq type. Its general form is:

e
Q= m (2.46)

In many cases this function correctly describes the entire recession curve. On the basis
of 100 analyzed recession curves of karstic springs in France, Drogue (1972) concludes
that among the 6 exponents studied, the best first approximations of exponent n are 1/2,
3/2,and 2.

Autocorrelation and Cross Correlation

In general, autocorrelation and cross correlation are analyses applied to any time series
(time-dependent variable). They are also the first step in developing stochastic models
of hydrologic time series such as stream (river) and spring flows, or hydraulic head
fluctuations, which are dependent on some water input such as precipitation. In the case
of spring hydrographs, autocorrelation and cross-correlation analyses can also give clues
about likely types of flow and storage in the aquifer.
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Autocorrelation is the correlation between successive values of the same variable. For
example, if a hydrologic variable is measured on a daily basis, for lag 1 autocorrelation
we pair values recorded at days 1 and 2, days 2 and 3, days 3 and 4, and so on. The
number of pairs in the autocorrelation is N— 1, where N is the number of data. For lag
2 we pair days 1 and 3, days 2 and 4, and so on. Consequently, the number of pairs
in correlation decreases again and it is now N— 2. Autocorrelation is measured by the
autocorrelation coefficient, also called serial correlation coefficient, whose estimate for any lag
k is:

N—-k
ﬁ Zi:l (% = Xav)(Xigk — Xav)

247
LN (= Xay)? 24

Tk =

where N = total number of data in the sample
x; = value of the variable (e.g., spring discharge) at time t =i
Xi+k = value of the variable at time t =i + k
hay = average value of the data in the sample

The numerator in Eq. (2.47) is called the autocovariance (or just covariance, COV), and the
denominator is called the variance (VAR) of the time series (note that the square root of
the variance is called standard deviation). Autocorrelation coefficients are calculated for
various lags and then plotted on a graph called an autocorrelogram. The number of lags
(autocorrelation coefficients) should be approximately 10 percent of the total number of
data for smaller samples. For large samples, such as daily values over one or several
years, the number of lags can be up to 30 percent.

If there is some predictability based on past values of the series to its present value, the
series is aufocorrelated. Terms that are also often used to describe an autocorrelated series
are persistence and memory. If a series is not autocorrelated it is called independent (i.e.,
persistence is absent; the series is without memory). The hypothesis that a time series is
dependent (autocorrelated) is tested by various statistical tests. One of the simpler tests
is proposed by Bartlett (from Gottman, 1981). To be significantly different from zero at
the level of confidence 0.05 (i.e., with 95% probability), the autocorrelation coefficient
must be

P > \/% (2.48)

where N = total number of data in the sample. This test is in hydrologic practice often
performed just for the first, or the first two lags which is not recommended. It is more
correct to perform a test for the entire correlogram introducing limits of confidence. This
may uncover possible delayed or periodic components in the time series that would
otherwise be considered as independent if, say, lag 2 was found to be not significantly
different from zero. A test proposed by Anderson gives limits of confidence for the entire
correlogram (Prohaska, 1981):

1+ Zyv/N—-k—-2
N—-k-1

LC(r) = (2.49)
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Level of significance « 0.1 0.05 0.01 0.005 0.002
Z for one-tail test +1.28 +1.645 +2.33 +2.58 +2.88
Z for two-tail test +1.645 +1.96 +2.58 +2.81 +3.08

From Spiegel and Meddis, 1980.

TaBLe 2.6 Values of Z for the Most Often Used Levels of Significance «

where N = the sample size

k =lag
Z, = value of the normally distributed standardized variable at the o level of
confidence

Values of Z for various levels of confidence can be found in statistical tables and those
used most often are given in Table 2.6.

Mangin (1982) proposed that the time required for the correlogram to drop below 0.2
is called memory effect. According to the author, a high memory of a system indicates
a poorly developed karst network with large groundwater flow reserves (storage). In
contrast, a low memory is believed to reflect low storage in a highly karstified aquifer.
However, Grasso and Jeannin (1994) analyzed the autocorrelograms of a synthetic, reg-
ular discharge time series and demonstrated that the increase in the frequency of flood
events resulted in a steeper decreasing limb in the associated correlogram. They also
pointed out that the sharper the peak of the flood event, the steeper a decreasing limb of
the correlogram. Similarly, the decrease of the recession coefficient entails a steeper de-
creasing limb of the correlogram. Numerical forward simulation of spring hydrographs
by Eisenlohr et al. (1997) confirmed that the shape of the resulting correlogram strongly
depends on the frequency of precipitation events. These authors also showed that the spa-
tial and temporal distribution of rainfall and the ratio between diffuse and concentrated
infiltration had a strong influence on the shape of the hydrograph and subsequently on
the correlogram. Consequently, the shape of the correlogram and the derived memory
effect depend not only on the state of maturity of the karst system, but also on the fre-
quency and distribution of the precipitation events under consideration (Kovacs and
Sauter, 2007; Kresic, 1995).

In the cross-correlation analysis, the daily spring flow, represented by the Y series, is
the dependent variable influenced by daily precipitation (X series), and it lags behind X.
The time-dependent relationship between the two series is analyzed by computing coeffi-
cients of cross-correlation for various lags and plotting the corresponding cross-correlogram.
The cross-correlation coefficient for any lag k is given as:

COV(xi, Visk)
_ 2.50
"= (VARx; - VARy;)1”2 (2:50)

where  COV = covariance between the two series
x and y; = observed daily precipitation and flow respectively
VAR = variance of each series
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Fieure 2.111 Autocorrelaton analysis of spring flow, and cross correlation analysis of spring flow
and precipitation for Ombla spring in mature classic karst of the Dinarides. (From Kresic, 1995;
copyright American Institute of Hydrology; printed with permission.)

In practice, the coefficient of cross-correlation for lag k is estimated from the sample
using the following equation:

N—k N—k N—k
= Doic1 i Yitk — ﬁ Dot Xi D iy Yitk (2.51)

N—k Nek N2 Tk N—k 22
) 1 - —k 2 1 -
[Zi:l X~ Nk (Zi:l xi) ] [Zi:l Yivk — ~N=% (Zi:l ]/i+k) ]

The following examples illustrate a possible application of the autocorrelation and
cross-correlation analyses. Ombla spring (Fig. 2.111), tapped for the water supply of
the Croatian coastal city of Dubrovnik, drains approximately 600 km? of pure mature
classic karst terrain of the Dinarides. The ratio of maximum to minimum flow (coef-
ficient of spring nonuniformity) is more than 10 for most years, and a very rapid re-
sponse to major rain events is evidenced by a short time lag of 2 to 3 days and the
corresponding high coefficient of cross correlation close to 0.5 (the peak on the cross cor-
relogram in Fig. 2.111). Statistically significant autocorrelation of flow (r > 0.2) lasts over
30 days due to both frequent precipitation and stable (although low) baseflow during
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Fieure 2.112 Autocorrelaton analysis of spring flow, and cross correlation analysis of spring flow
and precipitation for Grza spring in semicovered karst of Eastern Serbia. (From Kresic, 1995;
copyright American Institute of Hydrology; printed with permission.)

summer months. These facts provide for a quick preliminary assessment: the flow takes
place mainly through large conduits capable of rapidly transmitting equally rapidly in-
filtrated rainfall. The conduit network, however, drains quickly and does not have any
significant storage. Other types of porosity contribute to a very uniform regional flow
(between 6 and 7 m?/s) during long summer periods. However, knowing that the spring
drainage area is 600 km?, it appears that the effective matrix porosity of the aquifer is quite
low.

Grza spring (Fig. 2.112), located in the semicovered karst of Eastern Serbia, has a
very high coefficient of nonuniformity of 22.5 but at the same time a significantly higher
and longer autocorrelation. The cross correlation is statistically insignificant although
the precipitation in the drainage area is frequent and relatively uniformly distributed
throughout the year. Preliminary assessment is that the infiltration is quite slow for
a karst terrain. The conduit flow is not predominant, and other nonconduit types of
effective porosity/storage are more significant. It also helps to know that the drainage
area is a mountainous terrain with a significant snow cap, which melts relatively quickly
during spring. This snowmelt contributes to peak flows, which are not directly related
to the ongoing precipitation events.
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Hydrochemical Separation of Spring Hydrographs

The simultaneous recording of spring discharge and chemical constitution of the spring
water allows for a fairly accurate separation into “old” (prestorm), and “new” (rain)
water. This separation is based on the assumption that the constitution of the water
entering the aquifer is considerably different than that already within. When recharge
by rain takes place, it is evident that the concentration of most cations characterizing
groundwater, such as calcium and magnesium, is much lower in rain water. Additional
preconditions for the application of a hydrochemical hydrograph separation are (after
Dreiss, 1989):

¢ Concentrations of the chemical constituents in the rain water chosen for moni-
toring are uniform in both area and time.

* Corresponding concentrations in the prestorm water are also uniform in area
and time.

* The effects of other processes in the hydrologic cycle during the episode, includ-
ing recharge by surface waters, are negligible.

* The concentration and transport of elements are not changed by chemical reac-
tions in the aquifer.

This last condition assumes a minor dissolution of rocks during the flow of new
water through porous medium. Assuming a simple mixing of old aquifer water (Qq1a)
and newly infiltrated rain water (Qnew), the total recorded discharge of the spring is the
sum of the two (after Dreiss, 1989):

Qtotal = Qold + Qnew (2.52)

If chemical reactions in the aquifer do not cause significant and rapid changes in
the concentration of a selected ion in the infiltrating rain water (e.g., calcium in case of
unconfined karst and intensely fractured aquifers where the flow velocity is high), the
ion (e.g., calcium) balance in the spring water is:

Qrotal X Ciotal = Qold X Cold + Onew X Chew (2.53)

where Qyotal = recorded spring discharge
Crec = recorded concentration of the ion in the spring water
Qola = portion of the spring flow attributed to the “old” water (i.e., water
already present in the aquifer before the rain event)
Cola = recorded concentration of (calcium) ion in the spring water before the
rain event
Qnew = portion of the spring flow attributed to the “new” water
Crew = concentration of calcium ion in the new water

If Crew is much smaller than Cgjq the input mass of (calcium) ion is relatively small
compared to its mass in the “old” aquifer water:

OQnew X Crew << Qold X Cold (2.54)
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Fieure 2.113 Big Spring, MS, mean daily discharge and specific conductance data. (Modified
from Imes et al., 2007.)

From Eq. (2.54) it follows, after excluding the (small) input mass, that

Qold _ Qtotaéjx Ctotal (255)
old

Combining Egs. (2.53) and (2.55) gives

al Crota
Qnew = Qtotal - QtOt ICX fotal (256)
old

By applying Eq. (2.56) it is possible to estimate the discharge component formed
by the inflow of new rain water if the spring discharge recordings and a continuous
hydrochemical monitoring are performed before, during, and after the storm event.

Figure 2.113 is an example of changes in chemical composition of spring water that
can be used to perform the above described analysis. Separation of the Big Spring hydro-
graph is based on specific conductance which is significantly lower for the “quick” flow
component compared to the baseflow discharge component. Imes et al. (2007) explain
a very similar procedure to the one described above, where the initial specific conduc-
tance of the baseflow is accounted for. The mixing of the two flow components varies for
different recharge events as illustrated in Fig. 2.114.

One useful indicator of water residence in a carbonate aquifer is the calcite saturation
index (Slealcite), Which can be calculated using the following formula:

Slealcite = IOg(IAP/ Kr) (2.57)

where IAP = ion activity product of the mineral (calcite) and Kt = thermodynamic equi-
librium constant at a given temperature. PHREEQC, a public domain computer program
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Ficure 2.114 Discharge from Big Spring as a function of percentage quick flow, water years
2001-2004. (From Imes et al., 2007.)

for the simulation of various geochemical reactions developed at USGS (Parkhurst and
Appelo, 1999), can be used to quickly perform this calculation. A value of Sl equal
to 0 indicates that the water sample is saturated with calcite. A value for Slcacite greater
than 0 indicates that the sample is supersaturated with calcite, and value of Sl.cite less
than 0 would indicate a water sample undersaturated with respect to calcite. The Slcacite
can be used to determine the hydrogeologic characteristics of the spring water. For ex-
ample, water flowing diffusely through carbonate rocks or water flowing through small
fractures relatively quickly becomes saturated with respect to calcite. Conversely, water
moving through large fractures and conduits requires longer flow paths and residence
times to become saturated with respect to calcite (Adamski, 2000). If there is a notable,
fastincrease in spring discharge after major rainfall events, but the calcium concentration
and Sl.icite do not change or even increase, this would be an indicator of expulsion of
old water residing in the aquifer.

Stable isotopes such as carbon-13, and deuterium and 18-oxygen and their ratio can
be used to determine sources of aquifer recharge, while radiogenic isotopes such as
tritium and carbon-14 and chlorofluorocarbons (CFCs) are commonly used to determine
the relative age of the water discharging from a spring and mixing between “old” and
“new” water (Galloway, 2004; Imes et al., 2007; see also Chap. 3).

2.10 Groundwater in Coastal Areas and Brackish Groundwater

Fresh groundwater that does not discharge into surface streams, lakes and marshes, is not
evaporated from the water table or transpired by plants, and is not withdrawn artificially
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will eventually discharge into seas and oceans under either unconfined (shallow) or
confined (deep) conditions. This direct discharge may be very significant in coastal areas
with permeable surficial sediments and rocks where surface water drainage is minor or
absent. For example, karst comprises 60 percent of the shoreline of the Mediterranean and
is estimated to contribute 75 percent of its freshwater input, mostly via direct discharge
to the sea (UNESCO, 2004).

Knowledge concerning the submarine discharge of groundwater (SDG) has existed
for many centuries. The Roman geographer Strabo, who lived from 63 BC to 21 AD, men-
tioned a submarine fresh groundwater spring 4 km from Latakia, Syria (Mediterranean)
near the island of Aradus. Water from this spring was collected from a boat, utilizing a
lead funnel and leather tube, and transported to the city as a source of freshwater. Other
historical accounts tell of water vendors in Bahrain collecting potable water from offshore
submarine springs for shipboard and land use, Etruscan citizens using coastal springs
for “hot baths” (Pausanius, ca. second century A.D.) and submarine “springs bubbling
freshwater as if from pipes” along the Black Sea (Pliny the Elder, ca. first century A.D.;
from UNESCO, 2004). Until relatively recently, most studies of submarine springs were
driven almost exclusively by potable water supply objectives. One of the arguments for
continuing efforts in that respect is that even if the captured water is not entirely fresh it
may be less expensive to desalinate than undiluted seawater. Another argument is that
discharge of freshwater across the sea floor may be considered a waste, especially in arid
regions. In such places, the detection of SGD may provide new sources of drinking and
agricultural water (UNESCO, 2004).

The groundwater flow toward the coast and its submarine discharge are driven by
the hydraulic gradient between the inland recharge areas and the sea level (Fig. 2.115). If
the aquifer is confined and well protected by a thick aquitard, the groundwater flow may
continue well beyond the coastline with the ultimate discharge taking place along distant
submarine aquifer outcrop. Figure 2.116 shows how freshwater in the Floridan aquifer
in Georgia and Florida, the United States, has been detected miles away from the coast.
Multiple stratified confined aquifers along the Atlantic coast of the United States contain
large quantities of freshwater that extend to various distances off the coastline. These
aquifers have enabled continuing development along the coast, including numerous
barrier islands.

Recharge area
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Fieure 2.115 Idealized cross section of groundwater flow to Crescent Beach Spring, FL. (1)
Post-Miocene deposits (green clay, sand, and shell); (2) confining unit (Hawthorn formation); (3)
Upper Floridan aquifer (Eocene Ocala Limestone). The morphology of the spring vent and discharge
characteristics were investigated in detail. (Modified from Barlow, 2003.)
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Ficure 2.116 Inferred position of the freshwater-saltwater interface based on hydraulic testing

and water analyses at offshore exploratory oil wells, Atlantic Ocean off the coast of Georgia and
Florida. (From Johnston et al., 1982.)

The submarine groundwater discharge is schematically illustrated in Fig. 2.117. De-
pending primarily on the porous media characteristics, the interface between the fresh-
water and the saline water intruded naturally from the sea may be rather sharp or there
may a wider transitional (mixing) zone in between. In any case, this interface has a char-
acteristic quantifiable shape because of the density difference between freshwater and
saltwater. Lighter (less dense) fresh groundwater overlies more dense saltwater and the
thickness of the freshwater above the interface with saltwater can be estimated based on
the ratio of their respective densities. This relationship was first recognized by Ghyben

Salt marsh

Stream Tidal creek

Barrier island

Ocean

Groundwater

flow path Confining unit

Saline groundwater

Ficure 2.117 Shallow (unconfined) and deep (confined) submarine discharge of fresh groundwater
showing flow paths in an idealized watershed along the Atlantic coast. Fresh groundwater is
bounded by saline groundwater beneath the bay and ocean. Fresh groundwater discharges to
coastal streams, ponds, salt marshes, and tidal creeks and directly to the bay and ocean. (From
Barlow, 2003.)
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Ficure 2.118 lllustration of the Ghyben-Herzberg hydrostatic relationship between freshwater and
saltwater. (Modified from Barlow, 2003.)

and Herzberg, two European scientists who derived it independently in the late 1800s:

2=y (2.58)
Ps — Pf

where z = thickness of freshwater between the interface and the sea level
pr = density of freshwater
ps = density of saltwater
h = thickness of freshwater between the seal level and water table

Freshwater has a density of about 1.000 g/cm? at 20°C, whereas that of seawater is
about 1.025 g/cm?. Although this difference is small, Eq. (2.58) indicates that it results in
40 ft of freshwater below sea level for every 1 ft of freshwater above sea level as illustrated
with the example in Fig. 2.118:

z = 40h (2.59)

Although in most applications this simple equation is sufficiently accurate, it does
not describe the true nature of freshwater-saltwater interface since it assumes hydrostatic
conditions (no movement of either water). In reality, fresh groundwater discharges into
the saltwater body (sea, ocean) with a certain velocity and through a seepage surface of
certain thickness, thus creating a transition zone in which two waters of different density
mix by the processes of dispersion and molecular diffusion. Mixing by dispersion is
caused by spatial variations (heterogeneities) in the geologic structure, the hydraulic
properties of an aquifer, and by dynamic forces that operate over a range of time scales,
including daily fluctuations in tide stages, seasonal and annual variations in groundwater
recharge rates, and long-term changes in sea-level position. These dynamic forces cause
the freshwater and saltwater zones to move seaward at times and landward at times.
Because of the mixing of freshwater and saltwater within the transition zone, a circulation
of saltwater is established in which some of the saltwater is entrained within the overlying



Groundwater System

_ Water table

_———

—_—
Sea level
Equipotential —>
line
Se
Freshwater » Q bo;,
i ©
flowlines ~ @\ n
W Mixing zone
Saltwater

Fieure 2.119 Hydrodynamic relationship between freshwater and saltwater in an unconfined
coastal aquifer. « is the angle of the interface slope. True depth to saltwater () is greater than the
one assumed based on the Ghyben-Herzberg relationship (z).

freshwater and returned to the sea, which in turn causes additional saltwater to move
landward toward the transition zone (Barlow, 2003).

By convention, freshwater is defined as water having total dissolved solids less than
1000 mg/L and chloride concentration less than 250 mg/L. For seawater, these values
are 35,000 and 19,000 mg/L, respectively. Everything in between would correspond to a
mixing zone. The thickness of a mixing zone depends on local conditions in the aquifer
but, in general, it is much smaller than the general vertical field scale of interest. In
many cases, quantitative analyses and groundwater modeling codes are based on the
assumption of a sharp interface between freshwater and saltwater.

Discharge of freshwater causes flow lines in the aquifer to deviate from horizontal as
illustrated in Fig. 2.119. Because Dupuit’s hypothesis about vertical equipotential lines
does not apply, the true vertical thickness of freshwater is somewhat greater than the one
estimated using the Ghyben-Herzberg equation, as first recognized by Hubbert (1940).
The slope of the interface () can be calculated using the following equation (Davis and
DeWiest, 1991):

. 0z 1 o 1 o ]
sine = — = — | — x Vi—— x Vi 2.60
ds |:Kf Pf — Ps ! Ks Pf — Ps ( )

where s = trace of the interface in a vertical plane
K¢ and Ks = hydraulic conductivities for freshwater and saltwater, respectively
Vt and Vi = velocities of freshwater and saltwater along the interface

Equation (2.60) can be simplified if it is assumed that saltwater is stagnant compared to
freshwater which flows over it, so that the second term in the brackets becomes zero.
Understanding submarine groundwater discharge mechanisms, as well as the dy-
namic nature of the freshwater-saltwater interface, is particularly important for islands.
People who live on small coral islands are heavily reliant on fresh groundwater as their
dominant source of potable water. On such islands, groundwater is found as a thin veneer
of freshwater, called a freshwater lens, floating over saltwater in the unconfined aquifer.
A typical example is Tarawa atoll in the Pacific Ocean, which consists of coral sediments
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Ficure 2.120 Depth of freshwater limits at selected cross sectional area, Tarawa atoll in the
Pacific Ocean. (From Metai, 2002.)

and limestone of unknown thickness, overlying a volcanic seamount. The freshwater
lenses in the islands of Tarawa atoll are up to 30-m deep (Falkland, 1992, from Metai,
2002). Two major geological layers are found within this 30-m zone, a younger layer
(Holocene age) consisting largely of unconsolidated coral sediments overlying an older
layer (Pleistocene age) of coral limestone. Unconformity between these two layers is at
depths generally between about 10 and 15 meters below mean sea level (Jacobson and
Taylor, 1981, from Metai, 2002). This unconformity is very significant to the formation
of freshwater lenses. The Pleistocene limestone below the unconformity has relatively
high permeability which enhances the mixing of freshwater and seawater. Mixing is less
likely to occur in the relatively less permeable upper Holocene sediments. As seen in
Fig. 2.120, unconformity is the main feature controlling the depth of freshwater lenses
(Metai, 2002).

Island aquifers are vulnerable to any change in the delicate water balance between
recharge from rainfall, evapotranspiration from the water table, mixing with the sur-
rounding saltwater, and discharge into the open sea (ocean) water. Uncontrolled ground-
water withdrawal may cause saltwater intrusion and loss of freshwater, and can have
serious consequences for island people. Unfortunately, possible sea level rise caused by
climate change would have similar impact on low-lying islands even if groundwater
management practices were prudent.

2.10.1 Saltwater Intrusion

During the last several decades, groundwater use in coastal areas worldwide has dra-
matically increased due to rapid population growth. With this increase came the public
recognition that groundwater supplies are vulnerable to overuse and contamination.
Groundwater development depletes the amount of groundwater in storage and causes
reductions in groundwater discharge to streams, wetlands, and coastal estuaries, and
lowered water levels in ponds and lakes. Contamination of groundwater resources has
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resulted in degradation of some drinking-water supplies and coastal waters. Although
overuse and contamination of groundwater are common for all types of aquifers, the prox-
imity of coastal aquifers to saltwater creates unique challenges with respect to ground-
water sustainability. Two main concerns are saltwater intrusion into freshwater aquifers
and changes in the amount and quality of fresh groundwater discharge to coastal saltwa-
ter ecosystems. Saltwater intrusion is the movement of saline sea water into freshwater
aquifers caused primarily by groundwater pumping from coastal wells. Because saltwa-
ter has high concentrations of total dissolved solids and certain inorganic constituents,
it is unfit for human consumption and many other uses. Saltwater intrusion reduces
fresh groundwater storage and, in extreme cases, leads to the abandonment of supply
wells when concentrations of dissolved ions exceed drinking-water standards (Barlow,
2003). The problem of saltwater intrusion was recognized as early as 1854 on Long Island,
New York (Back and Freeze, 1983), thus predating many other types of drinking-water
contamination issues in the news.

When natural conditions in a coastal aquifer are altered by groundwater withdrawal,
the position and shape of the freshwater-saltwater interface, as well as the mixing zone
thickness, may change in all three dimensions and result in saltwater intrusion (encroach-
ment). The presence of leaky and discontinuous aquitards, and pumping from different
aquifers or different depths in the same aquifer, may create a rather complex spatial rela-
tionship between freshwater and saltwater. Figure 2.121 shows a simple case of saltwater
intrusion caused by well pumpage from an unconfined homogeneous aquifer resting on
an impermeable horizontal case. As the pumping rate and drawdown increase, the in-
terface continues to move landward until it reaches the critical hydraulic condition. At
this point the hydraulic head at the groundwater divide caused by pumping and the
interface toe are positioned on the same vertical. Any further increase in the pumping
rate or lowering of the hydraulic head will result in a rapid advance of the interface until

Pumping well
N
Initial water table

<7 Sea level

Freshwater
Saltwater

Initial interface ritical interface toe

Ficure 2.121 Changing freshwater-saltwater interface position resulting from a single well
pumping in a coastal unconfined aquifer. (Modified from Strack, 1976; Bear, 1979.)
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new equilibrium is reached, with the interface toe landward of the well (Bear, 1979). In
many cases this lateral intrusion of saltwater would result in complete abandonment of
the well.

Well pumping above the saltwater-freshwater interface will cause upconing of the
denser saltwater, which is not necessarily always accompanied by a significant lateral
landward movement of the interface. This upconing may reach the well and also result
in cessation of pumping due to unacceptable concentrations of total dissolved solids and
other constituents in the extracted water. However, unlike in the case of complete lateral
saltwater encroachment, once the pumping stops and the hydraulic head of freshwater
increases, the cone of dense saltwater dissipates relatively quickly driven by gravity.

Strack (1976), Bear (1979), Kashef (1987), and Bear et al. (1999) provide analytical solu-
tions for calculating the positions and movement of the saltwater-freshwater interface for
various cases of groundwater extraction including stratified aquifer-aquitard systems.
There are several excellent commercial and public domain (free) computer programs for
three-dimensional numeric modeling of density-dependent groundwater flow. SUTRA
developed by the USGS (Voss and Provost, 2002) is an example of a program widely used
for modeling saltwater-freshwater interactions in coastal groundwater systems.

2.10.2 Inland Brackish Water

Nonpotable groundwater, with naturally elevated concentrations of total dissolved solids
(TDS) exceeding 1000 mg/L, can be found in deeper portions of sedimentary basins
of all scales. Higher TDS concentrations of brackish groundwater are the result of its
long residence times and slow rates or complete absence of present-day recharge with
freshwater. More mineralized groundwater can sometimes also be found at shallow
depths in unconfined aquifers, particularly in arid regions, where evaporation from the
water table results in increased concentration of dissolved minerals. Finally, shallow
groundwater may have naturally elevated TDS concentrations because of mixing with
brackish groundwater migrating from deeper aquifers.

When TDS concentrations in groundwater exceed 50,000 mg/L, it is called brine.
Brines are generally associated with geologic formations of marine origin rich in evapo-
rates such as anhydrite, gypsum, or halite (jointly often referred to as salts). The origin
of groundwater contained in such formations may be trapped sea water that was never
flushed by fresh groundwater and became more mineralized in time. Various geologic
processes including tectonics may also allow fresh groundwater to circulate into buried
evaporates and dissolve them thus becoming brine. Brine groundwater can naturally mi-
grate upward via faults or other geologic features and contaminate shallow freshwater
aquifers and surface water bodies.

With the exploding demand for reliable water supply worldwide, followed by ad-
vances in technology and a decrease in desalination costs, brackish groundwater has
become increasingly targeted for large-scale development. Another reason for the grow-
ing interest in brackish groundwater is the fact that the overpumping of many fresh
groundwater aquifers allows them to become contaminated by brackish groundwater.
The city of El Paso, Texas, the United States, is a prime example illustrating both the con-
tamination of fresh groundwater with brackish water, and a large-scale development of
brackish water for water supply.

Approximately 50 percent of the present-day water supply of El Paso is groundwater
extracted from two deep basins called the Hueco and Mesilla Bolsons (Fig. 2.122), and
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Ficure 2.122 Cross section of the Hueco Bolson showing three zones of total dissolved solids
(TDS) concentrations in the deep basin aquifer. (From Hutchinson, 2004)

the other 50 percent is treated surface water from the Rio Grande. Until the late 1980s,
groundwater provided more than 75 percent of the city’s annual water supply which
at its peak in 1989 was 125,215 acre-ft (Hutchinson, 2004). Concerns about groundwater
level declines and changes in water quality were raised as early as 1921 (Lippincott,
1921). Figures 2.123 and 2.124 illustrate the impact of excessive groundwater pumping
from the basin aquifer. Recognizing that the ongoing groundwater exctraction is not
sustainable, the El Paso Water Utility (EPWU) implemented a new water management
strategy which includes a reduction of groundwater pumpage, rate structure increase,
expansion of reuse of reclaimed water, increased use of Rio Grande water, and treatment
of brackish water for potable use (Hutchinson, 2004).

EPWU is operating the world’s largest inland desalination plant jointly financed by
the United States Defense Department and the local community. The plant is capable
of producing 15.5 million gal/d of permeate. It uses reverse osmosis to obtain potable
water from brackish groundwater pumped from the Hueco Bolson. Raw water from new
and rehabilitated existing wells is pumped to the plant and filtered before being sent to
reverse osmosis membranes. Approximately 83 percent of the water is recovered while
the remainder is output as a concentrate. The long process of planning, designing and
finally building the entire system for brackish groundwater extraction, treatment and dis-
posal started in 1997. EPWU and the Judrez water utility, the Junta Municipal de Aquay
Saneamiento, along with other agencies on both sides of the United States-Mexico bor-
der, commissioned the United States Geological Survey to conduct a detailed analysis of
the amount of fresh groundwater remaining in the Hueco Bolson, the amount of brackish
groundwater available, and groundwater flow patterns. The results of the groundwater
model were used for selecting the location of the desalination plant and source wells,
and for characterization of possible injection well sites. The most complex analysis was
directed toward the problem of concentrate disposal. A comprehensive study examined
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Ficure 2.123 Declining water level at one of the El Paso Water Utility wells caused by excessive
groundwater withdrawals. (From Hutchinson, 2004.)
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Ficure 2.124 Rising chloride concentration at one of the El Paso water utility wells caused by
aquifer overexploitation and encroachment of brackish water. (From Hutchinson, 2004.)
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six alternatives for disposal resulting in selection of deep-well injection as the preferred
method. The injection sites criteria include (1) confinement of the concentrate to prevent
migration to fresh groundwater, (2) storage volume sufficient for 50 years of operation,
and (3) meeting all the requirements of the Texas Commission on Environmental Quality
(EPWU, 2007).
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CHAPTER 3
Groundwater Recharge

Neven Kresic
Alex Mikszewski Woodard & Curran, Inc., Dedham, Massachusetts

Introduction

Together with natural groundwater discharge and artificial extraction, groundwater
recharge is the most important water budget component of a groundwater system. Un-
derstanding and quantifying recharge processes are the prerequisites for any analysis
of the resource sustainability. It also helps policymakers make better-informed decisions
regarding land use and water management since protection of natural recharge areas is
paramount to the sustainability of the groundwater resource. The first important step
in recharge analysis is to consider the scale of the study area since the approach and
methods of quantification are directly influenced by it. For example, it may be neces-
sary to delineate and quantify local areas of focused recharge within several acres or
tens of acres at a contaminated site where contaminants may be rapidly introduced into
the subsurface. This scale of investigation would obviously not be feasible or needed
for groundwater resources assessment in a large river basin (watershed). However, as
illustrated further in this chapter, groundwater recharge is variable at all scales, in both
space and time. It is, therefore, by default that any estimate of recharge involves aver-
aging a number of quantitative parameters and their extrapolation-interpolation in time
and space. This also means that there will always be a degree of uncertainty associated
with quantitative estimates of recharge and that this uncertainty would also have to be
analyzed and quantified. In other words, groundwater recharge is both a probabilistic
and a deterministic process: if and when it rains (laws of probability), the infiltration of
water into the subsurface and the eventual recharge of the water table will follow phys-
ical (deterministic) laws. At the same time, both sets of laws (equations) use parameters
that are either measured directly or estimated in some (preferably quantitative) way but
would still have to be extrapolated-interpolated in space and time. For this reason, the
quantification of groundwater recharge is one of the most difficult tasks in hydroge-
ology. Unfortunately, this task is too often reduced to simply estimating a percentage
of total annual precipitation that becomes groundwater recharge and then using that
percentage as the “average recharge” rate for various calculations or groundwater mod-
eling at all spatial and time scales. Following are some of the examples illustrating the
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3.2

importance of not reducing the determination of recharge to a “simple,” nonconsequen-
tial task.

e Recharge is often “calibrated” as part of groundwater modeling studies where
other model parameters and boundary conditions are considered to be more cer-
tain (“better known”). In such cases, the model developer should clearly discuss
uncertainties related to the “calibrated” recharge rates and the sensitivity of all
key model parameters; a difference of 5 or 10 percent in aquifer recharge rate
may not be all that sensitive compared to aquifer transmissivity (hydraulic con-
ductivity) when matching field measurements of the hydraulic head; however,
this difference is very significant in terms of aquifer water budget and analyses
of aquifer sustainability.

* Recharge rate has implications on the shape and transport characteristics of
groundwater contaminant plumes. More or less direct recharge from land sur-
face may result in a more or less diving plume, respectively. Different recharge
rates also result in different overall concentrations—higher recharge results in
lower concentrations (assuming that the incoming water is not contaminated).

* Rainwater that successfully infiltrates into the subsurface and percolates past the
root zone may take tens, or even hundreds, of years to traverse the vadose zone
and reach the water table. The effects of recharge reduction are thus abstract,
as groundwater users do not face immediate consequences. As a result, land
use changes are often made without consideration of impacts to groundwater
recharge.

* Natural and anthropogenic climate changes also alter groundwater recharge
patterns, the effects of which will be faced by future generations.

As discussed earlier in Chap. 2, water budget and groundwater recharge terms are
often used interchangeably, sometimes causing confusion. In general, infiltration refers
to any water movement from the land surface into the subsurface. This water is called
potential recharge, indicating that only a portion of it may eventually reach water table
(saturated zone). The term “actual recharge” is being increasingly used to avoid any
possible confusion: it is the portion of infiltrated water that reaches the aquifer, and it
is confirmed based on groundwater studies. The most obvious confirmation that actual
groundwater recharge is taking place is rise in water table elevation (hydraulic head).
However, the water table can also rise because of cessation of groundwater extraction
(pumping), and this possibility should always be considered. Effective infiltration and
deep percolation refer to water movement below the root zone and are often used to
approximate actual recharge. Since evapotranspiration (ET) (loss of water to the atmo-
sphere) refers to water at both the surface and subsurface, this should be clearly indicated.

Rainfall-Runoff-Recharge Relationship

Most natural groundwater recharge is derived directly from rainfall and snowmelt that
infiltrate through ground surface and migrate to the water table. To quantify recharge
from precipitation, it is critical to understand rainfall-runoff relationships. The first step
is to determine the fraction of precipitation available for groundwater recharge, after
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subtracting what is lost to overland flow (runoff) and evapotranspiration (ET). The key
to the rainfall-runoff relationship is the soil type, the antecedent moisture condition, and
the land cover. Soils that are well drained generally have high effective porosities and
high hydraulic conductivities, whereas soils that are poorly drained have higher total
porosities and lower hydraulic conductivities. These physical properties combine with
initial moisture content to determine the infiltration capacity of surficial soils. Wet, poorly
drained soils will readily produce runoff, while dry, well-drained soils will readily absorb
rainfall. Land cover determines the fraction of precipitation available for infiltration.
Impervious, paved surface prevent any water from entering the soil column, while open,
well-vegetated fields are conducive to infiltration. Regardless of soil type, antecedent
moisture, or land cover, the chain of events occurring during a storm event is the same.

Available rainfall will infiltrate the subsurface until the rate of precipitation exceeds
the infiltration capacity of the soil, at which point ponding and subsequent runoff will
occur. Runoff either collects in discrete drainage channels or moves as overland sheet
flow. Itis important to understand that infiltration continues throughout the storm event,
even as runoff is being produced. The infiltration rate after ponding begins to decrease
and asymptotically approaches the saturated hydraulic conductivity of the soil media.
Figure 3.1 illustrates typical infiltration patterns for four different rainfall events for the
same soil with the saturated hydraulic conductivity of about 0.001 cm/s.

Simple calculations of runoff and water retention volumes in a watershed are possible
using the U.S. Department of Agriculture Soil Conservation Service (SCS) runoff curve
number (CN) method, updated in Technical Release 55 (TR-55) of the U.S. Department
of Agriculture (USDA, 1986). TR-55 presents simplified procedures for estimating direct
surface runoff and peak discharges in small watersheds. While it gives special emphasis
to urban and urbanizing watersheds, the procedures apply to any small watershed in
which certain limitations (assumptions) are met. Hydrologic studies to determine runoff
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Ficure 3.1 Infiltration in a one-dimensional soil column for four different rainfall intensities and a
soil with saturated hydraulic conductivity of about 0.001 cm/s. (From Healy et al., 2007.)
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and peak discharge should ideally be based on long-term stationary streamflow records
for the area. Such records are seldom available for small drainage areas. Even where
they are available, accurate statistical analysis of them is often impossible because of the
conversion of land to urban uses during the period of record. It, therefore, is necessary
to estimate peak discharges with hydrologic models based on measurable watershed
characteristics (USDA, 1986).

In TR-55, runoffis determined primarily by amount of precipitation and by infiltration
characteristics related to soil type, soil moisture, antecedent rainfall, cover type, impervi-
ous surfaces, and surface retention. Travel time is determined primarily by slope, length
of flow path, depth of flow, and roughness of flow surfaces. Peak discharges are based
on the relationship of these parameters and on the total drainage area of the watershed,
the location of the development, the effect of any flood control works or other natural or
manmade storage, and the time distribution of rainfall during a given storm event.

The model described in TR-55 begins with a rainfall amount uniformly imposed
on the watershed over a specified time distribution. Mass rainfall is converted to mass
runoff by using a runoff CN. Selection of the appropriate CN depends on soil type, plant
cover, amount of impervious areas, interception, and surface storage. Runoff is then
transformed into a hydrograph by using unit hydrograph theory and routing procedures
that depend on runoff travel time through segments of the watershed (USDA, 1986). As
pointed out by the authors, to save time, the procedures in TR-55 are simplified by
assumptions about some parameters. These simplifications, however, limit the use of the
procedures and can provide results that are less accurate than more detailed methods.
The user should examine the sensitivity of the analysis being conducted to a variation of
the peak discharge or hydrograph.

The SCS runoff equation is

(P - Ia)z

Q=(P_ a)+S

(3.1)

where Q = runoff (in)
P = rainfall (in)
S = potential maximum retention after runoff begins (in)
I, = initial abstraction (in)

Initial abstraction is all losses before runoff begins. It includes water retained in
surface depressions and water intercepted by vegetation, evaporation, and infiltration.
I, is highly variable but generally is correlated with soil and cover parameters. Through
studies of many small agricultural watersheds, I, was found to be approximated by the
following empirical equation:

I, =028 (3.2)

By removing I, as an independent parameter, this approximation allows use of a com-
bination of S and P to produce a unique runoff amount. Substituting Eq. (3.2) into Eq.
(3.1) gives

(P —0.28)
Q= "pr08s) (3.3)
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Fieure 3.2 Solution of runoff equation. Curves are for condition /, = 0.2S and Eq. (3.3). (From
USDA, 1986.)

Water retention S, which includes infiltration, interception by vegetation, ET, and
storage in surface depressions, is calculated using the CN approach, taking into account
antecedent soil moisture, soil permeability, and land cover. It is related to CN through
the equation:

et | 4
S="ay 10 (3.4)

CNs for watershed range from 0 to 100, with 100 being perfectly impervious. The
graphin Fig. 3.2 solves Egs. (3.2) and (3.4) for a range of CNs and rainfall events. Table 3.1
isan example of CNs for several types of agricultural land cover that can be selected based
on available information. TR-55 also includes tables for various other land covers. Soils
are classified into four hydrologic soil groups (A, B, C, and D) according to their minimum
infiltration rate, which is obtained for bare soil after prolonged wetting. Appendix A in
TR-55 defines the four groups and provides a list of most of the soils in the United States
and their group classification. The hydrologic characteristics of the four groups are as
follows (Rawls et al., 1993):

* Group A soils have low runoff potential and high infiltration rates even when
thoroughly wetted. They consist mainly of deep, well to excessively drained
sands or gravels. The USDA soil textures normally included in this group are
sand, loamy sand, and sandy loam. These soils have infiltration rate greater than
0.76 cm/h.

* Group B soils have moderate infiltration rates when thoroughly wetted and
consist mainly of moderately deep to deep and moderately well-drained to
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Curve Numbers for Hydrologic
Hydrologic Soil Group

Cover Type Condition A B C D

Pasture, grassland, or range-continuous Poor 68 79 86 89

forage for grazing® Fair 49 69 79 84

Good 39 61 74 80

Meadow—continous grass, protected from _ 30 58 71 78
grazing, generally moved for hay

Brush—brush-weed-grass mixture with Poor 48 67 77 83

brush the major element? Fair 35 56 70 77

Good 303 48 65 73

Woods-grass combination (orchard or Poor 57 73 82 86

tree farm)* Fair 43 65 76 82

Good 32 58 72 79

Woods® Poor 45 66 | 77 83

Fair 36 60 73 79

Good 30% | 55 | 70 77

1 Poor: <50% ground cover or heavily gazed with no mulch; fair: 50-75% ground cover and not heavily
gazed; good: >75% ground cover and lightly or only occasionaly grazed.

2 Poor: <50% ground cover; fair: 50-75% ground cover; good: >75% ground cover.

3 Actual curve number is less than 30; use CN = 30 for runoff computations.

* Computed for areas with 50% woods and 50% grass (pasture) cover.

5 Poor: Forest litter, small trees, and brush are destroyed by heavy grazing or regular burning; fair: woods
are grazed but not burned, and some forest litter covers the soil; good: woods are protected from grazing,

and litter and brush adequately cover the soil.
From USDA, 1986.

TaBLe 3.1 Runoff Curve Numbers for Selected Agricultural Lands, for Average Runoff Condition
and I, = 0.2S.

well-drained soils having moderately fine to moderately coarse textures. The
USDA soil textures normally included in this group are silt loam and loam.
These soils have an infiltration rate between 0.38 and 0.76 cm/h.

* Group C soils have low infiltration rates when thoroughly wetted and consist
mainly of soils with a layer thatimpedes downward movement of water and soils
with moderately fine to fine texture. The USDA soil texture normally included
in this group is sandy clay loam. These soils have an infiltration rate between
0.13 and 0.38 cm/h.

e Group D soils have high runoff potential. They have very low infiltration rates
when thoroughly wetted and consist mainly of clay soils with a high swelling
potential, soils with a permanent high water table, soils with a claypan or clay
layer at or near the surface, and shallow soils over a nearly impervious material.
The USDA soil textures normally included in this group are clay loam, silty clay
loam, sandy clay, silty clay, and clay. These soils have a very low rate of infiltration
(0.0 to 0.13 cm/h). Some soils are classified in group D because of a high water
table that creates a drainage problem; however, once these soils are effectively
drained, they are placed into another group.
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Watersheds with higher CNs generate more runoff and less infiltration. Examples in-
clude watersheds with high proportion of paved, impervious surfaces. Dense forestland
and grasslands have the lowest CNs and retain high proportions of rainfall. However, it
is important to understand that most urban areas are only partially covered by impervi-
ous surfaces; the soil remains an important factor in runoff estimates. Urbanization has
a greater effect on runoff in watersheds with soils having high infiltration rates (sands
and gravels) than in watersheds predominantly of silts and clays, which generally have
low infiltration rates (USDA, 1986).

TR-55 includes tables and graphs for selection of all quantitative parameters needed
to select CNs and calculate runoff for thousands of soil types and land covers in the
United States. Representative land covers include bare land, pasture, western desert
urban area, and woods to name a few. The soils in the area of interest may be identified
from a soil survey report, which can be obtained from local SCS offices or soil and water
conservation district offices.

While the SCS method enables calculation of runoff, it does not provide for exact
estimation of infiltration, which is only one of the calculated overall water retention
components. The calculated volume of water retained by the watershed includes terms
for ET and interception by vegetation. Knowledge of the vegetative conditions of the
watershed in question will help determine the distribution of rainfall retention. Vege-
tative interception will be more significant for a forested area than for an open field.
One must also remember that runoff-producing storm events allow infiltration rates to
asymptotically approach the saturated hydraulic conductivity of surficial soils. Knowl-
edge of the physical properties of watershed soils is, therefore, necessary for estimation
of infiltration rates.

Evapotranspiration

ET is often the second largest component of the water budget, next to precipitation. Ap-
proximately 65 percent of all precipitation falling on landmass returns to the atmosphere
through ET, which can be defined as the rate of liquid water transformation to vapor
from open water, bare soil, or vegetation with soil beneath (Shuttleworth, 1993). Tran-
spiration is defined as the fraction of total ET that enters the atmosphere from the soil
through the plants. The rate of ET, expressed in inches per day or millimeters per day,
has traditionally been estimated using meteorological data from climate stations located
at particular points within a region and parameters describing transpiration by certain
types of vegetation (crop). There are two standard rates used as estimates of ET: potential
evaporation and reference crop evaporation.

Potential evaporation Ej is the quantity of water evaporated per unit area, per unit
time from an idealized, extensive free water surface under existing atmospheric condi-
tions. This is a conceptual entity that measures the meteorological control on evaporation
from an open water surface. Ey is commonly estimated from direct measurements of
evaporation with evaporation pans (Shuttleworth, 1993). Note that Ey is also called po-
tential evapotranspiration (PET), even though as defined it does not involve plant activity.

Reference crop evapotranspiration E. is the rate of evaporation from an idealized
grass crop with a fixed crop height of 0.12 m, an albedo of 0.23, and a surface resistance
of 69 s:-m~! (Shuttleworth, 1993). This crop is represented by an extensive surface of short
green grass cover of uniform height, actively growing, completely shading the ground,
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and not short of water. When estimating actual ET from a vegetated surface it is common
practice to first estimate E. and then multiply this rate by an additional complex factor
called the crop coefficient K..

There are many proposed and often rather complex empirical equations for estimating
Ep and E., using various parameters such as air temperature, solar radiation, radiation
exchange for free water surface, hours of sunshine, wind speed, vapor pressure deficit
(VPD), relative humidity, and aerodynamic roughness (for example, see Singh, 1993;
Shuttleworth, 1993; Dingman, 1994). The main problem in applying empirical equations
to a very complex physical process such as ET is that in most cases such equations
produce very different results for the same set of input parameters. As pointed out by
Brown (2000), even in cases of the most widely used group of equations referred to as
“modified Penman equations,” the results may vary significantly (Penman proposed his
equation in 1948, and it has been modified by various authors ever since).

The PET from an area can be estimated from the free water evaporation assuming
that the supply of water to the plant is not limited. Actual evapotranspiration E,.; equals
the potential value, Ey as limited by the available moisture (Thornthwaite, 1946). On a
natural watershed with many vegetal species, it is reasonable to assume that ET rates
do vary with soil moisture since shallow-rooted species will cease to transpire before
deeper-rooted species (Linsley and Franzini, 1979). A moisture-accounting procedure
can be established by using the continuity equation:

P — R—Gg— Eaet = AM (3.5)

where P = precipitation
R = surface runoff
Go = subsurface outflow
E.t = actual ET
AM = the change in moisture storage

E ..t is estimated as

]Vfact
Eact E0 Mo (36)
where M, = computed soil moisture stage on any date and Mmax = assumed maximum
soil moisture content (Kohler, 1958, from Linsley and Franzini, 1979).

In addition to available soil moisture, plant type is another important component of
actual ET, as certain species require more water than others. A Colorado State University
study in eastern Colorado examined the water requirements of different crops in 12 agri-
cultural areas (Broner and Schneekloth, 2007). On average, corn required 24.6 in/season,
sorghum required 20.5 in/season, and winter wheat required 17.5 in/season. Allen
etal. (1998) present detailed guidelines for computing crop water requirements together
with representative values for various crops. Native vegetation to semiarid and arid en-
vironments is more adept at surviving in low-moisture soils and generates much lower
E.t values than introduced species. E,. increases with increasing plant size and canopy
densities. With regard to stage of development, actively growing plants will transpire at
a much greater rate than dormant plants (Brown, 2000). Wind augments PET by actively
transporting heat from the air to vegetation and by facilitating the transfer of water vapor
from vegetation to the atmosphere. Humidity and temperature together determine the
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VPD, a measure of the “drying power” of the atmosphere. The VPD quantifies the gradi-
ent in water vapor concentration between vegetation and the atmosphere and increases
with increasing temperature and decreasing humidity (Brown, 2000). A less publicized
factor influencing open soil evaporation is soil type. Open soil evaporation occurs in two
phases: a rapid phase involving capillary conduction followed by a long-term, energy-
intensive phase involving vapor diffusion. Initial evaporation rates from coarse-grained
soils are therefore very high, as these soils have high conductivities. However, over time,
fine-grained soils with high porosities yield greater evaporation quantities because of
greater long-term water retention (Wythers et al., 1999). In other words, the conductive
phase lasts much longer for fine-grained soils than coarse-grained soils. Yet for either
soil type, extended dry periods will lead to desiccation of soils through vapor diffusion.

Figure 3.3 shows regional PET patterns across the continental United States, demon-
strating the significance of the above contributing factors. The highest PET values are
found in areas of high temperatures and low humidity, such as the deserts of southeastern
California, southwestern Arizona, and southern Texas (Healy et al., 2007). Mountainous
regions exhibit low PET values because of colder temperatures and the prevalence of
moist air. It is interesting that southern Florida has remarkably high PET rates rivaling
those in desert environments. This may be attributable to the dense vegetative cover of
the subtropical Florida landscape, or the more seasonal trends in annual precipitation
(i.e., more defined rainy and dry seasons).

A very detailed study of ET rates by vegetation in the spring-fed riparian areas of
Death Valley, United States, was performed by the U.S. Geological Survey (USGS). The
study was initiated to better quantify the amount of groundwater being discharged
annually from these sensitive areas and to establish a basis for estimating water rights

Potential evapotranspiration

in millimeters per year
[ ] 0-564 [ 710-877 [ 1,075-1,662
[ ] 565-709 [ 878-1,074

Ficure 3.3 Potential evapotranspiration map of the continental United States. (From Healy et al.,
2007.)
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and assessing future changes in groundwater discharge in the park (Laczniak et al.,
2006). ET was estimated volumetrically as the product of ET-unit (general vegetation
type) acreage and a representative ET rate. ET-unit acreage was determined from high-
resolution multispectral imagery. A representative ET rate was computed from data
collected in the Grapevine Springs area using the Bowen ratio solution to the energy
budget or from rates given in other ET studies in the Death Valley area. The groundwater
component of ET was computed by removing the local precipitation component from
the ET rate.

Figure 3.4 shows instrumentation used to collect data for the ET computations at
the Grapevine Springs site. The instruments included paired temperature and humidity
probes, multiple soil heat-flux plates, multiple soil temperature and moisture probes, a
net radiometer, and bulk rain gauge. In addition, a pressure sensor was set in a nearby
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Ficure 3.4 Schematic diagram of instrumentation at Grapevine Springs ET site. (From Laczniak
et al., 2006.)
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Fieure 3.5 Daily evapotranspiration and mean daily groundwater level at Grapevine Springs ET
site, from September 28, 2000, to November 3, 2002 (day numbers 272 and 1038, respectively).
(From Laczniak et al., 2006.)

shallow well to acquire information on the daily and annual water table fluctuation.
Micrometeorologic data were collected at 20-min intervals and water levels were collected
at hourly intervals (Laczniak et al., 2006).

The results of the study show that ET at the Grapevine Springs site generally begins
increasing in late spring and peaks in the early through midsummer period (June and
July). During this peak period, daily ET ranged from about 0.18 to 0.25 in (Fig. 3.5) and
monthly ET ranged from about 5.7 to 6.2 in. ET totaled about 2.7 ft in water year 2001
and about 2.3 ft in water year 2002. The difference in precipitation between the two water
years is nearly equivalent to the difference in annual ET. Annual trends in daily ET show
an inverse relation with water levels—as ET begins increasing in April, water levels
begin declining, and as ET begins decreasing in September, water levels begin rising.
The slightly greater ET and higher water levels in water year 2001, compared with water
year 2002, are assumed to be a response to greater precipitation.

The groundwater component of ET at the Grapevine Springs ET site ranged from 2.1
to 2.3 ft, with the mean annual groundwater ET from high-density vegetation being 2.2 ft
(Laczniak et al., 2006).

Infiltration and Water Movement Through Vadose Zone

The most significant factors affecting infiltration are the physical characteristics and
properties of soil layers. The rate at which water enters soil cannot exceed the rate at
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which water is transmitted downward through the soil. Thus, soil surface conditions
alone cannot increase infiltration unless the transmission capacity of the soil profile is
adequate. Under conditions where the surface entry rate (rainfall intensity) is slower than
the transmission rate of the soil profile, the infiltration rate will be limited by the rainfall
intensity (water supply). Until the top soil horizon is saturated (i.e., the soil moisture
deficit is satisfied), the infiltration rate will be constant, as shown in Fig. 3.1. For higher
rainfall intensities, all the rain will infiltrate into the soil initially until the soil surface
becomes saturated (6 = 65, h > 0, z = 0), that is, until the so-called ponding time (t,) is
reached. At that point, the infiltration is less than the rainfall intensity (approximately
equal to the saturated hydraulic conductivity of the media) and surface runoff begins.
These two conditions are expressed as follows (Rawls et al., 1993):

oh
~K(o-+1=R 00.0<6 t=<t (3.7)

h=hy 00,8)=06, t=>1 (3.8)

where K (h) = hydraulic conductivity for given soil water potential (degree of
saturation)

h = soil water potential

ho = small positive ponding depth on the soil surface

6 = volumetric water content

0; = volumetric water content at saturation
z = depth from land surface

t, = time from the beginning of rainfall until ponding starts (ponding time)
R = rainfall intensity

The transmission rates can vary at different horizons in the unsaturated soil profile.
After saturation of the uppermost horizon, the infiltration rate is limited to the lowest
transmission rate encountered by the infiltrating water as it travels downward through
the soil profile. As water infiltrates through successive soil horizons and fills in the
pore space, the available storage capacity of the soil will decrease. The storage capacity
available in any horizon is a function of the porosity, horizon thickness, and the amount
of moisture already present. Total porosity and the size and arrangement of the pores
have significant effect on the availability of storage. During the early stage of a storm,
the infiltration process will be largely affected by the continuity, size, and volume of the
larger-than-capillary (“noncapillary”) pores, because such pores provide relatively little
resistance to the infiltrating water. If the infiltration rate is controlled by the transmission
rate through a retardant layer of the soil profile, then the infiltration rate, as the storm
progresses, will decrease as a function of the decreasing storage availability above the
restrictive layer. The infiltration rate will then equal the transmission rate through this
restrictive layer until another, more restrictive, layer is encountered by the water (King,
1992). The soil infiltration capacity decreases in time and eventually asymptotically
reaches the value of overall saturated hydraulic conductivity K of the affected soil
column as illustrated in Fig. 3.1.

In general, the infiltration rate decreases with increasing clay content in the soil and
increases with increasing noncapillary porosity through which water can flow freely
under the influence of gravity. Presence of certain clays such as montmorillonite, even
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in relatively small quantities, may dramatically reduce infiltration rate as they become
wet and swell. Runoff conditions on soils of low permeability develop much sooner
and more often than on uniform, coarse sands and gravels, which have infiltration rates
higher than most rainfall intensities.

The soil surface can become encrusted with, or sealed by, the accumulation of fines or
other arrangements of particles that prevent or retard the entry of water into the soil. As
rainfall starts, the fines accumulated on bare soil may coagulate and strengthen the crust,
or enter soil pores and effectively seal them off. A soil may have excellent subsurface
drainage characteristics but still have a low infiltration rate because of the retardant effect
of surface crusting or sealing (King, 1992).

3.4.1 Soil Water Retention and Hydraulic Conductivity

Similar to groundwater flow in the saturated zone, the flow of water in the unsaturated
zone is governed by two main parameters—the change in total potential (hydraulic head)
along the flow path between the land surface and the water table and the hydraulic
conductivity of the soil media. However, both parameters depend on the volumetric
water content in the porous medium; they change in time and space as the soil becomes
more or less saturated in response to water input and output such as infiltration and ET.

Air that fills pores unoccupied by water in the vadose zone exerts an upward suction
effect on water caused by capillary and adhesive forces. This suction pressure of the
soil, also called matric potential, is lower than the atmospheric pressure. It is the main
characteristic of the vadose zone governing water movement from the land surface to
the water table. The water-retention characteristic of the soil describes the soil’s ability
to store and release water and is defined as the relationship between the soil water
content and the matric potential. The water-retention characteristic is also known as
moisture characteristic curve, which when plotted on a graph shows water content at
various depths below ground surface versus matric potential (Fig. 3.6). Again, the matric
potential is always negative above the water table, since the suction pressure is lower than
the atmospheric pr