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V

If you remember your college, or high school phys-
ics textbook like I remember mine, you’ll agree that 
it was the heaviest of all your books to carry, and the 
most difficult to understand. A quick glance through 
the pages of this book – the one you’re looking at 
now – will show you that it looks nothing like your 
college, or high school textbook. It’s way too fun 
looking. Flip through it and you’ll find two dogs, a 
cat, and quarks with three eyes. You’ll see cartoon 
electrons, and comics about Special Relativity. Oh, 
and let’s not forget the actual science. Explained in 
plain, everyday language that even a cartoonist like 
me can understand, co-authors Boris Lemmer, and 
Benjamin Bahr will show you what anti-matter has 
to do with bananas, and why you feel bloated on 
an airplane (clue: it’s not because you ate bananas). 
They’ll crack open an atom, and make you question 
the stability of the ground beneath your feet. They’ll 
tell you how to create matter out of energy. They’ll 
even have you wondering about a possible other 
you, in a possible other universe, reading another 
book eerily like this one.

As a cartoonist and writer, I am a natural wonder-
er, and although like many people I find physics 
difficult, the stuff of black holes, worm holes, and 
sub-atomic strangeness has always intrigued me. 
The opportunity to work with Boris, and Benjamin 
– physicists devoted to de-coding nature’s biggest 
puzzles – has made me a better wonderer, and a 
shade brighter. Thanks to these gentlemen, I now 
understand things like surface tension… and find it 
as mind-boggling as dark matter. (Thanks, guys, for 
adding to my crazy mental catalogue of things I love 
to wonder about.)

If you’re like me, an avid wonderer who enjoys hav-
ing your mind blown by the often bizarre nature of 
reality – and you like cartoons – then seek no other 
book than this one. 

So, what do you get when you collide two physi-
cists and a cartoonist? You get quarks, quirks, and 
an enjoyable exploration of the fascinating realm of 
physics. 

–Rina Piccolo

Preface 
What Do You Get When You  

Collide Two Physicists and a Cartoonist?
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The Characters
 

He can explain the Uncertainty Principle, but is himself uncertain 
as to what to do with a hairbrush. He can find his way through a 
Feynman Path, but is hopelessly lost in a shopping mall parking 
lot.

That’s Erwin – our theoretical physicist at Princeton. Only a brilliant 
guy like him can get away with applying the Many-Worlds Theory 
to laundry day. As he puts it, “I’m satisfied with the probability that, 
if not in this reality, then at least in some other alternate reality – my 
cardigan is being washed.”

As a young pup in his dad’s garage, he built rockets that touched 
the edge of space. No small wonder that Maxwell – his paws on 
switches and dials, his head in the stars – was destined to explore 
the universe.

Today, at MIT, where Maxwell spends his time, you’ll most likely 
find him inside a lecture hall giving a spirited talk on cosmic voids, 
inside a lab tinkering with gadgets and screens, or in the local pub 
discussing wormhole navigation with colleagues over a pint. And 
oh, he has a special place in his heart for women mathematicians 
– perhaps one in particular.

The beauty of the night sky is as important to her as the accuracy 
of a mathematical proof. Behind Emmy’s passion for numbers is, 
you might say, a personal quest to uncover the rational elegance 
in the natural world around her.

When she’s not running computations in her office at Oxford, you’ll 
find Emmy on a dinner date with Maxwell, or debating the exis-
tence of gravity mediating particles with Erwin.
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The Particles
 

If an atom were the size of a football field, this little guy – the Pro-
ton – would be smaller than a spider on that field. Made up of two 
UP Quarks, and one DOWN Quark, the Proton may not be an el-
ementary particle, but his role in the quantum world is enormously 
important. It’s this little fellow that makes up every nucleus in every 
atom in the vast universe. He’s a happy particle, being always 
positively charged!

Most of the time, you’ll find this negatively charged particle spinning in his 
home shell – or orbit – inside an atom. We’ve got a lot to thank him for. Think 
about it – if it weren’t for him and his pals we would not have electricity. With 
his truly magnetic personality, you’ll rarely find the Electron alone, but always 
seeking other particles, and fellow Electrons, to hook up with. It’s this bind-
ing and arranging with his clan that determines all chemical reactions in the 
universe!

Never was there a more charming team of particles than this one – the team of Quarks. There are – as 
far as we know – six players in the Quark lineup, named Up, Down, Charm, Strange, Top, and Bottom. 
With whimsical names like these, you’d think Quarks are the silly clowns of the subatomic world – and 
you’d be wrong. As elementary particles that cannot be further broken down, these characters are the 
building blocks of several other particles, like Protons, Neutrons, and Hadrons. Silly clowns they are not!
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If you are not well acquainted with the Neutrino and his kin, then you should be. 
He and his trillions of friends pass through your body every second of every day. 
But don’t worry – although these intrusive little runts are not yet fully understood 
by physicists – they can’t hurt you. It’s a good thing that the Neutrino has a 
mass of almost zero, and rarely interacts with objects made of normal matter 
like your dog, your cat, your aunt, or your aunt’s hairdo. The Neutrino comes in 
three “flavors”: Electron Neutrino, Muon Neutrino, and Tau Neutrino. But don’t 
put one in your mouth because – oh, wait… you most likely are chewing on a 
bunch right now.

Don’t let their nickname “Weak Bosons” fool you. These massive 
folks are the heavyweights in the land of elementary particles. Still, it’s 
hard not to feel a little sympathy for them – with a lifespan millions of 
times shorter than the lifespan of a fruit fly, W and Z are only around 
long enough to do their job, and then they bite the dust. What’s their 
job? Not a small one. These Bosons are responsible for mediating 
one of the fundamental forces of nature, the Weak (Nuclear) Force, 
acting as force-carriers between other particles. It’s W and Z that we 
should thank for keeping us alive, for without the Weak Force, the 
sun would not be able to burn, and shine its light on us!

Possibly the particle world’s biggest celebrity, the Higgs Boson was only just 
recently discovered, and has been the focus of headlines around the world. But 
the Higgs didn’t always live a life of fame – for decades, he enjoyed a game of 
Hide-And-Seek with physicists, and made a teasing presence on the Standard 
Model of Particle Physics. Why all the attention? Let’s put it this way: this little 
guy makes matter massive! Imagine for a moment a universe made of massless 
objects. No relaxing walks in the park, no football games, nothing. We would 
all just move at the speed of light! How does Higgs do it? Well, we know that 
he hangs out in the Higgs Field, and messes around with the Weak Force, and 
the Electromagnetic Force, giving other particles their mass. It would not be 
unreasonable to say that the Higgs Boson is more than a celebrity; he’s a major 
player in the symphony of the universe.
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1: “Particle Accelerators ” on page 249

mass: the meter, the second and the gram (As a 
side remark: there are four more, the Candela (Cd) 
for brightness, the mole (mol) for an amount of a 
substance, the Kelvin (K) for temperature and the 
Ampère (A) for electric current, of which only the Kel-
vin will play a role in this book.). All other used units 
for length, time and mass are derived from those by 
the proper prefix: kilo (k) for thousand, mega (M) for 
a million, giga (G) for billion, and so forth. Fractions 
of units are denoted with a similar prefix: milli (m) for 
a thousandth, micro ( ) for a millionth, nano (n) for a 
billionth, and so forth. 

This means that we can express all physical quan-
tities in their specific units, and it is very easy to 
change between units – simply shift the decimal: 
625 nanometers are the same as 0.625 microme-
ters, and so on. But, depending on where you are 
from, these might not be the units you are used to. 
How much is that again in inches, or ounces? When 
writing a book about physics, this posed a problem 
for us: do we use the scientifically correct units? Or 
do we use the ones which everybody understands 
easily? 

In the end, we have decided to go the middle way. 
For most physical quantities we use the SI units … 
unless we don’t. Because even European scientists 
and strong proponents of the metric system (both 
of which the authors confess to be) occasionally 
use non-SI units in their physical articles. Do we 
use mega-and gigaseconds? Of course not, we 
use years and centuries in our research. Instead of 
peta- or exameters we use light years and parsecs. 

Measure for Measure 
On the Units in Science

Physics is the natural science of the behavior of 
(non-living) matter, and how they interact with each 
other. Well, some of that is also covered by Chem-
istry, but the boundaries between these two areas 
of science are rather fluid anyway. To understand 
the matter of our universe, one needs to measure 
it. How much is there? How heavy is something? 
Where is it? How large? How long did it take? These 
questions can be answered by measuring – in some 
cases requiring a sufficient budget, of course ( 1). 

The results of our measurements always come in 
numbers, and they have a unit. So for instance, the 
process of drinking a good beer could take you 7 
minutes. In that case the “7” would be the corre-
sponding number, and “minutes” would be the 
unit. You could also have used another time unit, 
such as seconds. Since 1 minute is 60 seconds, 
you could have also said that the same beer took 
you 420 seconds to finish. These two statements 
are completely interchangeable. Whatever you use 
is just up to you, and your – and other people’s – 
convenience. Although it might be not very useful 
to claim that for finishing your beer you needed only 
0.1339 millionths of a century, you would be correct 
in that statement. 

Now throughout human history, a plethora of dif-
ferent measurement units have been used. In the 
scientific world, a few have been decided to form 
the basis of measurements, in which we express 
all physical quantities. These form the so-called 
Système International d’Unités (SI). The three most 
important SI units are units for length, time and 
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And in nuclear physics everybody uses Ångström, 
which equals 0.1 nanometers (because let’s face it: 
Swedish umlauts rock!).

Moreover, for quantities which are in the realm of 
our everyday life, it seemed silly to enforce the met-
ric system, when ordinary miles and inches work 
better. Indeed, for the purpose of this book they are 
the better choice, because they give an immediate 
idea of the dimensions involved, without forcing the 
reader to always calculate from the metric system 
to the US American one. For very large or small 
numbers, however, we revert back to SI units (with 
the exceptions hinted at earlier), because not only 

are there no nanoinches, but also to stay in line with 
most of the physics literature. 

We have tried to jump back and forth between the 
two systems as little as possible, but wherever nec-
essary. We hope that this will not cause confusion, 
but add clarity. If all goes well, you will not notice it 
at all during reading. In fact, there are only very few 
articles where we explicitly state a quantity in both 
US and SI units. 

So please enjoy the science – in whichever unit you 
prefer! And if you are confused, just visit one of the 
many unit converters, as in 2.

2: http://www.amamanualofstyle.com/page/si-conversion-calculator

http://www.amamanualofstyle.com/page/si-conversion-calculator
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1

I – Rocket Science

“Science is amazing! With the power of science we 
can fly, cure diseases, predict earthquakes and so-
lar eclipses, and put the fizz in soda. Occasionally, 
something blows up, but hey – where is the harm in 
some spontaneous pyrotechnical experiment? It’s 
just science in action!

And the science you can make with just physics 
– wonderful! I could work and tinker all day, until I 
have built a new, awesome piece of technology. I 
love it! There is just so much you can do, just with 
physics alone: lasers, flying machines, invisibility 

cloaks (seriously!), and rockets. Oh, the rockets! 
They are my favorite! Every once in a while, I give 
this pastime a go. It is an old dream of mine: travel-
ing through space in a rocket, visiting other planets, 
taking close-up pictures from asteroids, reaching 
the outer edges of the solar system… sigh. 

On the next few pages, I’ll show you some of phys-
ics’ finest! How airplanes fly, how lasers work, and 
which way the Voyager probes took through the 
solar system. I hope you’ll find it as exhilarating as 
I do!”
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1: “Light ” on page 7
2: http://www.swpc.noaa.gov

3: “Nuclear Fusion ” on page 175
4: https://en.wikipedia.org/wiki/Solar_cycle

it!) you can see dark spots on it. These are plac-
es with very strong magnetic fields. From time to 
time the sun will eject a big bunch of particles from 
these dark spots: protons, helium nuclei (as a fusion 
product, 3) and electrons. Such phenomena are 

called “coronal mass ejection”. Their number 
depends on the activity of the sun, which 

increases and decreases in cycles ( 4). 
You can say: the more spots, the more 
mass ejections. The ejected particles 

will then travel through space, some of 
them maybe pointing towards the Earth. 

We call this the “solar wind”, which is composed 
of both the bursts as well as of a constant flow of 
particles that leaves the sun continuously. 

Auroras 
An Exciting Glow for Humans and Atoms

Video games and movies have developed rapidly 
and are able to impress us with their visual effects. 
But fortunately, nature is still the undisputed num-
ber one. To see that, just travel to one of the very 
northern or southern parts of Earth, wait for a dark 
night and look up in the sky. If you are lucky, 
you can see one of nature’s most impres-
sive phenomena: an aurora. They have 
different appearances, but look all more 
or less as if the dark sky turned into a 
giant green glowing soup that somebody 
is stirring with a giant, invisible spoon. 

It really looks like a miraculous effect. The Vikings 
thought it was a sign of a great battle that had just 
occurred somewhere on Earth, and also other cul-
tures interpreted auroras as a sign from supernatu-
ral beings. But what is actually going on up there? 
Why are they green, show up only from time to time 
and can be seen only far up in the north (“Aurora 
Borealis”) or in the south (“Aurora Australis”)? 

Wind from the Sun

A first hint comes from the fact that you need good 
weather to see them. Not only does the sky have to 
be clear, it is also another kind of weather that has 
to be just right. It is called “space weather” and is 
concerned with changing conditions up in space, 
such as moving particles and magnetic fields ( 1). 
If you take a look at space weather status reports 
and forecasts ( 2) you will see that one of the main 
indicators for space weather is the solar activity. If 
you watch the sun (please, don’t stare directly into 

© Springer-Verlag Berlin Heidelberg 2016 
B. Bahr, B. Lemmer, R. Piccolo, Quirky Quarks, DOI 10.1007/978-3-662-49509-4_1 

https://en.wikipedia.org/wiki/Solar_cycle
http://www.swpc.noaa.gov


4 I – Rocket Science

5: https://en.wikipedia.org/wiki/Geomagnetic_storm 
6: https://en.wikipedia.org/wiki/Van_Allen_radiation_belt

This solar wind is 
part of the space 
weather. When-
ever you talk 
about weather 
you automatical-
ly want to get a 
forecast as well. 
While on Earth 
you could com-
plain about the 
forecast quality 
quite easily, the 
space weather 
forecast is pret-
ty reliable. The reason is that you will exactly know 
that something will arrive from the sun because you 
already see it happen while the weather is still on 
its way. This can be as the visual information from 
the sun reaches us with the speed of light (about 
670,000,000 mph), while the solar wind with its 
massive particles is much slower (about 900,000 
mph). 

Magnetic Field Crashes

Imagine a strong solar wind reaches the Earth. We 
can be quite happy that good old Earth has both an 
atmosphere and a magnetic field. Such a particle 
wind is nothing but radiation that would seriously 
harm us if we would be directly exposed to it. For-
tunately, our atmosphere can absorb this radiation. 
But even better than that, the Earth’s magnetic field 
deflects the solar wind! It will be deflected along the 
magnetic field lines which are shaped as indicat-
ed in the illustration. The solar wind itself changes 
the shape of the Earth’s magnetic field. As a bunch 
of moving particles, the solar wind is nothing else 

but an electric 
current. And 
currents cause 
magnetic fields. 
So the magnetic 
field lines push 
from the sun’s 
side, squeeze 
the magnetic 
field on the left 
and drag it to the 
right. There are 
several ways that 
the particles from 
the solar winds 

can enter Earth’s atmosphere. One is via the open 
field lines at the “polar cusps”, where the Earth’s 
magnetic field cannot protect us. Another way 
is via the tail in the right. Squeezing the magnetic 
field from the top and bottom on the right side can 
make the field lines reconnecting and flipping back 
towards Earth. The more solar wind, the more the 
Earth’s magnetic field lines are bent. Heavy chang-
es are also called “geomagnetic storm” ( 5). After 
reconnection, the field lines take a bunch of solar 
wind with them. These particles can also push oth-
ers out of the so-called “Van Allen radiation belt” 
( 6) and push them into the atmosphere. This belt 
is a place of charged particles trapped in the Earth’s 
magnetic field, constantly fed via the solar wind and 
other intergalactic sources of particles. 

Particle Rain and Glowing Atoms

Now we have charged particles entering the Earth’s 
atmosphere at the place of magnetic field line gap 
close to the North and South Pole. While the parti-
cles are travelling, they hit the atoms of the Earth’s 

https://en.wikipedia.org/wiki/Van_Allen_radiation_belt
https://en.wikipedia.org/wiki/Geomagnetic_storm
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7: “Light ” on page 7 
Image: Hugo Løhre / NASA

atmosphere. During such 
hits they transfer energy to 
the atoms and bring the elec-
trons to an “excited state”. 
From this state they can 
relax again via the emission 
of light. Depending on the 
energy difference of these 
states, the wavelength of the 
emitted light varies from red 
(low energies) to blue (high 
energy) ( 7). Oxygen atoms 
emit light in the visible range, 
dominantly in two ways. One 
corresponds to red, the oth-
er one to green. The time it 
takes the electron to move 
from an excited to a ground 
state is different: the green 

transition happens within less than a second, the 
red one takes longer. If we are far up in the sky, the 
atom density is very low. Oxygen atoms are alone 
and take their time to emit red light. This red emis-
sion happens much more often than the green one. 
Closer to the surface, the atomic density increas-
es, the atoms collide with others, transfer energy 
via collisions instead of light emission and the red 
light is suppressed. What remains is the “fast” green 
light. At even lower altitudes, the density of atomic 
oxygen is so low (not to confuse with oxygen mol-
ecules whose density increases with lower altitude) 
that we no longer see any light emission. This is the 
reason why auroras are red far up (not always visi-
ble) and then mostly green. 

Now, take your time to look at an aurora. Isn’t it 
beautiful? Certainly an experience you wanted to 
share, such as Erwin and Maxwell.
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while electric charges exert a force on charged par-
ticles simply because they are charged, magnets 
only act with a force on them (the so-called Lorentz 
force) if they move. So as long as a proton sits per-
fectly still, a magnet cannot push it around. Only 
when the proton starts to move somewhere – may-
be because of the electric field – will the magnets 
be able to change its path. 

Two Sides of the Same Coin: The 
Electromagnetic Force

The magnetic force has been known 
for thousands of years, as long as 
people realized that needles made 
of certain metals always point into 
the same direction – the North Pole. 
The ancient Greeks also knew about 

the electric force. They observed that 
by rubbing amber on animal fur caused lit-

tle crackling sparks (which we nowadays call 
-

tron”, is the ancient Greek word for amber. 

But it wasn’t until the end of the 19th century, when 
English scientist James Clerk Maxwell found out 
that the two belong together. They are just two dif-
ferent phenomena of the same physical interaction, 
which we nowadays call “the electromagnetic field”. 
The electric and magnetic force belong together in-
separably. The famous equations which made J.C. 
Maxwell immortal in fact state that a changing elec-
tric field causes a magnetic field – which is why a 
spinning electric charge behaves like a magnet ( 1). 

Light 
Ripples in the Electromagnetic Field

What is light, precisely? Well, light is a specific kind 
of electromagnetic radiation. By that we mean “rip-
ples in the electromagnetic field”. 

The Electric Field: To Charge or Not  
to Charge, That is the Question

Let us first explain the electric field: Well, you know 
that things can be electrically charged, either pos-
itively or negatively. Things with similar charges re-
pel each other, while things with opposite charges 
attract each other. So, electrically 
charged matter always feels a force, 
coming from all the other charged 
things in the universe. This force field 
(physicist call this a “field” because it 
is everywhere) is called the electric 
field. You can think of it as the GPS 
for charged particles – it tells them 
where to go next. 

Magnets – How Do They Work?

The magnetic field is a bit more difficult to under-
stand. Things can also carry a magnetic charge, 
we then call them “magnetized”. But the magnetic 
charge is not just a number, like the electric charge. 
Rather, it has a strength, and at the same time also 
a direction. You can think of this as a little arrow at-
tached to the magnetized object – the arrow points 
away from the North Pole and towards the south 
pole of the magnet, and the longer the arrow the 
stronger the magnet. Just as electric charges try to 
push charged particles around, so do magnets. But 

1: “Spin ” on page 187

© Springer-Verlag Berlin Heidelberg 2016 
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But conversely, a changing magnetic field causes 
an electric field – which is why a rotating magnet is 
used in every kind of power plant to push electrons 
through wires (in other words: generate electricity). 

So if you disturb the electric field, this generates a 
change in the magnetic field, which in turn again 
changes in the electric field – in the opposite di-
rection of the initial disturbance. This is also called 
“Lenz’ rule”. For the magnetic 
field precisely the same is hap-
pening, which is why the elec-
tromagnetic field is a bit like 
an elastic rubber sheet: if you 
poke at it, it wants to get back 
into its original form, if possi-
ble. But this going back to its 
original form doesn’t happen 
right away, but takes some 
time. Which is why a distur-
bance in the electromagnetic 
field – like a ripple in the rubber 
sheet – will spread out, oscil-
lating back and forth. These 
wave-like ripples propagate in 
all directions with a very specific speed. They are 
called “electromagnetic waves”, and the speed is 
the well-known speed of light.

The Electromagnetic Spectrum:  
Size Does Matter

Although the speed of these waves is always the 
same, the frequency with which they make the 
electromagnetic field oscillate, can be different. The 
faster they jitter back and forth (and thus, the short-
er their wavelength), the more energy is stored in 
them. 

The longest waves are the long radio waves. Their 
wavelength is above a kilometer (i.e. roughly a mile). 
The shortest of those are the waves we actually use 
in our radios: AM waves are a kilometer up to a hun-
dred meters long, while FM waves are about one 
to ten meters in length. The next shorter waves are 
called microwaves, and their wavelength is from a 
meter down to a millimeter. The ones in your micro-
wave oven are actually about 12 cm, or 4.7 in. This 

is not yet very energetic at all, 
but coincidentally it is precisely 
the energy of a quantum transi-
tion in water molecules, which 
is why these waves are ideal to 
heat up anything that contains 
water.

The electromagnetic waves 
from about one to about a hun-
dred micrometers are called in-
frared (IR) radiation. This radia-
tion is not visible to the human 
eye, but we can feel it, as being 
warm. Put your hand next to an 
oven or a roaring fire, and you 

can feel the infrared radiation “first-hand”.

The IR ends where the visible light begins – the elec-
tromagnetic radiation from 700 nanometers (red) to 
about 390 nanometers (dark blue) is the visible light. 
Our human eyes are made so we can see this radi-
ation. It is what we call light, and consists of those 
colors which you can see in a rainbow – ordered 
from red to blue.

We now come to more and more energetic waves. 
Beyond the color blue in the electromagnetic spec-
trum is the ultraviolet (UV) radiation. Their lengths 
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range down to about 10 nanometers, which is 
where the X-rays begin. X-rays have a wave-
length down to 10 picometers (a trillionth of a 
meter). Although it can be quite useful in medical 
diagnostics, this kind of radiation is already so 
energetic that it can be dangerous if one over-
uses it. 

And finally, everything with an even shorter wave-
-

tremely high energy radiation reaches us from out-
er space, when stars explode ( 2), or when heavy 
atomic nuclei decay ( 3).

So It’s a Wave – or Is It?!

From earliest times natural philosophers wondered 
about the nature of light. For quite some time, an 
idea that people had 
was that light consist-
ed of tiny little particles, 
which were flying from 
objects into our eyes. 
However, its wave-like 
properties were under-
stood around the 18th 
century, when natural 
philosophers discov-
ered that light, just as 
water waves, can be 
refracted, aberrated 
and scattered. And 
with J.C.Maxwell in the 
19th century, it became finally clear that light was a 
certain type of electromagnetic wave. The question 
of the nature of light seemed to be settled, and the 
idea of little “light particles” was finally buried. At 
least, this was what people thought these days.

It was around 50 years after J.C.Maxwell’s ideas, 
that a young scientist made a remarkable dis-
covery: He found that one cannot put arbitrarily 
little energy into an electromagnetic wave. Usual-
ly, the energy which is carried by it is determined 
by two factors: one is its wavelength, and the 
other one is its intensity, or its brightness.

Now this young scientist – his name was Albert 
Einstein – found that you cannot have an arbitrarily 
low intensity within an electromagnetic wave. Even 
more, the energy in a wave can only be transferred 
to other systems in packages of a fixed size, or 
quanta. These energy quanta are larger, the short-
er the wavelength is. In other words, there can be 
two electromagnetic waves with the same energy 
– one very bright one with a long wavelength, and 
one very dim one with a short wavelength – but in 

the first one there are 
many energy packages 
of small size, and in the 
second one there are 
only few packages, but 
each containing a lot of 
energy. 

These energy packages 
are called photons. They 
can be thought of as 
tiny little particles which 
light (or any other kind of 
electromagnetic radia-
tion) consists of. Einstein 

later received the Nobel prize for this discovery, and 
this was the first clear example that a physical sys-
tem can behave both like a wave and a particle. 
This is why Einstein is sometimes mentioned as one 
of the inventors of quantum theory ( 4). 

2: “Supernovae ” on page 83 
3: “Alpha, Beta and Gamma Rays ” on page 171 
4: “Wave-Particle Duality ” on page 143
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1: “Kepler’s Laws ” on page 47

worked like ray emitters, sending out some kind of 
sensory beam. Whenever that beam hit something, 
we would see it. Nowadays we know that it is pretty 
much the other way round: A light ray from the sun 
(or another source) hits an object. Of all of those 
rays hitting it, some are absorbed (heating it up), 
and some are reflected, depending on the wave-
length of the light ray ( 1). The reflected light rays, 
whenever they hit our eye, give us the impression 
of a certain color (depending on the wave length) in 
that direction. 

So the theory is easy: For an object 
to become invisible, we 
just need to prevent it 
from getting hit by light 

rays! So an invisibility 
cloak should sim-
ply guide the light 
around the object it 

envelops. Whenever a 
light ray hits the cloak, it 

should not reflect the beam into any direction, but 
should alter its path so that it can emerge on the 
other side, as if there had never been an obstacle 
at all. 

Refraction – Can It Help?

All right, so for an invisibility cloak to function, one 
needs to be able to bend light. Materials can do 
this, it is called refraction! Refraction happens every 
time light passes from one medium to another – it 
slightly changes its direction. This is why it is so dif-

Invisibility Cloaks 
Walk Like a Magician

It is an old dream: walking through the streets with-
out being seen. Just put on a magic cape, and be-
come invisible. One would be able to pull the best 
practical pranks ever! Although the most purposes 
this invisibility cape would be used for would quite 
probably not be very nice, probably everybody has 
thought about it at some time in their life.

Now You See Me – Now You Don’t

This is why the world listened up, when research-
ers of Duke University in North Carolina an-
nounced 2006, that they had built a func-
tioning cloaking device! 
The first enthusiasm 
was slightly curbed, 
however, when they 
added that it would 
only work for small 
objects, only for mi-
crowaves, and only 
when looking from a very specific direction. So, in-
stead of turning an object invisible to the naked eye, 
it would allow for it to be placed in a running mi-
crowave oven without getting hot. Still, it is a good 
start. But how does the “invisibility cloak” work, 
precisely?

Bending Light –  
the First Step to Invisibility

Before we can understand how invisibility works, 
we need to be clear on what it is that makes us see 
things. The ancient Greeks assumed that our eyes 

© Springer-Verlag Berlin Heidelberg 2016 
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ficult to catch a fish with your 
bare hands: the fish is not at 
the position where you see 
it, but slightly next to it. The 
reason is that the light gets re-
fracted, when it passes from 

the fish, through the border between water and air, 
to your eyes. So can one use this to make the fish 
completely invisible?

Now here comes the big problem: The angle un-
der which something is refracted depends on the 
so-called refractive index of the material it passes 
through. Vacuum has a refractive index of precisely 
1, air has an index from ever so slightly larger than 
1, water has one of 1.33, glass of about 1.5, and 
so on. Normal materials in the world all have a re-
fractive index equal to or larger than 1! Because of 
this, light can only be bent towards the object, never 
away from it. For guiding a light ray around an object 
with refraction, one would need a material which at 

some points has a refractive index of smaller than 1, 
or even negative indices, which are less than zero! 

The Refractive Index:  
the Crux of the Problem

Materials with these refractive indices would have 
very peculiar properties. If the index would be be-
tween 0 and 1, light would not only be bent away 
from the object, it would also travel faster than the 
speed of light. And in materials with negative re-
fractive index, light would even travel backwards! 
Would that even make sense?

Metamaterials:  
Bending Light to Our Will

But this is precisely what the researchers at Duke 
University have achieved: to create a material which 
has, effectively, a refractive index smaller than one. 
How did they manage that? Well, the optical prop-
erties of the material do not come from the types of 
atoms it consisted of, but also from the way these 
atoms were arranged: They built a ring, made of ar-
rays of lots of tiny copper structures, only microm-
eters wide. Whenever a light wave with a certain 
wavelength would hit these little structures, they 
would start to emit electromagnetic waves them-
selves, like thousands of little antennas. Because 
of constructive and destructive interference, these 
little waves would add up, and the resulting light 
wave would be traveling in a different direction than 
the initial one. The changed direction would be such 
that, effectively, the material behaved as if it had a 
refractive index of less than one. 

Because the interference of electromagnetic waves 
is very dependent on the actual wavelength, it 
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Image: Reprinted by permission from Macmillan Publishers Ltd: “Three-dimensional broadband omnidirectional acoustic ground 

cloak”, Lucian Zigoneanu, Bogdan-Ioan Popa & Steven A. Cummer, Nature Materials 13, 352–355 (2014)

should be no surprise that it only works for waves 
with a very specific frequency – in this case, micro-
waves. But it did work: If the ring was hit by micro-
waves from a certain direction, the waves would be 
guided around the ring, and emerge on the other 
side, as if nothing had obstructed their path. Any 
object placed in the center of the ring was com-
pletely shielded from the microwave radiation.

These materials, whose optical properties are spe-
cifically designed by their microscopic structure, are 
also called meta-materials, and research in these 
has exploded in the past decade. Soon, versions of 
the “invisibility cloak” were produced, which worked 
with larger objects, moving objects, sometimes 
even for some parts of the visible spectrum. 

“Invisibility” Also for  
Other Types of Waves

Because what is used here is essentially the wave-
like nature of light, one could ask oneself: does 
this also work for other types of 
waves? Of course it does! Just a 
few years ago, the researchers at 
Duke University presented a “si-
lence cloak”. This was construct-
ed out of 3D-printed materials, 
and was able to shield an object 
completely from sound waves. 
You can see it in the picture on this 
page. A person covered with such 
a silence cloak would hear noth-
ing from the outside: sound waves 
would be guided around it com-
pletely. Bats would fly right against 
them – they’d be completely “in-
visible” to their sonar.

One could easily think 
of other uses: By con-
structing the right kind 
of barriers, one might 
be able to guide water 
waves around small 
islands. Possibly quite 
useful for those little 
archipelagos which 
are frequently in dan-
ger of drowning in storms. Although sturdy houses 
and good raincoats might actually be cheaper…

However, after all is said and done, we have to 
conclude that, at the time this book is written, no 
cloak has been constructed which would make us 
actually feel like Harry Potter. Although there is a lot 
of research happening in this area at the moment, 
we are still some major steps away from being able 
to walk through the streets without anybody being 
able to see us. But who knows what the future will 
bring?



14 I – Rocket Science



15The Doppler Shift

1: “Vacuum and Air Pressure ” on page 23

frequency, and the higher the pitch of the perceived 
sound. 

Vibrating Machines and Their Sound

Why does a car engine make a noise, after all? 
Well, such a machine has a lot of movable parts, 
and when an engine is running, many of these parts 
are vibrating. If such a piece of, say, vibrating metal, 
has contact to the air, it will make the air vibrate, 
too. Well, it will compress the air around it a little bit 
every few fractions of a second. 

What is reaching our ear when we hear a sound is a 
succession of high pressure – low pres-

sure – high pressure – low pressure – 
and so forth. As we have mentioned, 
we hear a higher pitch the shorter 
the wavelength, in other words, the 

faster the air changes 
between high and low 

pressure. Normally, if a 
machine vibrates with a certain 

frequency, then we’ll hear a sound with 
exactly the same frequency. 

Now, what happens when the machine is moving?

Moving Sound Waves Get  
Stretched – and Thus Pitched

What happens is that the sound wave does not 
leave it in every direction with the same frequency. 
Rather, in the direction in which the engine moves, 

The Doppler Shift 
The Stretching of Waves

What is the sound of a car engine? Well, actually, 
that depends very much on where you are! If you sit 
inside the car, and have time to listen to the engine, 
you’ll hear a constant humming of the machine. 
Quite a muffled sound, actually, because nowadays 
car manufacturers try to make sure that you hear as 
little of the engine sound as possible. 

But if you sit by the side of a road, then a pass-
ing car sounds quite different. If it is approach-
ing, the sound will be quite high-pitched, but 
at the moment the car passes you by and re-
cedes in the distance, the sound will switch from 
high to low pitch. Wreeeeeeeerooouuummmm! 
If you have ever hitchhiked, you will have 
heard that kind of sound a lot! The  
reason why you hear two different 
pitches of sound is the so-called 
Doppler effect. It hap-
pens with all kinds of 
waves! 

But with sound waves 
it can be explained most 
easily, because sound 
waves are just rhythmical 
compressions of air. If there 
is total silence, then the air pressure ( 1) is the same 
everywhere. But as soon as, at one place, the pres-
sure is a bit different from other places, this pressure 
difference will wobble through the air, spreading out 
in a wave-like manner. It is this pressure wave which 
we perceive as sound, as soon as it reaches our 
ear. And the shorter the wavelength, the higher the 

© Springer-Verlag Berlin Heidelberg 2016 
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2: “Light ” on page 7

the waves are compressed. In the opposite direc-
tion, they are stretched. So if a noisy machine ap-
proaches us, it pushes the sound waves in front of 
it together. What then reaches our ear is a wave 
with a smaller wavelength – and that means a high-
er frequency, which in turn means a higher pitch. 
On the other hand, if the machine moves away from 
us, then the air waves that hit our ear are stretched 
slightly – so the wavelength is larger, and thus the 
frequency lower. We then hear a lower pitch. 

And if the machine passes us by? Well, then we 
hear the typical sound of a car engine, or a siren 
rushing past us: the pitch of the sound goes from 
higher to lower the moment it is on level with us.

The Doppler Effect for Light

The shifting in sound is probably something that has 
been experienced by almost everybody. But did you 

know that this Doppler effect also happens for all 
other kind of waves – in particular for light waves 
( 2)? And even better, using the Doppler effect one 
can actually measure the temperature of the sun, or 
how fast it rotates!

Well, one can if one has very precise measure-
ments. You see, the sun in general is quite hot, and 
a lot of electromagnetic radiation reaches us from 
there, having all kinds of different frequencies. That 

is why the sun seems nearly white to us: its light 
contains all the colors of the spectrum. 

If one looks very closely, however, one can see that 
there are some very specific frequencies which are 
missing! These are the so-called Fraunhofer lines, 
and physicists have known of their presence more 
than a hundred years before they understood the 
reason for their presence (or rather absence). Some 
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3: “Nuclear Fusion ” on page 175 
4: “Black Holes ” on page 91

of the frequencies are missing, because they cor-
respond to photons which have precisely the right 
energy to initiate a quantum leap of energy in the 
hydrogen (and other) atoms in the sun. For light with 
these frequencies, the plasma in the sun is com-
pletely opaque, while for all other colors of light it is 
basically transparent.

How Hot Is the Sun?

But now imagine that the hydrogen atoms in the 
sun don’t all just sit there – they move! And they 
move quite a bit, the hotter they are. While a resting 
hydrogen atom needs to be hit by a photon with 
precisely the right frequency in order to absorb it, 
it can have a slightly lower frequency if the atom is, 
just in this second, moving towards the radiation. 
Because of the Doppler effect, a moving atom will 
see a photon with a slightly higher “pitch”, which 
means a little bit higher energy. 

What does that mean? It means that in the spec-
trum of the sun, there are not just 
precisely those frequencies miss-
ing which are responsible for the 
quantum leaps in hydrogen at-
oms – but also the frequencies 
slightly lower and slightly higher. 
They are also blocked out because 
of the Doppler effect! One says that 
the Fraunhofer lines have a certain width, 
and this width gets bigger the hotter the sun 
is – the higher the temperature the faster the 
hydrogen atoms, the bigger the Doppler effect. 

And the Fraunhofer lines cannot just be made 
wider, they can also be shifted! You see, the 
sun is not fixed, it rotates around its axis. At 

its equator about one revolution in 25 days. That 
means that if you look at the light coming from the 
right edge of the sun ( 3), the Fraunhofer lines will be 
shifted to lower frequencies, while in the light from 
the left edge has Fraunhofer lines shifted to higher 
frequencies. And that happens, again, because of 
the Doppler effect: light coming from those parts of 
the sun which move away from us has lower fre-
quencies – it’s like the car moving away from us. 
One calls this light red-shifted. Consequently, light 
from the other edge of the sun is called blue-shifted.

Sgr A*: A Supermassive Black Hole 
– Proven by the Doppler Effect

The Doppler effect was also used in order to prove 
for the first time that there has to be a black hole 
( 4) in the center of our Milky Way. You see, in the 
central region of our galaxy there are lots of stars or-
biting a common center. We know this because we 
can see the microwave radiation from them arriving 
at the Earth. And because some of the radiation is 
blue-shifted and some is red-shifted, we also know 

how fast they orbit the center. And, people have 
found in the seventies of the last century, 

they rotate so fast that there needs to 
be an enormous mass which they 
all move around – such a great 
mass, in fact, that no normal 
star would be stable under that 
weight. 

Nowadays we know much more 
about the supermassive black hole 

in our center – also called Sagittarius A* 
– in particular that it is more than four 
million times as heavy as our sun. Now 
that makes for some Doppler effect! 



18 I – Rocket Science



19Lasers

1: “Light ” on page 7

But next to the clas-
sical light bulbs there 
are also devices that 
emit only light with a 
specific color. Take a 
sodium-vapor lamp, for 
example. It glows only 
yellow. The light works the following: a high voltage 
is applied so that an electric current begins to flow 
through the sodium gas. The sodium atoms get 
kicked by the electrons from the current and get en-
ergy transferred to them. As described by the laws 
of quantum mechanics, the sodium atom can ab-
sorb a certain amount of energy from the current’s 
electrons and use it to bring one of its own elec-
trons to a so-called “excited state”. This means it 

has more potential energy than it had 
before. It is as if you would pick a 

ball from the floor and put it onto 
a table. You needed some en-
ergy to perform that move and 

the ball gained some. Your ball 
might roll down the table 

and release the energy 
again. And so will the 

sodium electron do. It 
will release the energy 
difference between its 
ground state and the 

excited state via the emission of 
a photon, a light particle. And these energy differ-
ences are specific for each atom type; the energy 
of the released photon will be as well. And as en-
ergies of photons correspond to the wavelength of 

Lasers 
High Quality Light Offering new Possibilities

There are flashlights, and there are lasers. They are 
somehow the same: devices that emit light. But 
we also know that there must be a substantial dif-
ference between the two. There is something that 
makes the mood become futuristic as soon as a 
laser turns up in a conversation. It is impossible 
to think of a modern, technological world without 
lasers. They read our CDs, DVDs and Blue Rays, 
can fix vision defects in our eyes, measure distanc-
es, read bar-codes and replace wooden pointers 
during presentations.

Atoms, the Light Factories

There are different ways of “producing light”. A well-
known mechanism is the temperature radiation. If 
you heat a material, it will emit 
light in all different colors. 
Not all colors are emit-
ted in equal amounts. 
The color – or wave-
length – distribution 
depends on the 
temperature. For 
low temperatures you 
might see no light at all, 
because the major por-
tion of the emitted light Is 
in the infrared ( 1). If it gets 
warmer you can see the object glowing red, than 
maybe yellow and finally even white (in fact, you see 
many colors in that light, but some dominate the 
intensity). Classical light bulbs emit such light via a 
heated tungsten wire.
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2: “The Double Slit Experiment ” on page 147

light, the wavelength will be different as well. And 
for sodium, the back-dropping electrons will emit 
yellow light. 

In Lockstep, Guys!

All the photons emitted from 
the back-dropping elec-
trons form the emitted yel-
low light. There is one thing 
to notice: Each wave has a 
wavelength and a frequency 
that characterizes it. But each 
wave also has a 
certain phase. A 
phase defines the 
place at which the 
amplitudes are min-
imal and maximal. If two waves have exactly the 
same phase, they can interfere constructively and 
add their amplitudes. If you have two waves with 
the same wavelengths, but with a phase differing by 
half the wavelength, the two waves will cancel (read 
more about such interference in the chapter about 
the double slit experiment, 2). If all the photons 
of your sodium light have a different phase, you 
wouldn’t care. But you would care if you wanted 
to focus the light. Too many different phases cause 
trouble and limit the amount to which you can focus 
your light. 

The physicist’s source 
of light is one where all 
photons have exactly 
the same phase, as if 
they would be in lock-
step. And that’s exactly 
what makes the differ-

ence between a classical light source and a laser! 
A laser can produce light with all photons in phase. 
We call this “coherent” light. But how does it man-
age to do so? There is a way to allure an electron 
from an excited state to step down and emit light 
at a very certain time. This can be achieved if you 

don’t simply wait until it does it on 
its own, but if you “stimulate” it. If 
an electron is in an excited state 
and a photon passes which has 

exactly the same wavelength as 
the electron would emit, the electron 

will step down! And 
it will do it exactly 
when the other 
photon passes by. 

So we have two 
photons which are – 

and here we have the specialty – exactly in phase. 
This principle we have to follow: Using photons to 
emit other photons which will then be in phase. 

Building a Laser

What do we need? We need a material for which 
we can excite electrons. Somehow we have to 
manage to bring all electrons in these excited states 
and let them stay there for a while. Remember: they 
should not start falling back down automatically, but 
we want to induce this step with another photon. 
Typically, laser materials have more states than just 
a ground state and an excited state, but for our ex-
planation these two states are sufficient. The first 
thing we have to do with our laser material is to 
“pump” it. Energy has to be injected that brings all 
electrons into the excited state. As soon as a first 
electron falls back down, the emitted photon will 
pass by another atom. And there it will make the ex-
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3: “Nuclear Fusion ” on page 175 
Image: G.Hüdepohl (atacamaphoto.com)/ESO

cited electron fall down as well, releasing a second 
photon, in phase with the first one. And as these 
two keep on traveling, they will cause more photons 
to be released – all in phase! The material has to be 
surrounded by two mirrors that reflect the photons 
back and forth so that they can keep driving the 
avalanche of photons. Okay, at some point you also 
want to release all of your nice coherent photons 
out of that mirror box. Placing a small hole on one of 
the mirrors (or making the mirror partially transpar-
ent) will allow the laser light to shine through.

There are many different ways to realize such a la-
ser. You can use a gas as active material (like CO2), 
semiconductors, a ruby crystal, and many more. 
The material determines the wavelength of the laser 
light and hence its color. Many lasers are even out 
of the visible spectrum. As we mentioned in the be-
ginning, there is a broad variety of applications for 
laser light. Its ideal focusing allows for example to 
read out DVDs with red lasers, Blue Ray discs with 
blue lasers. The blue lasers which have a shorter 

wavelength, allow to 
resolve smaller struc-
tures. This is why we 
need blue laser rays to 
read out Blue Ray discs 
with smaller structures 
and hence more data. 
Focused laser light is 
also used to measure distances. Not only within 
your room or between buildings, but even to the 
moon. That’s right, astronauts placed mirrors on 
the surface of the moon to allow us to measure the 
reflected light and to calculate the distance to the 
moon with an accuracy of millimeters.

Lasers exist not only in different colors but also with 
different laser pulse lengths (down to a few femto-
seconds) and different powers. High power lasers 
can even be used to induced nuclear fusion ( 3) or 
as weapons. Another application is the production 
of artificial star light, projected in the atmosphere 
and used to correct the light from real stars for its 
disturbance by our atmosphere. The PARLA laser, 
shown in the photo, is used for such purposes by 
the European Southern Observatory in Chile. 
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miles per hour is what an air molecule has on its 
odometer, on average! But they cannot enjoy a qui-
et ride for very long – the air molecules around us 
can only fly about a couple of nanometers, before 
they bump into another one. Well, these little bug-
gers are sturdy, and such a collision doesn’t break 
them. It just changes their direction, which is why 
the air around us can be thought of as the world’s 
largest pinball machine – with billions of trillions of 
tiny playing balls!

So even on a lovely day, when the air seems to stand 
still, what is actually going on is a tumultuous hus-

tle, a shoving and kicking of uncounted, 
microscopic molecules. And we feel this 
hustle, the thousands upon thousands of 

impacts per second – as air pressure. 

So air is actually a quite dy-
namic substance, and 
this is why air appears to 
try to even out any dif-
ferences in air pressure, 

 whenever possible. 
If there is a lower air 
pressure somewhere, 
this  means that there 

 must be fewer molecules 
in that region, compared to everywhere 

else. Now imagine an analogy: picture a crowded 
room full of people, continuously bumping into one 
another.   Then think of what would happen if you 
removed, say, one of the tables in this room. Sud-
denly, there would be an empty space, without any 

Vacuum and Air Pressure 
Molecules on the Move

Some things are so ubiquitous, we forget that 
they are there at all. Air is one of those things.  
We breathe it, and it keeps our bodies from pop-
ping (and freezing). But the instances we are aware 
of the air around us, are usually those which involve 
the air pressure – or more specifically the change 
of it. Let it be the whirring of the vacuum cleaner, 
the popping of our ears when we sit in a plane, or 
just hearing the sound of laughter; air pressure is a 
central part of our lives, whether we are aware of it 
or not.

But What Is Air Pressure, Precisely? 

First of all, what is commonly re-
ferred to as “air” is actually a mix-
ture of several elements, all in their 
gaseous state. The major part of it, 
nearly four fifths, is nitrogen. More 
specifically, two nitrogen atoms bond-
ed together. The next common ele-
ment in the air, about one fifth, is ox-
ygen – also bonded together in pairs. 
Roughly one percent is the noble gas 
argon, and about four hundredths of 
a percent is carbon dioxide. Finally, 
there is a large host of other gases 
which appear only in traces. 

Crashes in the Air:  
Molecules on Speed

All of these air molecules don’t just float – they whizz  
around with enormous speed. Nearly a thousand 
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people in it. But soon, the first person would be 
pushed into the free space, and then another and 
another. Without any conscious effort by the people 
in the room, the empty space would be filled imme-
diately. It’s the same with differentials in air pressure: 
the air molecules don’t specifically try to spread out 
evenly, it just happens automatically because of all 
the continuous bumping off of one another. 

The Air Gets Thinner at the Top

There is one exception for this: the higher above 
the surface of the Earth you are, the lower the air 
pressure becomes. Why is that? Well, because of 
gravity, of course! 

To understand this, it’s crucial to realize the mole-
cules in the air don’t all have the same energy! By 
constantly bouncing off of one another, the mole-
cules exchange some energy, granted. But here is 
a central fact of physical systems with 
many, many individual parts 
which constantly exchange 
energy: In the long run, when 
they are all in equilibrium, 
they won’t all have pre-
cisely the same energy. 
Rather, some of them 
will have more, and some 
of them will have less, 
on average. Because of 
the constant energy ex-
change, which particle has 
more energy than the other 
will change very quickly. But 
the fact that some particle 
will have more energy than the 
average will always be the same. The same 

statement also holds for those which have less en-
ergy than the average. 

So in fact, the distribution of energy among all the 
different air molecules will not change over time. 
There will always be some which have more ener-
gy than the others, and it’s those particles, which 
can be also found higher up in the atmosphere. To 
run up against the pull of gravity, you need quite a 
lot of energy, and the more you have, the higher 
up you can go. Very high up, there are only those 
particles with the most energy, and there are very 
few of those. This is why the air gets thinner and 
thinner the higher up you go. For every five miles 
you are above the ground, the pressure in air drops 
by roughly three quarters. So there is no height at 
which the atmosphere just stops – rather, the air 
gets thinner and thinner and thus turns continuous-
ly into vacuum.

“Out of the Airlock with Him!”

Speaking of the vacuum – how 
dangerous is it, really? If one 
were to be kicked out of a 
space ship without any pro-

tective clothing, what 
would happen?

Well, one immediate 
thought would be that 
one should explode: The 

human body is made in 
such a way that it can withstand 

the pressure of the atmosphere, 
by pressing with a similar pressure 

from the inside, to reach an equilibrium. 
If the pressure from the outside is suddenly gone, 
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shouldn’t that internal pressure inflate, and finally 
pop a human body?

Actually, the fate of such an unfortunate person 
would not be quite as grim: The whole weight of the 
air onto our skin is only a few hundred kilograms. 
While certainly not very pleasurable, the human 
body – most importantly our skin and our arteries 
– are strong and flexible enough to withstand that. 
There is a part which would be ruptured immediate-
ly though: our lungs! Consist-
ing of thousands 
of very fine 
b u b b l e s , 
the differ-
ence in 
p ressu re 
would cer-
tainly rup-
ture the lung 
of some-
body being 
kicked out 
of an air-
lock. So first 
rule of surviv-
ing as long as 
possible in space: 
exhale! Then you 
might, in fact, 
survive a bit lon-
ger.

It would take a few 
seconds until your 
body would have used 
up all of the oxygen still in it. 
So, before you would become unconscious, there 

would still be enough time to 
realize how your body would 
expand a bit – but not burst! 
With no atmospheric pressure 
to hold them back, gases and 
fluids would begin to leave 
your body. Jim Le-Blanc, an 
astronaut who was acciden-
tally exposed to near vacu-
um in 1965, reported that he 
could feel the saliva on his 
tongue boiling away. It wasn’t 

hot, just going 
into the 

gaseous state, as if there 
was sparkling water 
in his mouth. By the 
way: LeBlanc was 
rescued after a few 
seconds, after he lost 
consciousness. He 

completely recov-
ered, so our 

body seems 
to be stur-
dier than 
one would 
expect.

The ac-
counts of 

several ac-
cidents (and, 

unfortunately, also 
animal experiments), re-

vealed that the maximum time someone could 
be exposed to the vacuum and still survive, is about 
two minutes, one expects. But remember to exhale!
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computers cannot provide perfect solutions. But 
for certain conditions you can still get some simple 
results and fundamental laws that the dynamics of 
fluids follow. The term “fluid” refers to both liquids 
and gases. Let us take a look at a fluid, say water, 
flowing through a pipe. If the velocity is not too high 
and nothing disturbs the flow, the fluid will move in 
straight lines. We call this a “laminar flow”. This will 
look similar to a highway with several lanes, filled with 

cars that all have the same velocity and are not 
changing lanes. What will happen if suddenly 

one lane is blocked? Right, we will get a traf-
fic jam. But the reason is not some fundamental 

law of nature; it is the behavior of us 
human beings. We are surprised, we 
slow down, we don’t know what the 
others will do, we don’t want to col-

lide and so on and so forth. Let us 
see what water would do. Look at 

a tube that suddenly gets tighter, as 
we have shown in the illustration. If you assume 

it is an incompressible fluid, which water is, you can 
say that whatever gets pushed into the tube has 
to come out on the other side. This thought leads 
to a law called “continuity equation”: The product 
of a cross section of a tube and the velocity with 
which the fluid is moving is constant. This means: 
the narrower the tube, the faster the water! Back to 
the highway: if all cars would simply go much faster 
through the part with the blocked lane, there would 
be no traffic jam. This is of course impractical and 
dangerous and shows you that you should always 
crosscheck a physicist’s advice with your experi-
ence.

Fluid Flow and Turbulences 
Nothing You Should Test on a Highway

What are physicists good for? Well, it depends on 
the field in which they are specialists. Some can 
make a night romantic by telling you a lot about stars 
and galaxies. Others might be able to fix your car or 
your TV. But what they should all have in common is 
to be able to calculate the movements of objects if 
they know the forces acting on them. This is some-
thing fundamental that they learn during their first 
mechanics lectures. If you follow the rules of New-
tonian mechanics, you can treat objects as 
something point like and get, as a first ap-
proximation, a good result. Just to men-
tion a few practical examples: You let 
an apple fall down a well. If you stop 
your stopwatch at the point at which 
you hear it hitting the ground you can 
calculate how deep it is. You can also 
calculate how to defeat an enemy in 
a judo fight who is bigger and stronger 
than you. Or you can calculate the perfect angle 
to hold your garden hose if you want to reach the 
flowers which are the furthest away from you (45 
degrees). Feel free to think of further applications of 
the 45 degree solution. 

Movements of Gases and Liquids

But what if you want to calculate the movement of 
something what is definitely not a point-like-object? 
Something that is more like a giant bunch of ob-
jects, all being influenced by an external force, and 
also interacting with each other? Then you are en-
tering the field of gas/liquid flow and turbulences. It 
can indeed get so complicated that even the best 
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1: “Vacuum and Air Pressure ” on page 23 
2: “Why Does a Plane Fly? ” on page 31 
3: “Superfluidity ” on page 183

Bernoulli’s Equation

Next to the velocity, we can bring a liquid’s pressure 
( 1) into play. You might know that if you dive deep 
underwater, the water pressure will increase. In the 
18th century, the physicist Daniel Bernoulli derived 
an equation which connects the height, pressure 
and velocity for an incompressible flowing fluid with 
no viscosity. To a certain extent, you can also apply 
it to compressible fluids, such as gases. Bernoulli’s 
equation states that

p +  g h + 1/2  v2 = constant

p is the pressure,  the density, g the gravitational 
acceleration, h the height and v the fluid’s velocity. 
The sum of these three terms will be constant. Let 
us show you a consequence that might surprise 
you. You can test it with a little experiment. Place 
two empty cans on a table and leave a little space 
between them. Then take a straw tube and blow 
some air parallel to the cans, the way that Erwin 
does it. What will happen? Intuitively, one might 
think that the cans will start repelling each other. 
Test it. 

Did you? The cans started attracting each other. 
And Bernoulli’s equation shows why: Increasing the 

velocity of the air between the cans has to lower the 
pressure, as the sum of all terms has to remain con-
stant. If the pressure between the cans is lower than 
outside the cans, this causes a forces which makes 
the cans coming closer. Bernoulli’s equation plays 
an essential role in the answer to the question “Why 

does a plane fly?” ( 2). Another nice application is 
the Venturi tube. The tube has a more narrow part 
in which the liquid has to flow faster and causes a 
pressure drop. If you connect a second tube to that 
part, you can inject a second fluid via the depres-
sion, for instance. Such Venturi tubes are used to 
mix gasoline and air within a combustion engine or 
to add air to wine to make it taste better. 

Friction, Viscosity and Turbulences

Often fluids are not as ideal as we have considered 
them so far. There is indeed a friction within the flu-
ids which leads to a resistance against a flow. It can 
be quantified as the “viscosity” of a liquid and tells 
us “how thick a liquid is”. Honey, for instance, has a 
large viscosity while water does not. You can read 
more about it in the chapter about superfluids ( 3). 
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The flow of a liquid does not only 
have to deal with the internal friction 
of a liquid, but also with the friction 
of anything that stands in the fluids 
way. Think of a car driving fast on 
the highway. The air will flow around 
the car with a certain velocity. Due 
to the friction between the air and 
the car, the car experiences a cer-

tain force. This drag force increases with the velocity 
of the air (or the car) squared. Twice the speed, four 
times the resistance! And that force can be quite 
annoying and leads to a higher consumption of fuel. 
If you want to minimize it, you can either go slow or, 
probably more convenient, optimize the shape of 
your car. The shape determines the factor by which 

the drag force increases with the velocity squared: 
the drag coefficient c. Companies put a lot of effort 
into optimizations of the designs of cars, trains and 
other vehicles. You can vary your own shape when 
the next strong wind blows and test the drag coeffi-
cients that we provided. 

So far we considered the flows of liquids as laminar. 
But if the velocities of fluids get too high, laminar 
flows become turbulent. This means that the flu-
id’s pressure and flow velocity changes rapidly with 
time and space. The moment at which the transition 
between laminar and turbulent motions occurs de-
pends on the fluids viscosity. The larger the viscos-
ity, the higher the velocity can be without causing 
turbulences. Turbulences are also called “chaotic”. 
This means that small changes in the conditions of 
a system cause large changes in its behavior. Think 
of a river with a laminar water flow into which you 
put your finger. The wa-
ter will keep flowing in a 
laminar way around it. 
And now think instead 
of a turbulent flow, such 
as the flow of milk that 
you add to your coffee. 
You can try to pour milk into a cup of coffee the 
same way several times, but the swirling patterns 
will always be different. That is what physicists call 
chaotic. A general description of fluid motions can 
be calculated via the “Navier–Stokes equations”, 
which are quite complicated. They contain all the 
special cases that we have mentioned in the text. 
On the one hand, they are quite powerful. On the 
other hand, they are very hard to solve. Calculating 
turbulent fluid motions requires large computational 
efforts. If it was not that complicated, the weather 
forecasts would also be more reliable.
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1: “Conservation Laws ” on page 51

where little taxis with electro motors move the plane 
to runway, saving fuel). Instead, it uses its turbines 
(alternatively, you can also use propellers or rockets) 
to move forward, even on the ground. Air is pushed 
out of the turbine with high velocity. According to 
Newton’s laws and the conservation of momentum 
( 1), such a force has to come along with a reacting 
force in opposite direction. Pushing the air out the 
back hence leads to a forward thrust of the plane. 
And here we go: the plane moves. If we take the 
point of view of the plane, it is standing still, but the 
air is moving around the plane instead. The details 

Why Does a Plane Fly? 
How to Guide the Air to Keep You up

If we pick something, hold it up in the air and release 
it from our hands, it will usually fall. Some things, 
such as birds, do not fall. This is because they know 
how to deal with the surrounding air in a way that 
they can stay up high, or even go higher. Watching 
a flying bird can be beautiful, but watching a Boeing 
737-900 airplane with a loaded weight of up to 79 
tons is certainly impressive, isn’t it? Have you ever 
wondered why that is possible? Let us tell you!

One principle that is used to make objects fly is Ar-
chimedes’ principle: if your density is lower than the 
fluid in which you are floating, you will experience 
an upward force. So if you have a balloon and fill 
it with a gas that is lighter than air, that balloon will 
rise upwards, if you don’t hold it tight. Helium filled 
balloons work that way. Hot air balloons rise as well, 
even though they are simply filled with air. But that 
air is, the name says it, hot. And a hot gas is less 
dense than a cold gas. But airplanes are neither 
filled with helium nor with hot air. So what keeps 
them up in the air?

Action and Reaction

It is useful to ask about how to “keep” it up. We 
know that a train will stand still if you turn the engine 
off. A plane will not. It will fall down to the ground. 
To stay up, it definitely has to move. So somehow 
the secret has to be related to the plane’s velocity. 
Let us start from the beginning of a plane’s flight, 
down on the ground. Unlike a car, an airplane has 
no motor that makes its wheels turn to set it in 
motion (“electric taxiing” is used more and more, 
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2: “Fluid Flow and Turbulences ” on page 27

of the flow of the sur-
rounding air around the 
plane’s wings is crucial 
to understand why the 
plane does not only 
feel a thrust, but also a 
lifting force that brings 
it up in the air. Let us 

take a look at the shapes of the wings. Each wing 
is asymmetric in shape. The special asymmetric 
shape leads to a downward deflection of the air 
streams. No deflection without a force! And the 
same way that the counterforce of the air from the 
turbines leads to a thrust of the plane in the forward 
direction, the counterforce of the deflected air leads 
to a lift of the plane!

While the shape of the wing already leads to a 
downward deflection of the air and hence to a lift, 
you can increase the effect by tilting the wing with a 
certain “angle of attack”. Using this angle of attack 
– and in particular its modification during a flight –  
also allows an airplane to fly on its back. Here, the 
shape of the wing would, without an angle of attack, 
lead to an opposite effect and the plane would fall 
down. By the way: the “more tilt leads to more lift” 
principle only works to a certain extent. If you over-
due it, the air stream will detach from the wing, the 
lift will be lost and the plane crashes. 

Bernoulli’s Lift

Next to the downward deflection of the air streams, 
another effect plays an important role. The wing’s 
special shape leads to a higher velocity of the air 
stream on the top than on the bottom. If you re-
member Bernoulli’s law from the chapter about fluid 
flows and turbulences ( 2) you know that faster air 

streams lead to a lower pressure. The difference in 
pressure between the top and the bottom of a wing 
also adds a lifting force. 

So you take the sum of the Bernoulli effect (larger 
velocity on top than on the bottom) plus the down-
ward deflection of the air, plus some other effects 
that go beyond the scope of this book, and get a 
total lifting force. The higher the plane’s forward ve-
locity, the larger the lifting force. While the plane is 
still on the ground, the thrust must increase until a 
speed is reached that makes the lifting force higher 
than the gravitational force that pulls the plane to 
the ground. Once you reach the desired altitude you 
can set the velocity and the wing configuration such 
that the lifting forces cancels exactly the gravitation-
al force. 

Sometimes you might experience some turbulenc-
es during your flight. This happens when suddenly 
unexpected forces act on your plane. This might be 
strong winds blowing or thermals, streams of warm 
air that rise from lower to higher altitudes of Earth’s 
atmosphere. 

Not to Forget: Navigating!

So now we know why and how your plane can 
make it up in the air. But surely you would also like 
to navigate to a certain place and then come back 
down to earth safely. Let us tell you the basic op-
tions that you have to manipulate the movement of 
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3: https://howthingsfly.si.edu/flight-dynamics/roll-pitch-and-yaw

a plane. The best way to describe plane maneu-
vers is via rotations around certain axes. You can 
see these three axes in the following sketch. Their 
names refer to the possible rotations. The “roll axis” 
points from the tail to the nose of the plane. The 
“pitch axis” goes from one wingtip to the other. And 
the last axis, the “yaw axis” point upwards from the 
plane’s center of gravity, perpendicular to the wings. 
In order to cause the roll, pitch and yaw movements 
we need some more movable parts of the plane. 

The “elevators” are little horizontal flaps, usually 
located at the plane’s back. Moving them up and 

down changes the plane’s total angle of attack 
against the air stream. So if you move them away 
from their default position parallel to the horizontal 
plane you induce a force that gives the tail a kick 
up (if you lower the elevators) or down (if you raise 
them). This will then cause a pitch by lowering or 
raising the plane’s nose and the plane will go down 
or up. Attached to the main wings are the “ailerons”, 
little flaps on the wing’s back that always move in 
opposite directions. Moving them increases the lift 
of one wing and at the same time decreases it for 
the other. This will cause the roll. 

A third type of flap, the “rudder” is usually vertically 
attached to the plane’s fin at its back. If you move 
the rudder to the left or right, the air passing the fin 
will push against the rudder, leading to a force that 
causes a yaw. This yaw is then simply a move to left 
or right, without rolling.

You can also combine several moves: a fast turn of 
the plane can be achieved by using the ailerons and 
the rudder the add a roll and a yaw. There are some 
nice animations that you can find on the web that 
will certainly help to understand these movements 
in detail ( 3).
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To understand surface tension, one needs to have 
a closer look at the way in which the different water 
molecules arrange themselves, when water is in its 

liquid form. You all probably know that water 
molecules consist of one oxygen (O) and two 

hydrogen (H) atoms, which stick together. 
But just because the hydrogen atoms in 
one molecule are attached to their oxy-

gen atom, doesn’t mean that they won’t try to 
get close to different oxygen atoms 
in other water molecules as well. 
Hydrogen is quite … unfaithful that 

way. And the oxygen doesn’t seem 
to mind: it gets some connection from 

further hydrogen atoms in other water 
molecules as well. These connections between hy-
drogen and oxygen atoms from different molecules 
are also called hydrogen bonds. 

It’s Just a Phase:  
the Different Forms of Water

The key point here is that water molecules are not 
just all by themselves, but there is a slight attraction 
between different water molecules. This attraction 
is not very strong, but it is there, and it plays a very 
important role in what phase the water is in. There 
are basically three main possibilities:

If the water is very cold, then the molecules are all 
very slow, and don’t have a lot of energy to move 
about much. Then their mutual attraction is strong 
enough to keep them close together. In that case, 
water is solid. That is also called ice (the precise 

Surface Tension 
Minimal Surface for Maximum Comfort

Everyone knows that water – at least at room tem-
peratures and normal pressure – is a liquid. That 
means that it cannot keep a solid form. Rather, it 
will flow to fill any space that you allow it to. It offers 
absolutely no resistance to have its shape 
altered.

This is so obvious to us that the 
non-solidity of water (or any liquid, for 
that matter) seems to be complete-
ly natural. But how is it, then, that some 
insects can actually walk over a pond 
without sinking? Why is a paper clip, 
carefully placed on a surface of water, 
able to float? It is made of metal, so why 
doesn’t it sink? And finally, why can one fill a glass 
of water with more water than actually fits inside?

The answer is: the surface of water is not complete-
ly malleable. This is different from the water itself un-
der the surface, which poses nearly no resistance 
to being deformed. The surface, on the other hand, 
has a certain stiffness, which is called surface ten-
sion. 
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way in which the molecules stick to-
gether, in order to form those beautiful 
ice crystals or snow flakes, is a matter 
for a different discussion). 

If the water, on the other hand, is very hot, then the 
molecules are very fast, and have enough energy to 
fly around. In that case, the attractive force from the 
hydrogen bonds is by far not enough to keep them 
together. The water takes on the form of a gas, 
where the individual atoms all zip about individually. 
Occasionally, they bounce off other 
water molecules when they hit 
each other, but apart from that, 
each molecule stays by itself.

But there is an intermediate case, 
when water is not too hot, and not 
too cold: In this special case, a wa-
ter molecule has enough energy to 
not be completely stuck to the oth-
er molecules. Rather, the hydrogen bonds can 
occasionally be relaxed a little. But a molecule does 
not have enough energy to be completely free of 
all its neighbors. This is the crucial point: it always 
needs some other molecules to be in its near vicin-
ity. But these don’t necessarily always have to be 
the same individually. Rather, some molecules can 
leave, as long as some others take their place. So 
the molecules can shift their positions compared to 
another, and this is what makes water so complete-
ly malleable. 

Everybody Wants to Be  
on the Dance Floor 

While solid ice is like lots of people in a packed sub-
way where nobody can move, and water vapor is 

similar to a wide open field where a few people run 
around, water in its liquid phase can best be com-
pared to people on a dance floor: usually they are 
reasonably densely packed with people, but not so 
much that the dancers cannot move and look for 
new dancing partners if they want. And those peo-
ple at the outer edges of the dance floor always try 
to get further inside, because dancing is best when 
you are surrounded by people!

This is pretty much the situation with water mol-
ecules – and in fact nearly every 

other liquid. The ones on the in-
side are surrounded on all sides 
by other molecules, with which 
there is a slight attraction. These 
particles can move rather freely 

everywhere they want, as long as 
they are always surrounded by 

other molecules. But, the ones on 
the water surface only have other 

attractive molecules towards the inside – the 
air molecules on the outside on the other hand are 
not attractive to them at all. So they crowd together 
and try to get inside. This puts the whole surface 
under a tension, which makes it stiffer than the in-
side of the liquid. In fact, it makes it stiff enough so 
that smaller insects can walk on the water surface 
without sinking. 

Size Does Matter: The Smaller the 
Surface, the Better!

This surface tension has a very important conse-
quence for the shape of water: If there are no other 
forces acting on it (like gravity, or the pressure from 
a surf board, or tidal forces), water always tries to 
get into a shape so that it has a surface area that 



37Surface Tension
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is as small as possible. For a given volume, that is 
the sphere – which is why water forms 
droplets.

So if an astronaut in the Inter-
national Space Station spills her 
drink, for instance, it will not splash 
anywhere, but rather float around in 
lots of small droplets. Here on earth 
though, gravity is much stronger than 
the surface tension of water. So if you 
fill it into a funnily-shaped glass, gravity 
will squish it to fit into the shape. But 
for instance, the situation is slight-
ly different with mercury: This is a 
liquid metal (at room temperature), 
and its surface tension is roughly 
seven times higher than that of wa-
ter. If you spill a glass of mercury, it 
will quickly form into small spheres 
that lie around on the floor. Please, 
never actually do this – mercury is really quite poi-
sonous!

Cleanliness Is Next to Godliness – 
with Surface Tension!

The fact that water always tries to have as little sur-
face as possible, is used by the Lotus plant in order 
to protect itself from dirt: Most plant leaves have a 
rather smooth surface. Rain water tends to stick to 
their leaves, and keep them wet. The leaves of the 
Lotus plant, however, have a very peculiar surface 
structure: under a microscope one can see that the 
surface is covered with lots of little hills, as if the 
leaf had goose-bumps. Now, if a water droplet sits 
on the leaf, it will not touch the whole surface, but 
rather only the tips of the little goose-bumps. That 

is because, if the water 
actually were to be in con-

tact with the leaf 
everywhere, its 

surface would 
have to be 
very large – it would have to fill out 
every valley in the leaf’s topography. 

This is what the water tries to avoid, so 
it will pull itself together to be a droplet. 
That way, it touches only very little of the 
actual leaf – and instead of slowly drip-

ping off, it can just easily “roll off”. On 
its way, it takes quite a lot of dirt with 
it, rather than floating over it. So the 
Lotus plant uses the surface tension 
of water in order to keep itself clean!

Speaking of cleanliness: One reason for 
using detergent in a washing machine 
is that soap and other substances that 

contain surfactants lower the surface tension. So a 
water strider cannot walk on soapy water! And such 
water is much more able to get into all the small 
crevices and folds of the clothing in the washing 
machine – for which it needs a large surface.  
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1: “Superfluidity ” on page 183

So wherever a fluid is moving you will get a shear 
stress. And while this usually does not change the 
fluid’s viscosity, we now take a closer look at liquids 
where it does. 

Where Pressure Helps – 
Shear Thinning Fluids

We hope that you’ve never had an uncomfortable 
situation in which you had to touch too much blood. 
But maybe you already are aware that it feels more 
viscous than water. As the blood vessels can be pret-

ty thin, you might won-
der how the thick blood 
makes its way through. 
The reason is that blood 
is a good example for 
a non-Newtonian fluid. 
It belongs to the group 
of “pseudo-plastic” or 
“shear thinning” fluids. 
This means that for in-
creasing shear stress the 
viscosity decreases. Very 

good! So flowing blood gets less viscous and can 
even make it into the smallest vessels. The illustra-
tion shows the effect. Blood is more than a normal 
liquid; it contains a lot of cells. The erythrocytes, 
known as red blood cells, are mainly responsible for 
the non-Newtonian behavior. In large blood vessels 
without a lot of pressure, they tend to form clusters 
that block each other during movement. In thinner 
vessels, the stress does not only break these clus-
ters but can also deform the red blood cells. The 

Non-Newtonian Fluid 
Is It Liquid? Or Is It Solid?

How could you characterize a liquid? You could 
start with its color, maybe talk about its smell or 
taste (watch out!) and consider its acidity (lime juice 
or soap). But sooner or later you will think about the 
liquid’s viscosity. The viscosity quantifies what we 
use to call a “thick” or “thin” liquid. High viscosities 
lead to thick liquids (such as honey), low ones to 
something like water. You can read more about vis-
cosity in the chapter about superfluidity ( 1), where 
we introduce a liquid that has no viscosity at all. It 
is more liquid than water and will not even stay in a 
cup into which you put it in. Instead, it will crawl out. 

But back to liquids and 
their viscosity in general. 
We say that a liquid has a 
certain viscosity. Instead 
of liquid we can also talk 
about fluids, which in-
cludes gases and liquids. 
Now, can you imagine 
that the viscosity of a 
fluid can change with 
the fluid’s velocity, stress 
or pressure? If it does not, we call it a “Newtonian 
fluid”. But if its viscosity does indeed change, it is 
called a “non-Newtonian liquid”. The change in vis-
cosity by the application of a so-called shear stress 
can be either positive or negative, so the viscosity 
can increase or decrease. Forces that cause a rela-
tive movement between different layers of an object 
cause shear stress. Sounds complicated, but it is 
simply what happens if for example a fluid is pushed 
through a tube and feels a friction on the tube’s wall.  
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optimization of their shape leads to a better flow 
and a lower viscosity. 

Another famous example for a shear thinning fluid 
is ketchup. Its large viscosity makes it hard to get it 
out of the bottle. But the application of a shear force 
via bottle shaking makes it less viscous, and the 
ketchup can get out. Sometimes the effect is even 
larger than desired and instead of fries with ketchup 
you end up with ketchup with fries. 

Shear Thickening Fluids – 
Hitting Hurts

The more curious of you might not just want to read 
about it, but also to test it. The good news: we will 
now introduce a fluid which is non-Newtonian, is 
great fun to play with and can be self-made easily. 
It belongs to the group on shear thickening fluids, 
so it basically has opposite behavior with respect 
to blood and ketchup. If you apply stress, its vis-
cosity will increase quite dramatically. The fluid we 
are talking about is what Erwin is having for soup. 
You might know it as “Oobleck”. The name comes 
from the children’s book “Bartholomew 
and the Oobleck”, written in 1949 by 
Dr. Seuss. It tells the story of the young 
boy Bartholomew, living in the kingdom 
of Didd. Didd’s king got bored by the 
rain and wanted something different to 
fall from the sky. And so it happened: a 
sticky substance called Oobleck covered 
the whole kingdom and Bartholomew had 
to rescue it. 

The Oobleck that we are talking about (not the one 
from the book) can be produced easily: All you need 
to make a batch is some water and cornstarch. Mix 

it in a ratio of 1:1.5–2. Once you know what is sup-
posed to happen you can vary the mixing ratio until 
you get a perfect result. You should slowly mix the 

two until you get a substance that looks like a liq-
uid at first sight. You can then try to make a quick 

movement of your finger in the Oobleck. 
Get it out quickly and it will stick to your 
finger! Try putting your finger in quickly 
and it will block you – just like a solid. 

A full and complete explanation of the 
shear thickening effect of Oobleck 
does not yet exist. The “getting solid” 
effect is also said to be more than just 

an increasing viscosity. But one com-
mon explanation has to do with the relatively large 
cornstarch particles. Surrounded by water mole-
cules, they can smoothly move. But once the ex-
ternal force is applied, the water gets pushed out 
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of the space between the cornstarch molecules, 
causing a strong friction between them that makes 
the Oobleck feel sticky and solid.

The more Oobleck, the more experimental 
possibilities! If you fill a bowl you can try 
punching it. But watch out, you might hurt 
yourself. You can also take a bit of Oo-
bleck in your hand and move it quickly. 
The Oobleck will stay solid and you can 
carry it with your hand. But as soon as 
you stop the movement, it will run out of 
your hand (watch out, you might create 
a mess!). Do you have a loudspeaker? A 
big one? One that is maybe not brand new 
and superexpensive? Then you can remove its cov-
er, put some plastic wrap over it and place some 
Oobleck there. When you turn on some music, the 
Oobleck will bounce and create funny solid struc-
tures while bouncing. 

The queen of Oobleck experiments needs a big 
pool, completely filled with it. And it requires a brave 
experimentalist. If you’re quick on your feet you can 
walk across without sinking! But don’t stand still on 
your way, as this will make you sink. You can find 

some very nice videos on the web if you look for 
Oobleck. But nothing is as good as testing it 
yourself, right? You can also make it look nicer 
if you add some food coloring. Enjoy! Oh, one 
word of warning: after some time, the water 
and cornstarch will separate. So don’t put the 
used Oobleck down the drain as it might clog 
your pipes.  Use the trash instead. 

While experiments with Oobleck are definitely en-
tertaining, people also think of applications of sub-
stances with such a non-Newtonian behavior. Put-
ting such a liquid into a vest would feel comfy. But 
as soon as something hits you hard (like a bullet) it 
can become rock-solid and absorb the impact.

Image: Arnulf Quadt / Georg-August-Universität Göttingen
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give it more energy than it has gravitational energy?” 
This velocity – called “escape velocity” – is your tick-
et into outer space. It depends on Earth’s mass and 
its radius. It has a value of 11.2 km/s, 40,000 km/h 
or 25,000 mph. This is pretty fast. For the sun, the 
escape velocity is much higher: 617.5 km/s. 

This escape velocity is indeed the minimal velocity 
that you need to have in order to leave Earth and 
go into outer space – but this applies only in  the 
case that you do not have any further propulsion, 
as in the example of a thrown ball: once it left your 
hand, its velocity will decrease. But rockets can 

Rocket Maneuvers 
Navigating within Nothing

Satellites are doing a great job. They orbit Earth 
and help us to establish worldwide communication, 
bring us TV signals, help us to navigate, look at the 
weather, produce maps of Earth and many other 
things. Did you ever think about having your own 
satellite? To avoid all the complications of develop-
ing the satellite itself, let us just think about bringing 
it up in space. To simplify the problem even further, 
let us think about getting a tennis ball with our name 
on it into space. The simple approach: Take one 
and throw it up in the air. What will you observe?

Too Fast to Stay

Most likely, the ball will fall back down to the ground. 
But you will also observe that the faster you throw 
it, the higher it will go. The reason why it comes 
back is the gravitational force that acts between 
Earth and the ball. This force is the reason why we 
are all “attached” to the surface of Earth and can 
walk on it without getting dragged into space. One 
can say that gravitation binds us to the earth. This 
binding can be quantified with a certain energy. If 
you throw up your tennis ball, it also has a certain 
amount of kinetic energy. The faster you throw it, 
the more it gets. This energy cancels some part of 

the binding energy of the gravitation. At 
the turning point of the ball, it has lost 

all its kinetic energy and regains it 
by being accelerated back to the 
ground. Doing a bit of calculus 
allows you to get a solution to 
the question: “So how fast do I 
have to throw my tennis ball to 
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keep accelerating and that’s what allows them to 
start with much lower velocities. An example for an 
object without propulsion for which the escape ve-
locity is more important are atoms. Hydrogen and 
helium are pretty light atoms. The temperature of 
the gases of our atmosphere determine the average 
kinetic energy of their atoms. For an equal tempera-
ture, and hence an equal kinetic energy, light atoms 
are faster. This is the reason why our 
atmosphere does not contain any hy-
drogen or helium: unlike 
for the heavy atoms 
like nitrogen and 
oxygen, the hy-
drogen’s and 
helium’s tem-
perature leads to ve-
locities which are larger 
than the escape velocity. 
That’s why they leave Earth. 

By the way: You can decrease the escape velocity 
if you make use of the fact that Earth is spinning. 
Depending on the direction of your start (against 
or in direction of Earth’s rotation) you can increase 
or decrease the escape velocity by about 10%. As 
Earth’s rotational velocity is largest at the equator, 
many space launch facilities are located in this re-
gion, such as for example the American Cape Ca-
naveral or the European Guiana Space Center.

Go Rocket, Go!

We know now that each journey into outer space 
starts with escaping the gravitational field of Earth. 
The question is: how can we reach 
that speed? Typically we use rockets. 
They follow the principle of ejecting 

high-speed jets of rocket propellant. According to 
Newton’s laws this leads to a thrust of the rocket. 

You can keep accelerating a rocket as long as there 
is still some propellant left. The interesting point 
about rocket propulsion: it has to accelerate not 
only the mass of the rocket, but also its own mass 
(at least before it leaves the rocket). So the more 

propellant is used, and expelled, the eas-
ier it is to accelerate the rock-

et. This fact is considered in 
the famous “rocket 

equation”. It tells 
us that the max-
imum velocity 

that a rocket can 
reach is determined 

by the velocity with which 
the propellant leaves the 

rocket multiplied with the logarithm of the ratio of 
the masses of a full and an empty rocket. 

So for maximum rocket speed you can either try 
to maximize the exhaust velocity of the propellant 
or the ratio of a full to an empty rocket. The rock-
et equation also tells you that it is more efficient to 
use a multistage rocket instead of a single large 
rocket. Multistage rockets have several stages, 
each equipped with engines and propellant. After 
each one is empty, it is detached from the rest of 
the rocket. Next to the optimization of the mass ra-
tios and the usage of multistage rockets you can 
also increase the rocket’s final velocity by increas-
ing the exhaust velocity of the propellant. Classi-

cal rocket propellants exist in solid and liq-
uid form and are used in combustion 
engines. The good thing about that: 
they even work in a vacuum, as in 
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1: “Kepler’s Laws ” on page 47 
2: “The Voyager Probes ” on page 55

outer space. There, a classi-
cal airplane’s turbines could 
not work without any sur-
rounding air. Oh, one thing: the  
rocket equation that we quoted did not take any 
external forces into account. If you build a rocket 
car (a car with the rocket attached on the roof, 
making it really fast) with negligible air 
resistance, that’s fine. It will only move 
horizontally and can ignore gravity. 
But for a rocket, you should bet-
ter take into account the effect of 
gravity. Nevertheless, the state-
ments about the dependence 
on the full to empty mass ratio 
and the exhaust velocity remain valid. For rocket 
movements out in space, gravity can be neglected.

Maneuvers in Outer Space

Once you made it into outer space you can perform 
several maneuvers, next to a simple “staying in an 
orbit” or “flying in a direction”. Imagine you are sur-
rounding Earth, but want to change your distance 
to Earth by changing the orbit. An interesting one 
is, for example, the geostationary orbit at about 
36,000 km above Earth’s equator. Remember that 
on each orbit you need a specific time to circle the 
Earth (or any other object in outer space, 1). In 
a geostationary orbit this time corresponds 
to the time that earth needs to rotate. This 
means that a satellite in a geostationary orbit 
will have a fixed position from Earth’s point 
of view. A maneuver that is used to change 
the orbit is called “Hohmann transfer”. If you 
want to do a Hohmann transfer to move further 
away, you need two little impulses, each in the di-
rection of flight and tangential to the orbit. The first 

one will bring you into an ellip-
tic path, the actual Hohmann 
orbit. The second impulse 
of the same type as the first 

moves our spacecraft out 
of the Hohmann orbit into 
a second, circular path. 

Hohmann transfers of course also 
work the other way around by re-
versing the impulses. 

Another maneuver which sounds 
romantic but is quite complicated, is a “space 
rendezvous”: two spacecrafts meet in the 
same orbit at the same place. One of it is 
passive and waits; the other one is active 

and approaches the passive one. It sounds 
quite easy: first you do a Hohmann transfer and get 
into the right orbit. Then you just have to get closer 
to the passive craft. This you can do by applying a 
little thrust. But wait! This will change your velocity 
which will lead to a change of orbit. So it involves 
a little more thinking, orbit changing and impulses. 

Last but not least let us introduce the “swing-by ma-
neuvers”. If you plan a space mission to an object 
far away, let’s say to Mars, you want to save every 
bit of propellant that you can. Swing-by maneuvers 
accelerate your spacecraft via the gravitational 
force of other planets which are met on the way 
and fly in the same direction. You can even use 
multiple swing-by maneuvers as it was done for 

the Rosetta space probe launched in 2004 ( 2). 
On its way to the comet 67P/Churyumov–Gerasi-

menko it performed three swing-bys of Earth and 
one of Mars. Such a sophisticated journey requires 
perfect timing! “Oops, we missed Mars” would have 
meant the end of the mission. 
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But that model failed to explain some strange de-
tails of planetary orbits, for example the one of Mars. 
You can see the observed trajectory of Mars in the 
sky, as seen from Earth in the illustration. It seems 
as if Mars turns back for a while, until it continues 
on the line it started. Using circular orbits around 
the Earth, this observation would not make much 
sense. People tried to improve the model by put-
ting another little circle on the orbit of the “big orbit” 
of Mars, around which the planet was supposed to 
move. But even this idea was not fully convincing. 

Kepler, the Young Talent

Brahe had the feeling that he could use some help, 
even though he had probably not admitted it. He 
knew Johannes Kepler, a young and talented as-
tronomer. While Brahe had a lot of very precise data 
from astronomic observations, Kepler had talent to 
build theoretical models. Getting back to our intro-
duction: If you were Brahe, what would you do? 
Brahe decided for the last option. He invited Kepler 
to Prague, the place where he did his research, and 
asked him to become his assistant. This way he 
could profit from Keplers talent. But by giving him 
access to his data, how could he make sure that 
Kepler would not analyze it quickly, establish new 
theories and be in the end even more famous than 
Brahe himself? Brahe decided to keep Kepler busy 
for a while by giving him a task that seemed to be 
impossible to solve, at least within a short amount 
of time. Kepler was made to analyze the orbit of 
Mars.  

Kepler’s Laws 
The Basic Rules for the Movement of Planets

Imagine you are a popular scientist (maybe you are) 
and you are dealing with a hot topic. Suddenly you 
realize that there is someone else, very talented, not 
yet that popular and working in the same field as 
you. What would you do? Collaborate with him? Or 
put obstacles in his way? Or something in between? 
One of the most important astronomers, the Danish 
Tycho Brahe, was exactly in such a situation. But let 
us start from the beginning. 

Brahe observed the movement of stars and planets 
at a time where the telescope was not yet invent-
ed, namely at the end of the 16th century. He did a 
brilliant job without telescopes, which were devel-
oped just a few years after his death. One of the big 
challenges that he faced was the explanation of the 
planetary orbits. At that time, people still believed 
that the Earth was the center of the universe, and 
that all of the planets, and the sun, revolved around 
us. 
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1: “Conservation Laws ” on page 51

This was indeed a very challenging task. Kepler 
started to solve it with a completely novel approach. 
In contrast to Brahe, he put the sun in the center of 
our solar system, not the Earth. We call this system 
“Heliocentrism” or Copernican system, named after 
the astronomer Nicolaus Copernicus, who invent-
ed it about 100 years before Kepler worked on the 
Mars orbit. 

Kepler’s Laws

Even with this system there was no easy way to 
explain the orbit of Mars. What was still wrong with 
this model was the idea that the planets move in 
circles around the sun. Kepler finally discovered that 
the orbits were not circles, but ellipses! And there 
was it, Kepler’s first law:

The orbit of a planet around the sun is an ellipse, 
and the sun lies in one of the ellipses focal points.

But what is a focal point? Let us start with the defi-
nition of an ellipse. “It is something like a circle, just 
squeezed or stretched” – this is probably what you 
have in mind. But the mathematically exact defini-

tion of an ellipse is 
different: An ellipse is 
a curve around two 
focal points for which 
all points of the curve 
have a constant sum 
of distances to the 
two focal points. Wow, this is tough to understand. 
Think of two wooden sticks in the ground (our focal 
points). Take a string that is longer than the distance 
of the two and attach it to the sticks. Now take a 
pen, stretch the string with it and draw a line. As the 
strings length is constant, all points on the line will 
always have the same sum of distances to the two 
focal points: the length of the string. It surely helps 
to see an example of an ellipse in our illustration. 
A circle is, by the way, just the special case of an 
ellipse where both focal points are the same, name-
ly the center of the circle. While those people who 
believed in purely circular orbits also claimed that 
the orbital speed was constant, Kepler had to admit 
that this was no longer the case for elliptic orbits. 
But instead, another quantity which is related to the 
planet’s movement is constant. And here it comes, 
Kepler’s second law:

For equal time intervals, the line segments connect-
ing the planet and the sun sweep an equal area.

The closer a planet is to the sun, the faster it gets. 
This is caused by the conservation of angular mo-
mentum ( 1). Think of the figure skaters bringing 
their arms closer to their body to spin faster. So, 
close to the sun our planet moves faster on its orbit 
and also drags the connection line faster. But as it is 
so close, the covered area will be smaller (per bit of 
movement). And the faster movement exactly can-
cels the slower coverage by the shorter distance 
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to the sun. Amazing! We have to be aware that all 
these laws were formed empirically. This means 
that Kepler only had a set of points, namely the lo-
cation of planets, and the corresponding times. And 
he could not see the whole picture from far away, 
where the orbits can be clearly seen, but from down 
on earth. So from the strange orbits like the one 
from Mars that we have seen in the illustration, he 
derived these two laws. While Kepler had formulat-
ed these two laws pretty quickly, it took him some 
more time to derive the third law. And this third law 
states:

The square of the orbital period divided by the cube 
of the semi-major axis of the orbit is constant.

The major semi-axis is indicated in our illustration of 
an ellipse. It is the average of the longest and the 
shortest distance between a planet and the sun. 
Roughly speaking, Newton’s third law says: the 
larger the orbit, the longer it takes 
to complete it. While this is quite 
obvious, it also tells you exactly 
how much longer you will need 
to orbit the sun. Once you know 
this constant value, for example 
from the Earth’s orbit, you can 
calculate orbits for all other plan-
ets! Let us try it with an example 

case. The mean distance between Earth and the 
sun is one astronomic unit (1 AU), corresponding to 
93 million miles. If we know that Jupiter’s average 
distance to the sun is 5.2 AU, do we then also know 
how long it takes it to complete its orbit? Yes, with 
the help of Kepler’s third law we do! We connect the 
ratio of squared periods and set it equal to the ratio 
of cubed distances. Resolving this equation for the 
period of Jupiter leads to 11.9 years. 

What it so impressive about Kepler’s laws is that 
they were found without even knowing the principle 
of the gravitational force, which Isaac Newton for-
mulated about 70 years later. It is a nice example of 
how natural laws are discovered: first, you observe 
nature. Then you try to find a mathematical rule that 
nature follows. And in the end you try to general-
ize and validate that law. Today, as we know about 
Newton’s gravity, we could also start the other way 
around: take Newton’s law of gravity and derive Ke-
pler’s laws from them. 

Kepler’s laws are not only valid for the movements 
of planets around the sun. You can also use them 
so calculate the orbits of satellites, for instance, the 
moon’s orbit around Earth. You just have to make 
sure that the approximation that the two objects are 
massive and do not get distracted by other massive 
objects (which is true for the solar system where 

only the sun is really massive and other 
objects are quite far apart from 
each other) and that you can ne-
glect non-gravitational distrac-
tions in the orbits. Something like 
that could be caused by, let’s say, 

too many asteroids in the way of a 
planet’s orbit. But fortunately, this is 

not the case.
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form the time in the equations to a later time? At 
night, the apple will fly exactly the same way. 

You can also think of another transformation: walk a 
few steps to the side and then throw the apple. Still 
the same, right? And if you like you can also rotate 
to a certain angle before you throw it. Again, it will 
fly the same way (to the other direction, of course). 
There is no doubt that you can make the proposed 
transformations without changing the physics in 
nature, right? And now think of Noether’s theorem: 
with each of these symmetries (invariances under 
transformations) a conserved quantity comes along! 
The first one, time invariance, leads to the conser-

Conservation Laws 
Nothing Gets Lost in Nature

Running a power plant consumes resources which 
we only have in a limited amount (at least for nucle-
ar, gas, coal and oil based ones). You see: there is 
no reason to waste something. But what actually 
happens to the energy that we waste? Is it gone? 
You might say: “Yes, because there is no way to 
get it back!” But a physicist would probably answer 
you: “Energy is conserved in nature! Always and ev-
erywhere!” And he is right. Our laws of nature are 
based on the conservation of certain quantities, and 
energy is one of it. 

Symmetries Preserve Things

It is certainly good to know which quantities are 
conserved in nature. But it is also interesting to 
know why, isn’t it? One way is to observe a lot of 
processes, pick a quantity and always compare 
“before” and “after”. This is a typical approach for 
an experimental physicist. But also the theorists 
have an important tool to actually predict quantities 
which will be conserved. The female mathematician 
Emmy Noether postulated a theorem (“Noether’s 
theorem”), proven by her in 1915, which states that 
“each continuous symmetry comes along with a 
conserved quantity”. What does that mean? When-
ever we see a certain symmetry in nature, we can 
check for the corresponding conserved quantity. 
Such symmetries refer to quantities which can be 
transformed without changing the properties of a 
system. Okay, now it’s getting too technical. So let 
us start with an example. If you throw an apple, you 
can calculate the way it will fly and the time it takes 
until it reaches the ground. What if you now trans-
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vation of energy. The second one, translational in-
variance, leads to the conservation of momentum. 
And finally, rotational invariance leads to the conser-
vation of angular momentum. 

Energy Conservation – 
Still There, but Maybe Less Useful

Let us go back to energy. What happens to it, once 
you “wasted it”? It depends on the process. Let 
us look at our cartoon. Erwin climbed up the hill. 
This cost him energy (maybe he burned some fat), 
but he gained potential energy as he went further 
up. This potential energy he can then use to fall off 
the cliff and convert his potential energy to kinet-
ic energy when getting faster and faster. When he 
hits the ground, his kinetic energy will most likely 
be converted into thermal energy. The friction be-
tween him and Maxwell’s arms cause heat. If he fell 
onto something else his kinetic energy could also 
be used to change the structures of either him or 
the thing he fell onto. But let’s not think about that. 

If you drive your car, have a kinetic energy and then 
brake, you also convert it into heat (thermal energy) 
of the brakes. And even if mysterious things hap-
pen, such as those click-heat-pads (the gel pads 
that suddenly start to get warm once you pressed a 
clicker inside) suddenly producing heat out of noth-
ing, energy is conserved. The professional name for 
such pads is “phase-change material”. By using an 

external trigger (the clicker) you start 
a change of the material’s phase from 
liquid to solid, and energy is released. 
This energy was in the chemical 
structure. As the new structure needs 
less energy to keep its form, it can re-
lease the energy and the pad heats up. 

Other interesting appearances of energy conserva-
tion are particle decays ( 1), nuclear fusion ( 2) and 
nuclear fission ( 3). In these processes, energy is 
also partially converted into/from mass via E=mc2 
( 4).

Momentum Conservation – 
 Mind the Recoil!

A momentum is defined as the product of a velocity 
and a mass. And this quantity is called a “vector”. In 
contrast to a scalar, it does not only have a numer-
ical value, but also a direction. What is conserved 
is the total momentum of a system. In the chapter 
about the Standard Model ( 5) we see Erwin and 
Maxwell on skateboards. At the beginning, the total 
momentum is zero. When Maxwell throws the ba-
nana, the banana has a momentum. But to com-
pensate this momentum to the right, something else 

must get a momentum to the left: Maxwell himself. 
If his weight is 50 times the weight of the banana, 
then his recoil velocity to the left is only 1/50 of the 
banana’s velocity. 
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Momentum conservation is everywhere – and is of-
ten forgotten. Think of it when you stand close to a 
cliff and consider throwing your banana! And also 
think of it when you shoot a gun. Fast bullets can 
cause quite some recoil. And even if you jump up 
in the air, you give the Earth a kick in the other di-
rection! But as the earth’s mass is about 1023 times 
your mass, earth’s recoil velocity is really negligible. 

Spin It around – Angular Momentum

What the momentum is for linear motions is the an-
gular momentum for rotations. If you spin a top, it 
has no linear momentum, but angular momentum. 
If a ball rolls down a hill, it has both linear and angu-
lar momentum. There 
are several ways to 
define an angular mo-
mentum. For a simple 
setup where you have 
an object rotating around 
an axis, the magnitude of 
the angular momen-
tum is the product 
of the mass, the 
velocity and the 
distance to the ro-
tation axis. If the 
product of these three val-
ues has to stay constant, 
you can observe funny effects. 
If you watch figure skaters doing a pirouette you 
will recognize that if they move their arms closer to 
their body, they will spin faster. If the distance of the 
spinning objects to the spin axis gets lower, the ve-
locity has to increase. Another impressive example 
is an experiment called fire tornado (you should find 
some nice examples on YouTube) which you should 

definitely see. In astrophysics, angular momentum 
plays an important role as well and leads for exam-
ple to extremely fast rotating neutron stars ( 6).

And the Rest

Other quantities are conserved as well. Charge 
conservation tells you that each electric charge 
must come from somewhere, electrons for example 
must have been ionized from an atom (neutral atom 
becomes negative electron and positive ion). Or in 
case you want to use energy to produce matter, as 
it is done at particle accelerators ( 7), you will see 
that for each matter particle the corresponding an-
ti-particle ( 8) is produced. As the charges of parti-

cles and their anti-particles 
are opposite, the pairs in 
total are neural. 

Next to the electric 
charge there are also 

other charges which are 
conserved during in-
teractions, such as the 

strong and the weak 
charge. You can 
find out more about 

them in the chapter about the 
strong ( 9) and the weak in-

teraction ( 10). The reason why 
physicists perform very precise 

measurements to test conservation laws very care-
fully is because they are hunting for deviations. Any 
broken conservation law tells us where we have 
to tune our laws of nature. A popular example is 
the “CP symmetry” ( 10). Violating it can explain an 
asymmetry between matter and antimatter without 
which we would not exist.
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the more energy you need. To give it enough energy 
to reach the outer limit of the solar system, you’d 
need it to lift off with about 25 miles per second! 
The amount of fuel needed to do that is enormous 
– and that would have made the probe much, much 
heavier, requiring even more fuel. Far too expensive!

However, there is a neat trick to give a probe 
enough energy: the fly-by maneuver (also called 
“swing-by”, 1). For this, you just need to give your 
probe enough initial speed to reach a planet – and 
you need to aim slightly behind the planet’s path. As 
soon as the probe approaches the other planet, it 

will feel its gravitational pull. If you calculate your 
trajectory precisely, the probe 
will not crash on the planet, but 

just barely miss it. Passing by very 
closely, the planet’s gravity will fling 

the probe further out into 
space with force! Essentially, 
the probe will steal some of 
the energy from the planet’s 

movement around the sun – 
but that is so enormously large 

as compared to the movement energy of the probe 
that it will not notice the loss. For the probe, how-
ever, this means it has gained new energy to travel 
further away from the sun.

The Planets Were Right in 1977!

Now, in 1977, the planets of the solar system were 
in a special alignment which happens only every 
175 years. Jupiter, Saturn, Uranus and Neptune 

The Voyager Probes 
Where No One Has Gone Before

The planets of our solar system have been known 
for a long time. Our closest neighbors, like Venus 
and Mars, can be seen with the naked eye on a 
clear night. Ancient civilizations knew them, and it is 
no wonder they carry the name of gods. The ones 
further away, such as Neptune and Uranus, the ice 
giants at the outer etches of our solar system, have 
been an inspiration for scientists and artists alike, 
throughout the centuries.

To Visit the Ice Giants

The human capability for curiosity seems limitless, 
so it is no wonder that we’ve always wanted to visit 
those planets. See what they are made of, and 
what is beyond them.

Then, in the sixties and seventies 
of the 20th century, two factors 
convened which made it pos-
sible to send human-made 
vessels to the outer reach-
es of the solar system. First-
ly, technology had just advanced enough to send 
unmanned probes and manned vessels into the 
nearest vicinity of the Earth. So the machinery was 
there to make limited spacefaring possible. Soon, 
the plan was formulated: we need to send probes 
to the outer reaches of the solar system!

Secondly, a specific alignment of planets took 
place, which was absolutely necessary to be able 
to go beyond the inner planets. You see, the further 
away from the sun you want to send your probe, 
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were in such a constellation that a probe could carry 
out multiple, consecutive fly-by maneuvers, and get 
energy from all of those planets!

Thus, in 1977, the two Voyager probes were 
launched. Voyager 2 was the first one to leave the 
surface of the Earth, designed to perform fly-by 
maneuvers by Jupi-
ter, Saturn, Uranus, 
and Neptune. Its mis-
sion was to visit all of 
these planets over the 
course of three years, 
and send detailed im-
ages and telemetry 
data back to Earth. 
Shortly after its launch, 
Voyager 1 (which you 
can see in the image) 
was launched, on a 
shorter, faster trajec-
tory. Flying by Jupiter 
and Saturn, it was 
decided it should pay 
a close visit to the Saturn moon Titan, which scien-
tists were very interested in.

Jupiter, Saturn,  
Uranus, and Neptune

Despite being launched later, Voyager 1 quickly 
overtook Voyager 2. In late 1979, they reached Ju-
piter, only a few months apart from each other. 

In the Jovian system (meaning the planet Jupiter 
and its many moons), they made a host of interest-
ing discoveries, most notably that the Jupiter moon 
Io had active volcanoes, which affected the whole 

area. We also learned that not only Saturn, but also 
Jupiter has planetary rings!

In November 1980, Voyager 1 flew by Saturn, mak-
ing detailed measurements of Titan’s atmosphere, 
which had just been discovered one year earlier 
by Pioneer 11’s sensors. For that, it had to slightly 

alter its course, how-
ever. Although it could 
perform detailed 
measurements, the 
changed course had 
to include a fly-by ma-
neuver around Titan, 
which shot it out of 
the ecliptic, the plane 
in which all planets 
orbit around the sun. 
Since then, Voyager 
1 is on a direct trajec-
tory out of the solar 
system, and will never 
come close to anoth-
er planet. In August of 

1981, Voyager 2 passed by Saturn, and continued 
its originally planned path to the 
other ice giants.

It reached Uranus in 
1986, where it detected 
10 previously unknown 
moons. It flew by Nep-
tune in 1989, where it 
discovered a great, dark 
spot on its surface, not un-
like the great red spot on 
the surface of Jupiter. The 
Hubble Space telescope 
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has, however, confirmed that the spot has vanished 
by now.

During the 1990s, the Voyager probes overtook the 
slower deep-space probes Pioneer 10 and Pioneer 
11, making them the human-made objects which 
are furthest from the sun. 

On the 14th of February 1990, Voyager 1 was far 
enough out that it could take a photograph of the 
whole solar system – including all planets, the Earth 
being a pale, blue dot. 

Leaving the Solar System

In 2004, Voyager 1 reached the termination shock, 
the region where the solar radiation hits the inter-
stellar medium. At this region, the temperature 
outside the probe are a few million degrees – no 
danger for the probe itself, however: although the 
particles around the probe have an enormous en-
ergy, there are just so very few of them (remember, 
this is basically vacuum). The termination shock is 
considered to be the beginning of the boundary of 
the solar system. 

Since 2010, it has been confirmed that Voyager 1 
detects no sign of the solar wind any more. It has 
definitely left the solar system!

The Golden Records

Originally planned to run for only a few years, the 
Voyager probes have been in continued service for 
nearly 40 years now. During that time, they have 
gathered invaluable data about the solar system 
and its planets. On their travel, they have carried 
the Voyager Golden Records, phonographic plates 

made out of gold-plated copper, so that they stand 
the test of time as well as possible. These records 
contain sounds and images of planet Earth and its 
current civilization: 

Sounds of crashing waves, sing-
ing birds, music by Beethoven 
and Bach, as well as analog im-
ages containing information about 
human beings, life on Earth, and where to find our 
planet (relative to 14 very bright pulsars in the gal-
axy) are contained on the records. It seems unlikely 
that an advanced civilization will ever find them, giv-
en how vast the universe is. 

Still, this cosmic message in a bottle serves as a 
time capsule, carrying some elements of human 
civilization outwards into interstellar space. Maybe it 
will be the only thing remaining of us when the sun 
will swallow up the Earth in a few billion years. 
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minerals, and ice – which forms the interstellar me-
dium. This gas is not evenly distributed. Rather, it 
clumps together in some places more than oth-
ers. Why? Well, the galaxy is not exactly a quiet 

place: as one can read in ( 1) stars ex-
plode at the end of their life, shedding a 
lot of their outer layers, jettisoning them 
into space. So there are streaming and 

swirling clouds of gas everywhere, and 
sometimes these clouds collide, and 
tend to stick together, due to their 
gravity.

At those places where the gas is slightly 
denser than average, it tends to contract more 

than average. So wherever there is a 
surplus of gas and dust, it will 

attract even more gas and 
dust, increasing the local 
density even further, and 
so on. This is the thing with 

gravity: it is only 
an attractive 
force, nev-

er repulsive. 
There is no fair 
spreading of 
mass in space. 
Rather, as money 
makes money, so interstellar medium makes inter-
stellar medium. 

So it should not be surprising that the interstellar 
medium is full of swirling clouds of gas and dust.

Birth of the Solar System 
A Star Is Born

The solar system is our home. Its central star, the 
sun, is a roaring ball of nuclear fire that illuminates 
eight planets that orbit it, one of which is the Earth 
where we live. Apart from that, there are several 
smaller dwarf planets, as well as mil-
lions of rocks, aster-
oids, and smaller 
chunks of ice, all in 
revolution around 
the sun. 

Our sun is only one of around a hundred 
billion stars in our galaxy, the Milky 
Way. And while it is a bit difficult to 
say anything precise about it at the 
time of writing, it appears that most of these stars 
seem to have planets of their own. So the galaxy, 
and in fact the whole universe seems to be full of 
stellar systems. With that in mind, it seems natural 
to ask, where all these stars and their planets come 
from. How have they formed? 

While none of us was there when the sun started its 
life, and our own solar system formed, we still have 
some idea of how that went down. That’s because 
we are in the lucky situation that new stars are born 
everywhere and all the time in the galaxy, and we 
can look at how that works with our telescopes. 

Another One Bites the Dust:  
The Source Material for New Stars

The galaxy is full of dust and gas – mostly hydrogen 
and helium, but also traces of heavier elements, 
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So there is a huge rotating 
cloud of gas, held together 
by its own gravity. It has to be 
huge, otherwise there would 
not be enough mass to keep 
it together. Rather, it would 
just drift apart. In fact, the size 
of the cloud out of which our 

solar system formed, was probably around 20 par-
secs, or over sixty light years, in diameter.

Because of its rotation, the cloud flattens like a pan-
cake, becoming thinner at the outer rim, bulging in 
the middle. Actually, after a while, it looks more like 
a giant sunny side up than a pancake. 

The innermost region of the giant interstellar rotat-
ing disc (the yellow part of the egg) contracts un-
der its own gravity, and the atoms come very close 
to each other. Pressure and temperature become 
enormous. In fact it gets so hot and dense that the 
hydrogen starts to ignite with nuclear fusion ( 2). 
Lighter atoms are fused into heavier ones, releasing 
high-energy radiation, making it even hotter. Soon, 
the whole inner core of the gas cloud is burning with 
a roaring nuclear fire. The outer parts, where the 
gas is not dense enough for the nuclear fusion to 
ignite, is not burning, however.

The amount of radiation that gets released whenev-
er e.g. four hydrogen nuclei fuse into a helium nucle-
us is enormous – it consists not only of high-energy 
photons, but also of anti-electrons ( 3) (also called 
positrons) and neutrinos ( 4), which are remnants 
of two of the four protons transforming into two 
neutrons. This is what makes nuclear fusion such a 
great source for energy – and it has two important 
consequences for the cloud of gas:

Ignition: A Gas Cloud Starts  
Burning from the Inside

Firstly, it stops contracting. Of course, the pull of 
its own gravity still exists, but the radiation pressure 
coming from the regions with active nuclear fusion 
keeps the gravitational force in balance. There is 
a delicate equilibrium between the gas collapsing, 
and the gas constantly exploding! This balance can 
exist for billions of years, as long as there is enough 
hydrogen fuel left to keep the fusion process going 
( 2). 

Secondly, the radiation pressure pushes the outer 
layers of gas further away. Like a giant leaf blower, 
the solar wind clears its immediate surrounding of 
lighter gas particles. This is why the solar system 
today is relatively free of hydrogen. Even more, with 
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modern telescopes one can observe other star sys-
tems, and see the regions where their respective 
stellar winds meet the interstellar matter. Because 
most star systems actually aren’t fixed in the sky, 
but move through the galaxy, they push a giant tidal 
wave of hydrogen and helium gas along. This wave, 
often millions of degrees Kelvin hot, is called the 
“bow shock”, and is a result of a giant nuclear ball 
of fire ploughing through the interstellar medium. 

Planets: Leftovers from  
Star Creations

Well, so much for the central star, but what about 
the planets that orbit it? It turns out that the ex-
act details of the formation of our planets is actually 
quite complicated, and we still have not understood 
all the details. Roughly it went like this: 

Just as the cloud of gas and 
dirt, out of which the 
solar system itself 
formed, was a result 
of inhomogeneities of 
densities, so the gas cloud 
itself is not homogeneous, but certain 
regions begin to clump together more 
than others. The biggest one is, of course, 
its center (the yellow part of the sunny side 
up), as we have already stated. But also the white 
part of the egg – called the protoplanetary disc – 
contains regions which are denser than average, 
and in these the matter contracts as well, forming 
clumps, called “planetesimals”. 

But it seems that gravity is not the only reason for 
the formation of the planetesimals in the protoplan-
etary disc. Rather, little dust grains tend to stick to-

gether, and form clumps of dirt 
and rock, sweeping through dust 
and gas, growing in size as more 
and more matter sticks to them. 

As far as we can tell, the ignition of the central star 
happened around the time – or slightly before – the 
inhomogeneities in the protoplanetary disc became 
prominent, and the matter coalesced into planetes-
imals. One of the reasons we assume this is due to 
the fact that – in our star system – the planets clos-
er to the sun, i.e. Mercury, Venus, Earth and Mars, 
are mostly comprised of heavier elements, which 
were too heavy to be pushed to the outer rim of the 
solar system by the solar wind. Also, the planets 
further away from the sun contain much more gas 
particles. Jupiter, the biggest gas giant in our solar 

system, is a good example for this.

After some time however – 
probably roughly around 
4.5 billion years ago – the 
solar wind had cleared 
the solar system of most 
of the gas and dust, so 

that the growth of the 
planetesimals came to a 

halt. That’s not when their for-
mation ended, however, because 

there were still many rocks and debris left over, with 
which the newly formed planets could interact, ei-
ther by gravitational force, or by direct impact. 

In fact, the dynamics of the planets after their for-
mation is highly complicated, and plays a very im-
portant role in the formation of the solar system as 
it is today.
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the moon is heavy enough to let us feel its gravita-
tional field down here on earth. On the side of Earth 
facing the moon, the water of our oceans gets at-
tracted. On the opposite side, the water also feels 
a force away from the Earth’s surface. This comes 
from the relative movement of the Earth and moon 
around their common center-of-mass. You can try 
the effect like Emmy and Maxwell pictured here: 
take a friend’s hand and rotate. You feel that your 
fingers get dragged to the center (by your friend) 
and your hair, if it’s long enough, sweeps to the out-
side. The same happens to the water on Earth. And 
if you imagine Earth rotating, every place on Earth 
will pass by the tidal wave twice a day and we can 
observe it as ebb and flow tide. 

Our Moon – Somewhat Special

Our moon is not only special as it causes tidal waves, 
bright reflections from the sunlight which can guide 
you the way home on a dark night and maybe have 
some other special effects during a full moon. It is 

Genesis of the Moon 
A Mini Big Bang Close to Earth

We are not alone in our solar system. There are 
quite a few neighbors, including other planets that 
orbit the sun as well. A little closer to the sun we 
have Venus and a little further away there is Mars, 
the most popular planet to be visited in the future. 
The movements of all these planets follow Kepler’s 
laws ( 1). But next to all these planets we have a 
neighbor which is much closer and can easily be 
seen by eye: the moon. 

It orbits our planet at about 1 km/s and takes about 
27 days for a full orbit. Sometimes it is right in be-
tween us and the sun and causes solar eclipses. 
It has a radius of about 1700 km, which is roughly 
one quarter of Earth’s radius. But its mass of about 
7 · 1022 kg is only about 1.2% of Earth’s mass. Its 
density is hence much lower. The lower mass caus-
es lower gravitational forces on the moon’s surface: 
instead of with 9.8 m/s2 (on Earth) you only get ac-
celerated with 1.6 m/s2, so only about 17% com-
pared to the Earth. This would make you feel pretty 
light, if you were to take a walk on the moon. Still, 
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also unique in our solar system! Some planets have 
no moon at all. Others have neighbors that are not 
really worth being called moons, but are more like 
asteroids. Our moon is relatively large. It has a lower 
density than earth, but the elementary composition 
of its surface rocks is similar to the composition of 
our Earth. The question is: why is that? And this 
question is closely related to the question: what is 
the origin of our moon?

A Collision in Outer Space

Let us go back to the time when our solar system 
formed. It was, at the very beginning, nothing more 
than a cloud of dust. Compressed by its own grav-
ity, this dust formed massive objects, starting with 
the sun and then also with farther large objects 
emerging from the remaining dust orbiting the sun. 
You can read more about the birth of our 
solar system and the formation of plan-
ets in a dedicated chapter ( 2). 

Before our planet reached 
its final size, at about  
90% of the mass that it has to-
day, it was accompanied by anoth-
er planet. It had the size of the planet 
Mars and shared an orbit with our Earth. 
That second planet, today also referred to a s 
Theia, had a constant distance to our earth. There 
are only certain places where such a constant dis-
tance can be achieved. These points are called “La-
grange Points”. 

Think of the orbit of Earth around the sun. Let us 
assume that another, not too heavy object, wants 
to share that orbit. The problem is that the orbit is 
determined by the gravitational force between sun 
and earth. Whenever a third body comes into play, 
it does not only feel the attraction of the sun, but 

also the one from Earth. But there are exactly 
five points in the orbit where the gravita-

tional forces are balanced and keep the 
orbit of the third body stable. These 

Lagrange points can be seen in the 
above illustration. Three of them are 
on the line between sun and earth. 

These Lagrange points are quite popular. 
Imagine that you want to place a satellite in a 

spot close to earth in order to observe the sun, 
such as the SOHO telescope. The best place is at 
the Lagrange point L1! And if you are a satellite, and 
want to stay close to Earth but also want to observe 
the outer universe without being disturbed by our 
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sun: take L2! This is what the WMAP 
satellite does as it collects information 
about the cosmic microwave back-
ground ( 3). And if you have a big 
secret and want to hide it, bring it to 
L3. Nobody will ever see it from Earth, 
because it will always stay hidden by 
the sun. 

Now, let us go back to our Earth prototype and its 
neighboring planet Theia. It was placed at L4 or L5 
with constant distance to Earth. But this whole idea 
of the Lagrange points is only valid for two heavy 
objects (earth and sun) and a third light 
one. As Theia grew by collecting more 
and more dust, its place at the La-
grange point got unstable. At when 
it had become about as heavy 
as Mars – roughly one tenth 
of Earth’s mass – it started to 
move towards the earth. 

And then it happened: 
Earth and Theia collided. 
Theia was ripped apart 
and its remnants, to-
gether with parts of Earth, sur-
rounded Earth. Theia’s iron 
core, however, merged 
with Earth. The bits 
and pieces surrounding 
Earth formed our moon 
and our planet gained a little mass. This scenario of 
the origin of the moon is only one amongst several 
others. Other ideas are for example that the moon 
came from somewhere else, accidentally passing 
by Earth and then got caught by it. But the collision 
theory does a good job, in particular, it describes 

the similarity of the Earth’s and moon’s 
elementary composition.

Since the creation of the moon, its in-
terplay with Earth has slightly changed. 
Each year, the distance between Earth 
and moon, measured via lasers ( 4), 

increases by about 4 cm. This is caused by the 
tides that we mentioned in the beginning. During 
the gravitational interplay between earth and moon 
the earth’s rotation is slowed down, by the fric-
tion of water waves, rolling back and forth under 

the moon’s influence. This 
means that its angular mo-
mentum is reduced. As the 

total angular momentum of the 
earth/moon system must be con-

served ( 5) the moon’s angular 
momentum is increasing. 
And due to that, the moon’s 

distance to Earth increases 
as well. From its birth 4.5 
billion years ago to now, 

the distance between the 
moon and Earth has in-
creased from less than 

100,000 km to 380,000 
km, which is quite impres-

sive. This means that at the 
beginning the tidal effects on 
earth must have been much 
stronger. Also, as Earth spins 

slower and slower, our days be-
come longer. But as they increase by only 15 micro-
seconds per year, the effect is nothing that we will 
realize during our lifetime. Except for one of these 
days where a leap second is added to our day, as it 
happened on the 30th of June in 2015.
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of stars in our universe is about 1022. You can write 
down the number with all the 22 zeros to see how 
large it is. Of all these stars, several billion can be 
seen from Earth. How many depends on your tele-
scope. So why not check these stars for planets? 
There must be planets orbiting those stars as well! 
Planets outside our own solar system are called ex-
trasolar planets or exoplanets. 

The best way to observe a planet is 
to take a look at it and see it with 
our eyes. This is called direct obser-
vation. Unfortunately, this turns out to 

be very difficult. Unlike their star, plan-
ets do not emit light directly. The only way 

they make themselves visible is via the reflection of 
starlight. While some planets, such as Mars, can 
be seen with the bare eye, others are very difficult 
to find, even with telescopes. The planet which is 
the furthest away from Earth, Neptune, was first ob-
served in a passive way. Distortions of Uranus’ or-
bit, the planet which was the furthest known planet 
at that time, could only be explained with a yet un-
known nearby planet: Neptune. Today we can see 
him, but only with telescopes. So Neptune, which 
is “only” about 30 AU (1 AU is an astronomical unit, 
corresponding to the average distance between 
the sun and Earth, so about 90 million miles) away 
from Earth, is already so hard to see. You can imag-
ine that it’s also not too easy to see a planet of a 
neighboring star system. The closest one we know, 
Alpha Centauri (which is actually a system of two 
close-by stars), is already 276,110 AU away. Even 
though that planet would only have to reflect the 

Extrasolar Planets 
Is Anybody out There?

What are we made of? Where do we come from? 
And where will our journey go? A lot of scientists 
try with high motivation to answer these questions. 
While particle physicists try to find out our compo-
sition and the way our building blocks interact, as-
trophysicists want to know if we are alone in the 
universe or if life exists on other planets as well or 
is at least possible. Maybe, in the far future we will 
be able to colonize other planets. Who 
knows for how long Earth will stay as 
comfortable as it currently is? 

We check our neighboring planets 
with care, measure their properties and 
look for signs of life. We search for water, 
which is already a good indicator, and check the 
temperatures on the surfaces of our neighboring 
planets. We found some ice on Mars, for exam-
ple. The water which was found at the polar caps 
of Mars is frozen, and that’s because of the tem-
perature of Mars. Being further away from the sun 
makes it colder than Earth: the mean temperature is 
-67 °F. What about our neighbor on the other side, 
Venus? Not too cold, but with 867 °F also not very 
comfortable for life. So it seems that there is not 
too much life going on on our neighbors in the solar 
system. Some expect life in the oceans under the 
ice on Titan, the largest moon of Saturn. But next to 
that candidate, that is not much promising. 

Searching a Second Earth

But why should we restrict ourselves to our own 
solar system? The estimation of the total number 
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light of its own star to us, it is still very difficult. So 
you have to make use of other techniques. We will 
explain the most popular ones. 

Make It Shake

The problem with the extrasolar planets is not only 
their faint passive light. It is also the relatively bright 
light of their stars which superimposes onto the 
planet’s own light. In case that the star is a brown 
dwarf ( 1), whose light is not very bright, a direct 
observation with a good tele-
scope is still possible. But 
what to do in the case of 
bright stars? Let us take a 
closer look at their light. Is 
there maybe a way that the 
planet influences its star’s light? 
There is. 

In our heliocentric models we al-
ways assume a star is in the cen-
ter of the system, and planets or-
bit around it. But this is only true in 
case the star is by far more mas-
sive than its surrounding planets. If 
there is a very heavy planet In that 
system, it will constantly pull on the star, so it will 
not stand still. It also gets attracted by the planet 
and in the end, both of them surround a common 
center of mass. For a distant observer this looks 
as if the star would shake a little, periodic move-
ments both to the left and the right as well as to 
the front and the back. Now think of observing the 
moon (which is safe to observe by eye, in contrast 
to the sun). What could you see more easily, left/
right or the front/back movements of the moon? 
Right, you would see the left/right movement. The 

two-dimensional projection that we see makes it 
hard to see the front/back movements. Now, the 
situation for a star, shaking because of the move-
ment of a surrounding planet, is different. Here, the 
resolution of our telescopes is not sufficient to see 
left/right movements. But instead, these telescopes 
can use a trick to see both front/back and left/right 
movements, or more general: changes in its radial 
velocity. The Doppler shift ( 2) leads small variations 
of the emitted light’s frequency while its emitter (the 
star) moves towards us and away from us. So if 

we carefully check the frequency 
of the light, emitted by a star, and 
there are periodic fluctuations of 
its frequency, then we know that 
it is slowly shaking. And this then 

tells us that there must be another 
close-by planet. This method, which 
is called “Doppler method” or “radi-
al velocity method”, works best for 

heavy planets, very close to their 
stars. An example for a dis-
covery with this method is the 
observation of the gas giant 

TrES-4, which has 1.7 times the 
mass of Jupiter (heavy!) and revolves 

around its star in only 3.5 days (fast!). 

Mini Eclipses

Another method used for the indirect observation 
of planets is the “transit method”. In the case where 
an extrasolar planet orbits its star and passes it in 
such a way that it is between us, observing the 
star, and the star itself, we get something like a mini 
eclipse. As we are quite far away from the planet/
star system and the star is usually much larger than 
the planet, the part of the star, which is covered by 
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the planet, is typically very 
small. But still, this leads to 
a small reduction of the in-
tensity of the star’s light that 
reaches our telescopes. If 
you check how large the 
reduction is and how long 
it takes, you can get some 
information about the plan-
et’s velocity and its size. As 
the variations of the starlight 
intensity is very small, you 
need modern telescopes 
with high intensity resolu-
tions. The Kepler telescope, 
which started operation in 2009, is able to perform 
such measurements. You can see the transit meth-
od in our illustration. 

Planets in the Comfort Zone?

About 2000 exoplanets have already been discov-
ered. But you do not simply want to count them – 
instead, you want to find out what their properties 

are. Are there maybe some where humans would 
feel comfortable? This would be a so-called “ter-
restrial planet”, one that has a solid surface and is 

not just a ball of gas. It’s 
also important to note the 
planet’s distance to its star. 
As we mentioned earlier, it 
can be too hot if it is too 
close or too cold if it’s too 
far. The zone which is “just 
right” is called “habitable 
zone”. It is the place where 
water can exist in its liquid 
form. In our solar system, 
only Earth lies within this 
zone. There are also defini-
tions of the habitable zone 
which are less strict (“not 

the best place to live, but some kind of life might 
still be possible”) and cover also the orbit of Mars. 
Some planets might also have orbits that pass the 
habitable zone only partially. For an ideal study of an 
exoplanet’s atmosphere and chemical composition, 
one would have to analyze the planet’s emitted light 
with high precision, in particular its wavelengths. 
The presence or absence of certain wavelengths is 
a hint for the emission and absorption of light by 

certain atoms. As the technology for the search of 
exoplanets evolves rapidly, we can expect a lot of 
interesting discoveries in the future!
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II – The Cosmos

“The universe is vast: the sun, which our Earth is 
orbiting around, is only one of hundreds of millions 
of stars in our Milky Way. And our Milky Way is only 
one of hundreds of millions of galaxies in the uni-
verse. If you look up at the sky on a clear night, you 
can catch a glimpse of its marvelous beauty.

And what we can see is only a tiny fraction of what 
is out there. In the last century, we have gotten bet-
ter and better telescopes, and have been able to 
see ever more and more wonders in the universe. 
The stunning flashes of supernova explosions, glim-
mering white dwarf stars, compact neutron stars 

surrounded by vast expanses of brightly shimmer-
ing nebulae, all-consuming black holes, and even 
the afterglow of the big bang itself. All the beauty 
and mystery of an ever-expanding universe – it is 
out there, and it will never cease to amaze us. As 
we will never stop to discover more fascinating and 
mind-boggling things of the universe we are such a 
tiny part of. 

On the following pages, we will show you a small 
fraction of the wonders of our universe – the part 
we know of. Who knows what else is out there, just 
waiting to be discovered.”
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Image: ESO

On this diagram, the stars in the Milky Way (and 
other galaxies, if they are not too far away to iden-
tify them), find themselves mostly on a line from the 
bottom right to the top left. This is not too surprising: 
for these so-called main sequence stars, the hotter 

they are, the brighter they are. 
About a century ago, when 
this diagram was first set up, 
it was thought that stars early 
in their life were very bright, 
and would become faint-
er and cooler, as they were 
thought to shrink down (that 
was before the 1930s, when 
physicists knew what nucle-
ar fusion was). This is why 
the hot, bright ones on the 
top left are sometimes called 
“early stars”, while the ones 
on the bottom left are known 
as “late stars”. 

But actually, what’s going on 
in the stellar bowels is much more complicated, 
which is why there are many different kinds of stars. 
Also, stars change during their lifetime, and one 
can describe what happens to them by describing 
how they “wander” through the diagram during the 
course of their life. This movement takes millions to 
billions of years, so we cannot see it happening di-
rectly. But, since there are so many different types 
of stars of so many different ages, we can see them 
at all stages of their existence at the various places 
of the Hertzsprung–Russell diagram. 

Spectral Classification 
A Who Is Who of Stars

There are many different kinds of stars in the uni-
verse. When telescopes became better and better 
in the beginning of the 20th century, astronomers 
found that they come in different kinds, depending 
on how big and bright they are, and what color they 
have. 

Today, astronomers often 
arrange stars along the so-
called Hertzsprung–Russell 
diagram. This is a diagram 
where the brightness and the 
temperature of the stars are 
shown. The ones to the very 
left are as hot as 30,000 K, 
while the ones on the further-
most right are only measly 
2,000–3,000 K. In between 
the stars carry a stellar clas-
sification, ranging through 
O-B-A-F-G-K-M (To remem-
ber: “Oh, be a fine girl, kiss 
me!”). The temperature is 
directly connected to its color: the hottest O-class 
stars are a bright white-blue, while the coolest 
M-class stars are deep red. 

The brightness goes from top to bottom in the di-
agram: if a star is on the very bottom, it is 100,000 
times fainter than our sun. If you’d replace the sun 
with it, daytime on Earth would not be much bright-
er than under a full moon. On the top of the dia-
gram, on the other hand, are stars which are up to 
a million times brighter than the sun.
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Name: Sirius A 

Bayer designation:  

In constellation: Canis Major (“Big Dog”) 

Type: A-class giant 

Spectral class: A1V 

Surface Temperature: 9,940 K 

Mass in sun masses: 2 

Distance: 8.5 ly 

Radius in sun radii: 1.7 

Age: 200–300 million years 

Fun fact: The brightest star in the night sky, accompanied 

by a faint dwarf star Sirius B

In fact, a normal star usually wanders through the 
main sequence during its lifetime, and it becomes 
brighter and hotter, not the other way round. But 
as a star grows older, it usually does not reach the 
top left – that is where only the most massive ones 
are, and they often have already begun their life in 
that vicinity. And even those ones don’t stay there 
forever! Rather, at some time, almost all stars at 
some point turn around and wander up and right 
(or mostly right, when they have already been very 
far up).

As one can see very prominently when one looks 
at the Hertzsprung–Russell diagram, about halfway 
along the main sequence, there seems to sprout 
an additional “arm”, which extends to the top right. 
Here we find the very bright and relatively cold stars. 
Actually, this is where the normal and average-sized 
stars grow old. Here, they grow incredibly in size 
and become giants, very large and bright, but very 
red, and therefore relatively cold stellar monstrosi-
ties, in the last few million years of their existence. 

So an average star will travel along the main se-
quence from the bottom right to the top left during 
its life. At one point, however, when it becomes old-
er, it will leave the main sequence and turn to the 
top right, becoming a giant. At the very top of the 
diagram, at high luminosities, and with almost all 
kinds of temperatures, is where we find the giants 
and hypergiants among the stars. Those are the 
very massive stars, which have started their lives 
already very far on the top left, and at some point 
have started wandering to the right. 

What triggers the change of “course” in the dia-
gram? We’ll talk about this in detail in the chapter 
about supernovae ( 1).
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Name: Menkib 

Bayer designation:  

In constellation: Perseus 

Type: O-class giant 

Spectral class: O7.5III 

Surface Temperature: 35,000 K 

Mass in sun masses: 30 

Distance: 1200 ly 

Radius in sun radii: 14 

Age: 2–3 million years

Name: Polaris / North Star 

Bayer designation:  

In constellation: Ursa minor (“Little bear”) 

Type: F-class variable star 

Spectral class: F7I 

Surface Temperature: 6,000 K 

Mass in sun masses: 4.5 

Distance: 325–435 ly 

Radius in sun radii: 46 

Age: 70 million years 

Fun fact: Actually consists of several distinct stars close 

together (values shown for the main star). 
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Name: Alpha Centauri 

Bayer designation:  

In constellation: Centaurus 

Type: G-class dwarf star 

Spectral class: G2V 

Surface Temperature: 5,790 K 

Mass in sun masses: 1.1 

Distance: 4.4 ly 

Radius in sun radii: 1.2 

Age: 5–7 billion years 

Fun fact: 

a K-class star).

Name: Rigel 

Bayer designation:  

In constellation: Orion 

Type: B-class supergiant 

Spectral class: B9I 

Surface Temperature: 12,000 K 

Mass in sun masses: 20–24 

Distance: 800–960 ly 

Radius in sun radii: 70–85 

Age: 8–10 million years
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Name: Betelgeuse 

Bayer designation:  

In constellation: Orion 

Type: M-class red supergiant 

Spectral class: M2I 

Surface Temperature: 3,100–3,600 K 

Mass in sun masses: 8–20 

Distance: 550–800 ly 

Radius in sun radii: 900–1200 

Age: 7.3 million years 

Fun Fact: It pulsates, changing its size, temperature and 

brightness, with a period of about five years. 

Name: Arcturus 

Bayer designation:  

In constellation: Boötes 

Type: K-class orange giant 

Spectral class: K0III 

Surface Temperature: 4,300 K 

Mass in sun masses:  

Distance: 36.5 ly 

Radius in sun radii: 25.4 

Age: 600–860 million years 

Fun Fact: The brightest star on the northern hemisphere. 
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ar fusion happening everywhere. Rather, the actual 
fusion of hydrogen into helium happens 

only in the very core, in a region be-
tween the center and about a fifth 
of the way to the surface. Here 
the star consists of a mixture of 
hydrogen and helium, and the 
actual burning is happening here, 
at a comfy temperature of a few 
million Kelvin. Everything further 

away from the center is just hydro-
gen plasma – certainly hot enough 

to fry you in an instant, but not hot 
enough to undergo fusion. 

Stars of Old Age: Red Giants

Now what happens when such a star grows old? 
The first change certainly occurs when all of the hy-
drogen in the core region is burned up, and only 
helium is left. The star, at this point, will most likely 
not be massive enough to start the next fusion step 
– the burning of helium to heavier elements such as 
carbon and oxygen. So the core will just stop burn-
ing, and begin contracting under its own weight. 
There is still more hydrogen left in the regions not 
as deep down of the star, so the nuclear fusion will 
continue – in a ring of fire around the core, eating its 
way outwards, burning up the rest of the star. 

It is at this point when a star typically leaves the so-
called main sequence and begins wandering up-
wards in the Hertzsprung–Russell diagram ( 3). The 
burning layer of hydrogen which slowly wanders 

Red Giants and Planetary Nebulae 
The End of a Main Sequence Star

Stars don’t live forever. What happens at the end 
of a star’s life depends very much on how 
heavy it is. The reason for this is that 
nuclear fusion ( 1) happens quite 
differently in very heavy and very 
light stars. 

If a star is more than roughly 
eight times as massive as our 
sun, it is a hellishly burning fur-
nace, pressure and tempera-
ture rising the deeper you are 
beneath its surface. While hy-
drogen is fused to helium in the outer 
shells, the deeper inside you go, the more heavy 
elements are fused together, up to iron. This is a 
multi-layered roaring nuclear oven, which, at the 
end of its lifetime, goes out in a gigantic class II su-
pernova explosion. ( 2)

But although that is certainly the more spectacular 
way to go, a majority of stars in our galaxy – about 
97% actually – are not that heavy. For the regular 
stellar Joe in our galaxy, the story is different than 
for the heavyweights. Make no mistake, stars like 
our sun are hot – you’d burn up in an instant if you 
came just near it. But compared to, say, the interior 
of a B-class supergiant like Rigel ( 3), the inside of 
a typical star in our galaxy is like a refreshing breeze.

Nuclear Fusion in Lighter Stars

Firstly, the pressure and temperature in stars like 
our sun is not high enough to actually have nucle-
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Image (left):  NASA, ESA, Andrew Fruchter (STScI), and the ERO team (STScI + ST-ECF) 

Image (right):  NASA, J. P. Harrington (U. Maryland) and K. J. Borkowski (NCSU)

to the surface expands the star dramatically – this 
makes the star much much brighter and larger, but 
also slightly cooler. It becomes a red giant. When 
this will happen to our sun (in a few billion years), its 
radius will increase to about 200-fold, swallowing 
the inner planets Mercury, Venus and Earth. 

Helium Burning Finally Sets In

At some point during the red giant phase, it will hap-
pen that the core has 
contracted enough, 
and temperature and 
pressure have risen 
enough so that the 
next fusion step – from 
helium to carbon and 
oxygen – ignites. This 
needs about 300 mil-
lion Kelvin in the core, 
while in the outer re-
gions the temperature 
will just be a few thou-
sand Kelvin.

For slightly heavier 
stars this happens 
earlier, for the very light 
ones it happens much 
later, when a lot of helium from the outer burning 
shell has been gathered. In the former case, the 
burning starts slowly and in a controlled fashion, in 
the latter case it happens abruptly in the so-called 
helium flash. 

Either way, the expansion of the star is momentarily 
stopped as the helium burning sets in, but as soon 
as all of the helium in the very core is used up and 

a non-fusing carbon/oxygen core remains, togeth-
er with a shell of burning helium slowly wandering 
outwards, the growth of the red giant commences. 

The Hiccup Phase:  
Stellar Winds Rip the Star Apart

At that time, the burning hydrogen layer will not 
have reached the surface of the star. Now, with two 
expanding layers of nuclear fusion, it will become 

more and more unstable. You see, a star is not a 
very regular thing, where everything happens de-
cently and neatly confined to its own layer. Rather, 
it can be a quite turbulent matter, where the plasma 
flows back and forth inside the star. If it just consists 
of a burning core and the rest, then gravity keeps 
everything together most of the time. But, the more 
intricate things go on in its interior, the more unsta-
ble it becomes. 
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This is why, at this time, the star goes into the hiccup 
phase. While this is not official terminology, it prob-
ably describes very well what happens: Regions of 
stellar fusion ignite and go out at various regions in 
the star, and the whole burning process becomes 
very turbulent and irregular. The actual details can 
only be simulated with high-end computers now-
adays, but the result is clear: Massive stellar winds 
rip the outer regions of the star apart, and swathes 
of stellar matter – hydrogen and helium alike – are 

jettisoned into space. The hiccup has become an 
outright vomit. 

A Planetary Nebula Is born

Although its sounds nasty, the result is actually one 
of the most beautiful phenomenon in the galaxy: 
the ejected matter surrounds the remaining core of 
the star like a giant cloud of ethereal matter. Since 

the core itself often continues to emit radiation of 
some sort ( 4), this lights up the gas clouds (al-
though mostly not in colors the naked eye can see) 
surrounding it. These clouds are called planetary 
nebulae, although the name is historical, and they 
have nothing to do with planets. You can see two 
of such beautiful examples in our images. The first 
one shows NGC 2392, the so-called “Eskimo Neb-
ula” in the constellation of Gemini. The second, on 
the right, is NGC 6543 in the constellation of Draco. 

It is called “Cat’s Eye 
Nebula”, and this is a 
famous image com-
bining X-ray and visual 
light. 

The creation of a plan-
etary nebula at the end 
of a star’s life plays an 
important role in the 
whole evolution of the 
galaxy. It returns vast 
amounts of helium 
and hydrogen to the 
interstellar medium, 
the gas and dust be-
tween the stars. This 
material can and will 
later be attracted by 

other, more dense regions, and eventually form new 
stars ( 5). 

And what remains? Well, the former core of car-
bon and oxygen is all that’s left of the star. It will 
be very compact, but it will not undergo nuclear fu-
sion. It will still be quite hot, and slowly cool off over 
the next million years. This is what’s called a white 
dwarf, and it will get its own article in this book ( 6).
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est. That might not be the end of the story yet, 
though, because under great pressure the helium 
can fuse into even heavier elements, such as car-
bon or neon. These processes do not give as much 
energy as the hydrogen fusion, but they give at least 
some. These heavier elements can fuse into even 
heavier ones, and so forth, up to iron. Iron nuclei 
are the energetically most stable ones. That is why 
you can get energy by fusing together nuclei lighter 
than iron, and splitting apart those heavier than iron 
( 2,3).

The Iron Heart of a Star

Anyway, because of this cascade, many stars actu-
ally are a bit like many-layered onions: on the out-
side shell hydrogen is still burning, below that there 
is a layer where helium is burning, and so forth, until 
you reach the center of the star. A young or rather 
light star might only have few layers, while an old, 
or very massive star, can actually have many layers, 
and have quite heavy elements burn up further in-
side.  Heavy stars will have extremely dense cores 
of iron in its centers. 

Such an iron core cannot undergo fusion 
anymore, so it has to hold up the weight of 

the entire star pressing down on it by itself. 
The iron atoms are packed together tightly, 

compressed into an extremely dense region 
by its own weight, as well as by the weight of 

the outer, still burning layers of the star. Most of the 
resistance comes, in fact, from the electrons in the 
iron: electrons are fermions, and that means two of 

Supernovae 
Going out with a Bang

Nothing lasts forever, not even the stars in the sky. 
Actually, stars are born ( 1) and die all the time in 
the universe. And when they end their life, they 
don’t go quietly. They light up in one of the most 
violent and energetic phenomenon in the universe, 
when for the duration of weeks, it becomes bright-
er than entire galaxies, before fading away. This is 
called a supernova explosion.

There are different types of supernovae, called type 
Ia, type Ib and Ic, as well as type II (Footnote: there 
are other types as well, but they do not occur very 
often). They differ in what kind of radiation is emit-
ted during the explosion. Which type of supernova 
happens when the star’s time is over depends very 
much on how heavy it is.

Starfire: Nuclear Fusion  
on a Stellar Level

When a star is burning, the hydrogen in it is con-
verted to helium – this process, of fusing lighter 
elements to heavier ones, is what keeps the star 
burning. The radiation pressure of nuclear fusion 
( 2) keeps the star stable against its own 
gravity. In fact, one could rightfully say that 
stars are constantly exploding and collaps-
ing at the same time! But the fuel inside a 
star does not last forever, and when it runs 
out, a star undergoes changes, sometimes 
very rapidly. 

Most stars run out of hydrogen in its center 
first, where the temperature and pressure is high-
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them cannot be in the same state – roughly speak-
ing, where one electron is, another cannot be ( 4).  

The End Is near When the  
Iron Core Grows Too Heavy

As more and more fuel in the next layer runs out, 
and more iron is produced, the core slowly gains 
in mass (shrinking slightly due to the increasing 
gravitational force, because it gets even heavier). 
At some point, however, the pressure becomes too 
much: the cores become so massive that 
the electrons get pressed into the protons 

+ decay 
with electron capture ( 5), the innermost 
regions of the star undergo a catastroph-
ic change. Electrons and protons turn into 
neutrons, which release highly energetic radiation 
during this process. Like a landslide, iron cores are 
reverted to simply neutrons, the energetic gamma 
rays being set free by this process shred through 
the core, fracturing its nuclei even further. Now, neu-
trons can be packed much tighter than electrons 
and iron nuclei. The immense weight and pressure 
contract them all into a tightly packed ball – within 
seconds, the whole stellar core becomes a neutron 
star ( 6). The outer layers of the star have not yet re-
alized what has happened: the iron core of the star 
has nearly vanished into a tiny lump of neutron mat-
ter. But inevitably gravity also takes hold of them: as 
there is nothing to hold it up, the whole star, from 
the innermost to the outer layers, collapses.

The Collapse: From Iron Core  
to Neutron Star in Seconds

Meanwhile, the core has coalesced into a near-
ly perfectly round ball of tightly packed neutrons, 

again hold up by the fact that neutrons are fermions: 
Wherever there is one, another cannot be. Although 
the neutron core is tiny compared to the rest of the 
star, it is basically a gigantic atomic nucleus, just 
without any protons. That also means it is incredibly 
hard – and now the rest of the star crashes onto it!

With supersonic speed, the outer layers of the star 
impact onto the rebounding neutron core. This 
generates a massive shock wave through the stel-
lar matter, and it is this shock wave which carries 

what is left of the star outwards. The shock 
wave is supported by the large amounts of 
neutrinos ( 7), which have been generated 
in the beta-plus decay. Usually, neutrinos 

pass through matter nearly unhindered. But 
in the catastrophic core collapse, a lot of them 

have been generated. And they have a lot of energy. 
With tremendous force, the neutrinos wash the star 
remnants away from the core – the star explodes 
one final time, shooting stellar matter and neutrinos 
into the universe. 

Why do we know this? Well, although there are still 
some unclear parts about the details of the mech-
anism, the collapse of a star is understood so well 
because we have incredibly precise computer sim-
ulations of this. For instance, it is because of these 
simulations that we think the neutrinos themselves 
play such an important role in generating the mas-
sive supernova explosion. For quite a while, phys-
icists assumed that the impact shock wave would 
just travel through the neutron core, coming out the 
other side and carrying the matter away. It is just 
after the detailed computer simulations that they re-
alized the shock wave alone is not enough to gen-
erate these enormous supernova explosions – but 
that the neutrinos help with it.
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Image: NASA, ESA, J. Hester and A. Loll (Arizona State University) 

Now all we have said so far applies to rather massive 
stars – roughly above 8 solar masses. All superno-
va types except type Ia happen because of a core 
collapse. The process we have described above is 
pretty much what happens for a type II supernova. 
But also type Ib and Ic supernovae have collapsing 
cores – it’s just that they have, in their lifetime, al-
ready lost much of 
their outer layers, 
possibly by strong 
solar winds, or be-
cause a companion 
star has stripped it 
away with its own 
gravity. Because 
much of the hy-
drogen and helium 
layers are missing, 
the radiation looks 
character ist ical ly 
different, which is 
why one can dis-
tinguish them from 
type II supernovae. 

Type Ia supernovae 
however, they are 
completely differ-
ent beasts. They 
are exploding white 
dwarfs, and will be 
tackled in the re-
spective article ( 6). 

Supernovae in History

Supernova explosions do not happen all too often. 
From observations in other galaxies, we suspect that, 

in our Milky Way, on average about three superno-
vae occur per century. There have been very violent 
ones in human history, which have been recorded. 
The earliest recorded observation of a supernova 
was is 185 AD by Chinese astronomers. Nowadays 
it is called SN185, and this naming convention has 
been kept for all records. One of the brightest ones 

must have been 
SN1054, which 
was visible with the 
naked eye during 
the day for about a 
month, and during 
nighttime for near-
ly two more years 
after that. The 
remnants of this 
explosion form the 
Crab Nebula, near 
the constellation of 
Taurus. The most 
recent one to be 
seen directly was 
SN1604, which 
was studied in de-
tail by Johannes 
Kepler. 

The supernovae 
are not just de-
structive, though: 
the stellar matter 

ejected contains many higher elements, from car-
bon, over oxygen, up to iron, which are essential 
for the formation of planets that sustain life ( 1). It is 
very likely that all atoms in your body have originally 
been created in a star, and carried off into the uni-
verse by a supernova explosion. 
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full of white star matter weighs about as much as 
a car (and not one of the fuel-efficient, light ones).  
Since it is so heavy, the gravity force on its surface 
is enormous: any person standing on a white dwarf 
would be immediately squished to a fine, thin layer 
around it.

The Warm Nuclear  
Afterglow of the Stars

While that happens, such a person would also im-
mediately burst into flames, because a white dwarf 
is hot. The fusion processes have stopped, but the 
white dwarf matter has still stored a lot of heat ener-
gy from its time as the core of a star. This heat is giv-
en away only very slowly; often, a white dwarf has 
a temperature of many tens of thousands of Kelvin, 
and cools off over the course of million years. 

The reason why a white dwarf is not collapsing any 
further, is that the electrons and atomic nuclei of 
its carbon and oxygen atoms are tightly packed. In 
particular the electrons play an important role here: 
they are so-called fermions. By the Pauli exclusion 
principle, two fermions cannot be in precisely the 
same quantum state. In a way, they are like solid lit-
tle balls: where one is, another cannot be. Footnote: 
this is not precisely true: two electrons are allowed 
to be at the same place, if they have different veloc-
ities, or different spins. But at some point all types 
of electrons with all types of velocities of a certain 
energy are present, so one cannot add another to 
the same place. This is what keeps them apart. This 
is different from bosons, like photons: there is no 

White Dwarfs and Type Ia Supernovae 
Corpses of the Suns and Standard Candles

In other articles we have talked about the final 
days of a star’s life. But after the violent expulsion 
of stellar matter into the universe ( 1) or the even 
more dramatic catastrophes that are the superno-
vae explosions ( 2), what is left? What remains after 
the gamma radiation bursts diminish, and the last 
clouds of hydrogen are blown off into the void? 

The Fate of Typical Stars:  
the White Dwarf

We have already hinted at it in the respective arti-
cles: whenever a rather light star, such as our sun, 
ends its life, the remainder is what’s called a white 
dwarf. The outer shell of the star, the hydrogen and 
helium, have been ejected into space, and the core 
of the star is exposed. This core consists of carbon 
and oxygen atoms, which are hold together tightly 
under their own weight. 

White dwarfs often have a mass between half, and 
a bit above, the mass of our sun. However, they 
usually are not much larger than the Earth. In oth-
er words, they are enormously dense! A teaspoon 
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problem of piling up as many of them to a 
point as you like.

So what’s keeping the white 
dwarf stable is quantum 
mechanics. More spe-
cifically, it’s the Pau-
li principle. And it is 
doing a great job at 
it: the galaxy is full of 
white dwarfs – in the 
Hertzsprung–Russell 
diagram ( 3) they have 
their own region, far be-
low the main sequence. 
They are usually hot, but 
very faint compared to a 
normal star. But one can 
see them glowing. The 
white dwarf nearest to us is 
Sirius B, the companion of 
the A-class giant Sirius A. It 
is only about 8.5 light years 
away from us, about as heavy 
as the sun, slightly smaller than the 
Earth, and has been cooling off to a cozy 
25,000 Kelvin for the last 120 million years. 

Growing White Dwarfs:  
Type Ia Supernovae

Now, white dwarfs are usually not all alone in the 
galaxy. No star really is: there is lots and lots of 
gas, dirt, interstellar matter, which swirls around 
in clouds. Sometimes it hits a white dwarf. Some-
times a white dwarf is the companion of another, 
still burning star, which constantly showers his small 
partner with stellar matter, coming from solar winds, 

eruptions, or else. Any way, there are a million ways 
to acquire more mass in the galaxy. And for a 

white dwarf, at some point, there is a point 
where it cannot hold off any more: with 

enough mass it can build up enough 
pressure to ignite fusion again. What 
usually happens in the inside of very 
massive stars – the fusion of carbon 

and/or oxygen to iron – now hap-
pens instantly. A soon as the white 

dwarf has acquired enough mat-
ter, it ignites. All at once. Like a 

gigantic nuclear bomb, all of 
its matter undergoes fusion 
instantly, and the star rips 

apart.

For a moment, the white 
dwarf shines brighter 
than a whole galaxy. 
This is a very specif-
ic type of supernova 
explosion, which has 
been called “type Ia”, 
for historic reasons 

( 2). The interesting 
point is that these explosions more or 

less all look the same – while normal superno-
vae come in various types and sizes, supernovae of 
type Ia are very characteristic, because it is always 
a very specific amount of carbon and oxygen ex-
ploding. 

Standard Candles:  
a Way to Measure the Universe

This is unfortunate for the white dwarf – but fantas-
tic for astronomers here on Earth! It means that type 
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Ia supernovae can be used as so-called standard 
candles. You see, it is not easy at all to measure 

how far something is away from us in the universe. 
In particular with galaxies further away, one cannot 
really be certain of whether it is so faint because it is 
far away, or because it is so small, or because there 
is so much dust and dirt between us and them, ob-
scuring it for our telescopes. But because type Ia 
supernovae are so very typical in their brightness 
and spectrum, they can easily be recognized, and 
used to measure the distance to the galaxy where it 
originated from. 

In the past decades, this has been used to mea-
sure very precisely where the other galaxies are in 
relation to us, and in particular how far away they 
are. These measurements have been paramount in 
realizing that the universe is, in fact, expanding in an 
accelerated fashion, driven by the mysterious force 
of dark energy ( 4).

The next Stadium: A Neutron Star

What remains of a white dwarf is usually not sim-
ply an iron core, although that can happen in some 
cases. More often, though, the white dwarf has 

acquired more than 1.4 times our sun’s mass, and 
this is beyond the so-called Chandrasekhar limit: 
It is the maximum weight of an iron core. Heavier 
than that, and it cannot keep itself up like the white 
dwarf did. Rather, the electrons are pressed into the 
protons, which leaves only neutrons. The remainder 
is therefore a neutron star, a giant atomic nucleus. 
These also occur as the corpses of massive stars, 
remnants of collapse-supernovae ( 2).

A neutron star is even more extreme than a white 
dwarf: with a weight of 2–3 suns, and a radius of a 
few kilometers, it is really hellish in its direct vicinity. 
It is again kept up by the Pauli principle (yes, neu-

trons are also fermions). It cannot get any heavi-
er than that – if it gets beyond this so-called Tol-
man–Volkoff–Oppenheimer limit, the sun curves the 
space around it so much ( 5), that it begins to fall 
behind its own event horizon. The result is a black 
hole ( 6), the final stadium of any stellar evolution. 
Well, at least as far as we know ( 7). 
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weakens. Gravity, however, never weakens. The 
ignition of the heavier elements in the core cannot 
sustain the massive weight of the star, which even-
tually collapses. In the end, gravity always wins.

During this contraction, some of the outer layers 
of the star get ejected into space in a violent ex-
plosion, called a supernova. What is left of the star 
keeps contracting. If the remnant is heavy enough 
– having a mass beyond the so-called Tolman–Op-
penheimer–Volkoff limit of around 1.5–3 times the 
mass of our sun – there is nothing that can stop 
it from collapsing completely under its own weight. 
What remains is commonly known as a black hole.

In a black hole, all of its mass is concentrated to a 
microscopic point, called the singularity. There is a 
region around this singularity, where the gravitation-
al force is so incredibly strong that nothing can es-
cape it. No matter how powerful the engines of your 
spaceship, if it is close enough to the singularity, it 
inevitably falls into it. The boundary of this region – 
the point of no return – is called the event horizon 
of the black hole, and whatever crosses it, is lost 

Black Holes 
Once You Go Black, You Never Come Back

There are many wondrous and fascinating objects 
out there in space: gaseous nebulae stretching over 
dozens of light years, neutron stars, with diameters 
of a few miles, but weighing many times as much 
as our sun, or giant red stars, nearly as large as our 
whole solar system. But no stellar phenomenon in 
the universe is as mysterious and enigmatic as the 
black hole. 

The theoretical possibility of the existence of black 
holes as a consequence of Einstein’s Theory of 
general relativity ( 1) had been known for nearly a 
hundred years. But it wasn’t until the 1960s, when 
physicists came to realize that they are not just 
freak solutions to the equations, but could actual-
ly be present in our galaxy – and might in fact be 
quite numerous, as they are the burnt-out leftovers 
of heavy stars. 

In the End, Gravity Always Wins

The existence of a star is a constant struggle: while 
the fire of nuclear fusion inside it threatens to tear it 
apart, the weight of its own mass pulls it together, 
aiming to contract it entirely. These two opposing 
forces – radiation pressure and gravity – usually are 
in balance with each other. So for billions of years, 
a star can be a stable source of light and radiation 
in the universe.

However, the nuclear fuel, hydrogen, doesn’t last 
forever. At some point, when most of it has been 
converted to helium and heavier elements, the radi-
ation pressure which keeps the star from collapsing, 
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forever. Not even light itself can escape the gravita-
tional pull once it passes the event horizon. This is 
why this phenomenon is called a black hole: there 
is no way we can see it directly, because it does not 
emit anything, not even radiation.

We Cannot See It Because  
It Does Not Emit Anything

So what does a black hole look like? If we were to 
encounter one, and try to observe it (hopefully from 
a safe distance), we would simply see a completely 
black void, a sphere of nothingness where the event 
horizon is. Moreover, the gravity of the black hole is 
so strong that it even alters the course of light rays 
that pass it at some distance: We would see this as 
a strong distortion of the image of the stars which 
are, from our point of view, behind the black hole. It 
acts as a so-called gravitational lens ( 2). 

Everything we have said so far is true for a “pure” 
black hole, a black hole which is completely on its 
own, without any matter in its immediate vicinity. 

In reality, though, a black hole would not be just 
alone by itself. It would be surrounded by large 
amounts of matter, caught during its existence: the 
remnant of its former life as a star, corpses of other 
stars, the occasional stray asteroid, clouds of gas, 
and interstellar matter. All of it trapped in its vicinity, 
crunched and crushed to a spinning, swirling pan-
cake called the “accretion disc”, which envelops the 
black hole. 

A piece of matter in the outer rim of the accretion 
disc can orbit the black hole many times, spiraling 
further and further inwards, giving off intense elec-
tromagnetic radiation in all frequency bands, before 
it finally crosses the event horizon, utterly destroyed 
when it finally falls into the singularity.

Of course, an observer from far away would never 
even see it crossing the horizon (see the extra text 
“What happens when you fall into a black hole?”). 
The only thing to see would be the radiating matter 
in the accretion disc spiraling into the black hole, 
becoming slower and slower as it approaches the 
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event horizon. Also, it would glow more and more 
in deep infra-red colors, not visible any more to the 
naked eye.

So, how many black holes are there in the universe? 
The answer is: nobody really knows. But there are 
very strong indications that Sagittarius A*, an ex-
tremely strong and compact source of radiation in 
the Sagittarius constellation, in the center of our gal-
axy, is in fact a black hole, together with an incredi-
bly bright accretion disc surrounding it. The reason 
why we suspect this, is that we have observed 
many radiating stars in its direct vicinity. From their 
extremely fast, circular movements around a com-
mon center, one can deduce that there has to be a 
black hole, of roughly four million times the mass of 
our sun. 

In fact, supported by astronomical observations, 
astrophysicists suppose that this is the case for 
most known galaxies: in their center they contain a 
super massive black hole, around which the whole 
galaxy revolves. 

Apart from that, unfortunately, it is very difficult to 
say how many black holes there are, even within the 
confines of our galaxy. The Milky Way contains sev-
eral hundred billion stars, many of which are mas-
sive enough to collapse to a black hole when they 
run out of fuel. So black holes should be a common 
occurrence. But there is not a single object right 
now, of which we can be absolutely sure that it is 
a black hole, although there are many good can-
didates. The problem is that, from a distance, it is 
actually not so easy to spot the difference between 
a very bright star, and the accretion disc of a black 
hole. The closest black hole candidates are still sev-
eral thousand light years away from us. 

One of them is Cygnus X-1, a source of immense 
X-radiation, about 6.700 light years away. There is 
a famous bet between Kip Thorne and Stephen 
Hawking about whether Cygnus X-1 is in fact a 
black hole or not. By now, evidence for a black hole 
is so strong, that Hawking has willingly conceded 
the bet, which won Kip Thorne a year’s subscription 
of Penthouse.

What Happens When You Fall into a Black Hole?

Simply put: you die. Sad, but true. But you 
die in a very interesting way, that is worth 
talking about a little. 

When you are far away from the black hole, 
falling towards is like free falling everywhere 
in the universe: you feel weightless. So you 
do not notice anything, apart from this little 
black dot coming closer and closer. 

When you approach the event horizon, you 
are still free falling, but you notice something 
strange when you look at the other stars 
around you. Their image gets more and more 
distorted, because light that passes close to 
the black hole bends around it. The black 
sphere that marks the event horizon takes up 
more and more of the sky, seemingly growing 
large and surrounding you more and more. 
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Shortly before you cross the event horizon, 
the last stars can only be seen as if through 
a narrow tunnel, when you look behind your-
self. You are not yet in the black hole, mind 
you – it’s just that most of the light coming 
from the stars does not reach your eye. 
Rather, it is sucked into the black hole. 

The last bit of normal universe vanishes from 
your sight, as soon as you cross the event 
horizon. From then, it only takes moments 
until you crush into the singularity.

You die slightly before that, though. Al-
though you are freely falling the whole 
time, at some point the tidal forces be-
come too enormous to survive. A part of 
your body which is closer to the black hole 
experiences a slightly stronger gravitational 
force than a part which is further away from 
it. At some distance from the black hole, this 
difference might not be much. However, at 
some point during your journey to the singu-
larity, this difference becomes so large that 
you are stretched long and thin, before you 
get simply ripped apart. This process has 
been dubbed “spaghettification” by some.

When this occurs exactly on your way to the 
singularity, however, depends on the size 
of the black hole. For a smaller black hole, 
the event horizon is so close to its center, 
that you’d be killed long before you cross 
the point of no return. The more massive the 
black hole, however, the further out the event 

horizon is. For one as heavy as the super 
massive black hole in Sgr A*, for instance, 
one is being ripped apart after one crosses 
the event horizon. At the horizon itself you 
would actually still feel quite comfortable. 

Interestingly, all of this is only happening 
from your point of view. A distant observer 
with a good telescope would make a dif-
ferent observation: She could still see how 

you approach the event horizon. But as 
you approach it, she would actually see 
you become slower and slower, com-
ing closer and closer to the horizon, but 

never reaching it. She would still see a 
frozen image of you shortly before being 

sucked into the black hole, long after you 
have perished inside it. 

The reason for this lies in the nature of the 
event horizon: Light from behind the event 
horizon can never escape the black hole, 
and never reach the eye of our observer. 
Light from very close in front of it can escape, 
but it might take a very long time. The light 
rays sent out from you the second before you 
cross the horizon, have to slowly crawl up 
the gravity well for centuries, before escap-
ing the gravitational grasp and traveling to 
the observer’s eye. During this struggle, the 
light loses a lot of its energy, shifting its color 
spectrum to the infra-red. So for all eternity, 
a more and more red-shifted, squashed, still 
image of you just crossing the horizon would 
be seen hanging in the sky.
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spectral emissions of stars and nebulae. His find-
ings were phenomenal: he had looked at the light 
coming from different sources in outer space, and 
had discovered that most of it was red-shifted. That 
means, that the Doppler effect ( 2) had stretched 
the wave length of the light sent out by these other 
stars, during their way to the Earth. This meant that 
all of these stars had to move away from us! Even 
better: They were moving faster away from Earth, 

the further away they were. There was 
only one explanation: the whole uni-

verse had to be expanding!

Wait a second – you might say 
– why does that mean that the 
universe is expanding? May-
be all the stars and galaxies 
are actually just flying away 

from us. What does this have 
to do with the universe expanding?

Well, there are two good reasons why Hubble’s 
findings don’t mean that the universe is static, but 
everything flies away from us: Firstly, it would mean 
that the Earth is exactly in the center of the universe, 
and that would make our part of the universe very, 
very exceptional. With such a large universe, which 
has stars and galaxies everywhere, one would be 
hard-pressed to find a good explanation as to why 
everything is trying to get away from our position. 

Secondly, the speed in which things are moving 
away from us increases linearly, the further away 
objects are. This linearity – which nowadays is 

The Big Bang 
The Horrendous Space Kablooie

If one looks up in the sky, and tries to fathom the 
vastness of space out there, beyond the Earth, the 
solar system, and even our galaxy, one cannot help 
but feel a sense of wonder and awe. Many people 
have had this sentiment over the centuries, no mat-
ter whether they had telescopes at their disposal, or 
just a clear look at the night sky. Such a wonderful 
and marvelous thing as the universe, many thought, 
certainly has to have a spark of divinity in it. And as 
is customary for the god in any Abrahamic religion, 
it should be eternal and unchanging in its magnifi-
cence.

That was the dominant view throughout much 
of history, in most of western culture. It 
came as much of a shock to Albert 
Einstein, therefore, when he found out 
that his recently published equa-
tions, which describe space and 
time ( 1), did in fact not allow for 
a static and unchanging universe. 
His theory predicted that the universe either 
had to be expanding or contracting, but could not 
stay the way it was. Horrified, Einstein quickly mod-
ified his equations by adding an additional term, 
which he dubbed “cosmological constant”. For his 
modified equations, there were solutions which al-
lowed a static universe, so he was satisfied at first.

Hubble Realizes:  
the Universe Expands!

It was in 1929 however, when an astronomer called 
Edwin Hubble published his findings about the 

© Springer-Verlag Berlin Heidelberg 2016 
B. Bahr, B. Lemmer, R. Piccolo, Quirky Quarks, DOI 10.1007/978-3-662-49509-4_23 



98 II – The Cosmos

3: “Relative Space and Time ” on page 117 
4: “Warp Drive ” on page 295

called “Hubble’s law” – means that 
far away galaxies can recede much 
faster than the speed of light! If a gal-
axy is roughly 4.3 Gigaparsec, or 14 
billion light years away, it travels away 
from us with the speed of light. If it is 
twice that distance from us, it travels 
away from us with twice the speed of light, and so 
on.

The Universe Expands –  
Even Faster than Light!

If these were just galaxies moving through space, 
that would clearly be forbidden – nothing can move 
faster than the speed of light ( 3). But in fact, these 
galaxies are not moving – rather the space between 
them is expanding! A good way to visualize this is 
the inflation of a balloon: 
The balloon is the uni-
verse, in this case. 
Also, assume that 
there were lots of little 
ants crawling around on the 
surface of the balloon while it ex-
pands. To each of them, it would 
appear as if the other ants were 
moving away, the faster and the further away they 
are. The situation with our universe is similar – it 
does not matter that the ants have a maximum 
speed with which to crawl over the balloon (that 
is the speed of light in our analogy), there is no limit 
to the “speed” with which space is expanding! So 
again, galaxies only appear to move away from us – 
in reality, the space between them and us gets big-
ger. And the rate of that expansion does not have 
an upper limit (which is why something like warp 
propulsion can theoretically work, 4). And this is 

why it appears that far away galaxies 
are moving away from us faster than 
light. 

By the way: the expanding universe 
suddenly fit perfectly with Einstein’s 
original equations, so he hastily 

dropped his cosmological constant, and later called 
it “his biggest blunder”. Nowadays, one uses the 
equations with a cosmological constant again, but 
with a different value than the one Einstein used 
back then.

A long Time Ago:  
the Big Bang Singularity

But there is more: the theory of general relativity 
does not only describe the universe as it is today. 
Also, it tells us that the universe has been expand-
ing for its whole lifetime, and that roughly 13.8 bil-
lion years ago, it was very dense and very hot. The 
equations then cannot be calculated further back-

wards than this point – the temperature, density 
and curvature become infinite. 

That instance is nowa-
days termed the Big 
Bang, and many phys-
icists assume that 
the universe actually 

began its existence at 
that time. 

That our equations break down at this point is very 
unsatisfactory, however. In fact, the universe must 
have been so very hot and dense at that time that 
many physicists expect Einstein’s equations to 
not be valid any more in that situation. Rather, all 
the particles in the universe probably were so very 
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densely packed together that quantum effects of 
elementary particles (and probably of space-time 
itself, 5) would need to be taken into account. 
There is, at the moment, no satisfactory 
description of quantum and rela-
tivistic effects at the same time, 
so we do not know what precise-
ly happened at the Big Bang. 
There are a few things we can 
be relatively certain of at the 
moment, though.

1.) The Big Bang description of the 
cosmos is a very good model up until a few tiny 
fractions of seconds after the singularity. We have a 
quite good understanding of which particles were 
created when, and in what amounts.

2.) The Big Bang did not happen somewhere, 
but everywhere at once. The im-
age that there was an explosion 
somewhere, and then, from a tiny 
point, all the matter started 
filling empty space, is wrong 
– rather, the universe was 
very concentrated and hot 
everywhere.

3.) One often hears that the 
universe was “very small” 
at the beginning. In fact, we 
do not know this, because 
we do not know whether the 
universe is of finite size or infinitely large. If 
the latter is case, then the universe was al-
ways infinitely large, even at the Big Bang. 
In that case, it was just very dense and hot, and 
has expanded and cooled down since then. It has 

grown a lot since then – but has still always been 
infinitely large.

4.) We do not know what happened before the Big 
Bang, or even if anything happened 

at all. There are several possible 
scenarios, none of which is 
in any way “certain”, or even 
“likely”: Both space and time 
really have begun their exis-

tence at the Big Bang. In that 
case, the Big Bang was the first 

thing that ever happened, and asking 
what came before is like asking what 

is further north from the North pole – that 
question does not make any sense.

Another possibility could be that there was some-
thing before – for instance some 
other, collapsing universe. That 
other universe would have been 

contracting under its own weight, 
until it crumpled together in 
a Big Crunch – from that 
very dense and hot situ-
ation it “bounced back” 
and started expanding 
again – to form our present 
day expanding universe. 
Even though that would 
put something before the 

Big Bang, it might still not be 
sensible to ask how long that 

moment took – simply because during 
the moment of strong contraction there 
was a large quantum uncertainty to the 

time duration between collapsing and ex-
panding phase ( 5).
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Age of the universe. In other words: 
how much time has passed since the 
Big Bang?

How hot is the universe at that time, 
roughly? We give the temperature in 
K (Kelvin), but you can easily just think 
Celsius or Fahrenheit – with these 
high numbers, it actually doesn’t mat-
ter.

The factor, by which the universe at 
that time was smaller than the uni-
verse today.

What is going on at this time in the 
universe? What kind of matter, radia-
tion, energy, is around?

Timeline of Our Universe 
From the Big Bang to the Present

Because the universe is expanding rapidly, we can 
be pretty certain that at some point the universe 
was very small, or rather, that everything was very 
close to everything else. But in fact, there is more. 
We have a pretty good understanding how par-
ticle creation works, and Einstein’s equations of 
General relativity describe in detail, how various 
forms of matter interact with curved space-time. 
Comparing this with the observation from astro-
physics in an age of better and more precise tele-
scopes, we can actually get a quite precise idea 
what happened in the universe, even fractions of 
seconds after the Big Bang – what happened pre-
cisely at the Big Bang still remains a mystery, so 
far. Let’s go back to right after the universe was 
created, and have a look at what was going on – 
to the best of our knowledge today. 

Let’s check the most important properties of our 
Universe during it’s evolution:
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0–10-43 seconds. 
Actually, it is unclear if time 
is passing at all in the usual 

sense. 

Probably around 1032 K

Similarly as time, the concept 
of space itself probably did 

not make much sense.

Really not much 
about the physics at 
this kind of density 

and temperature is known. It 
is suspected that gravity and 
the three other fundamental 
interactions are unified, which 
means they are really just four 
different aspects of the same 
force.

10-43–10-36 seconds

Probably around 1029 K

10-51

Gravity has 
split off, the 
three remaining 

forces are the same – in 
the end the strong force 
splits off. Charge, mass 
etc. don’t have any 
meaning yet. Ordinary 
particles in the tradition-
al sense don’t exist.

10-36 –10-32 seconds 

During this time, tempera-
ture drops by a factor of 

24 K.

Here the universe grows 
incredibly fast, by a factor of 

at least 1026.

The inflationary era 
is a phase transi-
tion (very much like 

ice melting or water boiling), 
and starts as a result of the 
strong force splitting off the 
other two. Because of the 
rapid growth, all bumps and 
crevices in the curvature 
smooth out – which explains 
why the universe is so very 
little curved on large scales 
today.
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10-12–10-6 seconds

15 K

-22

The universe 
is cooling 
enough so that 

the weak and the elec-
tromagnetic force split 
off. Now all fundamen-
tal forces take the form 
which they still have to-
day. It is still too hot for 
the quarks to form pro-
tons and neutrons. So 
the universe is filled with 
a hot plasma of quarks, 
gluons, leptons, and all 
their antiparticles.

10-32–10-12 seconds

After reheating to tem-
perature before inflation, 

temperature drops, until it 
15 K. 

-29

After inflation 
ends, the inflaton 
field decays into 

loads and loads of parti-
cles, and huge swathes of 
radiation. Matter starts to 
exist, but the weak and the 
electromagnetic force are 
still unified.

10-6 seconds–1 second

12 K

-15

The universe cools 
down enough so that 
quarks can form pro-

tons, neutrons and other had-
rons. It is during this time that 
physicists expect that slightly 
more hadrons than anti-had-
rons are created. The annihila-
tion processes between matter 
and antimatter let mostly had-
rons remain. 
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1 second–a few minutes

9 K 

-10 or 0.0000000001

The universe is still filled with mostly 
radiation, as well as hadrons, and lep-
tons and anti-leptons. Now the same 

thing that occurred with hadrons happens with 
the lighter leptons: there is a slight imbalance be-
tween the two, so that after mutual annihilation, 
only leptons (and of those, mostly electrons) re-
main in the universe, but they don’t form atoms 
yet.

half an hour–380,000 years

9 K–3000 K

about 1/1090 at its end

The universe is filled with a plasma of 
atomic nuclei and electrons, very much 
like in a fusion reactor. In fact, a photon 

cannot fly for more than fractions of a second 
before it hits either a nucleus or an electron. It 
is only at the end of this period, which is called 
recombination, that the universe cools down 
enough so that nuclei and electrons combine to 
stable atoms. It is then, roughly 380,000 years 
after the Big Bang, that the universe becomes 
transparent – and photons can fly around freely. 
It’s these earliest photons that we can still see in 
the cosmic microwave background.
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1: “Light ” on page 7

verse (there are about 400 photons of the CMB in 
every cubic meter).

But what is even more puzzling is that it is in ther-
modynamical equilibrium. What this means is that 
all photons that belong to the CMB have a very spe-
cific distribution of energy, as if they had all been 
interacting with each other, and exchanging energy 
back and forth. That is quite unusual for radiation. 
For example, the photons coming out of a laser do 
not have any temperature, because they all have 
precisely the same energy. Radiation coming from 
radioactive decay does have a certain energy distri-
bution, but not a thermodynamical one: radioactive 
radiation doesn’t have a temperature either.

But, for instance, the light particles coming from the 
sun do have a thermodynamic distribution of en-
ergy. And these light rays can be assigned a tem-
perature – it is precisely the temperature of the sun, 
a couple thousand Fahrenheit. So what is the tem-
perature of the CMB? Well, roughly 2.7 Kelvin, or 
about -455 degrees Fahrenheit. This is horribly cold!

As we have already hinted at, in order for many par-
ticles to be in thermodynamic equilibrium – to have 
a well-defined temperature – they need to have 
exchanged energy back and forth for a long time, 
until it has distributed roughly (but not precisely) 

The Cosmic Microwave Background 
The Oldest Photons in the Universe

When one looks up to the sky at night, one can 
see the stars shining, their light reaching us from 
the depths of the cosmos. If one takes out a large 
telescope which doesn’t just detect visible light, 
but all kinds of electromagnetic radiation, one can 
see much more: Gamma rays from distant galax-
ies, X-rays coming from cosmic radiation, visible 
light from stars, galaxies and nebulae, and the deep 
infrared glow from dust and hydrogen which floats 
through our galaxy between the stars.

But there is another radiation, behind everything 
else, which has puzzled researchers when they first 
measured it, and which even today is not complete-
ly understood. When these signals were first picked 
up in 1964, it was first thought to be static, or a 
measurement error in the antennas. 

It comes from every direction – even if you point 
your telescope towards the darkest point in the 
night sky, in between all the stars and galaxies, you 
will still see it. It can be picked up best with a radio 
telescope, and its wavelength ( 1) is in the area of a 
few inches, which is why it has been dubbed cos-
mic microwave background, or CMB, in short.

The Cosmic Microwave Background 
– the Light Between the Stars

There are several things which distinguish the CMB 
from other radiation. First of all, as we have already 
mentioned, it comes from every direction with pret-
ty much the same strength. So there is no single 
source, but that radiation rather fills the whole uni-
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2: “The Big Bang ” on page 97 
3: “Timeline of Our Universe ” on page 100

evenly. But photons do not do that. The only way 
to exchange energy is by bumping into each other, 
and photons cannot interact with each other. The 
only way for them to do this is indirectly: a 
photon bumps into an atom, and that atom 
bumps into another photon. That way en-
ergy can be transferred from the first to the 
second photon. This is what happens in the 
sun all the time, and it is the reason why the 
radiation which leaves the sun is in thermo-
dynamic equilibrium. 

In fact, this is the only way we know how this 
can happen. One simply needs those medi-
ating atoms, or some other kind of matter! 
In other words, there is good reason to assume that 
the radiation from the CMB is some thermal radia-
tion, emitted from something like a gas, or plasma, 
or whatever, with a certain temperature. But what 
should that be, and in particular, where should that 
be? The CMB is all around us, but where is that 
plasma?

An Afterglow from  
14 Billion Years Ago

The short answer is: that plasma is us! Well, it was 
us – to be completely precise, the CMB is the after-
glow of a time, when the whole universe was filled 
with a hot and dense plasma, which was pretty 
evenly distributed. That plasma was everywhere, 
and it was in thermodynamic equilibrium, and there-
fore had a certain temperature. Now since plasma 
consists of lots of positive and negative particles, 
the photons of that time could not fly for a second 
without bumping into a particle (photons just love 
to interact with charged particles). Therefore, all the 
photons in the universe were also in thermodynam-

ic equilibrium with that plasma, and had the same 
temperature. 

Because the universe expanded at that time 
(actually, it still does, 2,3), that plasma slow-
ly cooled off, and so did the photons. That 
is, up until a certain time, when the universe 
was cooled down enough so that all the 
positive and negative particles combined to 
form the electrically neutral atoms (mostly 
hydrogen) that make up the matter of the 
universe. Photons interact with neutral at-
oms much less likely than with charged 
plasma, so suddenly the photons had no 
one to interact with any more. From one 

moment to the other – also called recombination – 
the universe became transparent for light particles. 
Since then, the photons from that time fill the uni-
verse, and make up the CMB. They are the weak af-
terglow from a time when the universe was a much 
less hospitable place.

The matter particles from that time have long since 
fallen out of thermodynamical equilibrium, and have 
taken on more interesting form, such as stars, neb-
ulae, galaxies, planets, continents, trees and straw-
berry ice cream. But the photons from that time are 
still everywhere, and are still in thermodynamical 
equilibrium. The only thing which has happened to 
it is that it has cooled off. But that did not happen 
because it has given off its energy to somewhere 
else. Rather, it has cooled off because the universe 
has been expanding so much. 

Calculations indicate that recombination happened 
about 377,000 years after the Big Bang – about 
13.4 billion years ago! Since then, the size of the 
universe has increased by a factor of about 1100. 
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4: “Birth of the Solar System ” on page 59 
5: “Large Scale Structure of the Universe ” on page 109 
6: “Dark Matter ” on page 133 

7: “The Big Bang ” on page 97 
Image: ESA / Planck Collaboration

Now, for photons, the energy that they have is relat-
ed to their wavelength ( 1). If space itself expands, 
so does their wavelength. Since higher wavelength 
means lower energy, the temperature of the CMB 
has decreased by a factor of 1100 since recom-
bination. At the time when the universe became 
transparent, the plasma temperature was about 
3000 Kelvin (about 5000 degrees Fahrenheit). To-
day, it only has a 1100th of that – about 2.7 Kelvin. 

What the Oldest Light in the 
Universe Tells Us About Its History

One can rightfully say that the CMB consists of the 
oldest photons in the universe. All other photons 
have come into existence after recombination. And 
because the CMB has been relatively undisturbed 
since that time, it is a great relic for us to investigate. 
In fact, one can read many different things from the 

precise signatures within it. You see, the CMB is 
not precisely the same in every direction. There are 
tiny, miniscule temperature fluctuations up to 0.004 
Kelvin. Although that does not sound like much, it 
tells us that the plasma that filled the universe, and 
later on formed the matter we consist of today, had 
the ever so slightest density fluctuations. Left alone, 
these fluctuations generically increase over time be-
cause of gravity ( 4). We can also compare this with 
what we know from gravity, and with the way ordi-
nary matter is distributed in the universe today ( 5). 
This is one way to infer that there needs to be some 
kind of dark matter ( 6), for instance. Recently, there 
have been claims by the BICEP mission that one 
can read off imprints of the earliest gravitational 
waves (the left over shudder from the Big Bang, 7) 
in the polarization of the CMB. Unfortunately, as of 
the time of writing this article, it seems like the data 
was a result of imprecise measurements. 



108 II – The Cosmos



109Large Scale Structure of the Universe

galaxy clusters arrange themselves. The image on 
page 111 shows the results from the “Two Micron 
All Sky Survey” – or 2MASS. Each point is a galaxy, 
and the color indicates the redshift, i.e. whether the 
galaxy is closer (more blue), or further away (more 
red) from us. As one can see, the galaxies and gal-
axy clusters are, in fact, also not evenly distributed. 
Rather, they arrange themselves in galaxy super-
clusters, where many galaxy clusters are clumped 

together. These superclusters can contain 
thousands of galaxies, and extend 

over millions of light years. 
Different superclusters are 
connected by thin, fiber-like 
structures called filaments, on 
which galaxies arrange them-
selves like beads on a string. 
Also, there are large, unoccu-

pied regions called voids, which 
can also be millions of light years 

across, and contain none, or at least 
almost no galaxies. 

This network-like structure seems to go on forev-
er – at least it fills the whole observable universe, 
which has a diameter of about 90 billion light years. 
We cannot see regions further away, because the 
light from beyond did not yet have enough time to 
reach us since the Big Bang. And on these large 
scales, the weave of filaments, superclusters and 
voids is so fine, that the average density of galaxies 
is more or less the same everywhere. So on very 
large scales, the matter in the universe is, in fact, 
very evenly distributed. 

Large Scale Structure of the Universe 
A Network Made of Stars

The universe is full of stars. But how are all the 
stars distributed? Are they all huddled together, like 
freezing people around a fire? Or are they sprinkled 
evenly, as raisins in bread? The short answer is: 
both! The longer answer is surprisingly complex.

First of all, you might know that our sun is only one 
of about a hundred billion stars in a galaxy, which 
we call the Milky Way. Most of the burning lights we 
see when we look at the night sky, are those. 

It appears that most stars in the 
universe are in a galaxy – or rath-
er, we only know of those, be-
cause single stars outside of 
the Milky Way are far too faint 
to see with our telescopes. So 
the next question is: how are 
the galaxies distributed? As it 
turns out, galaxies seem to huddle 
together in larger groups of tens to hun-
dreds, called galaxy clusters. Many of these contain 
a mass of about 1014 times the mass of our sun, 
and are up to several million light years across.

The Milky Way is in a cluster called the local group, 
which we share with many well-known other galax-
ies, such as the Andromeda Nebula, the Pegasus 
galaxy, and the Large Magellanic Cloud.

Voids, Filaments and Superclusters

In the past years, several attempts have been made 
in order to understand how these galaxies and 
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Ripples in the Cosmos: It’s What 
Gave the Universe Its Structure

Where does this distribution of galaxies, forming su-
perclusters, filaments and voids, come from? The 
answer is simple: gravity! In fact, we have a quite 
good idea of the processes which led to the large 
scale structure of the universe since the Big Bang 
( 1). Let’s go back to the process called recombi-
nation, when the universe was about 300,000 years 
old ( 2). At this time, matter and radiation sepa-
rated from each other, and the universe became 
transparent for light. The light from that time can 
still be seen today as the radiation of the Cosmic 
Microwave Background 
(CMB), and it is quite 
homogenous. So also 
all the atoms (most-
ly hydrogen), which were 
in thermodynamic equilibri-
um with the radiation before recombination, 
must have been very evenly distributed over the 
entire universe. But as we know, there are tiny 
temperature fluctuations in the CMB today, so there 
must have been equally tiny density fluctuations in 
the matter back then. 

Because of gravity, every piece of matter attracts all 
other matter. If it were perfectly evenly distributed 
in the universe, the overall force on each particle 
would cancel out. The matter would always stay 
completely homogenous. But if there are even the 
smallest ripples in the matter density, these inho-
mogeneities grow over time. Regions which are 
slightly denser than average pull a little bit stronger 
on the other matter, attracting more and more of it, 
and getting ever more dense. Over time, the matter 
of the universe clumps together. This happens on 

relatively small scales, leading to the formations of 
stars and solar systems ( 3), as well as on the larg-
est scales – there it just takes much longer.

Small Structures  
Make up Large Ones

But if that is true, why isn’t the whole matter orga-
nized in clumps? It seems to be, at least on relative-
ly small scales: There are stars, which can be seen 
as pretty round clumps of matter. Many stars are 
packed together in galaxies, which are more or less 
spherical, depending on how fast they rotate. Sev-
eral galaxies are arranged in galaxy clusters, which 
are also pretty blob-like. But if we look at larger and 

larger scales, we start to see the filaments and 
voids. Why don’t superclusters form supersu-
perclusters, and those supersupersuperclusters, 

and so on? The answer lies in something 
called hierarchical struc-
ture formation. 

To understand hierarchi-
cal structure formation, 

one needs to have a closer look at how a large blob 
of matter actually collapses under its own gravita-
tional attraction. Look at an ellipsoid – this is like a 
spherical ball, just that it has three different diame-
ters, one from left to right called x, one from front to 
back called y, and one from top to bottom called z. 
Let us look at the example where x is larger than y, 
which in turn is larger than z. So the ellipsoid looks 
a bit like a thickened pancake. If the matter density 
is the same everywhere in this pancake, how does 
it contract under its own weight? 

One could assume that it just contracts by shrinking 
in a regular kind of way, but that is not the case. 
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Rather what hap-
pens is this: First, 
the smallest diam-
eter collapses, so 
z becomes really 
small, until we have 
a quite flat pan-
cake. Then the next 
larger diameter, y, 
becomes smaller, 
until the pancake 
contracts into a 
slightly thick line, or 
a straightened earthworm. The largest diameter x 
contracts latest, which is when the earthworm con-
tracts to form a round blob.

This is why the universe looks the way it does: Just 
after recombination, the matter of the universe had 
just the tiniest density fluctuations, which have am-
plified over time. Not in a regular way, but via hi-
erarchical structure formation. Over very large dis-
tances, the contraction takes much, much longer, 
because the gravitational pull has to reach further. 
So on relatively small scales, the matter of the uni-
verse has coalesced into the final, blob-like form, 
like stars or galaxies. These are relatively stable and 
don’t contract any further. On large scales, howev-
er, the matter did not have enough time to arrange 
into blobs, so here we are still on the intermediate 

stages, where we 
have the long fila-
ments (the earth-
worms), or the 
flat pancakes, 
which surround 
the voids. On the 
largest scales, the 
irregularities in the 
densities have not 
yet affected the 
overall matter dis-
tribution, so in the 

universe as a whole, matter is still distributed quite 
evenly. 

Numerical Simulations  
since the Big Bang

By the way: We do not only have this qualitative pic-
ture of how the large scale structure of the universe 
formed. Nowadays, we also have quite extensive 
numerical calculations to back up these ideas. Take 
for instance the Bolshoi-simulation: Here are three 
instances of a simulation of the matter distribution 
in a box with 1 billion light years of edge length, 
taken 500 million, 6 billion, and 13.8 billion years – 
in other words today – after the Big Bang. The last 
simulation image looks pretty much like the actual 
universe today.

Image (upper): 2MASS, T.H. Jarrett 

Image (lower): Kristin Riebe, MultiDark project
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1: “Large Scale Structure of the Universe ” on page 109 
2: “The Voyager Probes ” on page 55

They can see the Milky Way from above as 
much as someone who had just visited 
the neighboring street could see the 
shape of the American continent.

So how do we know our galaxy actu-
ally looks like that, when nobody has 
ever seen it from that angle? Well, for 
once there are several good ways to 

estimate the distance to other stars in 
the Milky Way, so even if we sit directly in-

side it, we can get a pretty good idea of our galaxy’s 
shape. At least of the part which is close to us. On 
the other hand, we can compare it to other galax-
ies, which we can see from far away. Although there 
are billions of other galaxies in the universe, most of 
them fall into one of only a few different categories. 

The Hubble Sequence: Elliptical, 
Lenticular, or Spiral?

It was Edwin Hubble who devised one of the first 
schemes, by which different galaxy types can be 
identified. This “Hubble morphological classifica-
tion” distinguishes between three major types: the 
elliptical galaxies, the spiral galaxies, and the lentic-

ular galaxies.

If a galaxy is elliptical, it basically 
means that it is a round blob, with-
out much of an internal structure. 
The stars in elliptical galaxies are 
distributed evenly throughout it. 
They appear as smooth, feature-

Galaxy Types 
Looks Is Everything

The universe is full of stars, our sun being only one 
of literally uncountably many other balls 
of fire that light up the eternal black-
ness of space. These stars, however, 
are not distributed evenly. Instead, 
almost all of them are grouped togeth-
er in galaxies ( 1). Each galaxy itself is 
a collection of hundreds of billions of 
stars, and so far we estimate about a 
hundred billion galaxies in the universe. 
At least in the part which we can see. 

The Milky Way:  
a Spiral Galaxy

Our galaxy is called the Milky Way, because on a 
clear night, one can see it as milky band of stars 
that spans across the sky. The true beauty of the 
Milky Way, however, reveals itself only to those who 
could observe it from above: having a big, bright 
bulge in the middle, two bars extend to the outer 
rims, ending in four large spiral arms, called “Outer”, 
“Perseus”, “Sagittarius”, and “Centaurus”. Because 
the Milky Way, like most galaxies, rotates around 
itself, these arms coil around it like tentacles. There 
are also two minor arms, which do not extend quite 
as far. Our sun and solar system 
are in one of these, called “Orionis”. 

This is a view we will most likely 
never be able to witness ourselves. 
The furthest cameras we have are 
in the Voyager probes, which have 
barely just left the solar system ( 2). 
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less blobs. Their class desig-
nation begins with an “E”, 
followed by a number from 
0 to 7. This number signi-
fies how elliptical they ap-
pear to us. So an E0 type 
galaxy appears completely 
round, like a circle, while an 
E7 type is very elliptical. This 
number actually signifies 
how the galaxy is oriented 
to us: All elliptical galaxies 
are flat pancakes, it is just 
that we look at E0 type gal-
axies from above, while we 
look at E7 type galaxies edge-
on. The most common elliptical type 
one finds in the universe is E3. 

Originally, Hubble thought that being elliptical was 
an early stage of galaxy evolution. So a galaxy would 
be elliptical, before it would evolve into 
the other types (see below). But 
the opposite seems to be 
true: it has been found that 
the stars in elliptical galax-
ies are usually quite old, 
and that there is very little 
interstellar matter in them. 
Since interstellar matter is 
the main driving force of star 
formation ( 3), there are not 
many new stars forming in 
them. It is assumed that el-
liptical galaxies are the old-
est ones, probably the result 
of the merger of two galaxies. 
When the Milky Way and the An-

dromeda galaxy merge in 4–5 
billion years time, the result will 
probably also be an elliptic gal-
axy.

The lenticular galaxies, just as 
the elliptical galaxies, have a 
bulge of stars, but additional 
to that they also have a thin 
disc around it, in which some 
of its stars can be found. 
They could have also been 
called the “sunny side up” 

type galaxies!

Much like the elliptical galaxies, 
they have either used up or lost most 

of their interstellar matter. So not much star forma-
tion is going on in them neither. Some researchers 
suggest that they are an intermediate stage be-
tween the spiral galaxies and the elliptic ones. If the 

disc is hard to spot in a telescope, 
one might easily mistake a len-

ticular galaxy for an elliptic one, 
and indeed there are some 
examples where there is an 
ongoing debate of which cat-
egory they should be in. The 
lenticular galaxies are desig-
nated as S0. 

The last category is that of 
spiral galaxies. Here two im-
portant sub-cases have to 
be distinguished: Does the 

galaxy have bars or not? This 
is not to signify whether they 

have places to hang out after 
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work, but rather whether there 
are two or more handlebars 
emerging from the central 
bulge.

Spiral galaxies have – as 
their name suggests – large 
spiral arms that emerge 
from their center, wrapping 
around them. Andromeda 
is a spiral galaxy, as is our 
Milky Way. In fact, these 
spiral arms have shaped 
our image of what a galaxy 
looks like so much, that it is 
often hard to imagine that there 
are other types of galaxies in the uni-
verse as well.

The spiral galaxies are distinguished further by how 
tightly the arms are wrapped around the center. The 
ones without bars have just one small 
letter following them: Sa galax-
ies have many, very tight spi-
rals, which can make it hard 
to distinguish them from S0 
galaxies. Sb and Sc have 
fewer and more spread out 
spiral arms. Sd galaxies 
have very prominent arms, 
which are much brighter 
than even the bulge. 

And the ones with bars? 
They get another “B” to 
their name, making them 
into SBa, SBb, galaxies, and 
so on. By the way: our Milky 

Way is most likely a SBc type 
galaxy! 

Whenever people are invent-
ing some kind of classifica-
tion, to bring order to the 
chaos that nature presents to 
us, there is always one spe-
cial category: the “doesn’t 
fit anywhere else” category! 
That one also exists in the 
galaxy morphology, and the 

galaxies which fall into them 
are called irregular. In fact, 

they are indeed further subdi-
vided – there are galaxies of class 

irregular 1 and irregular 2, depending 
on whether they are completely asymmetrical and 
lack a central bulge (Irr 1), or have at least some 
smooth features (Irr 2).

As with all these classifications, they 
are mainly depending on visual 

observation, rather than any-
thing else. Very little is known 
about why galaxies are of cer-
tain types, and not of others. 
By the way: you can help as-
tronomers classify galaxies! 
Since there are so many im-
ages of galaxies and so few 
astronomers, they would 
never finish to classify all of 
them. They need your help! 
On 4 you are being shown 

images of galaxies – decide 
for yourself: is that an SBa, or 

rather an S0 type galaxy?

4: http:// www.galaxyzoo.org

http://www.galaxyzoo.org
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different events could happen at different places, 
but “at the same time”.

All of this makes intuitive sense today, as it did in 
the 17th century. After all, we have the feeling that 
“What is happening on the other side of the earth 
right now?” is a sensible question to ask, even if it 
might involve some effort to find the answer. Unfor-
tunately, that is not how the universe actually oper-
ates: strictly speaking, the question does not even 
make sense! And the only reason, it is so hard for 
us to notice this fact, is that light is so incredibly fast 
compared to everything else on the Earth – in one 
second, a light ray can travel 7.5 times around the 
planet!

For Us, Speed Seems Relative –  
but for Light It Actually Isn’t!

How does that work, precisely? Well, it starts with 
the observation that the speed of light is constant 
for all observers. This is actually quite different from 
what we are generally used to! In our everyday life, 

speeds are relative: Imagine you sit in a fast car 
on the highway. From your point of view, anoth-
er slightly faster car overtaking you appears to 

be crawling past you at a painstakingly slow 
pace. For someone who watches it from 
the side of the street however, that car is ac-

tually really fast. So the apparent speed of the 
second car is, in fact, dependent on the observer. 

Also, that is why a javelin thrower takes a “run-up” 
to gain some momentum before she throws the jav-

Relative Space and Time 
Why you Can’t Make Light Faster by Pushing it

Sometimes one can hear the phrase “everything is 
relative”, in order to describe the theory of relativity 
by Albert Einstein. This is, of course wrong: If every-
thing was relative, then there’d be nothing anything 
could be relative to. Rather, the Theory of Relativity 
claims that some things we believed to be abso-
lute, are in fact relative – like space, and even more 
importantly time. On the other hand, it also requires 
that some things we had thought were relative, are 
in fact absolute – such as the speed of light.

Newton’s Space and  
Time Were Absolute!

In 1905, when Einstein published his relativity the-
ory, this came as quite a surprise. For about three 
hundred years, the world view of Sir Isaac Newton 
had dominated the way everyone thought about 
space, time and matter. It went like this: Space and 
time were absolute, fixed and unchangeable. This 
meant, for instance, that space could be thought 
of as the eternal “stage”, on which all matter 
“played”, i. e. where particles moved and 
interacted with each other. In particular, 
space was unlike, and independent of 
matter. 

Even more fundamental was the abso-
luteness of time. Time was thought to al-
ways flow with the same speed (as in “one 
second per second”), and to pass at the same 
rate everywhere, independently from whomever ex-
perienced it. Crucially, one could talk about events 
at different places happening simultaneously. Two 
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elin. From her point of view, the speed of the javelin 
leaving her hand is the usual throwing speed. From 
the point of view of the referee however, it is the 
throwing speed plus the running speed of the ath-
lete. And it is the referee who judges how far the 
javelin has been thrown, so, of course, the athlete 
wants to maximize the javelin speed for him. 

All of This Is Different for Light! 

For the sake of the argument, assume that instead 
of throwing a javelin, the athlete would switch on a 
flashlight while running (those would be kind of bor-
ing Olympics, but bear with us for a moment). Then, 
the speed of the light shining from the flashlight 
would actually be the same for the referee and 
the athlete. Even though one is running over 
the grass, and the other is standing still. If 
they had devices to measure the speed of 
the light particles (called photons, 1) from 
the flashlight, they would both measure 
exactly the same value: about 187.500 miles 
per second. 

How can that be? Isn’t one of the two mak-
ing a mistake? Isn’t throwing a javelin the 
same as throwing photons? Surely, if the latter are 
being shot out of the flashlight, then one should be 
able to make them even faster by moving the flash-
light along as well, no?

No, and here’s why: The speed of light is absolute, 
because the passage of time is relative! More spe-
cifically, the notion of simultaneity is different for the 
referee and the athlete. Now here is a quite convo-
luted way of measuring the speed of light, which il-
lustrates our point: Assume the referee is some dis-
tance (say, 100 yards) away from the athlete at that 

moment when she switches on the flashlight. She 
holds it into the referee’s direction, who carries a 
(very, very precise) stopwatch. Because the athlete 
wants to be thorough, she also carries one. They 
agree on the following: The athlete is running to-
wards the referee, and when passing the 100 yard 
line, she switches on the flashlight, and starts her 
stopwatch. At the same time, the referee also starts 
his. As soon as the photons from the flashlight ar-
rive at the referee, he stops his stopwatch, and at 
the same time the athlete also stops hers. 

Usually, what one would expect is the following: To 
determine the speed of the light particles, they need 

to divide the traveled distance by the time 
they needed to travel it. Both start and stop 

their watches at the same time, so they 
measure the same time difference. But 
for the referee the light has to travel 100 
yards, where from the point of view of the 

athlete, the light has to travel a bit less than 
100 yards. This is because she is running to-

wards the referee, so from her point of view, 
the referee is coming towards her, effectively 
shortening the distance a bit. So the speed of 

light from the referee’s point of view should be a 
bit larger than from the athlete’s point of view.

As we have already said, this is not what happens! 
For things that are very slow compared to the speed 
of light, it is a very good approximation, but as soon 
as things get really fast, one has to take the relativ-
istic nature of time and space into account!

Simultaneity Confounded!

This is what actually happens: The referee and ath-
lete will slightly disagree on when to exactly start 



119Relative Space and Time

2: “Warp Drive ” on page 295

and stop their stopwatches! They will simply not be 
able to do it “at the same time”, because these par-
ticular moments will be different for them. From the 
point of view of the referee, both start their watches 
at the same time, but the athlete will stop hers pre-
maturely. So for her, the athlete will have measured 
a shorter distance, but also for a shorter time. 

From the point of view of the athlete however, 
both will stop their watches at 
the same time, but the referee 
will have started his watch 
too early. So from her point 
of view, the referee mea-
sured a longer distance, but 
also for a longer time. If they 
later on meet to compare their 
numbers, they will find that 
the ratio will yield the same 
result: The speed of light 
for both will be the same, 
because the moments of 
simultaneity were different!

It is important to note that 
neither of them is wrong and/or 
right. This is the crux of the theory of relativity: The 
passage of time depends on the observer! More 
specifically: it depends on the way observers move 
relative to each other. By the way: in real life, the ef-
fect will only be a few fractions of a second – far too 
small to actually notice with ordinary stopwatches. 
But this is because we are dealing with the notion 
of two things happening at the same time, being 
only 100 yards apart (in our case “athlete switches 
on flash light” and “referee starts his stop watch”). If 
this distance increases, so does the time difference. 
So it really makes no sense to ask “What is hap-

pening right now in the Andromeda galaxy?” The 
Andromeda galaxy is XYZ away, so two people, 
slowly walking past each other on the street, would 
disagree about when “right now in the Andromeda 
galaxy” exactly is, by about a few million years! 

This effect has some very peculiar consequences. 
The first, and most well-known, is the fact that noth-

ing can go faster than light. The speed of light 
is the magical barrier that cannot 

be crossed (see 2, though). 
In particular, you cannot 
make light itself any faster by 
pushing it along. Conversely, 
you will not be able to slow 

it down – it will simply always 
have the same speed, no mat-

ter how fast you yourself are.

Relativity also affects all 
precise time and length 
measurements. For ex-
ample, it appears that fast 

moving clocks run slower. 
This is called time dilation, and 

it is quite important for a lot of 
things, most notably the GPS navigational 

systems (also, if you fancy, google “twin paradox”). 
The GPS satellites orbit the Earth twice per day, 
and rely on extremely precise clocks. So precise, in 
fact, that effects from relativity have to be taken into 
account, otherwise it would deliver the wrong posi-
tion: The error would be even growing over time, by 
a few yards per day. 

So next time you use your cell phone to locate the 
nearest Starbucks, remember: you would not have 
found it without the theory of relativity!
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stantaneously over large distances: If the sun were 
to suddenly vanish, we would feel the vanishing of 
the sun’s gravitational pull instantly, claimed New-
ton’s laws. But how could this fit together with rel-
ativity, in which no influence could travel faster than 
the speed of light (and the notion of “instantly” was 
highly problematic anyway)?

It didn’t. In fact, to incorporate gravity into the 
framework of relativity, Einstein had to radically re-
think how space and time worked – again! 

His initial reasoning went like this: All bodies fall 
the same, no matter how heavy they are. So the 

gravitational pull at a certain point should 
be no ominous force, but actually a 
property of space (and time) at that 
place. It took him quite some time 
(and help from his wife) to work out 

the details, but ten years later, in 1915, 
he published his theory of “general relativ-

ity”. His previous relativity theory from 1905 was 
henceforth dubbed “special relativity”. This was 
because it only treated the special case where the 
gravitational attraction between masses is not im-
portant, and can be ignored.

Gravitation or Acceleration

The theory rests on the so-called equivalence prin-
ciple. This principle states that one cannot distin-
guish between feeling a gravitational force, and 
being in an accelerated reference frame. So, if you 
were in a space shuttle, standing on the floor and 

The Theory of General Relativity 
Curved Space and Warped Time

In 1905, Albert Einstein’s theory of relativity ( 1) 
shook the world view of physicists. With his equa-
tions, Einstein had overthrown many principles that 
Sir Isaac Newton had formulated about two centu-
ries earlier. These principles – in particular the ones 
about absolute space and time – had been held 
very dear by everyone, from physicists to philoso-
phers. So people adapted only slowly to the new 
world view. 

Gravity Revised

But Einstein did not stop there. He was thinking 
about the other laws that Newton had stated: 
in particular the one about gravity. New-
ton’s law of gravity had been around 
for centuries, and it had explained 
the motion of planets, moons, stars, 
and apples falling onto one’s heads. 
For everything, from calculating the 
position of Jupiter in the sky to the 
trajectory of ballistic projectiles, New-
ton’s law of gravity delivered the correct answers, 
to an astounding degree of accuracy. Einstein was 
wondering: How would this law of gravity look like, 
when taking relativity into account? Also, the laws 
for the electromagnetic force, formulated by James 
Clerk Maxwell a few decades earlier, fit very well into 
the scheme of relativity. So surely something similar 
should also be possible for gravity?

Surprisingly, it turned out to be quite difficult to rec-
oncile gravity with relativity. One reason was that, 
in Newton’s theory, the gravitational force acted in-
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feeling the gravitational pull downwards, you could 
not decide whether the shuttle was either standing 
still on the Earth, or it was somewhere in space, but 
being accelerated upwards. You would have to look 
outside the window to decide this, the force you feel 
would be exactly the same. It would not matter if 
the origin of that force were either the gravitational 
attraction of the Earth, or you being pressed down-
wards by the shuttle 
being pulled up-
wards.

This also 
works for the 
absence of 
gravity: If you 
feel weight-
less, it can ei-
ther be because 
you are some-
where in space, 
and are there-
fore floating 
around (hope-
fully in a space 
suit), or you are 
on Earth, but cur-
rently falling down-
wards. Both cases will 
feel precisely the same to 
you. Well, at least until you hit the ground.

In special relativity, the three directions of space and 
the one direction of time were recognized as not 
being two different concepts, but as two insepara-
ble parts of a whole: four-dimensional space-time. 
In its 1905 version, space-time is always flat, like a 
piece of (four-dimensional) paper. This means that 

two parallel lines only meet at infinity, the sum of an-
gles in a triangle always add up to 180 degrees, and 
time passes at the same speed in different places. 

In general relativity, the situation is different. Einstein 
realized that if heavy masses are present, space-
time is actually not flat, but curved. As a lead weight 

makes a dent in a rubber sheet, so 
do heavy masses 
make a dent in 
space-time. Ev-
erything that has 
a mass, or even 
just an energy 
density, such as 
a light ray, distorts 
space and time 
around it. 

On the other 
hand, objects 
that move 
through the 
curved space-
time appear 

as if they are 
influenced by 

gravitational at-
traction. Howev-

er, there is no force 
acting at a distance 

between objects. Rather, it 
is the curved geometry of space and time which 
forces them to come closer to each other.

Here is a simplified version of what is happening, 
which only involves the curvature of space, rather 
than time: Imagine two ships in the Atlantic ocean, 
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both on the equator, 
one being a few miles 
east of the other. 
Both ships now head 
north. They look at 
their compasses, 
turn their ships di-

rectly towards the North Pole, and start their en-
gines. At first, they will keep their constant distance, 
but the further north they get, the closer they will 
come to each other. If Greenland were not in 
the way, they would meet at the North 
Pole. It will look like the two ships at-
tracted each other, even though 
both ship captains will swear 
that they were driving in a 
straight line! This is be-
cause the surface of 
the Earth is not flat, 
but curved. In a sim-
ilar way, the curvature 
of space and time will cause 
massive objects to gravitationally at-
tract each other. 

Gravity’s Effect on Time

There are some really weird consequences of gener-
al relativity: One of the strangest is gravitational time 
dilation ( 1). Near very heavy masses, time pass-
es slower! On Earth, this effect is quite small, but 
actually noticeable if you have very precise clocks. 
So when one year passes down here on Earth, in 
space far away from Earth one year and about 0.02 
seconds would pass. Not very much, you might 
say. But crucial for any space mission, which need 
to be timed to an incredibly precise accuracy! In 
0.02 seconds, a point on Earth’s equator – such 

as a landing strip – moves about 10 yards due to 
Earth’s rotation. It’s embarrassing if one botches the 
landing with a space shuttle, simply because one 
forgot to take general relativity into account. 

In fact, Newton’s equations are sufficient for most of 
the phenomena in our solar system. One exception 
is the fact that the perihelion (the point of nearest 
approach to the sun) of Mercury’s orbit is changing 
slightly over the years. Much of that change could 

be explained by the gravitational pull of the 
other planets, but there remained 

a small part which could 
only be explained by 
general relativity. So 
this was one of the 

first confirmations of 
Einstein’s new theory. Ob-

serving gravitational lensing 
( 2) for the first time was an-

other.

One of the most drastic consequenc-
es, however, is the fact that the universe 

cannot be stationary and unchangeable, 
but either has to contract or expand ( 3). 

That is, unless you add an artificial fudge factor 
to Einstein’s equations, called “cosmological con-
stant”. The observation of the American astronomer 
Edwin Hubble in 1929, that the universe is, in fact, 
expanding, decided this question thoroughly. At 
that time, Einstein revoked the cosmological con-
stant from his equations, calling its introduction his 
“greatest blunder”. After 1990, detailed observa-
tions of astronomers suggested that the cosmolog-
ical constant might in fact be added to the equa-
tions, and that the expansion of the universe is even 
accelerating ( 4)!
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How does curved space “look like”? How would 
we realize that we were actually moving in curved 
space? And, even more mysterious, what is curved 
time? All of this is actually not so easy to describe. 

Incidentally, the mathematics of curved spaces 
had to be worked out completely shortly 

before Einstein actually needed the 
formulas for his theory. The German 
mathematician Carl Friedrich Gauss 
had figured out how to describe 

curved surfaces, such as the sur-
face of the Earth (which he needed, 

because he also worked as a land sur-
veyor). Later, his student Bernhard Riemann 

had completely figured out the mathematics 
of curved spaces of arbitrary dimension (not just 
two-dimensional surfaces). 

Two-Dimensional Curvature

Let us first have a look at two-dimensional surfac-
es. The geometry of surfaces, in particular that of 
the plane, had already been of great interest to the 
Greek: they regarded the science of lines, angles, 
circles and triangles as a chief discipline among 
mathematicians. One of them, Euclid, asked him-
self: “What is the plane, after all?” He came up with 
his famous postulates, the first four of which deter-
mine the foundation of what it means to be a plane: 
1.) There are points in the plane, and you can join 
two points by a straight line segment. 2.) Any line 
segment can be extended up to infinity, to become 
a straight line. 3.) For any straight line segment, one 
can draw a circle having one of its endpoints in the 

Curved Space Time 
Getting the Right Angle

More than a hundred years ago, Albert Einstein 
published the theory of general relativity ( 1). The 
term “general” here refers to the fact that you can 
describe more general situations than those which 
the theory of special relativity ( 2) is able 
to treat.

Special relativity describes how 
single – not too heavy – bodies 
move through empty space. In 
particular, it asserts that nothing 
can move faster than light. Gen-
eral relativity, however, is also able to 
describe how different bodies attract 
each other via the force of gravity. It 
was Einstein’s great achievement to 
work out that the force of gravity cannot be just 
slapped on to special relativity – it needed to be 
completely redone! In particular the concept of an 
unchanging space and absolute time had to be 
scrapped. And this after more than 250 years of 
Newton, who chiseled these notions into the sub-
consciousness of generations of scientists!

Curved Space-Time:  
How Does It Work?

General relativity states that a lot of matter – such 
as a star, for instance – curves space and time. Ulti-
mately, if another object – such as a planet – moves 
in this curved space-time, its movement path be-
comes distorted, in such a way that it looks like 
there is a gravitational attraction between star and 
planet. But what does this curvature actually mean? 
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center, and the other endpoint lying on the circle. 4.) 
All right angles are the same everywhere (the Greek 
used the word congruent for this).

Euclid’s Axioms

As it turns out, you can do a lot of geometry al-
ready, just with these four rules. There was one 
thing, though: The well-known fact that the sum of 
the three angles in a triangle was 180° – that he 
could not prove, just using his four rules. He needed 
to add a fifth one: 5.) If two lines are drawn which 
intersect a third in such a way that the sum of the 
inner angles is less than two right angles, then the 
two lines inevitably must intersect each other on 
that side if extended far enough. 

Doesn’t quite have the same ring to it, does it? It 
seemed quite convoluted to Euclid, and so he – and 
generations of mathematicians after him – tried to 
work without it, or just show that it was actually a 
consequence of the first four. Then one could have 
left it out. But alas, they all failed. Today we know 
the reasons for that: there actually are spaces, in 
which the first four rules can be applied, but the fifth 
one can not! These are also called “non-Euclidean 
spaces”, and their difference to the plane is that the 
sum of the three angles in a triangle is not necessar-
ily 180° (or “two right angles”, as Euclid would have 
put it). The reason is that these spaces are curved. 

Triangles and Their Angles:  
an Indicator of Curvature

In fact, this is the essence of curvature, in general: 
triangles’ angles don’t add up to 180°. Here is a 
way in which you can prove that the surface of the 
Earth is curved: If you are in New York, then consid-

er the directions in which, say, Rome and London 
lie. Write down the angle between these two direc-
tions. Then travel to Rome (or ask someone living 
there) to do the same thing with the two directions 
in which New York and London lie. Similarly with 
the two directions to Rome and New York, from the 
point of view of someone in London. If you sum up 
the three angles that you wrote down that way, you 
will get around 250°! This is because the triangle 
with the three corners at New York, London and 
Rome lies on the surface of the Earth – which is 
curved! More precisely, it is positively curved, which 
is why we get a lot more than 180°. There are also 
negatively curved spaces, where the sum is actually 
less than that.

Now, the surface of the Earth is two-dimensional. 
This means that one needs two numbers to de-
scribe a point on it – in this case longitude and lati-
tude. Our space-time, on the other hand, is four-di-
mensional: one needs four numbers to describe an 
event. For instance, one could use longitude, lati-
tude and height over ground (three numbers) to say 
where, and time on the clock (one number) to say 
when something happened.

Curvature in Four Dimensions:  
so Many Triangles!

To describe the curvature of four-dimensional 
space-time is much more complicated than to just 
use the words “positively curved” or “negatively 
curved”. This is because there are many different 
ways in which one can place a (two-dimensional) 
triangle in (four-dimensional) space-time. There are 
just more directions you can orient it. That is why 
the formulas in higher-dimensional geometry, such 
as general relativity, tend to be quite cumbersome. 
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There is a question which is asked every time, when 
one tells the story of general relativity: “If space-time 
is curved, what is it curved in?” The two-dimension-
al surface of the Earth is positively curved, but Earth 
itself sits in three-dimensional space. And if you are 
allowed to use that, there seems to be no curva-
ture: If you do not take the angle between the direc-
tions you’d have to travel by ship in order 
to reach London and Rome, but take 
the angle between the directions you’d 
have to drill through the Earth in order to 
turn up in London and Rome, you would 
end up with a triangle in three-dimension-
al space. So the three angles measured 
that way would actually (very nearly) add 
up to 180°. So this curvature of the surface 
would only be “accidental”, because the 
Earth is a part of the three-dimensional 
space. If four-dimensional space-time 
appears to be curved, what is it curved 
in?

What Is Space-Time  
Curved in?

Well, nothing! There is one important point about 
curvature: it comes in two varieties. One is called 
the extrinsic curvature. A space has extrinsic cur-
vature, because it is embedded in some larger 
space, just as the surface of the Earth is embed-
ded in three-dimensional space. The other is called 
intrinsic curvature, which is a property of the ge-
ometry of the space itself. Unfortunately, two-di-
mensional surfaces have the special property that 
extrinsic and intrinsic curvature are always precisely 
the same: there is no intrinsic curvature which you 
could “generate” by somehow putting the surface 
into three-dimensional space. That is why it is diffi-

cult to explain the difference between the two with, 
say, the surface of the Earth. But there is one, and 
the four-dimensional curvature is, indeed, intrinsic. 

Intrinsic and  
Extrinsic Curvature

One way of imagining the difference between intrin-
sic and extrinsic curvature is by picturing 
the circle on a flat plane: It is one-dimen-
sional, and all one-dimensional objects 

cannot have intrinsic curvature (basically 
because you cannot put triangles in them, 

to compute sums of angles). In particular, a 
one-dimensional observer moving inside our 

circle will only know that it can move for-
wards or backwards. It will not be able to 
realize that it runs round in circles, because 
is has no concept of “sideways”. So there is 
no intrinsic curvature. But we, as observers 
from the outside, can see that the circle is 
bent – so it has extrinsic curvature. 

The situation is similar with three-dimensional 
space, and four-dimensional space-time, by the 
way. Three-dimensional space (the universe), at 
least on average over large distances, is flat ( 3). 
This means that we, as inhabitants of the three-di-
mensional world, do not see any  curvature. A trian-
gle with end-points Earth, Andromeda galaxy, and 
the Large Magellanic Cloud, will have angles sum-
ming up to 180°. But the whole of space-time is, 
indeed, curved intrinsically. The three-dimensional 
universe at a certain time (after the Big Bang, 4), 
again, is part of four-dimensional space-time, which 
is why the universe has extrinsic curvature – we see 
this as the fact that the universe is expanding over 
time. 
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There is one other very important instance, where 
light does not necessarily follow straight lines: When 
it travels long distances through the universe.

Light in the Universe Does Not  
Always Travel along Straight Lines

When we observe the universe around us through 
telescopes and observatories, we rely on light that 
reaches the earth through the interstellar space. But 
this light rarely follows completely straight lines. The 
reason for this is gravity: it is the gravitational curv-

ing of the geometry of space itself ( 1), 
which leads to the distortion of the path 
light takes, when it travels through the 
universe. So, also in space, one can 
sometimes see things which are not 
exactly where we think they are. This 

effect is called gravitational lens-
ing, and it is of crucial impor-
tance for the astrophysicists 
who measure and observe the 

cosmos.

Most of the time, it’s heavy mass-
es which curve space, and therefore 

bend light rays. As a rule of thumb, the 
heavier the object, the more the light is 

bent. A relatively small object, like, say, the 
moon, is hardly heavy enough to influence 

the light around it. But a star is already so massive 
that it slightly changes the paths of light rays which 
pass it nearby.

Gravitational Lensing 
Mirages in the Night Sky

Seeing is believing – but often, what we see is not 
really there. Or it is there, but at a different place 
than the one we think it is at. 

We see things by observing the light they emit, 
which reaches our eyes. When we try to infer where 
the observed object is exactly, our brain instinctively 
draws a direct line from our eye into the direction 
of where the light ray is coming from. But some-
times light rays do not travel on straight paths. That 
is when our brain is fooled, and we see things that 
are not where we think they are. 

The bending of light rays occurs often 
in nature. For instance, light is refracted 
when passing from water to air, which 
is why it is so difficult to catch a fish 
with your own hands: it is not where 
you think it is. Also, light rays are distorted slightly 
when passing through hot air. This is why you see 
the air flicker over a hot road, or why some people 
have been led astray in the desert by illusions of 
water which wasn’t there. But light bending 
is also used for good: glasses for instance 
are used to distort light in such a way 
that defects of the eye are counteract-
ed, and make people see things 
sharply they otherwise would 
not. Also, microscopes 
can magnify the smallest 
bacteria, for us to look 
at, by clever bending of 
light rays.
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Take the sun, for instance: As stars go, it is one of 
the lighter ones, so it doesn’t distort light rays too 
much. In fact, in 1919, Sir Arthur Eddington looked 
very closely at the sun during a solar eclipse, and 
found that the stars close to it appeared at differ-
ent locations than they should have – by the exact 
amount predicted by general relativity. This made 
Albert Einstein famous over night: newspaper head-
lines reading “Space Is Warped!” went around the 
world, speaking of the first confirmed observation 
of gravitational lensing. 

Gravitational Lensing Is Everywhere

Today, the effect of gravitational lensing can be seen 
everywhere in the universe, and it is a 
very convenient tool for astronomers to 
calculate the mass and/or distance of far 
away stars or galaxies. A very prominent 
example is the so-called Einstein Cross: 
If you look at a certain point in the con-
stellation of Pegasus with a good telescope, you can 
see five light points forming a cross. The center of it 
is a galaxy, about 500 million light years away, which 
carries the poetic name UZC J224030.2+032131. 
The other four dots of lights surrounding it are actu-

ally multiple images of the same object: the quasar 
QSO 2237+0305. The quasar (actually an incredibly 
bright galaxy, 2) is about 10 billion light years away, 
and is located behind UZC J224030.2+032131, 
from the point of view of the earth. 

The gravitational lenses found in the universe are 
not quite like optical lenses. There are a few im-
portant differences. Firstly, light rays which pass an 
optical lens close to its center are bent much less 
than rays which pass it further on the outer rim. With 
gravitational lenses this is the other way round: the 
closer the light passes the object, the more its path 
is changed. That is why, unlike optical lenses, grav-
itational lenses have no single focal point. Rather, 

they often have a focal line. So we do 
see the image of distant objects mostly 
distorted, rather than magnified. 

Secondly, gravitational lenses are often 
not perfectly spherical, but are irregu-

larly shaped objects, like galaxies. Therefore, also 
their gravitational field is irregular, and the precise 
way in which light is refracted is quite complicated. 
It can lead to multiple images, as in the case with 
the Einstein Cross. Only if the lensing object is near-
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ly round, can one get to so-called Einstein rings: 
The image of an object behind the lens is distorted 
into a ring-like shape, which appears to eclipse the 
gravitational lens. This is, for instance, the case with 
the galaxy LRG (for luminous red galaxy) 3-757, 
shown in the right image on the previous page.

As already mentioned, the bending of light is stron-
ger, the closer the light ray passes the object. The-
oretically, this makes black holes ( 3) into great 
gravitational lenses. They can be as heavy 
as ordinary stars, but are much, much 
smaller, compared to their size. In 
fact, close to the event horizon of a 
black hole the gravity becomes 
so strong that a light ray passing 
nearby can orbit the black 
hole several times before 
traveling further. This 
is why, with an ideal 
black hole (that is, one 
that is not surrounded 
by lots of other matter 
which would obscure the 
view), one could even see several Einstein rings. 
This is certainly something that is completely out of 
the question with usual optical lenses. 

Gravitational Lensing:  
a Way of Weighing the Universe

The effect of gravitational lensing is incredibly im-
portant for anyone trying to make sense of the im-
ages that are being shown by telescopes, no matter 
whether we talk about the huge dish arrays  in the 
Peruvian highlands, or the ones mounted on satel-
lites, such as HUBBLE. Many of the images we see 
are cosmic mirages.

But this effect is not simply a nuisance for those 
who want to draw accurate star charts. It can also 
be extremely helpful in weighing the universe. Light 
of stars and galaxies is distorted by gravitational 
lensing effects in a very characteristic way, which 
can be easily recognized. Also, from the red shift 

of this light one has a good estimate 
as to how far away it began its trip 

through the universe ( 4). With 
these two pieces of information, 

one can get a fairly good guess as 
to how much mass lies between 

the origin of the light ray and Earth. 
This is like trying to guess the tempera-

ture of a hot street by looking at the rip-
ples in the air are above it – not easy, but 

definitely possible!

This method has been used, not just to cal-
culate the mass of single galaxies, but also to get 

some information of the matter distribution within 
the whole universe. And then one can compare it 
with the total mass we get by counting all the stars, 
galaxies, nebulae and dust clouds we can observe 
anyway.

By the way, the result is quite surprising: The two 
numbers do not agree at all! There is much more 
gravity than there is matter in the universe. Well, at 
least than there is visible matter. Most of the mass 
in the universe, the presence of which we can infer 
by looking at the lensing effects on light, must be 
invisible (and with this we mean, properly invisible, 
not just hard to see because it is badly lit). This reve-
lation actually fits well with lots of other independent 
observations, which would be explained by a new 
form of dark matter. We will come back to this in a 
separate article ( 5).
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the dust and gas within and in between galaxies, a 
lot of mass was still missing: Space-time was clearly 
a lot more curved than expected.

Well, one could now guess that there had to be a 
lot of some kind of matter, which was quite massive 
and therefore curved space and time, but which 
was invisible to the naked eye, or to any other way 
of detecting electromagnetic radiation. Actually, it 
could not interact by any of the other forces ( 3) ex-
cept gravity, so it would also have to be completely 
pervious – one could not even touch it.

But could it not also be that one had simply made 
some mistake estimating the matter that should be 
there? Maybe the equations for gravitational lens-
ing were not quite right? Theoretically, that could be 
possible. However, there are other, independently, 
indications that there must be more matter in the 

universe than one can see.

One such indication is that the outer re-
gions of galaxies rotate much faster than 
they realistically should. Galaxies, no 
matter whether they are elliptic, irregular, 
or have spiral arms ( 4), rotate like carou-
sels. If the visible mass they contain was 

anything to go by, then the stars further away from 
their center should be much slower than the ones 
closer inwards. Galaxies should rotate a lot like, for 
example, our solar system: The outer planets like 
Saturn and Jupiter are much slower, and need a lot 
more time to orbit the sun than the planets further 
inwards, such as Mercury or Earth. But with nearly 

Dark Matter 
More than Meets the Eye

How can you tell something is there when you can’t 
see it? Usually there are indications: tracks in the 
snow tell you that an animal must have passed 
through. The smell of bacon in the morning prom-
ises breakfast deliciousness, even if you are still in 
bed and can’t see it yet. And if you look outside and 
see splashing puddles of water in the streets, you 
know it is raining, even if the falling droplets of water 
themselves are too small to make out. This is a bit 
how it is with dark matter: One cannot see it direct-
ly, but there are several indications that something 
must be there in the universe, even if it is invisible.

Missing Matter: The Universe Is 
Much Heavier than It Looks

Physicists have realized that something was amiss, 
the first time they seriously started weighing the uni-
verse. Obviously, they did not bring a huge scale 
along to do that. Rather, they inferred the 
distribution of matter inside and outside 
of our galaxy, by looking at the so-called 
gravitational lensing effect ( 1): Images 
of far away galaxies appear distorted, 
because of all the other galaxies and 
black holes between us and them. These 
curve space and time ( 2), and therefore 
bend the path of light rays. So the more distorted 
far away galaxies appear, the more mass there is in 
the universe, and the more matter there has to be. 
When the total matter content in the universe was 
estimated that way, it was way off what one would 
expect from the amount of stars and galaxies one 
could actually see. Even if one took into account all 
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all galaxies, that is not the case. Rather, the por-
tions at the fringes move with the same speed as 
the core regions. It is as if there was a large amount 
of invisible mass that was dragging the outer spiral 
arms of the galaxies along with it, by pulling at them 
with gravitational attraction.

This list of indirect indications goes on: 
For instance, the way the whole visi-
ble matter is arranged in the universe 
is very hard to explain, without large 
amounts of invisible matter. Simply 
put, if there were just ordinary matter in 
the universe, it would not have had enough 
time since the Big Bang ( 5) to arrange itself in the 
pattern we see it in today. Rather, the way it is today 
is far more clumped together ( 6) than it should be. 
A large additional gravitational pull by some addi-
tional – invisible – matter can explain this structure. 

The Hunt for Dark Matter:  
What Could It Be?

There have been several suggestions for explaining 
some of these phenomena. For instance, a slight 
modification of Newton’s second law can explain the 
abnormal way galaxies rotate. But it cannot explain 
the other strange occurrences we have described 

above. To the present day, the only explanation for 
all these phenomena is that there is a strange type 
of matter, which only interacts via the gravitational 
force, but not (or only very, very weakly) with the 
other forces. This hypothetical kind of matter has 
been termed dark matter, although whatever it is, it 
is not dark, but rather transparent.

Dark matter also seems to be able to pass through 
itself and other types of matter (which is just an-
other way of saying that it does not interact via the 
electromagnetic force). The best example for this is 
the so-called Bullet Cluster: it is the image of two 
colliding galaxy clusters. From gravitational lensing 
effects with all the matter in the background, one 
can infer the mass distribution. The center of mass 

is at a completely different position where 
the center of the radiating matter is. It is 
as if the normal matter in the two galaxy 
clusters has been colliding, while the 
dark matter around it has just contin-
ued on its path, traveling undisturbed. 

We can see it in the picture on the next 
page:  Red indicates the visible mass of two collid-
ing galaxy clusters. They form shock fronts (hence 
the reference to a “bullet”) while passing through 
each other. The blue part indicates the dark matter, 
as inferred by gravitational lensing. It passes just 
through the visible matter and each other undis-
turbed. 

So what exactly is this dark matter? For quite some 
time, physicists have had the theory that it could 
have been neutrinos ( 7). For a long time, people 
did not know whether neutrinos had any mass or 
were massless. If they had had a not too small 
mass, it could have been that dark matter was in 
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fact just the large amount of neutrinos present in 
the universe. Neutrinos are quite weakly interacting, 
so that could have been a possibility. Alas, since 
the neutrino oscillation experiments ( 8), it is known 

that neutrinos have indeed a mass – but that it is so 
incredibly tiny that all the possible neutrinos in the 
universe cannot explain the large amount of excess 
matter. So neutrinos are out as a dark matter can-
didate.

Another possibility which has been entertained for 
quite some time now, is that dark matter particles 
might actually be the lightest supersymmetric parti-
cles ( 9). Supersymmetry as a theoretical concept 
is very appealing and explains many gaps in the 
standard model of particle physics. And, possibly, 
also gives a dark matter candidate. But as of the 

point of writing this article, it still has not been con-
firmed experimentally. Rather, the more experiments 
the Large Hadron Collider ( 10) performs, the more 
and more unlikely it appears. 

So up to the present day, the precise nature of dark 
matter is still a mystery. Is it some strange super-
symmetric particle type? Does it belong to some 
completely unknown, yet to be discovered species 
of elementary particles? Is it maybe just an error in 
our equations for gravity, leading us to believe that 
something must be there when it actually isn’t? Is 
it maybe a strange quantum gravity effect ( 11) we 
haven’t anticipated?

We only know that something is amiss. And until we 
find out what exactly it is, this will remain one of the 
unsolved puzzles of our universe. 
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But this view of the fate of the universe changed, 
when in 1998 observations were published, which 
were concerned with the signals from exploding su-
pernovae, specifically those of type Ia ( 3). 

These specific explosions of stars are 
fantastic for astronomers! (Those on 
Earth, that is. Probably not for any as-
tronomers that happen to live on plan-
ets nearby a type Ia supernova.) They 
happen all over the universe, through-
out most of its history. Because the 
flash from the explosions travels at the 
speed of light in an expanding universe, 
we can actually tell very well how much 
the space has expanded since the 
event happened. Also, the type Ia su-
pernovae always flash at a very specific 
brightness – so by comparing it with the 
actual amount of light that reaches us, 
we can guess how far away the super-
nova is about now. 

These data were collected over sever-
al years, and for numerous supernova 

explosions – the further they were away, the longer 
they had happened in the past, painting a detailed 
picture of the evolution of the cosmos over the past 
couple of billion years. 

Doing this, the astronomers found out something 
very astounding about our universe: Not only is the 
universe expanding now, it is expanding faster than 
it has been in previous times. Unlike any of the three 

Dark Energy 
The Revival of Einstein’s Biggest Blunder

We know that the universe is expanding since Ed-
win Hubble measured the distance and redshift 
of far away galaxies ( 1). For many years, many 
people thought that the question of whether the 
universe would expand forever or not, 
would come down to how much matter 
and energy is contained in it. There are 
three cases: the “closed”, the “open” or 
the “flat” case. In the closed case, the 
universe is so heavy that it will eventually 
collapse back to a point under its own 
weight – very much like the Big Bang in 
reverse; in the open case it is so light 
that it will expand forever, but more and 
more slowly, growing beyond all bound-
aries; the flat case is something like the 
marginal case between the two: the total 
mass of the universe is just right so that 
the universe will grow indefinitely, but so 
slowly that it will not grow beyond a cer-
tain point. The names “closed”, “open” 
and “flat” come from the geometry the 
universe will have in each case: It would 
be curved positively, not at all, or in a 
negative way, respectively.

Standard Candles in the Dark

Physicists presented these three as the possible 
cases for the universe, because these are the three 
possible solutions that come out of the equations 
of general relativity. Well, that is, when you assume 
that there are just space, time and matter (including 
the dark one 2) in the universe.
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possibilities that physicists had believed to be pos-
sible till then, the expansion of the universe is actu-
ally increasing!

And what about the shape of 
the universe? Is it closed, open 
or flat? Well, also that ques-
tion could be answered with a 
certain precision at the end of 
the last century: By careful ob-
servations of the way the rip-
ples in the cosmic microwave 
background are distributed 
( 4), physicists could demon-
strate that the universe is, to a 
very large degree of accuracy, 
flat. 

The universe Is Flat –  
and Expands Faster and Faster!

This does not, of course, at all fit with the original 
three possibilities, in which a flat universe meant 
that the universe had to expand slower and slower, 
to eventually reach a maximum size. But there is a 
bigger problem here: In order for the universe to be 
flat, it needs to be heavy enough (more precisely: 
to have a specific, called critical, density). But if we 
look around us and count stars, galaxies, nebulae, 
dust, photons, etc., we don’t get nearly enough 
matter and radiation to reach the critical density – 
only about 4.9% of what is necessary to keep the 
universe flat. With this amount of stuff in it, it should 
totally be an open universe. But it is clearly not, as 
the CMB measurements show! 

This may sound to you like something you might 
have read before: isn’t there lots of matter we can-

not see, but we know should be there 
from other considerations? Yes, the so-

called dark matter 
( 2) – could that 
make up for our 
missing densi-
ty of the universe? Well, as it 
turns out, there is more dark 
matter than ordinary matter in 
the universe. But dark matter 
and ordinary matter together 
only make up about 31.7% of 
the critical density in the uni-
verse. Also, whatever this ad-
ditional density is, it needs to 
be extremely homogeneous-
ly spread out over the whole 

universe – otherwise we would notice it in gravita-
tional lensing. So unlike dark matter, which tends to 
clump around ordinary matter, this missing whatev-
er would need to be everywhere, equally finely dis-
tributed. Even in the vast emptiness between galax-
ies, where almost nothing can be found.

Actually, in Einstein’s equations of general relativity 
( 5,6), energy also curves space and time. If the uni-
verse was filled homogeneously with a certain type 
of energy, then that would bring enough energy 
density to make it flat, rather than negatively curved. 
This missing energy is also called dark energy, in 
analogy to dark matter – and remains even more 
mysterious than the former.

As If Dark Matter Weren’t Enough  
We Didn’t Understand!

There is one excellent way to explain dark energy, 
which does not only answer the question of why the 
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universe is flat, but also why 
its expansion is accelerating. 
You just have to add an addi-
tional term to Einstein’s equa-
tions, called the “cosmological 
constant”. This cosmological 
constant behaves like an en-

ergy, but it drives the universe to expand. Einstein 
realized that a static universe would collapse due to 
his original set of equations. And since he wanted 
the universe to be eternal, he originally added the 
cosmological constant to counter-
act the expansion. It was just later, 
when he found out that the uni-
verse was, in fact, not static, but 
expanding, that he abolished the 
additional term, calling it his “big-
gest blunder”. 

But guess what: a term with a 
cosmological constant is precisely 
what one would need to add to the 
equations in order to explain dark 
energy: it behaves like an energy, 
so it curves space and time the 
right way. But it also has negative 
pressure, so it drives the universe to expand more 
and more rapidly! Because this is a constant term, it 
is the same everywhere – which would also explain 
why it is completely homogeneously distributed 
over the whole visible universe. Actually, the model 
which, at the time of writing this book, agrees with 
all cosmological measurements within the obser-

“Lambda-Cee-Dee-Emm”) model. It got its name, 
because it includes a cosmological constant, the 

“cold dark matter”. It is also called the “standard 

model of cosmology”, because it fits nearly perfectly 
with our current observations. 

Einstein’s Biggest Blunder –  
Revived as Dark Energy

That could be the end of the story – the dark energy 
is simply a cosmological constant term in the equa-
tions. But there are some aesthetic concerns with 
this explanation. The more speculative branches of 
physics, such as String Theory ( 7), usually predict 

a cosmological constant which has 
a value of around 1 (in natural units). 
The value that one would have to 

with observations, though, is 10-120. 
That is a zero, a decimal, 119 more 
zeros, and then a one! That is a 
number which is so astronomically 
tiny that it seems ridiculous to some 
physicists. Why should any constant 
of nature have such a small value? 
In fact, there have been some oth-
er attempts at an explanation, with 
exotic kinds of matter fields that 
fill the universe. Technically, these 

would behave very similar to a small cosmological 
constant. But some people would feel much better, 
knowing there was an additional type of (yet un-
known) matter in the universe, explaining why the 
universe is flat and expanding faster and faster. 

At the moment, however, the only thing we know 
for sure is that a cosmological constant explains a 
lot of the how in cosmology, but not really much of 
the why. Whether that is a sensible question to ask, 
or one for which we will ever have a satisfactory an-
swer from physics, is a completely different matter.
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III – Quantum  
Mechanics

“We live in a special world – everything we are used 
to and deal with on a daily basis, is large. Chairs, 
houses, cars, even we ourselves, are huge, com-
pared to the atoms and molecules we all consist of. 
In fact, we are so large, that we cannot see, hear, or 
experience in any other way, a single atom, at least 
not without technological help. That is why we were 
in for a surprise about a hundred years ago, when 
technology had advanced enough so we could be-
gin to access the tiny world of the atom. For the 
first time, we could manipulate the building blocks 
everything is made and constructed out of – and 
they were weird. Up to that point, we had imagined 
atoms to behave just as the other macroscopic ob-
jects we were used to, like chairs, or houses. Es-
sentially, we had imagined atoms like little rocks, or 
marbles. 

But they weren’t! It turned out that atoms and oth-
er particles were ruled by completely different laws 

than the objects we experience in our daily life. Even 
of a deeper, philosophical level, the microscopic 
world operated on a completely different level than 
our macroscopic world. We just had not noticed 
this, because we are so freakishly huge in compari-
son to a single atom. 

This microscopic world is ruled by the laws of quan-
tum mechanics, and its strangeness has befuddled 
and inspired scientists and laypeople for over a hun-
dred years. Whether an atom can take two different 
paths to its goal at the same time, have a spooky 
interaction at a distance with another particle, or 
overcome obstacles by simply tunneling through 
them, the strangeness of the quantum world never 
ceases to astonish us. On the next couple of pages, 
Maxwell, Emmy, and myself will try to tell you about 
the most astounding and counterintuitive phenom-
ena that can be found in the realm of quantum me-
chanics.”
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Another important feature is that “things” have cer-
tain physical properties, such as position (i. e. where 
it is), velocity (how fast it moves), and several others 
like energy, angular momentum and such. Even if 
we don’t know the value of one of the properties, 
the “thing” always has these properties. 

Electrons Behave like Waves …

Unfortunately, nothing of what we have described 
above is true for elementary particles! Take an elec-
tron, for instance. It is one of the lighter particles, 
and the carrier of electricity. If an electric current 

flows in a cable, it is because the electrons 
in the wire are moving in one 

direction. 

An electron – as 
well as 
any oth-
er type of 

elementa-
ry particle, 

too – is a quite 
curious thing. Rather 

than behaving classically, 
it obeys the laws of quan-

tum physics. For instance, it 
does not have a certain position. 

That means that it isn’t just “here but not there”, 
but there are only certain probabilities, with which 
to find the particle at some point. These probabili-
ties are collectively described by the wave function. 
Think of this as a water wave that travels on the sur-

Wave-Particle Duality 
Is It a Wave or Particle?

Every piece of matter in our world consists of mol-
ecules. These molecules are collections of sever-
al different kinds of atoms sticking together. With 
enough energy one can break atoms apart into 
their constituents, the elementary particles ( 1). As 
far as we know today, the elementary particles are 
themselves not composed of anything, but form the 
fundamental building blocks of matter.

What are these elementary particles like? Are they 
“things”? Our intuition for “things” is very particular 
– and we are so used to it that it is hard to imagine 
anything different. 

Macroscopic objects appear 
to have a number of im-
portant properties: 
They are “solid”, 
so where 
one thing 
is, another 
cannot be. 
This is closely 
connected to the 
notion that a thing 
is always somewhere, 
and nowhere else. All 
right, an object can be extended and 
have a certain volume, but then we can 
actually break it into several pieces. So rather, we 
can think of it as several objects sticking together. 
Something similar is true for liquids: one can pour 
one into the other, but we secretly know that this is 
just mixing the little particles that make up the liquid. 

1: “Atoms vs. Elementary Particles ” on page 205
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face of a lake. At those places where the amplitude 
of that wave is very large – in other words, where 
the water surface is moving a lot – the probability 
of finding the electron is very high. At those points 
where the amplitude vanishes – where the water 
surface is perfectly still – the electron is most likely 
not to be found. 

The analogy with a wave goes even further: The 
probability of where to find the electron can be scat-
tered, reflected, made to interfere, and many more 
things that one can also do with water waves. A 
notorious example for this strange behavior is de-
scribed in the article on the double slit experiment 
( 2).

… but Also like Particles!

Mind you, this does not mean that one can split 
up the electron into two halves, by splitting up its 
wave function. There is only ever one elec-
tron, and it always has the same mass and 
the same charge. One actually can split up 
the wave function of the elec-
tron. This means, one can 
make part of the wave travel 
in one, and some other part 
of the wave travel in 
another di-
r e c t i o n . 
But that 
just means 
that, when we 
take a look to actu-
ally find out where the 
electron is, we’ll find the 
whole electron either in one or 
the other direction, with a 50-50 

chance for either possibility, if we have split the 
wave function evenly.

Which One Are They? Both!

The wave-particle duality of electrons (and other 
elementary particles) can be summed up the fol-
lowing, very simplified way: The electron is a single, 
indivisible particle. But the way that particle moves 
from one point to another is very similar to how 
waves move.

There are actually many more strange properties of 
quantum particles, which are in one way or another 
related to this wave-particle duality. For instance, 
one can make an electron go two different ways 
at once ( 2), and it can spontaneously cross bar-

riers it normally 
wouldn’t be 
allowed to 
( 3). It is very 
difficult to pin-
point exactly 

where the elec-
tron is, at any time, at least 
if you also want to know 

how fast it is ( 4), and 
quite generally, 

an electron 
can be at 
several dif-

ferent places 
at the same time – 

at least until you look close 
enough ( 5).

So why is, say, a chair not weird, if it consists of 
weird particles?

2: “The Double Slit Experiment ” on page 147
3: “Quantum Tunneling ” on page 163 
4: “Heisenberg Uncertainty ” on page 151

5: “Schrödinger’s Cat ” on page 155



145Wave-Particle Duality

All right, we have now estab-
lished that the microscopic world 
is different from the macroscop-
ic world: the objects of our ev-
eryday life behave classically, 
but elementary particles follow 
the laws of quantum physics in-
stead. But wait – didn’t we say 
in the beginning that macro-
scopic objects such as doors, 
chairs, rocks and brownies, 
are, fundamentally, composed 
of lots and lots of elementary particles? So why is it 
that something that consists of quantum particles, 
does not behave in a quantum way? Why does a 
rock not behave like an electron?

To answer this question, it is good to know that the 
usual spread of the electron wave function in e. g. a 
piece of rock is roughly a few Ångströms, i. e. 10-10 
m. Remember, by the way, that this is not the size 
of the electron, but the size of the 
region where we can most 
likely find the electron. 
The wave functions 
of the other parti-
cles in the rock, 
such as protons 
and neutrons, are 
even smaller by 
a factor of about 
2000. But the rock 
itself consists of mil-
lions of billions of bil-
lions of particles (1024, 
an enormous number), 
and is usually a few 
centimeters in diameter. 

So the rock itself has relatively little 
quantum fuzziness: The particles in it 
jump back and forth over the distance 
of a few Ångströms, but on average 
the rock stays where it is. Maybe there 

is a little quantum uncertainty of 
where its surface is (i. e. where 
the rock ends and the air be-
gins), but that uncertainty is 
again of the order of magnitude 

of a few Ångströms, at most. 
That is far too small for us to no-

tice. 

Another example: If you hit a not too thick wall 
with an electron, there is a certain probability that 
it vanishes and appears on the other side (called 
tunneling, 2). Say this probability is 10%. If you 
throw a rock at a wall, then, for the rock to vanish 
and appear on the other side, all electrons have to 
tunnel through the wall! The probability for that to 

happen is 10-24, or 10-22 %!  So 
if you have been throw-

ing stones at a wall 
literally since the be-

ginning of time (14 
billion years, i. e. 
4 · 1017 seconds), 
the chance for a 
stone to have tun-
neled through the 

wall at some time 
is still roughly one in 

ten million! So it is just 
extremely unlikely to 
observe macroscop-
ic objects behave in a 
quantum way. 
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slits. If you fire up the cannon, it will emit a steady 
stream of electrons, flying towards the wall. Behind 
the wall, you put up a dark, electrosensitive screen. 
Every time an electron hits it, a little white dot ap-
pears, so you can see exactly where the screen has 
been hit. 

The question is: if you switch on the cannon in front 
of the wall, what pattern will you see on the screen 
behind the wall?

Okay, let’s make the question easier for a start: 
Cover one slit up, for instance with tape (anything 

that doesn’t let electrons through will do). 
So you effectively have a wall with one very 
slim hole in it. You fire up the electron can-
non, then what happens? Well, most of the 
electrons will crash into the wall. But some 
will exactly hit the slit, and travel through the 
wall. These will hit the screen on the other 
side, and produce a tiny bright spot on it. If 

you leave the cannon on for long enough, the pat-
tern you will see on the screen will be just a copy of 
the slit (in a sense its inverted shadow). Also, if you 
open up the covered slit, close the other one, and 
repeat the experiment, you will see a second copy 
of the slit appearing, next to the first one. So far, so 
predictable.

All right, now to the strange stuff: What happens, 
if you open up both slits at the same time? The 
natural answer every normal person (including all 
physicists before the end of the nineteenth century) 
would give to that is: Well, those electrons which do 

The Double Slit Experiment 
On the Weirdness of the Quantum World

Quantum mechanics is weird. As Richard Feynman 
famously said: “Nobody understands it.” With this 
he did not mean, by the way, that we can not make 
precise predictions with the laws of quantum phys-
ics – we can – he just meant that the laws them-
selves are pretty strange. In fact, they contradict 
the intuitive understanding of the world, that we as 
human beings intrinsically have. Sounds preten-
tious, but unfortunately that’s how it is. The prime 
example of the strange behavior of quantum par-
ticles is demonstrated in the so-called double slit 
experiment.

The double slit experiment is famous 
among physicists: It is one of the most di-
rect evidences that microscopic elementa-
ry particles behave very differently from the 
macroscopic objects of our everyday life 
experience. To the present day, most intro-
ductory courses to quantum mechanics be-
gin with the description of this experiment. 
By the way, it is not just a thought experiment like 
the one involving Schrödinger’s cat. The double slit 
experiment has been performed many times in the 
past century, in order to demonstrate the weirdness 
of quantum physics. 

Experimental Setup: Don’t Let Them 
Electrons Get Through!

The experiment goes like this: Imagine a wall, with 
two vertical slits next to each other, through which 
you can peek to the other side. In front of the wall, 
you mount an electron cannon, aimed at the two 

© Springer-Verlag Berlin Heidelberg 2016 
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1: “Wave-Particle Duality ” on page 143

not crash into the wall, will go either through one or 
the other slit. So with both slits open, the screen will 
show the images of both slits  next to each other.

Wrong! That is not what you see. Rather, a so-called 
interference pattern emerges on the screen. It looks 
like a bit like a zebra crossing, going from left to 
right: There are several vertical lines, where lots of 
electrons have hit, next to each other. Between ev-
ery two neighboring lines there is a region where 
no electrons have hit, where the screen stays dark. 

Interference: A Particle Interacts  
with Itself from Another Reality

The reason why this strange pattern emerges, lies in 
the quantum properties of the electrons. Although it 
is very appealing to think of particles as little dot-like 
clumps of matter that fly around in 
straight lines, that is not at all how 
they behave. Rather, the proba-
bility of where an electron exactly 
is, behaves like a wave. It is de-
scribed by the so-called wave 
function ( 1). 

In particular, it is extended in 
space: the electrons are not just 
at one specific point in space, 
but they can be found at different 
places with certain probabilities. 
So the wave-function of an elec-
tron can go through both slits at 
the same time. Moreover, the two parts of the wave 
function that emerge behind the wall interfere with 
each other – as befits waves, which can do this sort 
of thing – causing the interference pattern on the 
screen behind it.

If the two parts of the wave function hit the screen, 
two extreme cases can happen: Either, both waves 
are at their maximum (or both at their minimum, 
that’s the same thing here), and the resulting wave 
function, which is the sum of the two, has a real-
ly large amplitude. At those places, the electron is 
very likely to hit the screen, and this is called con-
structive interference. The other possibility is that 
one wave is at its maximum, and the other is at 
its minimum. They cancel out, and the amplitude 
of the wave function is zero. You guessed it, that is 
called destructive interference. At these places, the 
probability of the electron hitting the screen is zero. 
Those regions on the screen are a bit like spots in 
a room with bad acoustics: sound waves interfere 
destructively with each other, and as a result one 
can hear next to nothing when standing there. You 
have all found that precise spot in a concert hall. 

Wait a minute, that’s nonsense – I hear 
you say – an electron cannot go through 
both slits at the same time. The electrons 
have to go either though the left slit, or 
through the right slit! And then, behind 
the wall, those that went left, bump into 
the ones that went right in some way, 
and that somehow creates that strange 
pattern when both slits are open at the 
same time. Couldn’t that be an equally 
valid interpretation of the result?

An intriguing thought, but it’s not what 
happens. Here is why: You can tune 

down the output of the electron cannon to such a 
low intensity, that it emits only one electron every 
couple of seconds. So there is never more than one 
electron in the air at any time. Again, many of these 
electrons will hit the wall, but sometimes one will 
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hit the two slits and produce a single dot on the 
electrosensitive screen. After a few hours, when lots 
and lots of dots have appeared, one can 
again see the interference pattern emerge 
on the screen. So this pattern cannot be 
a result of two or more electrons bump-
ing into each other – there is only ever 
one electron flying. And this one electron 
goes through both slits at the same time, interfering 
with itself in the process. 

In fact, you can shoot just one electron at the screen 
in your laboratory, and do this experiment in several 
other laboratories all over the world as well. If you 
place the images of the screens from all labs (every 
one with at most one dot) on top of each other, you 
will see the same interference pattern as a result. 

Don’t Peep: If You Look,  
There Is No Interference

All right – you might say – but I still don’t quite be-
lieve it. What if one installs a little detector in the 
slits, which checks through which one the electron 
flies? Ingenious engineers that we are, we can make 
these detectors so sensitive that they just register 
which slit the electron passes through, without dis-
turbing its path. 

Yes, one can build these detectors, and one can 
repeat the experiment with it, noting for each elec-
tron which of the two slits it passes trough. If we 
do this, we can see that the electrons go through 
either of them with a 50-50 chance. Sometimes 
the electrons go through one, and sometimes they 
go through the other. But we also note something 
else: The interference pattern on our screen van-
ishes! Instead, the pattern that emerges is the one 

we would have expected from the beginning, had 
we not known anything about quantum mechanics: 

The image of the two slits, next to each 
other. 

Here’s the deal with quantum mechanics: 
Because we received information about 
which of the two paths the electron was 

taking, it stopped behaving like a wave for a mo-
ment, but behaved like a particle. For an instant, it 
actually acted like the small cannon ball, which fits 
into our world view of “particle”, and went through 
either of the two slits, rather than through both at 
the same time. And because of that, the pattern 
on the screen actually looks like the electrons were 
particles in the usual, classical sense, without wave 
properties. 

But it only did that because we measured its particle 
properties, i. e. its position, at the slits. If we remove 
the detector at the slits in the wall, the interference 
pattern returns. This is a prime example of how the 
measurement process actually disturbs the system 
it measures, and this is one of the key features that 
is often associated with quantum mechanics. 

As hard as all of this is to believe, it is actually true. 
To repeat it once again: these experiments have 
been performed time and again, and the predic-
tions of quantum mechanics have always been 
confirmed, precisely, without exception. So even 
if the laws of quantum physics contradict many of 
the intuitions we have as human beings, we need 
to come to terms with the idea that this is just the 
way of nature: fundamentally it is more complicat-
ed and wondrous than we  imagined. The universe 
just doesn’t do us the favor of conforming to our 
expectations.
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1: “Wave-Particle Duality ” on page 143

The Heisenberg Uncertainty Principle states that a 
particle does not have a well-defined position and 
velocity at the same time. This is not a question of 
how much we do or don’t know about it, but about 
what the actual state of the particle is. 

It’s All about the Waves, Baby

At the core of this lies the fact that particles be-
have like waves. More specifically, the probability of 
finding the particle somewhere if one looks for it, is 
largest at those places where the amplitude of that 
wave is large. The velocity of a particle, however, 
is large if the frequency of the wave is large (equiv-
alently, if the wavelength is small). If we know this, 
then we can explain why a particle cannot have, 
at the same time, an exact position and an exact 
velocity.

Frequency and Amplitude

Assume that it were very certain to find the parti-
cle in a certain, small region. In other words, in that 
region the wave function would have a very large 
amplitude. Outside of that region the wave function 
would have to be very small. It would look like a 
sharp, narrow spike, which was concentrated at 

a very specific point. That would be 
that point where we could find the 
particle, if we were to look for it. 

Now, it is a fundamental proper-
ty of waves, that any single wave 

usually contains many frequen-

Heisenberg Uncertainty 
You Cannot Have It Both Ways

We have mentioned it already, and probably will a 
couple more times again in this book: the quan-
tum world is weird. The elementary particles that 
constitute all matter (that we know of, at least), be-
have in a very weird and counterintuitive way. At the 
heart of all this lies the wave-particle-duality ( 1). 
Although the elementary particles are indivisible and 
fundamental (again, as far as we know), they do not 
move about like tiny, hard balls. Instead, the way 
they move and interact is far more like waves. 

Position and Velocity: You Cannot 
Know Both Precisely

One of the more well-known consequences of this 
is the famous Heisenberg Uncertainty Principle. It 
is often stated in the following way: “One cannot 
measure the position and the velocity of a particle 
at the same time.” Another way is to say that “Ev-
ery measurement process changes the object one 
measures. If you want to measure where the parti-
cle is, you inevitably influence it in such a way that 
you don’t know how fast it is anymore.”

This sounds very intuitive, which is why this ex-
planation has been brought up again and again 
throughout the decades. But it misses the point. 
It is true that every measurement 
of a quantum particle 
influences the state of 
that particle, but that 
has nothing to do with the 
Heisenberg Uncertainty 
principle. 
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2: “Light ” on page 7

cies. Just as white light coming from the sun con-
tains all the colors of the spectrum (and therefore, 
electromagnetic waves of all sorts of wave length, 

2), wave functions contain many different frequen-
cies. And it is a fact of the way that waves work that, 
in order to concentrate a wave to a very small region 
(“narrow wave packet”), it needs to contain lots and 
lots of different frequencies. You need ever more 
frequencies the more narrow you want to confine 
the wave to a certain region. 

This is the core of the Uncertainty Principle: a parti-
cle that can be found, with a very high probability, in 
a very small region, needs to have a wave function 
which contains a huge number of different frequen-
cies – if the position is very certain, the velocity is 
very uncertain. This also works the other way round: 
Take only a few different frequencies (and hence just 
a few different velocities) and you will get a localiza-
tion across a broader space (“broad wave packet”). 
If you want to have a particle which has a very cer-
tain velocity, you need to take a wave with only one 
frequency (“plane wave”). But that is a sine wave, 
which is extended infinitely in all directions, having 
the same amplitude everywhere. So if you want to 
know the velocity of a particle for certain, its position 
has to be completely unknown. 

The Musician’s Uncertainty Principle

What we have just described, by the way, is not just 
a weirdness of the quantum world – it is true for all 
waves, even the ones we experience in everyday 
life!

A good example for this are sound waves. There 
is, in fact, a “Musician’s Uncertainty Principle”. With 
sound waves, the amplitude tells you how loud the 
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wave is, and the frequency tells you about the pitch 
of the note. So, here it goes: “If you want to hear 
which note someone is playing precisely, you have 
to be able to hear the note for a certain period of 
time. That time is longer, the lower the played note 
is.”

The human ear is quite good at distinguishing fre-
quencies of sound waves, but, because of the 
physical nature of the waves, it needs a cer-
tain time to do this. 

There is a different way to say this: If you 
want to be able to distinguish two frequen-
cies which are very close to each other, 
you need to listen to the sound longer. 
The more precisely the frequency is 
known, the less concentrated the wave is 
allowed to be (i.e. the longer you have to 
play the note).

Actually, this is quite important for the people play-
ing in an orchestra, and the musicians there all know 
this, even if only from their own intuition. Those in-
struments which play only very 
short notes don’t need to be 
tuned very precisely. Simply 
because a short time does not 
allow the human ear to hear, 
whether the precise frequency 
has been played or not. On the 
other hand, those instruments 
which usually have to play long 
notes (like violins, for example), 
need to be tuned precisely. The 
longer a note is played, the more easily can one 
hear when several violins do not all play exactly the 
same one. 

You can test the musician’s uncertainty principle for 
yourself online, if you like ( 3).

Quantum Weirdness: Even Without 
Measuring Anything

So the Uncertainty Principle is actually not very 
uncommon – and it has been known long before 

Heisenberg. Well, it still came as a surprise to 
the physicists in the beginning of the 20th centu-
ry. Not because of the fact that waves have this 
uncertainty principle, but rather, that particles 

behaved like waves, and the uncertainty 
principle for particles meant that particles 
cannot have an exact position and veloc-
ity at the same time. 

Next to the formulation of the Uncertainty 
Principle that uses the uncertainty on a particle’s 

localization and velocity, there are also others. You 
can also define it as an uncertainty on a particle’s 
energy and the time it has that particular energy 
(similar to the musician’s Uncertainty Principle). 

The smaller the time interval, the 
more deviation from a certain en-
ergy a particle can have. Take a 
gluon, for example. For a very short 
amount of time, it can “borrow” 
some extra energy and split into a 
pair of quarks. But after some time, 
these quarks have to convert back 
to a gluon and give their energy 
back. That’s why such particles, 
that only exist for a certain amount 

of time, are called “virtual particles”. The shorter the 
time interval, the more you can do and hence the 
more particles you can produce virtually. 

3: http://newt.phys.unsw.edu.au/jw/uncertainty.html

http://newt.phys.unsw.edu.au/jw/uncertainty.html
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1: “Wave-Particle Duality ” on page 143 
2: “The Double Slit Experiment ” on page 147 
3: “Heisenberg Uncertainty ” on page 151

4: “Radioactive Decay ” on page 167

where the particle is. We can never see the super-
position directly: whenever we look closely at the 
particle, it “decides” for either one or the other pos-
sibility. And there is no way to determine in advance 
which it will take – we can only compute the proba-
bilities with which each will be chosen.

Schrödinger and His Cat:  
a Gedankenexperiment

Wait a minute! – an Austrian physicist from Vien-
na named Erwin Schrödinger, said in 1935 – this 
is actually really strange. He devised the following 
gedankenexperiment (“thought experiment” in Ger-
man): If you have a radioactive material ( 4), that 
has a certain half-life. This is a certain time, after 
which (on average) half of the material has decayed. 
What happens if you only have a single atom of that 
material? Well, in the beginning, it will be in the state 
“particle is there”. After the half-time, however, it will 
be in the quantum state which is the superposition 
of “particle is there” and “particle has decayed”. It 
will be both there and not there, in a quantum su-
perposition of the two possibilities.

But now, Schrödinger asked, 
what happens when we 

put this radioactive atom 
in a box, together with a 
detector, which does the 
following: when it de-

tects radiation from a de-
cay, it releases a deadly 
poison into the box. Also, 

Schrödinger’s Cat 
Dead and Alive at the Same Time

We have talked a lot about the weirdness of the 
quantum world ( 1,2,3). A lot of that weirdness comes 
from the wave-particle duality: On many occasions, 
elementary particles show wave-like behavior. 

But that is not the only reason why the quantum 
world is so strange to us. In fact, the wave-like na-
ture of particles is something that we have under-
stood quite well by now. But there is another part 
of the quantum world, which is actually very count-
er-intuitive, and outright mysterious. That is the fact 
that we cannot see that wave-like nature directly – 
we can only observe its consequences. 

Superpositions of States

You might have already read about this in the ar-
ticle about the double-slit 
experiment ( 2). A quan-
tum particle can be in a 
superposition of states. 
A physical property that 
it has can have several 
different values simulta-
neously! For instance, a 
particle can take two dif-
ferent paths at the same 
time. That in itself is not 
surprising for a wave – but 
what is so very mysterious 
is that we invariably de-
stroy this superposition, 
when we actually make a 
measurement, e.g. to check 
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put a cat into the box. Then close the 
box and make sure that it is tightly 
sealed, so that no light or sound 
can come out of it.

Now, Schrödinger argued, after 
the half-life has passed, the radio-
active nucleus is in a superposition 
of having decayed and having not de-
cayed. So the detector would have to be in 
a superposition of having released the poison, 
and having not released the poison. The cat itself, 
therefore, would have to be in a superposition of 
both being dead, and being alive.

So what happens when we open the box? The cat 
is both dead and alive, and as soon we look inside, 
the universe “decides”, and we see either the dead 
cat, or the alive cat? That would be totally strange!

The Cat Is Dead and Alive at the 
Same Time – but Why?

Back in his days, Schrödinger presented this idea, 
to show how very strange it would be to apply the 
ideas of quantum mechanics to macroscopic ob-
jects of the real world. But it highlights another im-
portant question of quantum physics, which we do 
not really understand: where is the divide between 
the quantum and the classical world? Or, differently 
put: what does it mean to “measure” something? 

One could, for instance, say the following: 
Schrödinger’s cat is not in a superposition of quan-
tum states, because of the detector. The detector 
measures whether the nucleus has decayed or not, 
so that is where a measurement happens. The poi-
son is either released or not, but not both.

Well, that is a compelling argument. But unfor-
tunately it is wrong. That is indeed something 
one can show with an experiment, which is 
called the “quantum eraser”. This is an exper-
iment (fortunately without potentially murder-

ing cats), in which a quantum super-
position of two states is produced. 
Then, a measurement is performed, 
to check which of the two states 
is actually realized. By the rules of 
quantum mechanics, that should 
destroy the superposition. But what 
one actually finds is the following: If 

one deletes the information of the mea-
surement result, without ever looking at it, then the 
superposition is not destroyed. So it seems not to 
be about whether a measurement is performed. It 
seems to be about whether anybody knows about 
the result of the measurement!

But that is really strange. There is no good physi-
cal definition of “knowing”. One could rephrase the 
question of Schrödinger’s cat the following way: 
Why does a measurement take place when the 
scientist opens the box, but not when the cat re-
alizes that the poison is released? A cat can know 
something, right? So can the cat perform a mea-
surement? 

Wigner’s Friend: Is He Also  
in a Superposition?

Actually, if one takes the notion of “making a mea-
surement” literally, one can take the gedanken-
experiment of Schrödinger’s cat to the next level. 
The idea for this comes from the physicist Eugene 
Wigner. It goes like this: Wigner wants to perform 
the experiment with Schrödinger’s cat, and he has 
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set up everything for it. But Wigner is a squeamish 
guy, and is afraid of finding a poisoned cat. So he 
waits in front of the lab, and sends in his friend. That 
friend then looks inside the box, sees whether the 
cat is dead or alive, and then leaves the lab to tell 
Wigner the result.

What happens in the few seconds between Wign-
er’s friend opening the box, and him going outside, 
to tell Wigner? If one takes the notion seriously that 
the measurement process is not about a mechani-
cal process, but about whether a certain information 
exists somewhere or not, then one has to conclude 

the following: The moment 
Wigner’s friend opens 

the box and looks 
inside, the com-
bined system 
“cat and Wign-

er’s friend” is in 
the superposition of 

“cat is dead and Wign-
er’s friend decides to tell 
Wigner to stay outside” and 

“cat is alive and 
Wigner’s friend can tell Wigner it 
is safe to come inside and see 
for himself”. It is at the mo-
ment that the lab door opens 
that the wave function of the 
combined system “cat and 
Wigner’s friend” collapses, 
and the universe decides 
which of the two possi-
bilities is realized.

Actually…. where does that 
stop? Has Wigner already told you about 

the result? No? Well, 
then until you go 
and ask him, the 
physical system 
of cat, his friend, 
himself, and all the 
people he has 
already told, 
and the people 
those people 
told, and so forth, should be in a huge quantum 
superposition of “a lot of stuff that happens after 
the cat dies” and “a lot of stuff that happens after 
the cat survived”. And as soon as you find out, you 
become part of this huge quantum superposition.

Phew! At this point, the whole debate becomes 
quite metaphysical, which is why most physicists 
give up, and go have a drink or three, until the head-
ache goes away. 

Nowadays, still nobody has actually understood 
what “making a measurement” really means, in the 

context of quantum mechanics. 
Where precisely is the 
boundary between the 

quantum and the clas-
sical world? Between mi-

croscopic and macroscop-
ic? Maybe we will never 
know. But it is safe to say 
that Schrödinger’s cat 

has inspired and mysti-
fied generations of physicists 

alike. It serves as a reminder 
that we haven’t really under-
stood quantum physics, in all 
its strangeness.
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est way. Following this principle can explain some 
fundamental laws of optics. You could generalize 
the statement to “Hamilton’s principle” that states 

that the action for each process is either 
minimal or maximal. That statement 

is quite abstract but 
means, roughly 
speaking, that 
everything that 
happens in 
nature is opti-
mized. 

But let us go 
back to light 

which takes the 
fastest way when traveling from A to B. This is 
called “Fermat’s principle”, named after the mathe-
matician Pierre de Fermat who lived in the first half 
of the 17th century. The first example that we test is 
light, emitted from a lamp at point A and observed 
at point B. Between the 
two, we put a wall. 

And below the 
wall, we place a 

mirror. Let us 
check all pos-

sible ways that 
light could go. 
The fact is, there 

is an infinite number 
of ways, but if we only take straight lines to the mirror 
and back to the observer, we get what appears in 
the illustration. Which one is the fastest? Right, the 

Feynman Paths 
Reality as the Sum of Possibilities

Imagine you are walking along the beach. It is a 
beautiful day, maybe even a little too warm. Sud-
denly you see an ice cream cart. Excellent! But wait: 
it seems as the ice-
man is scratching 
the last bits of ice 
cream out of his 
boxes. No time 
to lose! Which 
way would you 
go if you want-
ed to get to the 
cart as fast as 
possible? The 
direct way, for 
sure. 

If there is just sand on the ground, this direct way 
is also the fastest. But the situation can change if 
part of way is covered with 
asphalt. There, you can run 
faster, but the way would not 
be that direct. Intuitively, you 
would optimize your 
way and run part 
of it on the as-
phalt, part on 
the sand. This 
would no lon-
ger be the short-
est route, but the 
fastest. Did you know that 
light follows the same principle? Looking at the path 
of light will show you that it always takes the fast-
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one that takes the way via the point 
below the wall. How do you know? 
Well, either you followed Fermat’s 
principle and chose that path as it was 
the shortest, or you remembered the 
optical reflection law. It states that the 
incoming and outgoing angle of light 
reflected on a mirror are the same. 

The second example corresponds to 
the ice cream cart and the asphalt. An 
observer at point B watches light that 
is emitted from a lamp placed under-
water at point A. Given the fact that 
light is slower in water than in vac-
uum, it will no longer take 
the direct way. Instead, the 
fastest way is a compro-
mise between a short 
way through the water 
and a fast way through the 
air. The light’s path will look as in our illustration: it 
will have a kink. We know this effect as “refraction” 
of light. And the refractive index n, which you might 
know, is nothing but the velocity of light in a vacuum 
divided by the velocity of light in that medium. 

From the Classical to  
the Quantum World

So far the answer to the question “Which way would 
light take?” is “The fastest!”. Let us now change 
from the classical world to the world of quantum 
mechanics. One of the most important contributor 
in this business was Richard Feynman. The Feyn-
man diagrams ( 1), which describe the interaction 
of elementary particles, were named after him. But 
more important is that Feynman did not just write 

down little sketches, he also built, 
together with other physicists, the 
mathematical framework that is 
behind those sketches. For the 
theory of light and electromagnet-
ic interactions it is called “Quan-
tum electrodynamics” (QED). One 
way of performing calculations in 
QED, which means making math-
ematical expressions out of the 

nice diagrams, is via the so-called 
“path integrals”. This formalism, 
quite complicated even for advanced 

physics students, will be 
introduced what follows. 
It might all sound very 

abstract and far from any 
daily-life, but it has real-
ly funny consequences 

and can explain quite a lot in 
a completely different way. We 

will follow the very illustrative expla-
nation that Feynman himself used in his book “QED 
– The Strange Theory of Light and Matter”. 

Let us go back to the light that is supposed to go 
from A to B. Which way would it take? The fast-
est, you say? Feynman would have answered: “All 
of them!” Wait – how can that be? Indeed, using 
the path integral formalism you pick all the options 
you have, no matter how stupid they are. Take the 
mathematical expressions corresponding to all your 
options and add them. The result is something that 
we call “probability amplitude”. As our quantum 
particles propagate as waves ( 2), they can also 
interfere. This means adding two waves does not 
necessarily result is a wave with a bigger amplitude. 
Instead, the waves can also cancel. 
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We can illustrate that by assigning an 
arrow to each possible path that an 
object can take. The arrow moves 
like the hand of a clock, rotating with 
a speed that gets higher the more ener-
gy our object has. If we now want to add all 
possible paths of that particle, we have to 
add all the corresponding arrows. You can 
add them by putting the end of one to the 
point where another one starts. Depending on the 
direction into which they point, two arrows of the 
same length can add to a total arrow which is twice 
as long or they cancel completely. What is import-
ant: the probability amplitude – the total probability 
of a process to happen, corresponds to the length 
of the added vectors. So the longer the resulting 
arrow, the more likely a process is to happen. 

If we take a second look at our mirror – now from 
the Feynman path point-of-view – we see that the 
arrows for each path point into different directions. 
If we add them all, we see that 
many cancel, in particular 
those which are far away 
from the center. You could 
say that “summing a bunch 
of random arrows” leads 
on average to zero. But 
around the center, the dif-
ferent ways do not differ 
much concerning their 
length. That’s why all 
arrows there point into 
more or less the same 
direction. And this part is what 
contributes to the reflection, the 
part that “gives the total arrow 
its length”. So by using a com-

pletely different approach we could also find out 
that the light will prefer the ways with the shortest 

distance. 

You can also use the arrow technique 
to explain why light is taking a straight 
path when staying in one medium. 
Close to the straight line, the arrows 
add up again, while other funny ways 

add to a total contribution of zero. One more ex-
ample: What would happen if light could go several 
ways, but they would all take the same time? Right, 
all arrows would point into the same direction and 
add up to a really big total arrow. Such a setup is 
what we have in a converging lens! And the large 
total arrow corresponds to the bright spot of light 
that we get at the focal point. 

In the world of particle physics, the Feynman path 
calculations also lead to strange effects. As an ex-

ample, the decay of a Higgs boson ( 3) is possi-
ble in different ways. Intuitively, you would think 

that the fact that it has 
several ways to decay 
increases the total prob-

ability for a decay. But this 
is wrong. The two most 
important possibilities 
will add destructively 
and cancel to a large 
extent. So in this case, 
summing up the two 
possibilities leads to a 

total possibility which is 
lower than each of the two 

single possibilities. Quantum 
mechanics is really a strange 
world, isn’t it?
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way one would expect from small, hard spheres: it 
will simply bounce off the wall. But there is a small 
chance that it will travel through the barrier as if 
there was no obstacle at all! How can that be? 

Well, as we have said, the quantum particle is ac-
tually not a hard sphere – rather, it is described 
by a wave, which is extended over some region 
of space. If that wave function approaches an 
obstacle, like a wall for instance, it will not com-

pletely be reflected off 
it. A small portion of 
the wave – one of 
its tails – will be able 

to reach through the 
barrier to the other side. 

Now remember: this wave tells 
us about the probability where 

to find the quantum particle. 
A small part of the wave reaching 

through the barrier means that there is a small 
chance that the particle can be found on the oth-
er side of the wall!

This chance is actually really small, and it gets ex-
ponentially smaller, the thicker the barrier is. So for 
barriers in our everyday life, such as the door to 
your flat, the chance of a quantum particle to tunnel 
through it is really not that big at all. Most of the 
time, an atom or an electron will just be reflected 
off it. And the chance that all 1027 particles within 
a macroscopic body (such as yourself) will tunnel 
through the door is even smaller by a humongous 
factor. 

Quantum Tunneling 
Where There Is a Wave Function, There’s a Way

Quantum particles are really rather strange beasts. 
One of their unnerving features is that, at any sin-
gle moment, they are not just at one place. Instead, 
they are spread out – or rather, what is spread out 
is the possibility of finding them somewhere when 
one is looking for them. This spread out possibility 
is called “wave function”, and it’s what 
makes quantum particles weird ( 1). 

Although one can never restrict it to a 
single point, the wave function of a par-
ticle usually is concentrated at some 
confined region in space. That is where 
one is most likely to find the par-
ticle, when one is looking 
for it. But wave func-
tions also have “tails” 
which spread out far 
beyond their “core” 
region. These tails 
of the wave function tell you that, with 
a small probability, the particle can be 
found far away from where one would ex-
pect them to be. Sometimes, the particle can 
even show up at places where it is not supposed 
to! This is called “tunneling”.

Tunneling: Crossing a Barrier That 
Would Normally Be Forbidden

For instance, a quantum particle can cross a barrier, 
such as a wall or another kind of obstacle. For this 
to happen, all one has to do is shoot it directly at 
the wall. In most cases, the particle will behave in a 
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In fact, if you have lost the keys to your house, and 
try to tunnel through the door by running against 
it – just leave it be. If you tried that once each sec-
ond, it would take much, much, MUCH longer than 
the current age of the universe, until there is even a 
remote chance for 
you, as a whole, 
to tunnel though 
the door. There 
is a much bigger 
chance of only half 
of you making it 
through the door, 
the other half stay-
ing on the outside. 
So better just call 
the locksmith. 

So for the regular 
things of our ev-
eryday life, tunnel-
ing basically never 
occurs. A wall is 
a wall, and things 
can not magically 
teleport through 
it. For single quan-
tum particles, however, tunneling is something that 
does not only occur reasonably often, but is actually 
quite important.

Nuclear Fusion: Quantum  
Tunneling Lets the Sun Shine!

Take the process of nuclear fusion, for example ( 2). 
In the sun, there are lots and lots of atomic nuclei 
flying around. Sometimes two of them fuse together 
into a nucleus of a heavier element. This way a lot 

of energy is released, which ultimately is the reason 
for the sun shining. In order for this fusion process 
to happen, the two atoms need to come together 
really closely. Unfortunately, because it is really quite 
hot inside of the sun, they have all been stripped 

of their electrons. 
Thus, they are 
positively charged, 
and repel each 
other. Given only 
the thermal ener-
gy, they actually 
can never come 
close enough to 
fuse together. They 
are simply not hot 
enough to over-
come the electro-
static repulsion. 

So one might won-
der how fusion can 
actually happen – 
the sun is shining, 
after all! The an-
swer is: tunneling! 

The obstacle which the particles tunnel through, in 
this case, is not a physical wall, but the barrier of 
electrostatic repulsion. Normally, two nuclei could 
not come close enough to each other in order to 
fuse together, because their mutual repulsion is too 
strong. But, because they are quantum particles, 
there is a small chance that they tunnel through the 
electrostatic barrier which keeps them apart. That 
chance is not very large – but in the sun, there is 
an abundance of atoms, so that at every moment, 
there are enough fusion processes happening to 
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keep the sun burning. Lucky for us – the sun is shin-
ing because of quantum tunneling. 

The STM: Seeing Single Atoms 
Thanks to Quantum Tunneling

Another example, where the quantum tunneling of 
particles, specifically electrons, is used for technical 
purposes, is the so-called “scanning tunneling mi-
croscope”, or STM. Such a microscope does not 
have any lenses, and does not use light. Actually, 
the things one wants to “see” with these are far too 
tiny for visible light: with an STM one can make indi-
vidual atoms visible. 

The main ingredient of an STM 
is an extremely fine tip of a 
needle. This tip is brought 
very close to the surface 
which one wants to have 
a look at. The tip needs 
to be really, really close – 
but should not touch the 
surface. Then, one takes 
a battery, and connects the 
surface with one cable, and the 
needle with another. Since the tip 
does not touch the surface, the circuit is 
broken, and there should be no electric 
current flowing, right? 

Actually, wrong: the electrons which 
make up the electric current have a 
small chance of tunneling from the 
tip of the needle to the surface. 
They can travel normally from the 
battery to the tip – then there is a 
small chance for them to tunnel through the 

barrier, which in this case is just the isolating gap 
between needle and surface. From there they can 
travel back to the battery and close the circuit. Al-
though the circuit is broken, there is actually a tiny 
electric current, because of the quantum nature of 
electrons. 

How can one use this setup as a microscope? Well, 
remember what we said about the likelihood of a 
quantum particle actually tunneling through a bar-
rier: That chance depends very sensitively on the 
thickness of the barrier. So in our case, the further 
the needle is away from the surface, the smaller 
the electric current, which one can measure quite 

easily. So, what one does is to scan 
the surface with the needle, and 
closely watch the current. If the 

current stays the same all the 
time, then the surface is plain 
– the distance between it and 
the needle does not change. 
If one suddenly sees an in-
crease in current, the distance 

must have gotten smaller – a 
sure sign that there is a little bump 

in the surface. 

The most important thing is: this 
sort of scanning is extremely sen-
sitive, and can register changes 

in surface height down to the 
thickness of a single atom! So this 

is an amazing way to find imper-
fections in a material, even on the 
molecular and atomic level. This 

way, an STM can make very small struc-
tures visible, which one could 
never see with the naked eye.
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because you can describe it as “big nucleus 
breaking apart into two smaller ones”, which is 
quite easy to imagine. Within an atomic nucle-

us, two different forces are competing: while 
the strong force ( 2) binds the 

protons and neutrons together, 
the electromagnetic force leads 
to a repulsion of the protons. 

The strong force dominates the 
electromagnetic one and keeps 
the protons and neutrons stick-
ing together. But this amount 
of domination varies for dif-
ferent nuclei. It might be quite 
overwhelming, and then a 

nucleus is very stable and hard 
to break. But it might also be very 

slight, and then a nucleus is pretty un-
stable. 

What Causes the (In-)Stabilities

The stability of a nucleus depends on several fac-
tors: its volume, surface, number of protons, differ-
ence between the numbers of protons and neu-
trons and the number of proton and neutron pairs. 
Having all this information, you can calculate the 
stability of a nucleus using the so-called Bethe–
Weizsäcker mass formula ( 3). You might guess it 
from the name: what it actually spits out is an atom-
ic nucleus’ mass, not its stability. But the two are 
closely related. Let us put a nucleus on a scale and 
compare its weight to the weight of its constituents, 
for example a helium nucleus.

Radioactive Decay 
About the Life of Nuclei and Their End

It gives us fear, when it leads to natural catastro-
phes. It gives us joy when it pro-
duces electricity. No matter what 
it is doing, it immediately grabs 
our attention. Its mysterious ap-
pearance even names rock 
songs: radioactivity. There are 
three things which make ra-
dioactivity so interesting. 
The first is that it leads to 
a type of radiation which 
we cannot see (at least 
not with our eyes) and which 
harms us. The second is that us-
ing it for our benefit (electricity) leads to a type 
of waste that we have to store for a long 
time. And finally, the third fact, it tells us 
that our elements do not last forever, at 
least not all of them: they decay. This 
means that a lunch box filled with uranium will no 
longer be filled with uranium after quite some time.

It might be disturbing that atoms decay. You might 
ask: “Why is that?” and physicists will answer you: 
“Why not? Whatever can happen, will happen.” Let 
us take a closer look at an example to see what 
that means. An atom of a certain element is defined 
by the number of protons in its nucleus.  During 
the process of a radioactive decay the atomic nu-
cleus changes by emitting radiation, modifying the 
remaining nucleus. Next to the three characteris-

(gamma) radiation ( 1) there is also the possibility 
of a nuclear fission. Let us start with nuclear fission 
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Oh wow, the scale is imbal-
anced! The nucleus is actually 
lighter. This phenomenon is 
called “mass defect”. It’s the 
E=mc2 game again: part of the 

protons’ and neutrons’ masses got converted into 
energy. This is exactly the energy that is used to bind 
the protons and neutrons to a nucleus. And also, it 
is the amount of energy that you need to break the 
nucleus. So: the larger this mass defect, the more 
binding energy and the more stable atoms. 

These differences in the masses of the nuclei allow 
for radioactive decays: a nucleus can break into two 
smaller ones if the sum masses of the “daughter 
nuclei” is lighter than the mass of the “mother nu-
cleus”. The difference in masses is then released as 
kinetic energy, so the speed at which the daughter 
nuclei are moving. If you manage to convert this en-
ergy into thermal energy you can heat up water and 
drive a steam turbine with it, which will then run a 

generator and produce electricity. This, simply put,  
is how a nuclear power plant works. 

Nuclear fissions can happen spontaneously. You 
might well ask: “Okay, if a nucleus can decay into 

two lighter ones, why does it not 
do it immediately?”. Once more, 

the rules of quantum mechanics 
come into play. With-

out quantum me-
chanics, the strong 

force would keep 
the nucleus sta-
ble. But in quan-
tum mechanics,  

He i senbe rg ’s 
U n c e r t a i n t y 
Relation ( 4) is 

valid: The exact 
position of the nucleus and also of its constituents 
is not well defined. Within a nucleus, it’s  two halves 
(and also all other possible parts of it)  – or more 
correctly, their wave functions ( 5) – are within the 
nucleus. Mostly. Because a little part of the wave 
functions is also far outside. This can lead to a point 
where the two halves are far enough apart that they 
are beyond the range of the strong force. And here 
we go: nuclear fission has just occurred. This effect 
is also known as tunnel effect ( 6).

The Motor of Nuclear Power Plants

Such a fission can happen either spontaneously, 
or it can be triggered by something else. The most 
well-known example is uranium-235 (the number 
tells you the total number of protons and neutrons 
within the nucleus), hit by a neutron. The neutron is 
absorbed and the uranium gets pretty unstable and 
decays into two lighter nuclei, for example barium 
and krypton (not to be confused with the fictional 
superman killer kryptonite) and two neutrons. These 
other neutrons can hit other uranium-235 nuclei 
and we start from the beginning but two-fold en-
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hanced. We call this a “nuclear 
chain reaction” and it is the pro-
cess that heats nuclear power 
plants. 

In this chapter we so far only been talking about 
nuclear fission. But when people talk about radio-
activity, they most-

they base on the 
same principle for 
which fission served 
as a good example: 
Change into some-
thing that is lighter 
and release the re-
maining energy into 
kinetic energy of 
decay products. We 
have learned that 
the time it takes for a 
nucleus to decay is 
different. The prob-
lem (it’s Quantum 
Mechanics again) is that you don’t know when one 
specific nucleus will decay. You can only give prob-
abilities. What you can do is to define a “half life” as 
the time it takes until, on average, half of all nuclei of 
a certain type has decayed. 

What to Do With Nuclear Waste?

Half-lives for different radioactive nuclei can vary 
between less than 10-10 seconds and more than 
10,000,000 years. Instead of the half-life physicists 
prefer to define a quantity called “lifetime”. It is the 
time after which only a fraction of 1/2.72 (instead of 

1/2 for the half life) still hasn’t decayed. The advan-
tage of this time is that you can take the inverse of it 
to get the activity of a material. If you multiply it with 
the number of nuclei you have, you know how many 
of them decay per second. So, very unstable par-
ticles lead to a lot of radioactivity. But long lifetimes 
are also not much better: the activity is lower, but the 

time that radiation is 
emitted lasts longer. 
Unfortunately, nu-
clear power plants 
produce radioactive 
nuclei with a quite 
a long lifetime. You 
have to store the 
nuclear waste at a 
safe place where 
its radiation does 
not harm humanity. 
One approach is to 
store the nuclear 
waste deep under-
ground in former 
salt domes.

Another approach is the use of so-called nuclear 
transmutation. With this technique, toxic nuclear 
waste with a long lifetime can be transformed into 
less toxic waste or waste with a shorter lifetime, 
which will then be gone earlier. 

Scientists are quite active in the field of trans-
mutation. While it is technically also possible to use 
transmutation for the artificial production of gold 
from mercury (unfortunately: economically not effi-
cient), the main focus is on the radioactive waste 
and the reduction of its storage time by several 
thousand years. Doesn’t that sound encouraging?
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tectors ( 3).  Let us take a closer look at the different 
kinds of radiation. 

Radiation

particles consist of two pro-
tons and two neutrons. 

Compared to the particles of 

are pretty heavy (about 7300 

Alpha, Beta and Gamma Rays 
Radioactive Rays

We have learned in the chapter about radioactive 
decays ( 1) that not all atomic nuclei are stable. It is 
sad that certain nuclei can only be kept for a certain 
amount of time before they decay. A specialty that 
comes along with decaying nuclei is that they emit 
radiation. Two things motivate the emission of radia-
tion. One possibility is that the particle content of the 
nucleus changes and hence the difference between 
mother and daughter nuclei has to be emitted via 
radiation. It is also possible that the particle content 
does not change, but the nucleus re-arranges it in a 
way that energy is released. 

Such radioactive radiation is nothing that people 
can ignore. You either hate it or love it. And it de-
pends what you want to do with it. Most radiation 
is ionizing, which means that it has the capability 
of kicking out electrons from their atoms.  This can 
cause severe damage to the atoms in biological 
cells, which is why the radiation can be quite dan-
gerous. On the other hand you can also specifically 
damage “bad cells” from tumors and use the radia-
tion for a medical treatment ( 2). 

Let us take a look at the three most important types 
of radioactive radiation. They are named by the first 

Alpha radiation consists of little helium nuclei, beta 
+ and 

- radiation) and gamma radiation consists of high 
energetic photons. These types of radiation are nor-
mally invisible. But you can use special particle de-
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an charged particle – energetic enough to ionize – 
traverses through matter, it kicks electrons out of 
the matter’s atoms. To do this, the ionizing radiation 
needs to transfer a certain amount of energy, name-
ly the energy with which the electrons are bound. 
The more often radiation ionizes, the more energy 
it loses. The “Bethe–Bloch–Formula”, describing a 
particle’s energy loss via ionization, tells us that the 
loss increases with the particles charge squared. 
This makes 

lose significant-
ly more energy 

not described 
by the Bethe–
Bloch–Formula: 
even though a 
photon can also 
ionize, it will be 
gone (absorbed 
by the particle that it has just ionized) after the first 
process of ionization.

-
lem! As it loses its energy quickly, it can be stopped 
quickly. A sheet of paper is sufficient. And even the 
first cells of your skin, which are dead anyhow, stop 

-
ty fast as well, but this time by your organs. This 

-
ly, they deposit a large amount of energy on the 
short way at which they are stopped and cause cell 
damage which can lead to cancer. So: better be 

them. One famous candidate is uranium-238. The 
number after the element’s name indicates the to-
tal number of nucleons (protons and neutrons). For 
each element, the number of protons is fixed (92 for 
uranium) and the number of neutrons can vary. Ele-
ments with different numbers of neutrons are called 

-
nium-238 decays into thorium-234. 

particles lead 
to elements 
with four nu-
cleons less 
(of which two 
are protons). 
If thorium-234 
keeps on de-
caying, it can 
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-
cays are involved as you can move from 238 to 222 
by subtracting multiples of 4. Uranium-238 exists 
in the crust of our Earth, and so does radon-222. 
Radon is an invisible gas and it can find its way 
out of the Earth’s crust until it reaches your base-
ment. There it can aggregate and find its way to 
your lung. This will be the place where radon-222 

of the largest fractions of radioactivity that stress-
es us humans. So: keep your basements ventilated 
and don’t spend too much time there pursuing your 
hobby.

 Radiation

positron is emitted after a neutron 
in a nucleus changes into a proton 
or vice versa, respectively. Such a 
conversion is possible via the weak 
interaction ( 4) which also leads to 
an emitted neutrino which we do not 
see. You see: If one type of nucleon 

gets converted into another one, the total number 
-

potassium-40. In most of the cases the potassium 
- radiation), but in 10% it will 

decay  into argon-40 by emitting a positron. You 
can find lots of potassium in bananas and potatoes, 

+ radiation. As these 
positrons are antimatter ( 5), they will annihilate with 
their matter counterparts, the electrons, into two 
photons ( 5,6

quite popular in medical diagnosis. Depending on 
which organ you want to screen, you can inject a 

-

-

two photons. If you place a detector around the 
patient and connect all lines of photon pairs, you 
can get a nice image of the organ. This method is 
called PET (positron emission tomography) scan. 
Even though it is used in medical diagnosis, it is still 
dangerous. In particular if the energy that the radia-
tion deposits in our bodies gets too high. To shield 

paper. But a thin plate of aluminum would do it. 

 Radiation

way for a nucleus to emit en-
ergy without changing its parti-
cle content. A photon is neither 
charged nor massive. It is the 
same particle of which light is 
made of, but has a lot more en-

ergy. You know UV light which has more energy than 
visible light and can hence burn your skin. While UV 
light photons have the energy of a few electron volts 
(eV), X-rays have several thousand eV (kilo eV, keV) 

kick out a single electron off an atom and disappear 
afterwards. Or they convert into a pair of an electron 
and a positron (the reverse effect of the electron/

to disappear increases with the thickness of your 

with an energy of 2 MeV will lose 50% of its photons 
after 1.3 cm of lead, 75% after 2.6 cm and so on. 
But a few photons will still make it through even a 
thick lead shield.
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1: “The Weak Interaction ” on page 233 
2: “The Strong Interaction ” on page 229 
3: “Conservation Laws ” on page 51

4: “Radioactive Decay ” on page 167 
5: “E=mc² ” on page 237

of the protons must have converted to a neutron! 
This weak interaction ( 1) is responsible for that. 
Next to the weak interaction you need the strong 
interaction ( 2) to do its work, namely to make the 
proton and the neutron stick together.

When we said that the mass of the deuteron is twice 
the mass of a proton, we were not 100% correct. It 
is 1.999 times the mass of a proton. But where did 
the rest go? Even if the rest is a small amount, we 
cannot neglect it. Part of this rest was converted via 
the weak interaction into a positron and a neutri-
no. This is needed to keep the charges conserved 

( 3). But there is still something missing, and the 
amount that was leftover was convert-
ed into energy. In the same way as for 
nuclear fission reactions ( 4) (parts 

of) masses are converted into ener-
gy. We know this as “mass defect” 
( 5). So we see that you can cre-
ate energy out of mass by either 

nuclear fission reactions or via nu-
clear fusion reactions. If you think you can 

get an infinite amount of energy by letting a 
nucleus decay via fission, gain energy, let the fission 
products fuse again, gain energy and so on … that 
is not possible. Only light nuclei release energy in a 
fusion process and only heavy ones release energy 
via fission. 

Cross the Barrier – Cheating Allowed

While some heavy nuclei automatically decay via 
fission, others need an external trigger like a neu-

Nuclear Fusion 
Energy Source for Dinosaurs and Future Humans

The typical futuristic power plant of science fiction 
movies, books and videos games is a nuclear fu-
sion reactor. It sounds quite impressive, but what is 
actually the story behind this nuclear fusion? Does 
it really exist? It does!

Good Combinations  
That Bring You Energy

Nuclear fusion might indeed be the optimal source 
of energy for the future of mankind. But it also used 
to be a source of energy for the dino-
saurs. And it still is for us. But the prob-
lem is that we cannot control, or use it 
in a power plant. We have to use the 
nuclear fusion that nature provides. 
You might wonder what that is. It is 
something we can see very day, but 
not every night. Right, the sun! With-
in the sun, an incredibly large amount 
of atomic nuclei fuse to bigger ones. And 
by that, they release energy. How can that 
be?  Let us start with the smallest atom-
ic nuclei we know: hydrogen nuclei. These 
consist of a single proton. If you bring two protons 
very close together, they can combine to a bigger 
nucleus: a deuteron, the nucleus of deuterium at-
oms. Deuterium consists of an electron and a pro-
ton (just like hydrogen) plus an extra neutron in the 
nucleus. But the electrically neutral neutron does 
not change the atom’s chemical properties. It’s like 
hydrogen, but twice as heavy. But wait: We started 
with two protons and now we have a proton and a 
neutron within the deuteron. How can that be? One 
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6: “Quantum Tunneling ” on page 163

tron that hits the nucleus and splits it. 
For fusion, the situation is slightly more 
complicated. Think of the two protons. 
To make them fuse we need two inter-

actions: the strong and the weak interaction. But 
both have a range of only about a femtometer, so 
10-15 m. So this is how close you have to bring two 
protons together. The problem: before the strong 
and the weak interaction can start to act, the elec-
tromagnetic interaction will do its job, as its range 
is infinite. As both protons are positive, the elec-
tromagnetic interaction will cause a repulsive 
force. Even worse: the correspond-
ing force caused by the Coulomb 
interaction increases with the in-
verse of the squared distance. So: 
super short distances, super strong 
repulsive forces! We see 
this illustrated: The pro-
tons will need more and 
more energy to come closer 
and closer. It is like running 
up a hill which gets steeper 
and steeper.  

You know it from cycling with your 
bike up the hill: it can be tough. 
And the higher you want to go, the 
more energy you need. So somebody has to give 
the protons a lot of energy to let them fuse. If we 
give the hint that temperature is just another mea-
sure of kinetic energy of the particles in a gas, can 
you think of a place with a lot of high energetic par-
ticles? Right again – the sun!

And here we go: the biggest nuclear fusion reactor 
for both the dinosaurs and us is the sun. Within the 
sun, an incredibly large amount of fusion processes 

take place. The sun is nothing else 
than a big gas ball of mostly hydrogen 
atoms. And as it is so big, gravitation 
can hold it all together to a big ball. 
The protons in the center of the sun 
can really feel the pressure of the sun’s own gravita-
tion. It compresses the hydrogen gas and heats it. 
This heat allows the protons in the sun be very fast 
and hence to get very close. Very, very close. But 
not close enough to let the strong and weak inter-

action act. The protons need to do a trick: they 
use the tunnel effect ( 6). Quantum mechanics 

tells us that even if a particle does 
not have sufficient energy to cross 
a barrier, its wave-like properties 
allow it to simply tunnel through it. 
The probability is not too high, but 

still larger than zero. And 
only due to this tunneling 
the protons in the sun fuse. 
And the fusion does not end 
at the deuterons. Adding an-
other proton to a deuteron 
leads to helium-3 (two pro-

tons and a neutron) and two 
of such helium-3 nuclei fuse to he-
lium-4 (with two neutrons) plus two 

released protons. And these two 
protons can then again … let the story of fusion be-
gin. This process is called the proton-proton chain 
reaction. In heavier stars and during supernova ex-
plosions, helium and even heavier nuclei can fuse 
and produce elements up to iron.

A Sun on Earth?

Doesn’t it sound nice: While nuclear fission reactors 
need the expensive, rare and radiating uranium, 
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7: https://www.ipp.mpg.de/16900/w7x and http://www.iter.org 
Image: © ITER Organization

nuclear fusion reactors would only need hydrogen 
(cheap, plenty on Earth). So it seems tempting to 
build something like a mini-sun down on Earth and 
use it to produce energy. There are already many 
attempts in this direction. What needs to be done in 
order to run a fusion reactor is to heat up hydrogen 
(there are also attempts to start with deuterium and 
tritium) up to several million degrees (here, it does 

not matter if we use Celsius or Fahrenheit). One 
also needs to keep this heated hydrogen, which 
is called plasma because electrons are separated 
from the protons, in a stable and dense environ-
ment. There are several options to heat the plasma: 
microwaves or fast neutrons can be shot on it or an 
electric current can be induced within the plasma. 
The last option you might have seen in a much mild-
er way when you observe electric cables getting 
warm when they transport a high current. Keeping 
the plasma together is reached via magnetic fields. 
Very strong and precise magnetic fields are needed 
to keep the plasma dense and stable. Several of 
such fusion reactions are currently tested ( 7), but 
so far all of them consume more energy for heating 
the plasma than they produce via fusion. The plan 
for the future is that the situation is reversed. Let us 
end the chapter with an image of the ITER reactor, 
an international project which is currently being built 
in Cadarache, France. It is of a donut shaped Toka-
mak type.  Other concepts are also tested, such as 
a Stellarator type or laser-based inertial confinement 
fusion. Let us see what the future brings!

https://www.ipp.mpg.de/16900/w7x
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power gets lost on the way. 
This loss is on the one hand 
larger for higher resistances of 
the cable. On the other hand it 
decreases for higher voltages. 
This is the reason for the high voltages of electric 
power lines. It is clear that running with higher volt-
ages is not always an option for decreasing power 
losses. Ohmic resistances limit, for example, the 
current we can use in electromagnets. And as we 
get stronger magnetic fields for higher currents, this 
also limits the magnetic field strengths that we can 
get. 

A good question to ask now would be: Is there a 
way to reduce this Ohmic resistance? There is. It 
depends on the thickness and the length of a ca-
ble. The larger the cross section and the shorter the 
cable, the lower the resistance. But short and thick 
cables are often not very practical. There is anoth-
er dependence of the resistivity: the temperature of 
the conductor. While for a few conductors the re-
sistance decreases for higher temperatures (mostly 
semiconductors), for most of them it increases.

The Unexpected Jump  
in Supercold Regions

In 1911, the Dutch physicist Heike Ka-
merlingh Onnes measured the resistance 
of mercury. He varied the temperature and 
checked the principle: the colder the tem-
perature, the lower the resistance. Liquid 
helium can be used to cool things down 

Superconductors 
Super Highways for Electrons 

Did you ever ask yourself why electric power lines 
have such enormously large voltages (several thou-
sands of volts) compared to the voltages of 120 V 
(US) / 230 V (Europe)? To understand why this is 
so we have to think about the way that electricity 
is transported in a cable. Electric charges are mov-
ing, accelerated by the electric field inside the cable 
that appears once you apply a voltage to it. The 
movement of these charges is the electric current. 
You can think of such a current as cars on a high-
way. A high current corresponds to either a lot of 
cars or cars with a high speed. But there is – fortu-
nately – one difference between the movement of 
cars on a highway and electrons in a cable. While 
the cars try not to interact with either each other or 
the traffic barriers, the electrons do. The amount of 
that interaction limits the current and is quantified 
as electrical or Ohmic resistance. Ohm’s law states 
exactly that: For a certain voltage U the current I 
is limited by the resistance R, by the formula  U = 
R · I. During the interaction between the electrons 
from the current and the electrons from the conduc-
tor in which they are moving, they transfer energy. 
We get a conversion from electric energy to thermal 
energy ( 1) and the conductor warms up. You can 
verify that, if you use a device with a large energy 
consumption that needs a large current, let’s say a 
water boiler. Touch the cable! It’s warm, isn’t it?

Ohmic resistance leads to unwanted ef-
fects. Power plants produce electricity, 
transfer it to you and on the way, part of 
the energy gets lost as the transfer cables 
heat up. A few percent of the transferred 

1: “Conservation Laws ” on page 51
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to very, very low temperatures. So he measured the 
resistivity at 4.4 K (Kelvin), which corresponds to 
-268.75 °C (Celsius) or -451.75 °F (Fahrenheit). The 
Kelvin scale is used as it has a well-defined value of 
0: there is no way to get any colder. Temperature 
corresponds to the movement of atoms, and at 0 K 
they all stand still. So we have very, very cold mer-
cury. And a quite low resistance. Kamerlingh Onnes 
went down to 4.3 K: even less resistance. But then, 
suddenly, at 4.2 K, there was a big jump and the 
resistance went down to 0. No Ohmic resistance. 
This was totally surprising. 

What he had just discovered, and for which he was 
awarded a Nobel prize in 1913 (he got it not only 
for this observation, but for his work with extracold 
temperatures in general, see also 2), was the 
phenomenon of superconductivity. It is defined as 
electric conductivity without resistance. The phe-
nomenon was a total surprise for the whole physics 
community. And it took about 50 years to find an 
explanation for this effect. In 1957, the physicists 
Bardeen, Cooper and Schrieffer (BCS) formulated 
a theory which tells us what is actually happening. 
Simply put, an electron from the current attracts 
positive charges from the conductor. A second 
electron from the conductor 
joins  it and the two electrons 
form a so-called “Cooper 
pair”. While a single electron 
is a fermion (with a spin of 
1/2), of which at most one with 
the same properties can be at 
the same place, a Cooper pair is 
a boson (with integer spin): the 
two electrons’ spins of 1/2 point 
into either same or opposite di-
rections and lead to a total spin of 

1 or 0. The good thing about bosons: You can put 
as many bosons with the same state at the same 
place as you like ( 3). So all of these Cooper pairs 
will take the same state and act like a whole. In case 
one of the conductor’s atoms wants to interact with 
an electron with the current (as it happens in the 
case of Ohmic resistance), it has to interact with all 
of them at once. And at such low temperatures, the 
energy of the conductor atoms is not sufficient. This 
is the reason why the electrons can pass without 
any resistance. 

Shoo, Magnetic Field!

A nice effect comes along with superconductivi-
ty. Usually, if you put a conductor into a magnetic 
field, the magnetic field lines go their way through 

the conductor. The physicists 
Walther Meissner and Robert 
Ochsenfeld observed that in 

contrast to normal conduc-
tors, superconductors expel 
the whole magnetic field. 

This is caused by currents 
inducted by the magnetic field 
at the surface of the supercon-
ductor. These currents induce 

a counterfield which cancels 
the external magnetic field in the 

2: “Superfluidity ” on page 183 
3: “Spin ” on page 187
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conductor. And here we go: a field-free conductor. 
This effect is not only interesting for a physicist, but 
also nice to watch. A superconductor, expelling all 
magnetic field lines, will act as a perfect diamagnet 
(a magnet that, once put into an external magnetic 
field, will induce its own field in the opposite direc-
tion and will be repelled by the external field) and will 
levitate if placed in an external magnetic field as you 
see on the photo. 

New Possibilities

Imagine the possibilities of superconductors! No 
more electric resistance means that you can trans-
port energy without losses. While the cooling of the 
superconductors is still quite complex and expen-
sive, some electricity providers have already start-
ed using superconducting cables. If the cables no 
longer heat up, you can also transport a lot more 
power through them. Depending on the model, 
household fuses tend to blow out when a current of 
20 amps flows through (to prevent the cables from 
melting) a superconducting cable has no problem 
with even much larger currents. In the second pho-
to on this page you can see two cables, both ca-

pable of transporting 12,000 amps. The big one is 
a classical conductor that needs to be cooled with 
water in the inside. The small one is a supercon-
ductor. High currents in thin cables are needed to 
produce very high magnetic field strengths in elec-
tromagnets. So superconductors got very popular 
whenever strong magnetic fields were needed, for 
example in particle accelerators ( 4) or MRI (mag-
netic resonance imaging). 

Physicists investigate different materials that can 
be used as superconductors. In the magnets of 
the particle accelerator LHC (the thin cable in the 
photo) a material consisting of niobium and titanium 
was used. The temperature at which materials be-
come superconducting varies. Of particular interest 
are those that do not have to be cooled to 4 K, as 
for the LHC, but only to about 100 K (which is still 
-280 °F, but hey…). This allows using liquid nitrogen 
instead of liquid helium (which is rare and really ex-
pensive). The hope is that in the future, new materi-
als will be developed, which need even less cooling. 
But it is clear by now that such materials will be very 
complex and hard to produce.

4: “Particle Accelerators ” on page 249 
Image (upper left): © CERN 

Image (lower right): Boris Lemmer
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you further increase the temperature, you will even 
rip off the electrons from the rest of the atoms. This 
state is called a plasma. You can read more about 
such phase transitions in the chapter about the 
childhood of the universe ( 3).

Properties of Fluids

Getting back to fluids: You could classify them, next 
to their elementary properties, by their behavior. 
Fluids conduct heat, for instance. Some do more, 
some do less. This effect can be quantified via the 

-
times you want to minimize it, 
for example to keep your house 
warm during winter. Then you pick 

not transport the heat outside. 
The lowest thermal conductivity 
you can think of has a vacuum. 

cases where you want materials 

transport heat away quickly to 
prevent damages to machines 
which get heated up. Copper 
and silver for example have val-

meter and per second. 

Next to the thermal conductivity, you might be in-
terested in a fluid’s viscosity. The viscosity tells you 
“how thick your fluid is”. The more viscous a fluid is, 
the slower it moves. A physically more precise defi-

Superfluidity 
The Creepy Kind of Fluid

Let us talk about fluids. The term “fluid” describes 
both liquids and gases. We learned about the way 
that fluids move ( 1). We also got to know a type 
of fluid with very special properties, the non-New-
tonian fluid ( 2). While the non-Newtonian fluid was 
something in between a fluid and a solid state, this 
time we will talk about something that is fluid for 
sure.

What is it that actually defines a fluid? Matter, such 
as water, exists in different phases: solid, liquid, gas-
eous or as a plasma. The actual phase depends on 
the pressure and the tempera-
ture. These phases are caused 
by forces that act between the 
different molecules of a type of 
matter. Water molecules can 
attract each other and form 
a solid crystal. Solid matter 
can neither easily change 
its form nor its volume. But 
as soon as the water mole-
cule’s average energy (and this 
is what we define as tempera-
ture) is too large, it breaks the 
bindings and the molecules 
can move. That’s why you can 
deform liquid water. But the 
water molecules are still packed 
closely, that’s why you cannot compress it. If you 
increase the temperature further, the molecules will 
no longer stay together closely, they will be free. 
And as this distance can be decreased by applying 
an external pressure, you can compress a gas. If 

1: “Fluid Flow and Turbulences ” on page 27
2: “Non-Newtonian Fluid ” on page 39 
3: “Timeline of Our Universe ” on page 100
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nition than “thick” is that viscosity defines the resis-
tance against shear stress. The illustration tries to 
explain it. If you keep the lower plate fixed and move 
the upper one, the uppermost fluid layer will move 
as well, while the lowest will not. The viscosity tells 
you how much shear force per area you 
have to apply to reach a certain velocity 
for a given distance between the plates. 
For a great example of this, think about 
how water and honey behave. A funny 
side remark: If you are looking for some-
thing with a really large viscosity, take 
pitch! An experiment, started in 1927, is 
measuring the rate at which pitch drops 
out of a funnel. Since the beginning of 
the experiment, only nine drops made 
it. And only the last falling drop was re-
corded via web-cam. This experiment, 
which is still running, made 
it into the Guiness book of 
world records as the lon-
gest lasting lab experiment 
on Earth. 

Helium – Cold, Colder, Strange

But back to fluids! Let us talk about a special one: 
helium. Helium atoms consist of two protons and 
two neutrons in the nucleus as well as two elec-
trons. We find a lot of helium inside the sun, as it is 
the product of nuclear fusion ( 4), the process that 
heats it. 

The helium that we can find on Earth does 
not originate from the sun. It comes 
from decaying radioactive elements in-
side the Earth’s crust, such as uranium. 

-

cles are emitted ( 5). These are already the nuclei 
of helium atoms and just need to capture two more 
electrons from the surrounding Earth crust. You can 
extract helium from natural gas. It is used for a va-
riety of things: If you inhale it, you will sound like 

Mickey Mouse as the speed of 
sound in helium is about three 
times larger than in air. As its 
density is also lower than air, 
it is a popular balloon gas. He-
lium balloons can fly, but they 
cannot burn. That is actually 

its big advantage compared 
to hydrogen, which could 
also make balloons fly but 
is much more reactive (and 

hence flammable) than he-
lium. The most popular usage of 

helium, however, is cooling. If you’ve 
ever seen an MRI scanner in a hospital:  
the coils of its electromagnets are cooled 
with helium. Also, the world’s biggest par-
ticle accelerator ( 6) is cooled with helium. 

Speaking of cooling: what does actually happen if 
you cool helium? At the beginning of the chapter 
we talked about phase transitions. So sooner or lat-
er during cooling, gaseous helium should become 
liquid. This transition is called condensation. This 
does indeed happen, but while our good old water 
condensates below 212 °F, or 373 degrees Kelvin, 

helium will remain gaseous down to 4 de-
grees Kelvin! You see: there is not much 
room down to absolute zero for helium to 
become solid. Indeed, it has to be cold-

er than 1 degree Kelvin. But at normal 
conditions it will not turn solid, only if 
you increase the pressure to 25 times 

4: “Nuclear Fusion ” on page 175 
5: “Alpha, Beta and Gamma Rays ” on page 171 
6: “Particle Accelerators ” on page 249
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the atmospheric pressure. Surely, this is quite im-
pressive. But it isn’t a good enough reason to de-
vote a whole chapter to cold helium.

Supercold, Superfluid

In the chapter about superconductivity ( 7) we 
learned that certain materials will turn into a special 
quantum state when cooled below a certain tem-
perature: they will become superconducting. This 
means that they lose all their electric resistance. 
If helium gets colder than 2 degrees Kelvin, 
it turns into a so-called “su-
perfluid”. Similar as in super-
conductors all electron pairs 
behave as a single particle, 
all helium atoms of a super-
fluid can be described by a single 
wave function ( 8). “So what?”, you 
might think. But this leads to very 
interesting changes in helium’s 
properties. 

The thermal conductivity describes 
how fast temperature can be trans-
ported. The hot part of a material has 
atoms which move fast. By colliding 
with their neighboring atoms, they 
transfer their velocity to them. Now 
imagine shaking a single wave (func-
tion) at one end. The reaction on the 
other side will follow immediately. 
Think of a stiff wave that you shake on one end. The 
reaction on the other end will follow immediately. So 
heat, represented by movements of the matter’s at-
oms, will immediately be transported from one end 
to another. That’s why the thermal conductivity of a 
superfluid is infinite!

What about a superflu-
id’s viscosity? While the 
friction of electrons in a 
conductor leads to elec-
tric resistance, the friction 
of layers in a fluid leads to 
a viscosity. And the same 
way as the electric resistance disappears com-
pletely, superfluids suddenly get rid of their viscos-
ity. Imagine viscosity-less honey on your spoon. 
How long could you balance it?

But it’s not only the balancing on 
a spoon that gets pretty tough 
for a superfluid. Even if you put 
it into a cup and place it on a 

table, it will not stay there. The 
“Onnes effect”, named after the physicist Heike 

Kamerlingh Onnes, describes what 
will happen: The superfluid will 
crawl up the cup and crawl down 
to the ground, as we have illus-

trated it. While this is impossible for 
normal fluids, the superfluid can crawl 
upwards as the forces with which the 
fluid sticks to the wall are larger than 
the gravitational force. And as there 
is no more friction within the fluid (no 
viscosity), a thin film of the superfluid 
will cover the cup and make its way 
to the place of lowest potential ener-

gy (as a ball rolls down a hill), which 
is down the table. 

The Onnes effect also makes it very difficult to store 
ultracold liquid helium. Wherever there is just a very 
small hole in the helium vessel: it will always find its 
way out!

7: “Superconductors ” on page 179 
8: “Wave-Particle Duality ” on page 143
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1: “Light ” on page 7

might have seen in real life, are copper solenoids: 
electric coils which are used to generate magnetic 
fields. But electrons flying in circles is also happen-
ing in almost all atoms: an electron flying around 
an atomic nucleus is perfect for this! Even though 
quantum mechanics is a bit weird, and one can-
not conceivably say that an electron “flies in circles 
around a nucleus”, it is doing something quantum 
mechanically which comes pretty close to this. And 
indeed, many single atoms behave like little mag-
nets because of this. 

So is that what is mak-
ing magnets into 
magnets? All the 
electrons in the or-
bital shells of their 

atoms, dancing in uni-
son to make one giant, big 

magnetic field? As it turns out, 
it is not that simple, because in most 
materials the electrons cannot just 
circle the atoms in the direction they 

want – rather they are used to bind several 
atoms together, and this job requires very 

specific movement from the electrons. 
One that does not allow for all of them to 
fly in circles the same way. 

But that’s no problem: many materials still be-
have like magnets, because of the magnetic fields 
generated by their electrons. How does that hap-
pen? Well, as it turns out, a single electron still pro-
duces a magnetic field of a certain strength, even 

Spin 
Particle Dances in Discrete Steps

In everyday life, magnets seem very mysterious. 
They exert a force (onto other magnetic materials), 
which seems to come from nowhere. This allows 
you to make amazing fridge poetry sticking to your 
favorite piece of kitchen furniture, seemingly forever. 
Where does this force come from?

Magnets – This Is How They Work

Well, it comes from the magnetic field that magnets 
produce ( 1). Just as electric fields, magnetic fields 
have a direction and a strength. They 
are what’s called a vector field. The di-
rection is what is telling a magnet into 
which direction its North Pole 
should face. As soon as it faces 
the right direction, it begins to 
wander towards the direction 
in which the magnetic field 
is strongest. 

Okay, but how does one actually 
produce a magnetic field? What is it, 
what makes a magnet into a mag-
net? Well, this has been found out 
by James C. Maxwell, about 150 
years ago: magnetic fields are pro-
duced by accelerated charges. So 
whenever a charged particle chang-
es its direction, anywhere, it produces a 
magnetic field which exists as long as the change 
takes place.  To produce a constant magnetic field, 
the best way is therefore to make a charged par-
ticle to fly in circles. A great example, which you 
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2: “The Higgs Mechanism ” on page 241

when it does not change its direction. It does that 
even if the electron does not move at all! 

Spinning Electrons  
Are Magnets as Well

When physicists realized this, 
over a hundred years ago, they 
were quite puzzled, because 
that seemed to contradict Max-
well’s theory. But they came up 
with a solution: The electron’s in-
trinsic magnetic field generated by 
the electron behaved as if it was 
generated by the electron spinning 
around itself, with a very specific ro-
tational velocity. If the electron were 
a tiny charged ball, that would in 
fact, by Maxwell’s theory, generate 
a magnetic field. That is why this 
physical quantity is, up to this day, called 
spin. Nowadays we know that 
electrons are not little charged 
balls, but are more complicated 
objects, with quantum weirdness 
all over them. But the term was so catchy, and the 
idea of the electrons as little spinning balls was so 
appealing, that it stuck in the minds of generations 
of physicists. Even today, one can find this image 
in many physics textbooks, although it is an over-
simplification of what is actually going on with the 
electron. 

The Spin – More than Just a Number

The strength of the generated magnetic field (re-
lated to the bona fide “spinning velocity”), has the 
same value for all electrons. In Planck units, it has 

the value of one half. Later 
physicists have found that all el-
ementary particles have a spin, 
and these come only in steps 
of one half. So a particle can 

either have a 
spin of zero 
(such as the 
Higgs boson, 2), 
one half (such as all the quarks, 
the electrons and neutrinos), 

one (the interaction bosons like 
gluons, W- and Z-bosons and the 
photon – which does not generate 

a magnetic field itself because it is 
not charged). Currently, nobody has 
found an elementary particle with spin 

three halves (but there are some 
composite particles, consisting of 
several quarks, which have that 

spin). The same is true for spin two, 
but if there is something like a 
graviton, the alleged boson for 
the gravitational interaction, it 
should have spin two. 

Bosons and Fermions

As you might have noted, particles with integer 
number spin are called bosons. The one with half-in-
teger spin also have a dedicated name: they are 
called fermions. This distinction is quite important: 
bosons and fermions behave fundamentally very 
different. It all boils down to the question of “how 
many particles can I put into the same state?”. In 
other words: how many particles of one type can be 
made identical, so that all their physical properties 
are the same? 
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3: “Superconductors ” on page 179 
4: “Superfluidity ” on page 183 
5: “Schrödinger’s Cat ” on page 155 

6: “Qubits ” on page 199

The answer for bosons is: as many as you like! 
You can pile as many bosons on top of each oth-
er, then they have the same position, velocity, and 
other properties as well. That is what is commonly 
referred to as Bose-Einstein condensate (BEC). In 
a BEC, all bosons are exactly the same – which is 
why it behaves like one, giant particle. BECs have 
been quite fashionable in research in recent 
years, by the way! BECs can result in phe-
nomena like superconductivity ( 3) 
and superfluidity ( 4). 

The answer for fermions is: 
at most one! That means that 
fermions behave much more 
like “solid balls” than bosons. If 
one fermion already has a cer-
tain position, velocity, spin, etc., 
then every other fermion of the 
same type in the universe must 
differ from the first one in at least 
one quantity. It must be somewhere 
else, or if it is at the same place, it at least must 
have a different velocity. If both are at rest and at 
the same place, their spin must point in different 
directions. 

Quantized Spin: Either with  
Us or against Us

Speaking of the spin – there is another peculiar 
property, which demonstrates the weirdness of 
quantum physics. The spin of an electron is like a 
little arrow: the length of this arrow tells you how 
strong the magnetic field is that the electron gener-
ates. The direction of this arrow is where its North 
Pole points. You can think of this as the “spinning 
axis” of the electron. 

The arrow length is the same for all electrons, as we 
have already said: it is one half (in Planck units). The 
direction, however, is not arbitrary at all. If you place 
an electron in an external magnetic field, it behaves 

like all magnets – it wants to point 
into the direction of the magnetic 
field lines. But an electron does not 
turn around gradually, like normal 
magnetic needles in a compass 
would. Rather, it can either point in 

the direction of the magnetic field, 
or it can point in the opposite di-
rection. But any other direction 

in-between is not allowed. 

This is very similar to the way 
energy can be exchanged by the 

electromagnetic field: energy change can 
only happen in certain steps, not gradually ( 1). 
Spin is also something that can only change 

in steps of one Planck unit. Either the spin points 
along the magnetic field lines (one then says the 
spin is +1/2), or in the opposite direction (then the 
spin is -1/2). And since the difference between +1/2 
and -1/2 is precisely one (Planck unit), the electron 
can only switch between the two possibilities, but 
cannot point into any other direction, say, sideways. 

This is not the whole story, however. An electron’s 
spin can not point into any other direction than 
along or opposite the magnetic field. But, be-
ing a quantum particle, it can also be in a 
superposition – pointing into both direc-
tions at the same time ( 5), with 
various different possibilities. 
This makes it possible to build 
quantum computers ( 6), at least 
in principle. 
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1: “Spin ” on page 187 
2: “Schrödinger’s Cat ” on page 155

Now not only is each electron a quantum system, 
and can therefore be in superposition of two states, 
two (or more) electrons can be as well. This means 
that the physical system “two electrons” can be 
in superposition of two possibilities. This is in fact 
much more interesting than just one electron, be-
cause this means that the two electrons can be en-
tangled. 

Entangled Electrons:  
Spin, Baby, Spin!

To describe the prime example of two entangled 
electrons, consider them both in 
a magnetic field, which has field 
lines pointing upwards. So the 
spins of the electrons are point-
ing either up or down. Even bet-
ter, the system of the two parti-
cles can be in the superposition 
of the following two states: the 
first electron has “spin up” and 

the second one has 
“spin down” – that’s 
the first state – and 
the first electron 
has “spin down” 
and the second 
particle has “spin 
up” – that’s the sec-
ond state. 

Just as with 
Schrödinger’s cat 

Entanglement 
A Spooky Action at a Distance?

As we have stated in many articles, the quantum 
world is weird. For very small things, the logic of 
everyday life just does not apply any more. Where a 
classical thing has to be somewhere, but nowhere 
else, a quantum thing can be in several places at 
once, with different probabilities. 

Electron Spins: Up, down, or Both!

One great example for this is the spin of a particle 
( 1), most notably that of the electron. The spin is 
what makes the electron into a little magnet. In an 
external magnetic field there are only two possi-
bilities for it to align itself: either 
with the magnetic field lines, or 
against them. But, an electron 
being a quantum particle, it can 
also be in a superposition of 
these two possibilities ( 2). Just 
as Schrödinger’s cat can be 
both alive and dead at the same 
time, so can the spin of the 
electron point both 
towards, and op-
posite to the mag-
netic field. In terms 
of the “spinning 
charged ball” pic-
ture of the electron, 
this means that the 
electron is spinning 
both clockwise and 
anti-clockwise at 
the same time!

© Springer-Verlag Berlin Heidelberg 2016 
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( 2), the two electrons stay in this superposition, 
until it is disturbed – and measuring the spin of one 
particle counts as such a disturbance. Imagine now 
someone could ask the question “Is the spin of the 
first electron pointing up or down?”, and perform 
a measurement to find out. Then, by the rules of 
quantum mechanics, there is a 50-50 chance of 
finding that the spin is pointing up, and a 50-50 
chance to find that it points down. The spin of the 
second electron is then completely determined, 
without looking at it: it is down or up, depending on 
the result of the first measurement. The spin of the 
first electron is random up or down, but after mea-
suring it, one knows the second spin is immediately 
fixed to be the opposite. 

The Spooky Action at a Distance

Now that does not seem to be too surprising at 
first glance. If one plays the 
Shell game, with two 
cups and one marble, 
then the marble is 
under one cup, but 
not the other. If one 
lifts one cup and finds 
the marble, one knows 
immediately that there 
is no marble under the 
second cup, without lift-
ing it up and looking. But 
that is not the situation with 
quantum mechanics, because in 
the Shell game, the marble was already under one 
cup, but not the other, even before we lifted one up 
and looked. We just didn’t know which situation we 
were in. In the case of the two entangled electrons 
however, it is decided at the moment of the mea-

surement, whether the spin of the first electron is up 
or down. There was no missing information. 

The Einstein–Podolsky– 
Rosen Paradox

Okay, you might say, then the measurement of the 
first electron changes its state, and somehow the 
first electron tells the second one that it was just 
measured, and the second electron flips its spin ac-
cordingly. But that is precisely the point which made 
Einstein, Podolsky and Rosen very uneasy, around 
a hundred years ago. You see, the two spins of 
the electrons can be entangled, and then the two 
electrons can be moved away from each other, ar-
bitrarily far (if you’re careful enough)!  Einstein, Po-
dolsky and Rosen argued: so what if the distance 
of the two electrons is, say, one light year when the 

measurement of the first electron 
is performed. The flip of the sec-

ond spin to the opposite 
direction of the first spin 
happens in that moment 
in which the first electron’s 

spin is measured. So was 
the information which 
spin had been mea-

sured transmitted faster 
than light between the two 
electrons? Understandably, 

in particular Einstein was not 
happy about this, because 

he had just founded his career on a theo-
ry which predicted that nothing could travel faster 
than light ( 3)! 

This so-called EPR (after the name of its inventors) 
paradox has puzzled many physicists, and made 

3: “Relative Space and Time ” on page 117
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Einstein talk about a “spooky action at a distance” 
in quantum mechanics. He absolutely didn’t like it. 
But people have come to realize that it poses no 
actual problem. So although, for all intents and pur-
poses,  the second electron changes its spin in the 
same instant the measurement is performed on the 
first electron a light year away, it is not possible to 
transmit information with this process. 

No Communication Faster than 
Light: Star Trek Thwarted again!

Here is what would happen: Assume you create lots 
and lots of pairs of electrons with entangled spins, 
and give the first bunch to a physicist here on Earth, 
and the second one to a physicist somewhere far 
away, say the Andromeda galaxy. These two phys-
icists then agree to start measuring the spins of 
these electrons, in a pre-determined order, at the 
same day, at the same time on the clock. What they 
will both find is, about half the electrons will have 

spin up, and the other half will have spin down. 
Both will conclude that the result of the measure-
ment will be completely random. It is only after one 
of them has hopped into a spaceship and traveled 
to the other to compare results, that they will find 
that, whenever one has measured “up”, the other 
one has, infallibly, measured “down”, and vice ver-

sa. But in order to find out that piece of information, 
they first need to meet and compare their results. 
And that can happen only slower than light. So in 
other words, whenever one of the two physicists 
measures a spin, there is no way of determining 
whether that electron had still been entangled at 
that point, and whether she was just fixing the spin 
for the other physicist far away, or whether the other 
physicist had already measured the entangled pair, 
and she was just measuring the opposite result of 
the other physicist’s measurement. And it is good 
that you cannot determine the difference between 
the two, because Einstein’s relativity theory tells you 
that these two situations are actually indistinguish-
able: a third observer looking at the two physicists 
(and wondering whether that’s what they always do 
for fun on a Saturday afternoon) will see either one 
or the other situation taking place, depending on 
how fast and which direction he flies. So relativity is 
protected from the spooky action at a distance of 
quantum mechanics. 

By the way: although its sounds very mysterious, 
quantum entanglement is something that is pro-
duced and measured in laboratories around the 
world every day! And physicists, in fact, don’t do 
this just for fun, but rather because entanglement 
is the core mechanism behind quantum computing 
( 4) and teleportation ( 5).

4: “Qubits ” on page 199 
5: “Quantum Teleportation ” on page 195
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gled ( 4), together with the fact that every measure-
ment of a system changes the system, to teleport a 
qubit ( 5) from one place to the other. 

… But We Can Bend It to Our Will!

Now, before you get your hopes up for teleport-
ers like in Star Trek – that is not quite what we are 
talking about. What we mean by quantum telepor-
tation, is that a spin state of an electron – a qubit 
– can be transferred from one electron to another, 
without moving the electrons themselves.

Emmy’s Got an Electron

Imagine that, in her lab, Emmy has an electron 
with a certain qubit. That means, its spin could 

be up, down, or any quantum superposition 
in-between. Actually, Emmy will most likely 
not know which state the electron is in pre-
cisely. She doesn’t need to, for the tele-
portation to work. Actually, if the qubit is 
unknown, there is no way of finding out 
what it is precisely, either. One could try 
to measure it, but the only results one 
can get are “up” and “down”. That in it-
self would not tell us much about which 
qubit the electron was in, precisely – 
and after that measurement we would 
have changed the spin anyway, so 
there would be no way of finding out!

But this is the marvel of quantum tele-
portation: the qubit can be transported 

Quantum Teleportation 
There and Back Again

When one hears about the weirdness of the quan-
tum world, one gets the impression that it is mostly 
about fuzziness and uncertainty. It seems that, as 
soon as we want to know anything specific about 
quantum particles, we hit a brick wall. Want to know 
which of the two slits the electron traveled through? 
No can do ( 1). Want to know position and momen-
tum of an electron at the same time? Bad luck ( 2). 
Is the cat in that box dead or alive? Probably both 
( 3). We don’t seem to have a good grasp of the 
quantum world.

The Quantum World: Mysterious …

But that impression is wrong! We know precise-
ly how the quantum world works – it’s just that it 
works differently from the world we experience 
every day. There are certain questions we can-
not expect to get answers to, because they 
are nonsensical questions. A quantum par-
ticle does not have a well-defined position 
and momentum at the same time. Ask-
ing where and how fast a particle is pre-
cisely is like asking how the color green 
tastes.

We do not only have a good idea of 
how the strange world of quantum 
mechanics works, we can also use 
its properties to our advantage, to 
accomplish amazing things! One 
of the most interesting examples is 
quantum teleportation. One can use 
the fact that particles can be entan-

4: “Entanglement ” on page 191 
5: “Qubits ” on page 199

1: “The Double Slit Experiment ” on page 147 
2: “Heisenberg Uncertainty ” on page 151 
3: “Schrödinger’s Cat ” on page 155

© Springer-Verlag Berlin Heidelberg 2016 
B. Bahr, B. Lemmer, R. Piccolo, Quirky Quarks, DOI 10.1007/978-3-662-49509-4_47 



196 III – Quantum  Mechanics

without knowing it! You never measure the qubit – 
you actually measure something different.

Maxwell Awaits a  
Message from Emmy …

Now, there are going to be more electrons involved 
in the whole teleportation process, so we’ll start giv-
ing them names.

Maxwell sits in an-
other lab. Before 
the whole exper-
iment has been 
set up, Emmy 
and Maxwell 
have prepared 
something: they 
have created a 
pair of entangled 
electrons ( 4). 
Let’s call them 
A and B. Emmy 
has taken elec-
tron A with her, 
and Maxwell has 
taken electron B 
with him. They 
have to handle 
them carefully, so 
as to not destroy 
the entanglement 
between them. 

Emmy is in her 
lab, and has her 
original electron – let’s call that one C – which has 
some unknown qubit, which she wants to teleport 

to Maxwell. She also has electron A, which is entan-
gled with the one Maxwell has in his lab. Now the 
trick comes: Emmy performs a measurement on A 
and C at the same time. She measures how much 
the two are entangled. 

Wait a minute – weren’t A and B entangled? C 
wasn’t entangled with either of them! Well, that is 
right, but remember that every measurement pro-

cess changes 
the state of the 
system. After 
Emmy has mea-
sured the en-
tanglement of A 
and C, they will 
be entangled in 
some way after-
wards! And her 
measurement will 
tell her precisely 
in what way. 

This measure-
ment process by 
Emmy has some 
influence on B as 
well, though. As 
it turns out, be-
cause A and B 
were entangled, 
the measure-
ment of A and 
C changes the 
state of B, too. In 
fact, after Emmy 

determined the entanglement between A and C, 
Maxwell’s electron B will not be entangled anymore 
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with either of them. Rather, it will be in the original 
state that A was in from the start! So simply by per-
forming a measurement, Emmy has switched the 
role of B and C! Then teleportation has happened.

… to Tell Him Which Way  
to Rotate His Electron.

Actually, that is not quite the whole story yet. Emmy 
needs to write down the result of her measurement, 
and send it to Maxwell.

Depending on the precise way in which A and C 
turn out to be entangled, B might not be in quite the 
same state as C before, but rotated slightly. The re-
sult from Emmy’s measurement tells Maxwell  which 
way B has to be rotated in order to have precisely 
the original qubit of C.

Okay, we need to comment on what just happened: 
the quantum teleportation did not actually move the 
electrons from one place to the other. It is just that 
we have transferred all information of one electron 
to another one far away (from C to B). The telepor-
tation process begins when Emmy makes the mea-
surement of how A and C are entangled. It ends 
when she has told Maxwell the result of her mea-
surement. She needs to do this with conventional 
methods, which is why teleportation does not hap-
pen faster than light!

There Is No Cloning  
with Teleportation!

It is also important to note that teleportation is not 
copying. Because Emmy performs a measurement 
on the electrons A and C, she changes their state. 
Before the measurement, C has some qubit, but 

after the measurement, C is in some strange entan-
gled state with A, not in that qubit state any more. 
It is B, which carries the qubit after the teleportation 
process has finished. So in order to teleport a state, 
you necessarily need to destroy the original infor-
mation. That might actually be a relief – if some day 
in the future we manage to actually teleport whole 
people with this method instead of just electrons, 
we should not have the problem of accidentally 
copying them, having several versions of the same 
person around.

By the way: although quantum teleportation sounds 
like science fiction, this kind of teleportation has ac-
tually been done. A successful teleportation of the 
spin of a single electron has been performed over 
several kilometers! Sounds like good news. But 
consider: in a human body there are about 1028 
electrons, not to speak of all the protons and neu-
trons. So it is still a long way to go until we don’t 
have to commute by car any more…
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possibilities. In fact, the spin can be any linear com-
bination of |  and | . One writes this as

| p| q|

The numbers p and q mean the following: If an elec-
tron has a spin like |  with some numbers p and 
q, then, whenever you measure the z-component 
of the spin, you will get the result “upwards” with 

a probability of p2, and the result “downwards” 
with a probability of q2. Well, since 

these are the only two possibilities, 
the probabilities better add up to 
100%. Physicists don’t like to use 
percentages, they rather like to use 
fractions between 0 (which is com-

pletely unlikely, i.e. 0%) and 1 (which 
is completely certain, i.e. 100%). So 
p and q need to be such that the sum 
of their squares adds up to 1. Every 

state of the electron’s spin looks like 
some | , maybe with different p and q 

– as long as p2 and q2 add up to 1! 

If you have worked with computers before, you 
might have come to the following realization: If the 
spin can be up or down, then this seems perfect to 
store information. All data in our computers is ex-
pressed as a series of 0’s and 1’s – called bits. But 
whether you use 0’s and 1’s, or “on” and “off”, or 
“current flows”, “no current flows” does not matter 
– that is just the technical realization. The important 
point is that you need two different states, which 
encode the bit of information. 

Qubits 
How to Build a Quantum Computer

One of the most interesting properties of electrons 
is their spin ( 1). It is like a little arrow which is at-
tached to the electron, making it into a tiny magnet. 
The tip of the arrow is in the direction of where the 
North Pole of that magnet points to. 

The Spin States: Up or Down?

If you measure whether the spin points into a cer-
tain direction – say, up- or downwards 
– then there are only two possible an-
swers. These are “The spin points up-
wards” and “The spin points down-
wards”. There is nothing in-between, 
these are the only two possible out-
comes of the measurement. In par-
ticular, the result will never be “The 
spin points sideways”. The 
British physicist Paul 
Dirac has invented 
a neat little notation 
for these two pos-
sibilities. One writes 
these as |  for “upwards” and |  for 
“downwards”. 

The Qubit: Up, down, or In-Between

Now, this being a quantum system, the spin of the 
electron does not necessarily have to be in either 
the state |  or | , it can also be in a superposition 
of the two. Just as Schrödinger’s cat can be both 
alive and dead at the same time ( 2), so the elec-
tron’s spin can be both up and down, with certain 

1: “Spin ” on page 187 
2: “Schrödinger’s Cat ” on page 155
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That’s what the spin of the electron can do – if you 
measure it, it can be either “up” or “down”. So to 
store information, you only need to have lots of 
spins, which are either in the state |  or | . But 
remember: spins are not restricted to these two val-
ues, but can also attain any kind of superposition of 
these two values! This is why the spin of an electron 
is not called “bit”, it is called “quantum bit”, or qubit 
for short.

How to Play Angry Birds and  
Battlefield 3 at the Same Time

A computer which could store and manipulate qu-
bits instead of normal bits is often called a quantum 

computer, and it works fundamentally differently 
from the ordinary machines that we have in our of-
fices and at home. 

Because a qubit can also have the values “up” and 
“down”, a quantum computer can do everything a 
normal computer can – and more! For instance, it 
can store more than one number in a piece of mem-
ory.

For example, let us agree from now on that “spin 
up” means “1”, and “spin down” means “0”. Then, 
with a memory made out of four qubits, you could 
store, for instance, the number 5. In binary, the num-

ber five is represented with four bits as 0101, so in 
the quantum computer that would be | | | | . 
Similarly, the number 7 would be | | | | . But 
you could use any other qubit as well, for instance 
a qubit of the value 

| | |

The four qubits could have the value | | | |  – 
then, the two numbers 5 and 7 would be stored, at 
the same time! If you were to read the memory now 
(that would be like measuring “all the spins”), you 
would get either 5 or 7, both with a 50-50 chance. 
But, and this is the important thing, performing 
calculations in a quantum computer is not mea-

suring. So you can perform several different com-
putations simultaneously, without collapsing the 
wave function of the spin ( 3). By the way, this is a 
question for the computer geeks: which numbers 
would be stored in the memory if the qubits read  
| | | |  ? 

A Danger for Online Safety?

To construct actual algorithms which make use of 
the power of quantum computers is actually quite 
complicated, but it can be done. Theoretically, there 
are several calculations which one could perform 
much much faster than with ordinary computers. 

3: “Wave-Particle Duality ” on page 143
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This is quite important, 
for instance for online 
cryptography. The mod-
ern encryption algo-
rithms are so safe, be-
cause they rely on the 
fact that apparently it is 
really, really hard to fac-

torize a 90,000-digit number into its two prime fac-
tors. If you were to simply try all possibilities out by 

brute force, a normal computer would need about 
a century for that task. A quantum computer would 
achieve this much, much faster – a great risk for all 
encryption!

But rest assured, your online banking data is safe 
from encryption breaking (as long as no backdoor 
has been programmed into the banking code…), 
for two reasons: Firstly, even if we had quantum 
computers, one could simply use another encryp-
tion algorithm. If that would not rely on the prime 

factorization but on something else, we would be 
safe again. In fact, there are such algorithms, which 
quantum and normal computers would be equally 
bad at solving. We just don’t use them right now on 
a global level, because it is not necessary.

Secondly, so far nobody has actually built a work-
ing, efficient quantum computer. There are some 
experimental designs, working with a few bits, but 
nothing ground-breaking (at least not at the time 

of writing this book). For the real deal, one would 
have to use lots and lots of qubits, and not measure 
them. The power of qubits is that they can be in 
superposition of two bits, but only as long as no-
body looks at them. It is really hard to shield them 
from the environment in such a way that they can 
be manipulated without measuring them, though. 
So in a manner of speaking, until we manage to 
keep Schrödinger’s Cat reliably alive and dead for 
a long time, quantum computers are not something 
to reckon with yet.
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IV – Particle Physics

“When I was a small puppy, I loved smashing things 
together. It was kind of a hobby. Just imagine my 
surprise when I found out that that’s what particle 
physicists are doing all day! In large particle accel-
erators, they bring the smallest particles up to in-
credible speed – and then they bash them together! 
The biggest accelerator is even called “Large Had-
ron Collider”. It is located about 100 yards under-
ground and has a circumference of about 17 miles 
– isn’t that amazing? Basically that’s how you find 
out what’s matter made of: you find the smallest 
elementary particles by bashing larger particles to-
gether and checking if they break into something 
smaller.

Needless to say, crashing particles into each other 
to see what is in them is one of my favorite things 
today (besides building rockets)! 

As it turns out, everything we know is made out of 
the same bunch of elementary particles. Quarks, 
electrons, photons, and the like – they are the basic 
building blocks of our universe. And a new one has 
just been discovered recently: the Higgs particle.

On the next few pages we will show you some of 
the most amazing particles, and what they do. I 
hope you’ll be as fascinated by them as I was when 
I first heard about them.”
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of it will be chlorine and 39% will be sodium, as 
sketched in the first image.

John Dalton extended this discovery to the “law of 
multiple proportions”: If you take two different sub-
stances, mix them and create two different new 
substances out of them, then the ratio of matter of 
the ingredients is always a ratio of integer numbers. 
Okay, even Emmy will be confused after reading 
this sentence for the first time. Let us look at an ex-

ample: You can mix hydrogen and carbon to either 
methane (CH4) – the gas that cows burp – or wax 
(e.g. C20H42). If you take the same amount of carbon 
atoms (20), you need 4 · 20 hydrogen atoms and 
therefore the ratio of hydrogen atoms in methane 
compared to wax is 80:42, or 40:21. The image 
should help understanding the idea of that law.

Elements – Built out of Atoms

The fact that something shows up in discrete values 
is really a strong hint towards some smallest build-

Atoms vs. Elementary Particles 
Crack and Check, Crack and Check …

Since the dawn of Humankind, we have tried to find 
out what the world – and everything in it – is made 
of. The idea was that there should be something 
fundamental – a set of elements. Everything was 
then supposed to be built out of these elements. 
For the ancient Greeks, the world was made of fire, 
water, earth and wind. Not too bad as a first guess. 
But today we know that you cannot mix fire, water, 
earth and wind to create a tasty pizza, for example. 

Today we have a somehow larger set of 118 ele-
ments. Each of elements has very distinct proper-
ties and a smallest unit – the atom. Let us briefly 
sketch the road to the discovery of atoms. The idea 
and the expression “atom” were formulated by the 
Greek philosopher Democritus in the 5th century 
BCE. The scientific hunt for the atoms, however, 
started in 1799 when Joseph-Lois Proust formulat-
ed the “law of definite proportions”. It states that 
no matter how much of a substance you take, the 
mass ratio of its ingredients is always the same. For 
example, no matter how much salt you take, 61% 
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ing blocks of nature – the atoms. So 
we have a set of elements, each with 

unique properties, with no way 
to split it further by chem-

ical reactions. The ele-
ments’ smallest units, 
the atoms, were studied 

in detail by Dalton and 
his colleagues. Some-

thing interesting was observed by 
Dalton when checking the atomic masses: it always 
seemed do be an integer multiple of the mass of 
a hydrogen atom. It was the 
same effect once more: 
multiples of a certain 
unit. Could that mean 
that even atoms have 
an underlying structure 
and consist of some-
thing else?

It was J. J. Thomson who 
elicited a building block 
out of the atoms, which 
were yet believed to have no 
further constituents. By using 
cathode rays, he created beams of electrons. His 
experiment worked similar as the old TV screens 
(the non-flat ones) do. A wire is heated up by a cur-
rent, the electrons are released from the wire and 
then accelerated by a voltage ( 1). So there were 
tiny pieces within the atoms – electrons! Thomson 
though of a model of atoms which is used to be 
called “plum pudding model” – electrons are spread 
in a pudding of positive charge and form an atom. 

But this model of an atom should not last long. In 
1922, Ernest Rutherford replaced it with an impor-

tant update. He observed that the structure of at-
oms must be completely different. But how to ob-
serve what you cannot see?

Marble Games as Microscopes

There is a big problem with observing very small 
things: You simply cannot see them. Atoms have a 
size of about 10-10 m. Neither can you directly see 
such structures, nor can a microscope help you 
out. The Rutherford scattering experiment had a 
different approach. Imagine that you have an ob-

ject that you cannot see because 
it is hidden. Then you let a 
bunch of marbles roll to-
wards that object. The 

marbles will be scat-
tered in different direc-

tions. These directions 
will depend of the shape 
of your hidden object. So 

by analyzing the dis-
tribution of scattered 
marbles you can get 

an idea of the structure 
on which you scattered. You 

can do the way Erwin would do it by calculating 
complex formulas or Maxwell-style by comparing 
the distribution to other distributions of reference 
objects with a known shape. Rutherford did not use 

2) 
which he was shooting on a thin foil of gold. The 
outcome of Rutherford’s experiment is sketched in 
the image next to Thomsons model: The positive 
charge is concentrated in the center in the atom-
ic nucleus, which carries almost the whole atomic 
mass, and is surrounded by the electrons. And in 
between, there is nothing.
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A new insight about the structure of the nucleus was 
given by James Chadwick’s experiments in 1932. 
He found a particle with the same mass as the light-
est atom, but without any charge: the neutron. The 
structure of atomic masses which was found 100 
years earlier by Dalton could now be explained: 
atomic nuclei are built out of protons and neutrons. 
And these nuclei are surrounded by electrons. This 
is the same idea of atoms that we still have today. 

Mini Marbles out of Super Guns 

So, is this the end of the story? Obviously not as 
there is still a page remaining. The answer depends 
on the question: The story of atoms has ended. But 
the story of atoms is no longer the story of elemen-
tary particles. We know already that atoms are not 
fundamental. Instead, they are made of protons, 
neutrons and electrons. That is quite convenient. 
Instead of 118 elements you have three building 
blocks of our 
universe. But 
also this pic-
ture did not 
last for long. 
As physicists 
are like curious 
kids, they want 
to play with 
their marble 
m ic roscope . 
They replaced 

electron rays. 
And they in-
creased the 
energy with 
which they hit 

the atomic nuclei. While Rutherford’s scattering ex-
periment could still be placed on a table, the electron 
gun and the detectors for the scattered electrons 
are slightly larger. The image shows an important 
experiment which was performed at the Stanford 
Linear Accelerator (SLAC, 1). As a result of several 
scattering measurements, it was found that protons 
themselves have an inner structure. The energy 
was high enough to break the protons! The results 
agreed with a model (Erwin style!) where the pro-
tons consist of an inner structure: quarks ( 3)! 

You see that the game of breaking things and check-
ing if there is something else  inside has been played 
ever since. And as soon as “nothing else is inside” 
you have something that you can call an elementary 
particle. But as the past has shown: the status of 
what is actually elementary depends on how good 
your microscope is. This is the reason why people 
built giant particle accelerators to check if maybe 

there is even 
something in-
side quarks. 
Everything we 
know today 
as elementary, 
point-like par-
ticles without 
any extra in-
ner structure 
is summarized 
in the chap-
ter about the 
“ S t a n d a r d 
Model” ( 3). 
But: the search 
with accelera-
tors will go on!
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searched an answer to a problem that drove them 
crazy: In radioactive beta decays, protons within an 
atomic nucleus convert into a neutron or vice verse. 

-

-
bution of energies. This means that the 

which should be released in these 
processes. Instead, it seemed 

to share it with another par-
ticle carrying the additional 
energy. But this could only 

be true in case this additional 
particle was invisible, would not interact 

and would carry no mass. But imagine somebody 
tells you that a huge elephant is standing in front 
of you, which you can neither see nor feel. This is 
hard to believe, isn’t it? Every theory is only solid 

if it can be experimentally proven. Fortunately, 
the neutrino (the mystic invisible second par-
ticle) was interacting at least a little bit. That 
meant: building a detector to search for 
neutrinos would sooner or later (later in this 
case) lead to an observation. In these neu-

in the reverse: a neutrino hitting a proton converted 
it into a neutron and a positron. It worked, and the 
neutrino was finally discovered in 1956.

So far, we have only been talking about one neu-
trino. But the Standard Model knows three: one 

The Neutrino 
So Light and so Hard to Catch

Neutrinos belong to the fundamental matter parti-
cles of our universe and are described in the Stan-
dard Model ( 1) together with many other particles. 
So why should neutrinos get their own chapter? Is 
there something that only they can do?

First of all, there are many things they can not do. 
As neutrinos carry neither electric 
charge nor color charge (only 
quarks do so), they interact 
neither via the electro-
magnetic interaction, nor 
via the strong interaction. 
And as they are super light, 
they will barely act via gravity. 
The only thing that is left is the 
weak interaction. And the name says 
it: it is weak. Very weak. This means, neutrinos bare-
ly interact with anything. This is not too bad. Did you 
know that each second 1,000,000,000,000 neutri-
nos hit every cm2 of our body? If they interacted 

2) we would be dead within 
seconds. But they simply pass through our 
bodies as if there was nothing. If a particle 
does not interact, it does also not lose its 
energy. Hence, it is hard to stop it. Really 
hard: you would need a lead wall one light 
year thick to stop 50% of the neutrinos pass-
ing through it. 

Neutrino Discovery

If they are so hard to catch, how to we know that 
they exist? In the 1920s, physicists desperately 
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for each type of charged Lep-
ton (Electron, Muon and Tau). 
Each charged lepton will only 
interact with the corresponding 

only electron neutrinos were in-
volved. But when for example a 
muon decays, a muon neutrino 

will pop out. 
There are also 
the antimat-
ter partners 
of neutrinos: 
a n t i - n e u t r i -
nos. This is to 
keep the mat-
ter/antimatter 
balance ( 3): 
When a posi-
tron (antimat-
ter) is created 

-
cay, a neutrino 
(matter) comes 
along. And if it 
is an electron, 
an anti-neutri-
no is created. 

Neutrino Sources

Remember the gigantic amount of neutrinos flowing 
through all of us, that we talked about earlier? Have 
you wondered where they all come from? They are 
produced in the sun, the place where protons fuse 
to deuterium. During the fusion, a proton becomes 
a neutron and an electron-neutrino is spit out of the 
sun along with a positron. As the sun is quite big, 

it’s that many neutrinos hitting Earth and us. To es-
timate the number of neutrinos which should hit us, 
you need a good model of the sun and the things 
going on inside. Testing the model needs a mea-
surement, so that’s what physicists did: they built 
neutrino detectors and counted neutrinos. Remem-
ber the light-year thick block of lead to catch all 
these neutrinos? Well, physicists just tried their best 

and built de-
tectors as 
large as pos-
sible. Some 
of these de-
tectors work 
as the one 
from the neu-
trino discov-
ery: reversing 
the neutrino 
p roduct ion . 
Others use an 
effect called 
“ C e r e n k o v 
Radiation”. 

If you ever got 
to know a nu-
clear reactor 

from the inside you might have seen this type of 
radiation. It is the blue shiny light in the water where 

rods, electrons and positrons (we will say electron 
from now on, but it could also be a positron) are 
emitted. And they are fast. Very fast. Faster than 
the speed of light. “Ha”, you might think, “nothing 
can be faster than the speed of light. I know that 
and Einstein knew that as well.” This is true in case 
you are in the vacuum where light defines the high-
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est speed ever possible. But in a medium such as 
water, things can be different. How is that possible? 

How to Be Faster than Light

The maximal speed with which you can travel is 
determined by your interaction with the environ-
ment. Now let us determine the maximum speed 
of a baby which tries to crawl towards a Christmas 
tree. Suppose the baby is moving in an en-
vironment called family. They interact: ev-
ery now and then someone will pick up 
the baby, hug it and put in back on the 
ground. This effectively slows down 
the baby. And the same thing hap-
pens to light in water: atoms absorb 
and re-emit it and effectively slow it 
down. The ratio of “speed of light 
in vacuum” to “speed of light in the 
medium” is called “refractive index” 
n. You might know it from optics: It is 
the number causing kinks in the light beam 

when they transit from air to water or glass. So we 
have an electron traveling in water faster than light. 
Due to its electromagnetic interaction, the elec-
tron will “shake” the atoms of the water. This will 
make the atom’s electrons oscillate, and oscillating 
charged particles create electromagnetic radiation: 
light. Usually, all atomic shakes cancel each other.  
But in case the electron shaking the atoms is faster 
than light, a cone of “Cerenkov light” will be emit-
ted. This is similar to shock wave cones you can 
observe when an aircraft flys and breaks the sound 
barrier.

Now let us use Cerenkov light to detect neutrinos! 
All we need is water and light detectors. If a neutri-
no interacts within the water via the weak interac-
tion, it will kick out an electron from a water mole-
cule, so from a hydrogen or oxygen atom. This will 
then travel through the water with a very high speed 
and emit Cerenkov light which can then be detect-
ed. The direction of the Cerenkov light cone even 
tells us something about the incoming direction of 

the neutrino. To build a really good neutrino de-
tector, you will need a lot of water. What 

about 50 million liters? To shield your 
detector against other sources of 
radiation (such as cosmic radiation, 

4), it is best to build it underground, 
inside a mountain for example. A nice 
example for such a giant neutrino de-
tector is SuperKamiokande, located 
unter Mount Kamioka in Japan. One 

of the main goals of the SuperKamio-
kande experiment is to measure a phe-
nomenon called “neutrino oscillation” ( 5). 

And this oscillation is in fact something that 
only neutrinos can do. So this own chapter 

for the neutrinos is justified, don’t you think so?
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actions. Let us try to illustrated that image with an 
admittedly simplified example. 

Interactions Caused by  
Particle Exchange

Imagine Erwin and Maxwell standing still on skate-
boards. Maxwell throws a banana towards Erwin. 

The momentum conservation ( 3) 
makes him move in the opposite di-
rection of the thrown banana. Once 

Erwin catches the banana, he 
will take over the banana’s mo-
mentum and also move in its 
former direction. They can keep 

playing the game back and forth. 
Now imagine Maxwell and Erwin are 

the fermions, and the banana is a boson, 
which mediates a repulsive force. For 

attractive forces you need a some-
how more advanced example like a 

thrown boomerang. 

In total there are three fundamen-
tal interactions incorporated by 

the Standard Model: the electro-
magnetic interaction, the strong 
interaction ( 4) and the weak 
interaction ( 5). Feel free to re-

place the word “interaction” with 
“force” to get the idea. But if you 

take a closer look at the interac-
tions you will see that they are 
more than just making things 

Standard Model of Elementary Particles 
So Far the Best Manual for Our Universe

A particle physicist cannot think about retirement 
before one big project is finished: the manual of our 
universe. It is supposed to contain all the building 
blocks of nature as well as a description of what 
they are doing. This manual is continuously being 
updated, still far away from being com-
plete, but already very powerful. 
It is called the “Standard Model 
of Elementary Particle Physics”. 
Technically, it is a renormalizable 
quantum field theory: the field 
quanta correspond to elementary 
particles. The fields and particles 
can be divided into two groups. 
Particles from the one group are 
the matter particles. As they all 
have a spin ( 1) of 1/2, they 
belong to the group of “fermi-
ons”, particles with half-integer 
spin. The other group of parti-
cles is somehow different. It also 
contains particles, called bo-
sons due to their spin of 1 (there 
is also a boson with spin 0, the 
Higgs boson ( 2), that plays 
a somewhat different role), 
but their purpose is different 
from the classical image of 
“sticking them together like 
LEGO bricks to get something 
big”. These bosons are also 
called “force carriers” as they 
are exchanged between the 
fermions and mediate inter-
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attractive and repulsive. 
By the way: do you miss 
something? Gravity? You 
are right, and this is one 
of the weak points of the 
Standard Model: it does 
not explain gravity (for 
more information, see the 

chapters about “String Theory” ( 6) and “Quantum 
Gravity” ( 7)). There are still unsolved problems to 
get gravity in the same mathematical framework as 
the other interactions. But at the level of elementa-
ry particles we can safely ignore gravity: 
it’s impact is simply far too small. 

While the electromagnetic inter-
action is responsible for almost 
everything we experience in daily 
life (cell phone calls, microwave 
ovens, heartbeats, muscle move-
ments, visible light, …) the strong 
and weak interaction are more 
hidden. The strong interaction 
does the job of holding atomic nu-
clei together for which we should 
thank it. Otherwise we would 
evaporate immediately. The weak 
interaction allows many nuclear 
reactions such as nuclear fusion 
( 8), the heating mechanism of 
our sun. So: no weak interaction, no 
sunlight, no life on Earth. Good to have it!

Not every fermion can take part in every interaction. 
Each interaction has a dedicated “charge” that the 
fermion has to carry. For the electromagnetic inter-
action it is the classical well known electric charge. 
We know that particles with positive charge attract 

particles with negative charge, repel those which 
are positive as well and do nothing with neutral 
ones. The strong interaction acts on a charge called 
“color charge” ( 4). Fermions carrying this charge 
are called “quarks”. The fermions which are not 
strongly charged are called “leptons”. The charge 
of the weak interaction (the weak charge) is carried 
by all fermions of the Standard Model. This means 
every particle can interact weakly. For those fermi-
ons which are neither quarks nor charged electrical-
ly, this is the only way to interact at all. We call these 
particles neutrinos. 

The collection of Standard Model bosons consists 
of photons, W and Z bosons, gluons and the Higgs 

boson. The massless and electrically neu-
tral photons are the mediators of the 
electromagnetic interaction. As they 

are massless, the range of the 
electromagnetic interaction is – 
even though its strength drops 
with distance – infinite.  Think 

about Erwin, Maxwell, the bananas 
and the skateboards. Massless banan-

as can be thrown quite far. Things are 
different for the weak interaction: its 

mediator, the W and Z bosons, 
are very  heavy. Look at 
the picture with Erwin, Maxwell 
and a melon. It cannot be thrown 

that far, right? The masses of the W 
and Z bosons cause the weak interaction to be of 
a very short range. For the strong interaction and 
the mediated gluons, things are different again. Glu-
ons are massless, but the strong interaction still has 
a very short range only. The reason is that gluons 
themselves carry a color charge. You can read the 
chapter about the strong interaction to get to know 
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the reason how this leads to a short range. The last 
missing boson, which you might already know, is 
the Higgs boson. It still is a boson, but in contrast 
to his colleagues it has a spin of 0, not 1. It is also 
not a mediator of an interaction, but it is responsible 
for giving all particles of the Standard Model their 
masses. 

A Whole Zoo of Particles

On this page you can see an overview of all particles 
of the Standard Model: The quarks, the charged 
leptons and the neutral leptons (neutrinos) are ar-
ranged in three generations. In the first generation 
you find all the particles that you need to describe 
life on Earth: You can build protons out of two up 

quarks and one down 
quark. For neutrons you 
need two down quarks 
and one up quark. With 
the protons and neutrons 
you can build all atomic 
nuclei and then you just 
have to add the charged 
lepton of the first generation, the electron. The other 
generations have the same properties as the first 
one, but their particles have higher masses. This 
allows them to decay ( 9) into the lighter ones. In 
history, not all particles have been known from the 
very beginning. Sometimes the experimental phys-
icists have found a new particle and the theoretical 
physicists had to add a generation. And sometimes 

the theoretical physicists had a good reason to 
propose a particle (such as the top quark as 
partner of the bottom quark) which has then 
found later on by an experiment. 

Symmetries as those between the generations 
have always been a fundamental property of 
physics. They also allowed to describe sever-
al interactions with the same formalism and 
motivate physicists to find one theory to de-
scribe everything, maybe even gravity, with 
the same formalisms. This is the business 
of theories like string theory ( 6), supersym-

metry ( 10) or Quantum Gravity, 
for instance ( 7). They could 

also help to find answers 
to questions that the Stan-
dard Model is not yet able 
to solve: Why are there 
so many particles? What 
is Dark Matter ( 11)? And 
how does gravity work?
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smashing them together and let them release their 
energy into matter/antimatter pairs. These ma-
chines are called “particle accelerators” ( 2). If you 
just want to make light antimatter, such as an elec-
tron/positron pair, a high-energetic photon is suffi-
cient. You can get it from a particular type of ioniz-

3). This 
radiation is released for certain types 
of nuclear decays ( 4). Other nuclear 
decays directly produce positrons: 

3). You can im-
press your friends with your personal 
source of positron radiation. Just visit 
the supermarket and buy a banana 

and you are done. Why is that? Bananas contain 
potassium. There is a small fraction of potassium 
atoms which carry one more neutron in their nuclei 
than others. And part of these decay via positron 
radiation. No reason to worry: your stomach is full 
long before you have eaten an amount of positron 
radiating bananas which can harm you. 

If there is antimatter all around us (bananas are not 
the only source) the question is: what happens to it? 
It disappears. Not into the void, but once it meets a 
corresponding matter partner, it will annihilate. An-
nihilation means: All the mass goes back into ener-
gy. In most of the cases: two photons. This is just 
E=mc2 backwards. In case of a positron, this will 
quickly happen as there are many electrons in the 
matter surrounding us. 

You can make use of such annihilation processes in 
medical applications ( 5). If you have too many of 

Antimatter 
More Science than Fiction

Antimatter sounds fancy, futuristic and dangerous 
to many people. Just think of the movie “Angels and 
Demons” with Tom Hanks, where a freak steals an-
timatter from a lab to build a giant bomb. The movie 
contains both truth and fiction concerning antimat-
ter – but what is it actually? 

It is defined in a way that sounds…
well, technical. “Antimatter is like nor-
mal matter but with the signs of all 
quantum numbers inverted”. We can 
stick to the most impor tant quantum 
number: the electric charge. Let us 
start with an electron. It has a nega-
tive charge. And now invert its charge. Ta-da, you 
have a positive anti-electron, called “positron”. It will 
have the same mass as an electron, but its charge 
is just positive. 

How to Get Antimatter?

Getting antimatter is not an easy thing. You need to 
make use of Albert Einstein’s famous E=mc2. This 
formula says that if you need something massive 
– such as antimatter – just take some energy and 
convert it. The more massive the things are that 
you want to create, the more energy you need. But 
here comes another conservation law ( 1) of nature: 
Antimatter does not simply come out of energy. At 
least not alone. It comes along with a correspond-
ing amount of matter. 

Heavy anti-particles need a lot of energy. People 
build big machines to pump energy into particles, 
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these annihilation processes, they’ll release a lot of 
energy. And here we go: the antimatter bomb from 
“Angels and Demons“.

Antimatter Bombs – Are They Real?

What happens if you take 0.5 grams of antimatter 
and bring it together with 0.5 grams of normal mat-
ter? Just insert 2 times 0.5 grams (matter plus an-
timatter) into E=mc2 (which means multiplying the 
mass with the squared 
speed of light c to get 
the energy) and you’ll 
get 90,000,000,000,000 
Joules of energy. Is that 
a lot?  You can convert 
it into a more common 
unit: the sausage. Eating 
one sausage adds 300 
calories (actually, what 
we use to call “calorie” 
is in fact a kilocalorie, so 
1000 calories) of energy 
to your body. This cor-
responds to 1,200,000 
Joules. So if you want to 
add the same amount of 
energy that is released in 
the annihilation process 
of 0.5 grams of antimat-
ter to your body by eating sausages, you’ll need to 
eat 72 millions. Impressive. Okay, while a sausage 
might be a common unit, eating 72 millions of them 
is not a common process. You can also compare 
the amount of energy released in the annihilation 
of 0.5 grams of antimatter to the one released in 
the explosion of the nuclear bomb “fat man” which 
detonated on the 9th of August 1945 over the Jap-

anese City Nagasaki. You see: Already 0.5 grams 
of antimatter can cause a lot of trouble. Fortunate-
ly, it is technically nearly impossible to produce and 
store so much antimatter. 

Storing a single antiatom is already quite a big deal. 
The reason is that you cannot simply put antimatter 
in a box and store it. Your box –  at least if you buy it 
in an ordinary matter shop – and the antimatter will 
annihilate. What you can do: Find an empty space 

or make one, called vac-
uum ( 6). Produce your 
antimatter right in there. 
It won’t have surround-
ing matter for annihila-
tion. So far, so good. But 
most likely, it will move. 
It will move out of the 
vacuum. And you know 
what happens then. To 
make antimatter stay in-
side the evacuated area 
you cannot drag it with 
your hand, but with elec-
tric and magnetic fields. 

So antimatter is difficult 
to store. Creating ordi-
nary anti-particles is not 
that of a big deal. But 

combining these to anti-atoms, or even building an-
ti-molecules out of those, it gets really tough. You 
need a radioactive source providing positrons. You 
would also need a particle accelerator to provide 
you with antiprotons. Both you will get separately. 
But you need to slow your antiprotons and posi-
trons down, and then make them approaching each 
other slowly. If you are lucky, they will combine into 
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anti-hydrogen. This is the most simple anti-atom 
you can imagine. Several experiments ( 7) produce, 
store and analyze antiatoms. 

Studying the Antiworld

But what makes these guys so interesting? We said 
that antimatter is the same as ordinary matter, but 
with opposite charge. The rest is the same. Well, 
that’s what physicists assume. But will antiatoms 
emit light with the same color as ordinary matter? 
Will a block of antimatter also fall downwards, at-
tracted by gravity? We assume: yes. But we don’t 
know. It could also be repelled and “fall upwards”. 
There are many ideas for antimatter ex-
periments, and physicists are just be-
ginning to understand it. Many mys-
teries concerning antimatter are still 
unsolved. For example: why do we 
exist?

According to the big bang theory 
(not the TV series, the real theory!) the 
universe emerged from a single point containing an 
enormous amount of energy. This energy was con-
verted into matter/antimatter pairs. And these again 
annihilated. The process went on and on while the 
universe was expanding. During the expansion, the 
universe and its content cooled down. Cool means: 
less energy. So the pair creation process stopped. If 
the universe started from energy only, and  creation 
and annihilation work as we expect, the amount of 
matter and antimatter should always be equal. Is 
this true?

Well, obviously, if we take a look at the sky we see 
only matter. And a lot of nothing. But no antimat-
ter. If there was antimatter outside in the universe, 

even far away, we would see it colliding with ordi-
nary matter from time to time. But we don’t. And we 
don’t know why. It seems as there is a little asym-
metry in the matter/antimatter produced. And only 
due to this very small asymmetry (1 in 1,000,000 
cases) we exist. 

Oh, by the way: How can you distinguish between 
electrons and positrons? Physicists use magnetic 
fields to do the trick. Charged particles get deflect-
ed by magnetic fields. Depending on the sign of the 
charge, the deflection goes into the one or the other 
direction. This way positrons were observed for the 
first time in the cosmic radiation ( 8), a type of ra-

diation hitting the Earth from far above. A par-
ticle was observed (how physicists observe 
particles which are too small to be seen is 
shown in the chapter about particle detec-

tors, 9) that had all the properties of 
an electron, but the deflection in the 
magnetic field went into the “wrong 
direction”. So: “wrong” charge. And 

there it was, the positron. 

For each of the matter particles of the Standard 
Model ( 10), the theory that contains all the particles 
and the way they interact, a corresponding antipar-
ticle exists. There is one remaining question: In case 
you meet a dog on the streets, how do you know 
that it is made of matter or antimatter? Putting the 
dog in a magnetic field won’t help. The dog consists 
of atoms which are neutral. So: No deflection. Okay, 
what you can do is: you can argue that a dog on 
the streets that does not annihilate with the street 
is an ordinary dog, not an anti-dog. But why are 
we made of matter and not antimatter? This is pure 
definition. Nobody wants to call himself anti-some-
thing. That’s why “anti” refers to the “other world”.
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1: “Standard Model of Elementary Particles ” on page 213 
2: “Conservation Laws ” on page 51 
3: “Particle Accelerators ” on page 249 

4: “Radioactive Decay ” on page 167 
5: “The Weak Interaction ” on page 233

served its structure. The broken pieces of the pig-
gybank is what probably most people have in mind 
when they think about a piggybank decay. Such a 
classical picture is indeed true for things like de-
caying atomic nuclei. The nuclei of uranium atoms 
can for example simply break apart into two lighter 

parts. This process 
is known as nucle-
ar fission ( 4). 

Atomic nuclei are 
composite ob-
jects made of 
protons and neu-
trons (which are 
also objects com-
posed of quarks 

and gluons). But real elementary particles like a top 
quark…are elementary. Into what should they break 
apart if there is nothing that they are made of? This 
might look like a problem. But if you ask a particle 
physicist about particle decay, he will probably tell 
you that this decay actually refers to a reaction or 
transition. Let us take a look at the decay products 
of a top quark: a b-quark and a W-boson. 

The W-boson is the mediating particle of the 
weak interaction ( 5). And this weak interaction 

is the only interaction that can really transform 
particles into others. So instead of saying 
that the top quark decayed into a b-quark 
and a W-boson you can also say that it 

transformed into a b-quark via the weak 
interaction. 

Particle Decays 
The Particles’ Short Lives and Interesting Heritages

When we talk about elementary particles as the 
building blocks of nature, we have a picture in 
mind in which we stick all the particles together to 
build whatever we want. This is more or less true 
for up and down quarks (which form protons and 
neutrons) and for electrons. But what about all the 
other particles of the Standard Model ( 1)? They will 
not leave you enough time to build something like 
a castle or an airplane. Before you can stick them 
together, they will decay. This means that they only 
exist for a very short time. Depending on the parti-
cle it can be as short as 882 seconds (in case of a 
free neutron) or 0.0000000000000000000000001 
seconds (in case of a top quark). This lifetime is only 
defined on a statistical basis. If you take a bunch 
of neutrons and wait for 882 seconds until the end 
of their lifetime, the fraction of 1/e=0.368, so about 
one third of them, will still be there. The rest de-
cayed. The lifetime only gives you an average about 
the whole bunch, not a single one. It might decay 
immediately, but it might also live much longer than 
its colleagues.

Why Particles Decay

You might wonder why particles decay at all. The 
answer is quite simple: because they can. Unless 
there is any law of nature that forbids a process, 
it will happen. Such a law of nature is often 
the conservation of energy ( 2). The pig-
gybank from the chapter about particle 
accelerators ( 3) will not decay until you 
add energy (via a hammer, for example) 
to break the molecular bindings that pre-
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Three conditions must be fulfilled for something like 
this to happen. First, the particle needs to carry a 
certain charge, the weak charge in this case. We 
also say that the top quark couples to the W boson. 
The second requirement is that the decay prod-
ucts – or more precisely, the sum of their masses 
– needs to be lighter. The differences between the 
mother particle’s mass and the masses of the decay 
products are put into the system as kinetic energy 
(the energy of movement) of the decay products. 
And as a last condition, all quantum numbers have 
to be conserved (see chapter “Conservation Laws”, 

2).

These conditions allow free neutrons to decay, but 
not protons. In the process of the transition of a pro-
ton into a neutron ( 5) an up quark transforms into a 
down quark via the weak interaction. A down quark 
transforming into an up quark makes a neutron be-
coming a proton. Down quarks are slightly heavi-
er than up quarks, making neutrons (consisting of 
two down quarks and one up quark) slightly heavier 
than protons (two up quarks and one down quark). 
Hence, a free neutron can decay into a proton, but 
not the other way around. “Wait!” you might think 
now, “what about the beta decay of nuclei? There, 
protons also transform into neutrons. How can that 
be?” It is true that within an atomic nucleus protons 
can decay. That is not easy to understand, but let 
us try: If a proton sitting inside a nucleus converts 
into a neutron, there is less repelling positive charge 
in the nucleus. The strong interaction always has 
to struggle with the electromagnetic interaction to 
keep the repelling protons together. In case the pro-
ton became a neutron, less binding energy is need-
ed. And this energy can then, in the spirit of E=mc2, 
be used to allow a proton to transform into a neu-
tron. Phew. That was tough. If you want to learn 

more about the way that particle physicists draw 
and calculate decay processes you should read the 
chapter about Feynman diagrams ( 6). 

What to Learn from Particle Decays

The fact that particles decay can in fact tell you a lot 
about their properties. First, you know that lighter 
particles must exist. And second, by understanding 
the decay processes you learn a lot about the way 
that particles interact with others. Most of the time 
there is not only a single way that a particle can 
decay, but several. All you need is a lighter particle, 
an interaction that connects the two and the con-
sideration of all conversation laws ( 2). The more 
possibilities a particle has, the shorter its lifetime is. 
In case there is no way to decay, it lives forever. The 
lifetime is further depending on the strength of the 
interaction that mediates it. The reason why a muon 
lives so surprisingly long is because it can only de-
cay via the weak interaction, but not the strong 

6: “Feynman Diagrams ” on page 225
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or the electromagnetic interaction. Each specific 
way of a particle decay is called “decay channel”. 
Sometimes particles have quite different lifetimes 
even though they have the same decay channels. 
When physicists calculate lifetimes they have to 
consider an important aspect apart from the inter-
action strengths and number of decay channels: is 
there enough space for the particle to decay? It is 
not space in a sense of “enough room”, but rather 
“enough possibilities to spread the energy which is 
released in the process.” This space is called phase 
space. The larger the difference between the mass-
es of mother and daughter particles, the more ener-
gy can be distributed. This is part of the explanation 
of the large difference of lifetimes between the 
neutron and the top quark: While the neu-
tron’s mass is only 1 MeV larger than 
the proton’s mass, the top quark 
mass is about 89,000 MeV larger 
than the masses of the b-quark 
and the W-Boson. The Parti-
cle Data Group has listed all 
possible decay channels and 
lifetimes of elementary particles. 
You can check the impressive 
listings on their website ( 7) if 
you are interested. 

A decaying particle might sound rather sad. But in 
fact if offers you a nice way to discover things! As 
described in the chapter of particle detectors ( 8) 
particles can only be detected by their interaction 
with a detector. Some detectors are only sensitive 
to charged particles and will hence not observe 
neutral ones. For example, cloud chambers make 
charged particles visible as tracks in the cloud. With 
the help of such a cloud chamber, the physicists 
Butler and Rocherster discovered the neutral kaon 
in 1947. The kaon is a particle made of a strange 
and an anti-down quark. As it is neutral, it did not 
leave a track. In fact, the kaon left no trace at all. 
But then, after traveling a few millimeters through 
the lead, it decayed. 

The decay products, two charged pions, could be 
observed and measured. If you know the direc-
tions, the masses and the speed of the decaying 
particles, you can construct the so-called “invariant 
mass” of the two decay products, which is also the 
mass of the mother particle that decayed. In this 
case, it corresponded to the mass of the kaon. For 
many other particles, such a reconstruction via the 
decay products is the only way to observe them, 

as their lifetime is simply too short to be 
seen directly. 

By the way: do you still think that the 
word “decay” should rather belong to 

a rotting zombie than a nice and 
friendly elementary particle? Then 
you are not alone. A group of 

physicists from the particle physics 
research facility CERN made a zombie 

movie. It is available for free down-
load ( 9). Now, guess its name:  

“Decay”.

7: http://pdglive.lbl.gov 
8: “Particle Detectors ” on page 253 
9: http://www.decayfilm.com
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diagrams allow to write these very complex equa-
tions and formulas down in the form of a few lines. 
All you need to do is to use lines for particles and 
stick them together according to rules of the Stan-

dard Model and the con-
servation laws of nature. 

These drawings pose a 
problem, of course. A 
physical process hap-
pens in four dimensions: 
three for the position in 
space and one for the 
time. But if you draw 
something on paper, 
you only have two di-
mensions. You can go 
ahead and try drawing a 
three-dimensional cube 
on paper. And now a 
four-dimensional one. 
Not easy, right? Physi-
cists decided to simplify 

the three dimensions used for space to one. The 
second remaining dimension on paper is then used 
for the time. All right, now we have spacetime. Let 
us put some particles in it!

Giving Lines a Meaning

All particles are indicated by lines: solid lines for fer-
mions, wiggly lines for photons, curly lines for glu-
ons and dashed lines for W, Z and Higgs Bosons. 
The fermion lines get an arrow in addition. It indi-

Feynman Diagrams 
Particle Skribblings with a Serious Meaning

From time to time, when a prehistoric cave is found, 
scientists discover little paintings and sketches on 
the walls. We can then get an idea of how peo-
ple lived in these prehistoric days: for instance, one 
could deduce which ani-
mals were they hunting. If 
a few thousand years in 
the future people find the 
ruins of a lab with some 
scribbles on the wall, they 
will have difficulty figuring 
out if these were some 
silly paintings made by a 
little kid or a description 
of a complex process of 
quantum chromodynam-
ics. The confusion can 
occur when the process 
of quantum chromody-
namics is written in the 
language of so-called 
“Feynman-Diagrams”.

The Language of Particle Physicists

It is (next to English) the main language in which 
particle physicists communicate. They use it to de-
scribe what particle physics is all about: the inter-
actions between elementary particles. The frame-
work describing the interactions between matter 
particles (fermions) via the exchange of force carrier 
particles (bosons) is the Standard Model ( 1). It can 
be used to calculate all different kinds of processes 
via formulas which can get quite complex. Feynman 

1: “Standard Model of Elementary Particles ” on page 213
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cates the direction in 
time that particles are 

traveling. “Hey”, you might say, 
“of course every particle travels 
forward in time!”. That is true. 
But antiparticles are indicated 
by arrows that point backwards 
in time. It might seem weird. 
But mathematically there is no 
difference between antimatter 
propagating forward in time, 
and matter propagating back-
ward in time. 

You can now stick together 
bosons and fermions. A con-
nection between particles is 
called “vertex” and is indicated 
by a dot. Do not forget to stick 
only together what is allowed 
to interact! For example: only 
charged particles can take part 
in the electromagnetic interac-
tion and hence be connected 
to photons. And remember not 
to break any conservation law 
of nature ( 2)! Before we take 
a look at some examples we 
should talk about the concept of 
“real” and “virtual” particles. All 
the stuff that we can observe in 
nature, that we can “see” either directly or indirectly, 
is real. Real particles enter a Feynman diagram at 

the beginning of the time axis and leave it at the end. 
“Virtual” is whatever starts in between and stays in 

between. If you describe a pro-
cess of two electrons repelling 
each other as described by the 
electromagnetic interaction, 
the exchanged photon will be 
virtual and you will never get to 
observe it. Virtual particles play 
an essential role in the context 
of Heisenberg’s Uncertainty 
Principle ( 3). Now let us final-
ly take a look at three example 
processes. For each of them, 
the horizontal x-axis indicates 
time and the vertical y-axis 
space. This means events start 
on the left side and evolve to-
wards the right. 

The first example shows two 
electrons (e). They exchange 
a virtual photon and repel 
each other. You can see the 
repulsion as the two electron 
lines move apart in the vertical 
(space) direction after the pho-
ton exchange. A more complex 
process is shown in the second 
example: an electron and a 
positron (with the arrow point-
ing backwards) meet and anni-
hilate ( 4) to two photons. This 
time, the photons are real as 
they leave the diagram on the 
right side. You can also see that 

at the end both the electron and positron are gone. 
The matter/antimatter conservation, which states 

2: “Conservation Laws ” on page 51 
3: “Heisenberg Uncertainty ” on page 151 
4: “Antimatter ” on page 217
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that the difference in numbers 
of particles and antiparticles 
does not change within a re-
action, is also nicely illustrated 
by the fermion line on the left: 
The line enters the diagram as 
electron and leaves it as pos-

itron. So the electron and the positron that meet 
and annihilate look like an electron which just went 
backwards in time after emitting two photons. The 

5): 
a neutron is converted into a proton while a down 
quark from the neutron changes into an up quark by 
emitting a virtual W- boson which then decays into 

-
tails about this process are explained in the chapter 
about the weak interaction ( 6).  As you can imag-
ine, there are many, more complicated processes 
that can occur. But we’ll leave it at that.

More Than Just Lines!

Be aware that each line and vertex of a Feynman 
diagram corresponds to a mathematical expression 
which is used to calculate the properties of the cor-
responding process. For example, you can calcu-
late the lifetime of a neutron from the third example. 
In general, Feynman diagrams provide the probabil-
ity of these processes. You can take a look at ( 7) to 
see the complexity of the mathematical expressions 
which are derived from simple Feynman diagrams. 

Let us finish with a very special type of Feynman di-
agrams which is shown in the last figure. Let us not 
talk about the process itself (you guess: not an easy 
thing) but rather about the story behind it. It starts in 
a pub close to the research facility CERN near Ge-
neva, Switzerland. The theoretical physicist John El-

lis played a game of darts against a colleague. They 
made a bet that in case Ellis lost he had to put the 
word “penguin” into his next scientific publication. 
For a man working in the field of elementary parti-
cle physics, this is not an easy thing. His colleague 
left before the end of the game, but another of his 
colleagues took over and beat Ellis. He had no idea 
how to put the penguin into his paper until one eve-
ning he visited some friends and had an inspiring 
evening. And all of a sudden, he had an inspiration: 

one of the Feynman Diagrams of his paper looked 
like a penguin! At least in his opinion. See it for your-
self!

Can you see then penguin? You can try drawing it 
on top of the diagram, if you like. The whole story 
about the origin of the name “penguin diagram” can 
be found at ( 8).

5: “Alpha, Beta and Gamma Rays ” on page 171 
6: “The Weak Interaction ” on page 233

7: http://en.wikipedia.org/wiki/Feynman_diagram 
8: http://en.wikipedia.org/wiki/Penguin_diagram
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And can we neglect it, as we did in case of gravita-
tion? No, not at all. Atomic nuclei are very tiny, only 
about 10 fm (femtometer, 10-15 m). This implies a 
very short distance between two protons. And as 
the Coulomb force is proportional to the inverse of 
the squared distance, that makes it really strong. 

Here, really strong means about 2.3 N (Newton). 
To compare this to daily life: It is the force that 
you would need to lift about four chocolate bars 

with about two ounces of weight. 
“Not much!”, you might say now. 
But remember that you are quite 
a lot bigger than a proton. And 
compared to the attractive grav-

itational force between the 
protons, the repulsive 
Coulomb force is a factor 

1036 bigger. But as we all 
know, atomic nuclei are stable 
(except the ones decaying ra-
dioactively, 1). So there must 

be something which compen-
sates the repulsion of the protons 

and keeps them bound together. 
This is the strong force. 

The Colorful Will Be Strong

As only charged particles are affected by the elec-
tromagnetic interaction, we could ask ourselves 
which property a particle has to have in order to 
participate in the strong interaction. It keeps pro-
tons and neutrons sticking together, but does it also 
glue electrons to protons and neutrons? 

The Strong Interaction 
Keeping Our Atoms Stable

Almost every interaction, every force that we expe-
rience in daily life is either an electromagnetic inter-
action, or a gravitational one. But there is one inter-
action which is much stronger than anything 
of electromagnetic or grav-
itational origin. You might 
think of something that su-
perman uses to defeat his en-
emies. But this force is on the 
one hand immense and on 
the other hand quite mod-
est. We do never observe it 
acting. But if it did not exist, 
we would all disintegrate im-
mediately. It keeps our atoms 
together. But why do you need 
a very special force for that? 
Why would we all disinte-
grate without it? Let us have 
a look at how that works: 

An atomic nucleus is made of 
protons and neutrons. We usu-
ally picture them with yellow/white and red 
balls. The yellow ones represent the electrically 
neutral neutrons while the positively charged pro-
tons are represented by the red ones. Protons and 
neutrons are so light that their interactions within 
a nucleus have not much to do with gravitation. 
But the situation is very different if we look at the 
electromagnetic force! While the neutrons do not 
care, protons do. Two positive charges repel each 
other. The Coulomb force, the electrostatic part of 
the electromagnetic force, is responsible for that. 

1: “Radioactive Decay ” on page 167
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The property that particles need to take 
part in the strong interaction is called 
“color charge”. It is a charge in a sense 
on “allowing to take part in an interac-
tion”, such as the electric charge is. But 
it has nothing to do with color, literally. 
We will soon see why the name “col-
or” was established. The group of par-
ticles carrying a color charge is called 
“quarks” ( 2). Fortunately, electrons are no quarks. 
Otherwise, all the atom’s electrons would be pulled 
inside the atomic nuclei. This means that we would 
immediately shrink to tiny balls, not able to do any-
thing. This is as inconvenient as disintegrating. 

No Distance Is Too Far

The strong force has a property that makes it really 
odd. It leads to a behavior that is completely con-
trary to our classical understanding of a force. Think 
about gravitation and electromagnetism: while a 

bear falling from a tree gets dragged to 
the ground, a bear up in space does 
not. And while two magnets being real-
ly close can attract or repel each other 
quite strongly, two magnets far apart 
seem to be not interested in each oth-
er at all. The reason of both the bear’s 
and the magnet’s effect lies in the fact 
that the electromagnetic and the grav-

itational force decrease with the distance squared. 

In contrast to that, the strong force remains con-
stant over distance. This is not easy to explain. It 
has to do with the fact that the particles which are 
exchanged during the strong interaction, the glu-
ons, do not only interact with color charged quarks, 
but also with other gluons. This is not the case for 
the photons, the exchange particles for the electro-
magnetic interaction ( 2). The fact that the strong 
force remains constant and therefore its range is in-
finite immediately raises a question: why does it only 

2: “Standard Model of Elementary Particles ” on page 213
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keep protons and neutrons of a single atomic nu-
cleus sticking together? Why are not all neighboring 
nuclei glued to one single superatom? 

Creating Quarks from Field Energy

Let us check what would happen in case we try to 
separate two quarks that are glued – now you see 
where the name comes from – via a gluon. A con-
stant force leads to a potential energy that increas-
es linearly (twice the distance, twice the energy). So 
the further you drag them apart, the more energy 
is stored in the gluon. If you consider Einstein’s 
E=mc2, you will sooner or later reach a distance 
where you have enough energy in the gluon to con-
vert it into the masses of a quark and an antiquark: 
Egluon = (mquark + mantiquark) c

2. 

And what can happen will happen: The gluon 
connection breaks and you will end up 
with two quark pairs with short dis-
tance instead of one with a large dis-
tance. This is the reason why you 
will also never be able to separate 
a quark from its friends. While it is 
relatively easy to kick an elec-
tron, bound by the electromag-
netic force, out of an atom, 
you will immediately produce 
lots of new matter and an-
timatter if you try the same 
with a quark from a proton or 
neutron. Particle ac-
celerators ( 3) such 
as the Large Hadron 
Collider make use 
of that to produce 
a whole variety of 

quarks and antiquarks. The properties of the strong 
interaction explain why quarks do not exist as free 
particles, but will always be bound to at least an-
other one. Physicists call this phenomenon “con-
finement”. They also observed that particles built 
out of quarks (they call them “hadrons”) can only 
exist as “white objects”. What does that mean? Re-
member that quarks carry a color charge. While an 
electric charge can be positive or negative, a color 
charge can be either red, blue or green. These col-
ors (again: please do not take it literally!) were cho-

sen for a good reason. You might recog-
nize them as the primary colors. Adding 
them leads to white. This means, a white 
hadron can be built out of three quarks 
with different colors. Such object are 
called “baryons”. Another, more sneaky 

way to get white is to combine a col-
or with it’s anti-color. This is what 
antiquarks carry. Hence, also a 
quark and antiquark can form a 
white hadron, in this case called 
“meson”. 

If you ask yourself: why 
does the strong interac-
tion have all that weird 
properties? We don’t 
know. But if it had not, 
we would all not exist. 

3: “Particle Accelerators ” on page 249
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ementary, so you can still claim that there is simply 
a re-arrangement within the neutron going on. What 
actually happens is that one of the neutrons’ down 
quarks gets converted into an up quark. But as the 
quarks, the electron and the anti-neutrino are ele-
mentary, something beyond a re-arrangement must 
have happened. The same quark conversion hap-

pens during nuclear fusion ( 2) 
in the sun, for instance. And 
this is exactly where we need 
a completely new type of in-
teraction: the weak interac-

tion. Let us take a closer look 
at the conversion of a neutron 

into a proton. 

We see that after the down 
quark became an up quark, 

it emitted a W-boson. The upper 
sketch is more symbolic and the 

lower one is speaking the language of 
Feynman Diagrams ( 3). Each funda-

mental interaction is represented by the 
exchange of a boson ( 4) and the W-boson is, next 
to the Z-boson, the exchange particle of the weak 
interaction. The W is unique in two aspects: it is 
charged. And as charge is conserved in physics 
( 5), the W-boson must take it away from another 
particle when it is exchanged (and also bring it to 
another one). The particles in a process of the weak 
interaction via a W-boson exchange have to change 
their electric charge. But as the charge is part of the 
definition of an elementary particle, a weak interac-
tion by the exchange of a W-boson always comes 

The Weak Interaction 
Weak but with Unique Power

What would you consider as an interaction? An 
interaction is, whatever causes a change. Interac-
tions make you see, hear, feel, walk and live. They 
can produce heat or use energy to make machines 
work. In some cases, interactions seem to cause 
changes in objects. For example, they can make 
a tree grow. But if you look close enough, these 
interactions never change 
an object itself. They only 
change configurations: at-
oms from the air and the soil 
get rearranged to a tree. Ev-
ery change that we observe in daily life is 
caused by a change of config-
uration, never by a change 
of an object on the level 
of an elementary particle. 
These changes are caused 
by attractive and repulsive forc-
es and we can attribute them to either the 
strong, the electromagnetic or the gravitational in-
teraction.

The Only Interaction That  
Changes Particle Types

But what about an atomic nucleus that performs 
--decay ( 1)? It emits 

an electron and an an-
ti-neutrino, and at the 
same time converts one 
of its neutrons into a 
proton. Right, protons 
and neutrons are not el-

1: “Alpha, Beta and Gamma Rays ” on page 171 
2: “Nuclear Fusion ” on page 175 
3: “Feynman Diagrams ” on page 225

4: “Standard Model of Elementary Particles ” on 
page 213 

5: “Conservation Laws ” on page 51
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along with the change of the involved particles. The 
weak interaction is the only one that is able to do so. 

Heavy Bosons Make  
Interactions Weak

We know from other interactions that particles have 
to carry a specific charge to take part in the corre-
sponding interaction. The weak interaction’s charge 
is – surprise, surprise – the weak charge. And every 
particle is weakly charged, in other words: interacts 
via the weak force. So, fortunately, also the neutri-
nos interact via the weak charge. But as the weak 
charge is the only charge that neutrinos carry, the 
weak interaction is the only way for them to inter-
act with other particles. And since the weak force 
is, in fact, not very strong, we do barely see them. 
Obviously, not with our own eyes, but also not via 
particle detectors where other particles would leave 
some electromagnetic traces. But what does it ac-
tually mean that an interaction is weak? Weak in-
teractions happen “not that often”. According to 
quantum mechanics, everything that can happen 
will happen within an interval of time. The corre-
sponding probability depends on how strong the 
interaction is. And this strength is determined by a 
constant and the mass of the mediated boson. The 
weak interaction’s constant is not that small, com-
pared to other interactions. But the W- and Z-bo-
sons are quite heavy – which is why the weak force 
deserves its name.

We need to take a look at the rules of quantum me-
chanics to get a qualitative answer of why a heavy 
boson causes a weak interaction. Imagine that the 
energy that would correspond to the mass of a 
W-boson according to E=mc2 is not available during 
a process. This is actually true for most of the pro-

cesses of the weak interaction. 
In order to still make a process 
happen, you have to use Heisen-
berg’s uncertainty principle ( 6). 
Within a short interval of time 
you can “borrow” some energy 
for a W-boson and give it back when the W-boson 
decays. The amount of borrowed energy limits the 
time you can take it: the more you need, the shorter 
you can keep it. This means that the heavy W boson 
can only be borrowed for a very short moment. As 
the W boson cannot travel far in this short moment, 
the range of the weak interaction is also very short. 
This is in contrast to the infinite range of the electro-
magnetic interaction with its massless photon. 

Elecroweak Unification

What is special about the weak interaction is not only 
the massive W-boson, but also the fact that also a 
second exchange boson exists: the Z-boson. It is 
massive as well, but not electrically charged. And 
as the W-boson, it couples to all the particles. So, if 
you see an electron and a positron attracting each 
other, this can be caused by either the exchange of 

6: “Heisenberg Uncertainty ” on page 151
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a photon (the exchange particle 
of the electromagnetic interac-
tion) or a Z-boson. 

You can see the two possibilities. 
Which one is happening? And 

how can you find out? Now, meet the weirdness 
of quantum mechanics once again. The answer to 
the first question is: both. And this also answers 
the second questions: you cannot. This exam-
ple nicely shows the close connection between 
the electromagnetic and the weak interaction. In 
1968, 35 years after the theory of the weak inter-
action emerged, the physicists Sheldon Glashow, 
Abdus Salam and Steven Weinberg managed to 
derive a unified description of the weak and the 
electromagnetic interaction. The unification refers 
to a common theory in which both interactions are 
just two different parts of a single interaction, the 
electroweak interaction. A next step would be to let 
the strong interaction join to an even bigger frame-
work. The idea of such a common framework is 
named “Grand Unified Theory”. So far, nobody has 
managed to find such a theory. But what has been 
solved recently is the question about the origin of 
the W- and Z-boson’s masses. The answer is given 
by the Higgs mechanism ( 7), proven by the discov-
ery of the corresponding Higgs boson.

Possible Transformations

One thing that we haven’t discussed yet is: if the 
W-boson turns elementary particles into others, 
which ones can it modify? And into what? Con-
cerning the leptons ( 4), the answer is simple: and 
an electron can be turned into an electron-neutri-
no and vice versa. The same is true for the muon 
and its neutrino, as well as for the tauon and its 

neutrino. What is not possible is a change across 
these “lepton generations” – conservation laws ( 5) 
prohibit this. But for the quarks, things are differ-
ent. Quarks are – in the same spirit as the leptons 
– also arranged in three families. We got to know 
the transitions within the first generation of up and 

-
es of nuclear fusion ( 2). But, in contrast to leptons, 
quarks can also be converted across generations. 
They don’t do it quite often, but they do. If we take 
a look at the up quark we see that it clearly pre-
fers to be converted into a down quark. Maybe a 
strange quark. But a bottom quark? Meh. Physi-
cists arranged these probabilities of all quarks into 
a matrix, the so-called CKM matrix (names after the 
physicists Cabibbo, Kobayashi and Maskawa).

A precise measurement of the elements of this ma-
trix – which are in fact not just boxes, but complex 
numbers – is of great interest. It allows getting an 
insight into a phenomenon called “CP violation” 
(“C” for charge and “P” for parity). It is responsible 
for the dominance of matter versus antimatter and 
hence for our existence. A good reason to be curi-
ous about it, isn’t it?

7: “The Higgs Mechanism ” on page 241
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ergies. The latter concerns “potentials which can 
cause movements”, such as potential energies like 
a hill with a certain height that a ball can use to roll 
down and gain energy. In E=mc2 we have a new 
type of energy. Our ball would have this energy sim-
ply because it has a mass. There is nothing else that 
it has to do. If you want to clearly state that you are 
dealing with a rest mass and a rest energy, you can 
use an index 0: E0=m0c

2. As soon as our resting ball 
is moving, it also gains – next to the rest energy – 
kinetic energy. This kinetic energy is included in a 

Etotal 0 c
2

The higher the velocity of a particle, the higher 

hence the energy – increases with the ve-
locity. The maximum velocity that can be 
reached is the speed of light. 

Wow! You don’t have to go to infinite 
velocities and make your energy ex-
plode. The speed of light, c, is enough. 
The theory of special relativity states 
that the speed of light, 299,792,458 
meters per second, is constant and 
also the upper limit of everything that 

so steeply makes it very hard for particle 
physicists to accelerate particles to very 
high speeds. Scientists working at the 

E=mc² 
Energy and Mass – Almost the Same

E=mc2: Energy equals mass times the speed of light 
squared. Mass and energy – without considering 
Albert Einstein’s wise words, what would you guess 
as the relation between these two properties? Inde-
pendent? Somehow the same? Or even contrary? 

If I decide to go jogging after I ate a pound of can-
dy, it feels as I have lost all my energy due to the 
increasing mass. Does the mass decrease my en-
ergy? Or was my energy converted into mass? Or 
can I, the other way around, convert half a kilo of 
belly fat into kinetic energy for a marathon? Well, 
such thoughts are tempting, but they have noth-
ing to do with Einstein’s famous E=mc2.  When-
ever our body is moving or digesting food, it 
converts chemical compounds. This con-
version, a re-arrangement of atoms, re-
leases chemical energy only. All masses 
stay conserved (well, not exactly, but to 
a very good approximation). If you burn 
fat and your weight decreases, it is not 
the case that the fat is converted to en-
ergy and disappeared. After providing 
energy in chemical reactions, the atoms 
of your former fat molecules leave your 
body in different ways (for example via 
digestion and respiration). And there the 
mass goes!

If digestion has nothing to do with 
E=mc2, then what does it deal with? It 
introduces a new type of energy. Usu-
ally we associate energy to a movement 
(kinetic energy) or talk about potential en-
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world’s largest particle accelerator, the LHC, know 
this problem best. Before the protons are injected 
into the LHC, they have an energy of 450 GeV. After 
the final acceleration, they reach 7000 GeV (or 7 
TeV). While the protons’ energies increased quite a 
lot, their velocity only shifted from 99.9997828% of 
the speed of light to 99.9999991% of the speed of 
light. Each bit closer to c costs a lot of effort. In some 
books you might read the term of “relativistic mass-
es”. People who 
use this expression 
include the gamma 
factor in the mass 
of a particle and use 
the simple E=mc2 
while saying that the 
mass increases. This 
might help to under-
stand why you can-
not reach the speed 
of light: The more 
massive you are, the 
harder it is to acceler-
ate you. On the other 
hand, the expression 
of a relativistic mass 
is not well-defined. 
While the rest mass 
is always the same, 
the relativistic mass 
varies from the point 
of view. While a 
space ship traveling at very high speeds would get 
an increased relativistic mass from the point of view 
of a person at rest, it would not increase from the 
point of view of another spaceship traveling in the 
same direction at the same speed.  For this reason, 
the expression of a relativistic mass is avoided. So 

no worries: going jogging will not make you more 
massive.

What about the Massless Guys?

So far, so good. Nothing massive can get to the 
speed of light. And the faster you get, the higher 
your energy. But we have not thought yet about 
the guys that do already move at the speed of light. 

Always. It’s light it-
self, represented by 
its quanta, the pho-
tons ( 1). Photons 
are massless, but 
they do carry ener-
gy. Just think about 
a microwave oven 
(microwaves are the 
same type of electro-
magnetic waves as 
light, just with a high-
er wavelength) which 
heats up your food. 
Or sunlight that heats 
up your skin. This 
energy is proportion-
al to the frequency 
of the photons. The 
higher their frequen-
cy, the higher their 
energy.  The question 
is: do photons with 

their energy E behave like an object with a mass m, 
according to E=mc2? This would imply that photons 
gain and lose energy when moving in a gravitational 
field. The famous Pound–Rebka experiment proved 
exactly that. Photons were sent up and down 
a 22.5 meters long tower of the Jefferson Lab at 

1: “Light ” on page 7 
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Harvard’s Universi-
ty and indeed: the 
gravitational field 
changed their fre-
quency (see also 

2). The fact that a 
massless energetic 
object behaves like 
a massive object 
also plays an im-
portant role in the 

explanation of the mass of … us human beings! 
While the Higgs mechanism ( 3) is made respon-
sible for giving mass to elementary particles, our 
protons need much more than the Higgs mecha-
nism to gain their masses. Read more about it in 
the chapter about the structure of the proton ( 4)!

From m to E and Backwards

If E and m are somehow equivalent, can 
we go from one to the other? 
Yes, we can. One case 
where mass disappears 
is the decay of a parti-
cle called pion. It has a 
mass of about 15% the 
mass of a proton and 
decays into two mass-
less photons which carry 
away the corresponding 
energy. Also the famous Higgs 
particle ( 3) can decay into two 
massless photons. 

We can also use conversions from mass 
to energy to produce electricity. In nucle-
ar fusion ( 5) two light atomic nuclei fuse 

to a larger nucleus. But the sum of the two small 
ones is larger than the mass of the fusion product. 
The difference in mass is converted into energy and 
released. This “mass defect” – and now your see 
what Maxwell thought of – is also used in nucle-
ar power plants where nuclear fission ( 6) releases 
fractions of the masses of radioactive nuclei into 
energy. Next to fission, nuclei can also lose mass 
by simply emitting a massless photon, a so-called 

7). 

While it is clear now that we can see mass being 
converted into energy, the question is: can we also 
do it the other way around? Can we create massive 
objects simply by converting energy into mass? 
Yes, indeed. You can read how we do that in the 
chapter about particle accelerators ( 8).

Let us end this chapter with an impressive example 
about E=mc2. The detonation of the nuclear bomb 

“Fat Man” released an energy of 
about 9 · 1013 J. An aver-

age sausage with a mass 
of 100 g has a food ener-
gy of about 300 calories. 
As one kcal corresponds 
to 4184 J, that sausage 

provides an energy of 
about 1.3 Megajoules. So 

in order to gain the amount 
of energy that was released by 

the explosion of a nuclear bomb, 
you would have to eat and digest 
about 72 million sausages. But if you 

could directly convert a sausages’ 
mass of 0.1 kg into energy via E=mc2, 
already 1% of the sausage would be 
sufficient. How does that sound?

2: “The Theory of General Relativity ” on page 121
3: “The Higgs Mechanism ” on page 241 
4: “The Structure of the Proton ” on page 245 
5: “Nuclear Fusion ” on page 175

6: “Radioactive Decay ” on page 167 
7: “Alpha, Beta and Gamma Rays ” on page 171 
8: “Particle Accelerators ” on page 249
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sponds to only 0.05% of the proton’s mass, the top 
quark has the mass of 176 protons. Why is that? To 
be honest: nobody knows. We do not even have a 
clue. But while it is already very unsatisfactory not 
to know the reason for the individual masses, there 
is an even more fundamental problem with mass-
es. When physicists write down their equations to 
describe our universe ( 2) they love to see a certain 
beauty in them. It might sound a little weird to re-

late a beauty to some equations, but 
maybe you have once experienced the 
feeling that some very complex pro-
cedure follows very basic rules. The 
beauty of the Standard Model lies in 
something that people call a symmetry 
– or to be more precise: a local gauge 
symmetry. The equations do not only 

follow these symmetries, but also allow to do very, 
very, very precise calculations and correct predic-
tions of things that we can observe in nature. So 
everyone could be happy with them, right?

As Always: Mass, the Big Problem

If you think that everything is fine then often one guy 
comes along that ruins everything: mass. Tasty food 
ends in mass. Mass ends in problems. In very ex-
treme cases, the addition of mass can even lead to 
some symmetry, namely a rotational symmetry (in 
case one turns into a sphere). 

But what is the situation if you start with the equa-
tions from the Standard Model, leave all particles 
massless and then suddenly add a mass to them? 

The Higgs Mechanism 
Origin of Our Particles’ Masses

Physicists try to quantify everything they can ob-
serve in nature. It helps them to derive the laws of 
nature. These laws often help to understand why 
many things behave the way they do. Sometimes 
physicists address their “why” to the very funda-
mental things, such as the properties of matter. Cer-
tain properties do not apply to the smallest building 
blocks of nature. An elementary particle has neither 
a color, nor a smell or temperature. These quanti-
ties simply cannot be defined for point-
like, elementary particles. But there is 
one property that every particle has: a 
mass. You can measure it and use it to 
understand certain things: “Why is the 
mass of a helium nucleus four times 
larger than the mass of a hydrogen 
nucleus?” “Because the hydrogen nu-
cleus consists of a single proton, while the helium 
nucleus is made of two protons and two neutrons. 
And as the mass of a neutron is about the same as 
the mass of a proton, it is in total four times more 
massive than hydrogen.” 

Elementary Mass

You can only play the game of saying “This object 
has a certain mass because it is composed of oth-
er objects with other masses” to a certain extent. 
Sooner or later you will end up with elementary par-
ticles. And even though they are point-like, which 
means that they have a diameter of 0 (the point can 
be delocalized as described by its wave function, 

1), they have masses. While some are light, others 
are quite heavy. While the mass of an electron corre-

1: “Wave-Particle Duality ” on page 143 
2: “Standard Model of Elementary Particles ” on page 213
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Instead of introducing an additional symmetry, 
you destroy the beauty of the equations’ sym-
metry, the local gauge symmetry. To explain 
this in detail would go far beyond the scope of 
this book. But so far we can conclude: Beauti-
ful, well working equations which can calculate ev-
erything we observe (except gravity) do not allow 
particles to have masses. The question is: What to 
do?

Higgs: Solving the Problem

Well, you cannot deny the particle’s masses, so you 
have to come up with an idea. And some people 
did: in the 1960s 
the physicists 
Englert, Brout, 
Higgs, Guralnik, 
Hagen and Kib-
ble developed 
the idea of an 
extra field which 
had to be added 
to the Standard 
Model’s equa-
tions. Today, this 
field is often sim-
ply called Higgs 
field. Commonly 
known fields are 
for example elec-
tric and magnetic 
fields ( 3). Such 
fields are called “vector fields”. They assign a vector 
to each point in space. This vector has a magnitude 
and a direction it points to. So for our example the 
vector of a magnetic field tells us the strength and 
the direction of a magnetic field. You can also imag-

ine a “river field” which describes the flow of 
water within a river: how fast does the water 
move and in which direction? As this can be 
different at different places, you need a vector 
for each point in space (or more precise: in 

the river). In contrast to vector fields, our new Stan-
dard Model field was proposed to be what is called 
a scalar field. Here, each point in space simply gets 
a number, no direction. Take a temperature map as 
example: How warm is each point on a map? So 
“Temperature” can be described with a scalar field.

Now, what is the use of this Higgs field? It is sca-
lar, so it has no preference in direction. It is simply 

e ve r ywhe re . 
And it does 
two things with 
our Standard 
Model equa-
tions. Firstly, 
it couples to 
those bosons 
that mediate 
the electro-
magnetic and 
weak interac-
tions ( 4). This 
coupling caus-
es something 
that physicists 
call a “sponta-
neous symme-
try breaking”. 

As a result, the equation’s beauty and initial symme-
try (without masses) is preserved but they still get 
some terms that look like masses of the bosons. 
So you introduce the boson masses indirectly by 
couplings to the Higgs field. 

3: “Light ” on page 7 
4: “The Weak Interaction ” on page 233
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While this symmetry breaking is only hard to 
imagine and concerns only the masses of the 
bosons, we can now take a look at how the 
Higgs field gives masses to fermions, our mat-
ter particles. What we call a mass is – accord-
ing to Newton’s laws – a resistance against accel-
eration. The smaller your mass, the easier it is to 
accelerate you. Now imagine that all the massless 
matter particles in the Standard Model interact with 
the new scalar field. Some do more, some do less. 
We call this amount of inter-
action a “coupling strength”. 
Take a look at the illustra-
tion, showing a bunch of 
students. The students rep-
resent the Higgs field. Two 
guys try to reach the coffee 
machine on the right. One 
is a friend of Maxwell. No-
body knows him, and that’s 
an advantage, at least con-
cerning the time it takes him 
to get coffee. We can say 
that his coupling strength 
to the Higgs field is low. As 
he can move almost freely, 
we can say that due to his 
small coupling strength to 
the Higgs field he moves as 
if he had a low mass. That’s 
not the case for poor Maxwell: He, as the superstar 
of this book, is so famous that everybody wants to 
talk to him, interact with him. That  slows him down. 
So this time: Large coupling strength, looking like a 
large mass. 

And that is exactly the way that fermions get mass-
es: they interact with the Higgs field. And as the in-

teraction strength is different for each particle, 
the masses are different as well. Developed 
in the 1960s, this has simply been an idea for 
a long time. The explanation of masses could 
also work completely different. But in 2012, 

the ATLAS and CMS experiments based on the 
world’s largest particle accelerator LHC ( 5) made 
an interesting observation. By using the energy that 
the protons accelerated in the LHC gained, a par-
ticular particle could be produced. It decays imme-

diately ( 6) and can only 
be observed indirectly via 
its decay products which 
leave traces in the particle 
detectors ( 7) ATLAS and 
CMS. You can see one of 
the snapshots of that par-
ticle’s decay products on 
this page. Many of such 
reconstructed particles 
were needed to really con-
firm its existence. That is 
because some other par-
ticles, which were already 
known, can decay in a 
similar way. But it was in-
deed the discovery of a 
new particle: the Higgs bo-
son! This new boson was 
predicted in the theory of 

the Higgs field. It is an excitation of the field itself, as 
if the students would cluster without Maxwell being 
there. The Higgs boson’s discovery could finally, 50 
years after the idea of the Higgs mechanism was 
made, prove that theory. And one year later, in 2013, 
the explanation of the mass generation mechanism 
was awarded with a Nobel prize for the physicists 
Englert and Higgs. One less mystery in the universe.

5: “Particle Accelerators ” on page 249 
6: “Particle Decays ” on page 221 
7: “Particle Detectors ” on page 253 

Image: ATLAS Experiment © 2014 CERN
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a mass of 11178 MeV, 3.9 · 1027 hydrogen atoms 
with a mass of 938 MeV, 6.0 · 1025 nitrogen atoms 
with a mass of 13041 MeV, 1.6 · 1025 calcium at-
oms with a mass of 37260 MeV, 1.2 · 1025 chlorine 
atoms with a mass of 33021 MeV, 1.4 · 1025 phos-
phorus atoms with a mass of 28852 MeV and some 
minor contributions from other atoms. If we sum it 
all up, we reach the 70 kg. Great!

Now we go one step further, looking at the structure 
of one of these 6.5 · 1027 atoms in our body. Take 

carbon, for example. Its mass is about 12 times 
the mass of hydrogen. We know the struc-

ture of atoms, represented by Rutherford’s 
atomic model. Almost the whole mass of 
an atom is focused in the nucleus of an 
atom. These nuclei are made of protons 
and neutrons, which have almost the 
same weight. And as a carbon nucleus is 

made of six protons and six neutrons while a 
hydrogen nucleus is just a single proton, this 

perfectly explains the 12 times higher mass of 
carbon. Great!

Well, almost. This time we used a little trick and 
swept something under the rug. Twelve times the 
mass of a proton is not exactly the mass of carbon. 
As the nucleons, namely the protons and neutrons, 
have to stick together, they need some binding en-
ergy. This binding energy, which is subtracted from 
the energy corresponding to the sum of the nucle-
on masses, leads to the little mass difference (see 
the explanation about the mass defect, 2). So the 
carbon atom is slightly lighter than twelve hydrogen 

The Structure of the Proton 
Or How to Get Mass without a Higgs

It is always tempting to blame someone for one’s 
own problems. If the bathroom scale shows too 
much, then whose fault could that be? The choc-
olate’s? The fast food’s? Maybe the own laziness’ 
fault? Oh wait! There is this Higgs boson! And its 
Higgs mechanism is responsible for giving all par-
ticles their masses. So: No Higgs, no being over-
weight, right? Well, not really …

It is not the case that the Higgs mechanism takes 
a look at Erwin, Maxwell and Emmy and says: “I 
would give you this and that mass”. Only elemen-
tary particles get masses. In the chapter “Atoms 
vs. Elementary Particles” ( 1) we have seen that 
only the smallest particles which cannot be 
broken into anything smaller can really be 
called elementary. So let us play the game 
of “breaking and checking what is inside” 
once more, but this time with a focus on 
the particles’ masses. When reaching mi-
croscopic scales, it is convenient to use a 
different unit for masses than kilogram or 
pound. Particle physicists use MeV (“mega electron 
Volts”) where one MeV corresponds to 1.7 · 10-30 
kg. You see: it is a really tiny unit, made for tiny parti-
cles. Actually, MeV is a unit of energy, but it can also 
be used for masses due to the equivalence of mass 
and energy ( 2).

The Proton – Elementary or Not?

Let us start with a human being with a mass of 70 
kg. He consists of 1.5 · 1027 oxygen atoms with a 
mass of 14904 MeV, 9.8 · 1026 carbon atoms with 

1: “Atoms vs. Elementary Particles ” on page 205 
2: “E=mc² ” on page 237
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atoms. But the effect is marginal, just about 0.8%. 
You see that in the nuclear regime, mass is no lon-
ger only massive, but slightly modified by energies. 

Let us now go deep into the jungle of elementary 
particles. Going one level deeper brings us 
from the proton to its constituents: quarks. 
And these guys are – as far as we know – fun-
damental, getting their mass from the Higgs 
mechanism. Physicists got to know that there 
are quarks in the proton by performing scat-
tering experiments. We learned about them 
in the chapter “Atoms vs. Elementary Particles” ( 1). 

( 3) were scattered off atomic nuclei to reveal the 
secrets of the atomic structure. It is like shooting 
marbles on a target to guess its structure from the 
scattering directions. And in that chapter we have 
also seen a picture of a giant electron gun which 
was targeting protons. Such scattering experiments 
unraveled the proton’s structure. At low energies, 
the protons behaved like a ball. But for higher ener-
gies one could see that indeed the electrons were 

scattering off little quarks inside the proton: Two up-
quarks and one down-quark. 

By increasing the energy of the electron gun even 
further, one could even kick out one of the quarks 

from the others. But then, something strange 
happened. It is the strong interaction ( 4) 
which makes the quarks stick together to 
a proton. And the energy in the field of the 
strong interaction gets larger for larger dis-
tances. So large that if you try to separate 
a quark from its friends, the energy between 

them will increase and increase until via E=mc2 an-
other pair of a quark and anti-quark is created. So 
in contrast to all other particles that built up our 
matter, quarks cannot be split off. You can separate 
an electron from an atom, a 
proton from a nucleus, but 
a quark from others? No. 

So in a simple picture, a 
proton consists of three 
quarks. If you look closer, 
you can see that gluons 
(represented by the little 
springs) glue the quarks 
together. And if you look 
even closer, the gluons do 
funny things while traveling 
from one quark to another. 
They split into a pair of a 
quark and anti-quark. Just 
for a short amount of time. 
We got to know such tem-
porarily created particles 
as “virtual particles” in the 
chapter about Feynman di-
agrams. If you would zoom 

3: “Alpha, Beta and Gamma Rays ” on page 171 
4: “The Strong Interaction ” on page 229
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in even further, you could see the virtual quarks 
again exchanging gluons, and so on, and so on. It 
is an infinite repetition. So that is all about the struc-
ture of the proton. But what about its mass?

It’s All about E=mc2

Let us zoom out to the basic proton picture: Three 
quarks and gluons. The gluons are massless, so 
let us take a look at the quarks. Both the up- and 
down-quark are lighter than 10 MeV. 
This is actually the mass they gain 
via the Higgs mechanism. But 
three times 10 MeV is … not at all 
938 MeV, which is the mass of 
the proton. 

This magic can again be ex-
plained by E=mc2. But this 
time, it causes more than just 
a 0.8% correction. It makes up al-
most the whole proton mass! The Higgs mech-
anism is only responsible for a ridiculous 
amount of a few percent, namely the 
quark masses. But which energy is here 
causing the proton mass? 

We have to take a look at the Heisenberg uncer-
tainty principle ( 5). It states that the more precise 
you know a particles’ position, the less you know 
about the value of its momentum. At macroscopic 
scales, this effect does not play a role. Of course, 
the definition of “precise” is relative. Some people 
might say: “I know precisely where my car is. In the 
garage. And I also know precisely what its momen-
tum is: zero. It’s turned off.” True. Within an uncer-
tainty. Surely, you will not be able to determine the 
position of your car up to 1 femtometer, so 10-15 

meters. But this is exactly what we 
claim to know about the position 
of the quarks which are trapped in-
side a proton. At these scales, the 
uncertainty principle really plays a 
large role. The uncertainty of the 
momentum grows significantly. This means that the 
quark cannot sit around quietly, it will shake violent-
ly, extremely fast and outraged. 

So the quarks will move around inside the proton 
very fast. But still, they are not allowed to escape 

it due to the special property of the strong inter-
action. Via their fast movement, the quarks 

carry a lot of kinetic energy. And 
the quarks share this energy 
with the gluons they exchange. 
So the proton is basically just 
a small packet of energy 

which cannot be released, 
and this energy is what we 
observe as the proton’s 
mass. E=mc2 in a box.

5: “Heisenberg Uncertainty ” on page 151
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have a lot of energy as well. And in the process of 
collision, this energy is released. Think of a cannon 
ball hitting a wall. The faster it is, the more energy 
it has to…let’s say “modify” the wall. If you collide 
two particles after they were accelerated to very 
high speed and thus energy, there is nothing the 
particles can do with the energy if they simply hit 
each other. If they are not elementary particles ( 1) 
they will break. In the case that they are elementary, 
they cannot break. But they will also do something 

else. Something that we cannot observe in 
our macroscopic world. They will make 

use of Albert Einstein’s famous 
E=mc2 and convert their ener-
gy into new matter! And even 
antimatter ( 2). Both will always 
be produced in equal amounts, 

mostly in pairs of matter and an-
timatter. You can produce some-
thing that is well known and that 
is available in nature. But you 

can also create something very fancy 
like a strange quark (that’s their real name) and 
an anti-strange quark. The heavier these particles 
are, the more energy you’ll need to create them. 
The Standard Model ( 3) includes all known build-
ing blocks of matter (but we know that even more 
should exist). Right after the Big Bang ( 4) they all 
existed. They were continuously created and de-
cayed ( 5). But as the universe evolved and cooled 
down there was a time when suddenly not enough 
energy was available to re-create some of these 
particles. That’s why today we don’t see them in 
nature. But we can build particle accelerators with 

Particle Accelerators 
Time Machines and Big Bang Creators

They are said to be able to create black holes. They 
work as time machines, bringing us to the begin-
ning of the universe. Some people claim that they 
are able to re-create the Big Bang. Giant machines, 
built in tunnels underground: Particle accelerators. 
Why are Physicists building such machines and 
how do they work?

The name says it: particle accelerators speed up 
small particles. Once they are fast enough, they 
are smashed against each other (particle collider) 
or against something standing still 
(fixed target accelerator). There 
are two main reasons why one 
should do things like that. The 
first one is quite obvious. If you 
smash something and it breaks, 
you can see what is inside. If you 
like to test this principle, you can 
build your own piggy bank accel-
erator to see what’s inside. 

Physicists are more interested in tiny particles, for 
example protons. They do it because they don’t 
know a lot about a proton’s  ingredients. Particle 
accelerators used for this purpose can provide a lot 
of energy that is needed in order to break a proton. 
You cannot simply use a hammer and break it.

Converting Energy to Matter

There is another reason to build particle accelera-
tors next to looking inside objects. Once you have 
accelerated particles to a very high speed, they will 

1: “Atoms vs. Elementary Particles ” on page 205 
2: “Antimatter ” on page 217 
3: “Standard Model of Elementary Particles ” on page 213

4: “The Big Bang ” on page 97 
5: “Particle Decays ” on page 221
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enough energy to see how things were right after 
the birth of the universe: which particles did exist 
and how did they interact? 

Energies of Particle Beams

You may ask why people accelerate elementary par-
ticles and not something like tennis balls. There are 
quite a few talented people that really know how to 
accelerate tennis balls. So why deal with small par-
ticles? Think of smacking the neck of a friend with 
your bare hand. It hurts. Now think (and please, 
only think!) of smacking his neck 
again with the same energy, but 
this time with a little needle 
placed on your hand. It hurts. 
A lot more. Why? You had the 
same energy, but this time you 
have focused it to a very small 
point. The “energy density” at 
the needle is much higher. As 
the smallest things we know 
are little particles, these are the 
ones being accelerated if we want 
to have the highest energy densities. 

Let us get a feeling of the energy of a particle which 
made its way through a modern particle acceler-
ator. The biggest one today is the “Large Hadron 
Collider”, LHC. It is located at the research facility 
CERN close to Geneva, Switzerland. It accelerates 
protons up the 99.9999991% of the speed of 
light. This is really fast, especially if you consid-
er that the laws of Einstein’s theory of spe-
cial relativity ( 6) do not allow anything to 
be faster than the speed of light. Can you 
think of anything you have ever seen that 
has the same amount of energy? No? What 

about a mosquito? If it flies about 2 cm/s (not that 
fast) it can already compete. This sounds complete-
ly crazy. But you should consider that the energy 
of the mosquito is spread to about 1021 protons. 
Again, energy density makes the difference. 

How to Accelerate

Now it is time to learn how such accelerators work. 
My Grandma knows a lot of things. And by chance 
she also has a particle accelerator at home. It is 

nothing fancy but simply an old TV screen. 
One from the time before they 

were flat. It works the following 
way: In the back of the TV there 
is  a little wire which is heated 
by an electric  current. Due 

to the heat, electrons moving 
through the wire get sufficient 
energy to be released from the 
wire and to move freely. What 
you need to do is to make them 
move into the right direction (to-

wards the screen, to make the 
colored dots glow and produce a nice picture). You 
cannot simply drag an electron. But the fact that 
it is a charged particle allows to accelerate it with 
an electric field. It will move towards a more posi-
tive electric potential. The potential differences are 
called voltages and the higher the voltage, the high-
er the speed of the electron will be in the end. That’s 

why physicists quote the energy of accelerated  
particles in “electron volts” (eV). A particle 

which was accelerated by a voltage of 1 
Volt has the energy of 1 eV. What works 

for an electron works also for a proton (it 
just flies in the opposite direction) or any other 

charged particle. So if you want to accelerate a 

6: “Relative Space and Time ” on page 117
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neutral atom you first have to rip off 
one of its electrons to make it be-
ing charged. Super high energies 

require super high voltages. There 
is a limit which you cannot get above 

for technical reasons (about 30 million 
Volts). Is that the end of all acceleration lim-

its? No! Just be smart. Instead of one big kick you 
can give several small kicks to a particle: 

We see a proton and a negatively charged tube. The 
proton gets accelerated. The following tube has the 
opposite charge. In case the proton comes out of 
the first tube it will get repelled by the second. Too 
bad, no acceleration. For that reason the voltage 
needs to switch while the proton is in the first tube. 
It continues on in this way. So instead of applying 
higher voltages you simply need more tubes. The 
problem with this is that your accelerator gets larger 
and larger. Such “linear accelerators” can be even 
a few kilometers long, as for example the Stanford 
Linear Accelerator in Menlo Park, California. 

Going in Circles

If you don’t have enough space or money to build 
a more powerful accelerator you can think of alter-
natives. What about having the accelerated particle 
come back to the entry of the tube that first accel-
erated it? So instead of many tubes you just have 
to make it so that it goes many rounds. After kick-
ing a particle with an electric field it will go straight 
and not come back on its own. To bend it you can 
use magnetic fields. You will need a lot of power-
ful magnets to build such a circular collider. The 
largest particle accelerator in the world, the LHC, 
needs 1232 magnets to make protons turn around 
at a circumference of 27 kilometers. And the mag-

nets are powerful. Their magnetic field is created 
by coils with a current of 12,000 Amperes going 
through them. Your switch at home blows if more 
than 16 Amperes go through your cables. Higher 
currents would make your cables get hot and melt. 
The cables in the LHC do not melt because they 
are cooled down to -271 °C (really cold!). At this 
temperature, the special material they are made of 
gets “superconducting” ( 7) and the cables won’t 
heat up any more. 

The LHC is built in a tunnel about 100 meters un-
der ground. This is not because the machine is 
dangerous or needs to be hidden, but it’s simply 
cheaper to dig a tunnel than to buy all that land on 
the surface. Oh, what we should not forget: Next 
to magnets, electric fields, and a tunnel, we also 
need something else. Imagine you are driving on 
the highway at 99.9999991% the speed of light. In 
the case that something slow appears in front of 
you, you will have a serious problem. The situation 
is similar for particles in an accelerator. So what 
you should not forget is a good vacuum ( 8) in your 
beam pipe. 

Two beams of protons are sent through the acceler-
ator rings of the LHC. Both beams consist of 2802 
bunches with 1011 protons each. There are four in-
teraction points within the 27 km long accelerator in 
which the two beams are crossed and the proton 
bunches collide. Every second 40 million proton 
bunch collisions occur, releasing their energy into 
pairs of matter and antimatter. Giant particle detec-
tors ( 9) make pictures of these colli-
sion events and allow to analyze the 
data. And we don’t know which new 
particles the LHC might find. Maybe 
supersymmetric particles ( 10)?

7: “Superconductors ” on page 179 
8: “Vacuum and Air Pressure ” on page 23 
9: “Particle Detectors ” on page 253 

10: “Supersymmetry ” on page 299



252 IV – Particle Physics



253Particle Detectors

1), protons and muons 
visible. Its name is “cloud chamber”. It consists of a 
closed glass box in which alcohol is heated up. The 
alcohol evaporates and fills the air inside the box. 

One says that the air is saturated with alcohol 
vapor. While the heating of the alcohol takes 
place at the top of the box, a very cold metal 
place is located at the bottom. The saturat-
ed air at the bottom gets cooled and as a 
consequence of the cooling, it can keep less 

alcohol. So this time the air is not only saturat-
ed, but “oversaturated”: it would really like to get 

rid of the alcohol. If you can see your own breath in 
the cold winter air, that’s precisely the same effect. 

To allow the alcohol to be squeezed out, the air 
needs a trigger. Something that creates a place 
where the alcohol molecules can attach themselves 
to form droplets. Such a trigger is a charged parti-

cle coming along, which carries 
enough energy to ionize the 
air in the cloud chamber. Then 

the alcohol vapor will condensate 
on the ionized atoms exactly along the path 

that the charged particle took. And there you go: 
you made the invisible charged particle visible! 

If you carefully check the shapes of the 
traces in a cloud chamber, you will see 
that some are thick and short while 
others are thin and long. Of these thin 
lines some are quite straight while oth-
ers make zigzag moves. The different 
trace types come from different particle 

Particle Detectors 
Showing the Invisible

Hearing the word “detector”, what do you think? It 
sounds a little like a detective. Someone who wants 
to find out what actually happened. Maybe you al-
ready encountered a detector, for example at the 
airport. Metal detectors help the personnel to 
find metal materials you might carry with you 
and which cannot be seen by eye. While 
you can see metal objects once the detec-
tor points them to you, some things will stay 
forever unwitnessed by your naked eye: el-
ementary particles. They are simply far too 
small to be seen directly. So the question is: how 
can you make invisible things visible in a detector?

The Charged Ones  
Cannot Escape Unseen

What do airplanes and wild animals have in com-
mon? They often pass by without being seen. But 
we know that they were there when they left some 
traces. A typical animal trace ap-
pears in the snow. If you know 
the type of trace you can directly 
infer back to the type of animal: cat or horse, you 
will know it. 

A typical trace of an airplane looks like a 
long and thin cloudy strip that appears 
in the sky. Let us consider the sky as 
an airplane detector for a moment. 
We can use this example to explain a 
very common particle detector which 
is neither very powerful, nor very mod-
ern or fast. But it can make tiny little par-

1: “Alpha, Beta and Gamma Rays ” on page 171
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types that cause them: The more 
charge they carry, the more they ion-
ize, the more vapor condensates and 
the broader the traces get. That’s 

positive charge leave broad traces. 

a lot, they lose a lot of energy. And the more they 
lose, the faster they are stopped. This makes their 
traces so short. You can also see differ-

and muons: the heavier muons get less 
distracted by scattering off the 
air molecules and have hence 
straighter tracks than electrons. 

The principle of a cloud chamber 
is the same as for the airplane 
traces. There, hot air coming 
out of the turbines gets cooled in 
the sky and the water vapor con-
densates at little dust particles. We can 
now ask ourselves: What should a parti-
cle detector tell us about a particle that it 
detects? While there are also very sophisticated de-
tectors which provide very sophisticated informa-
tion, the main questions we would like to address 
when hunting the fundamental building blocks of na-
ture are: where did the particle go? And which ener-
gy did it have? The detector types addressing these 
questions are tracking detectors and calorimeters.

Tracking Detectors –  
Tell Me Where You Went

When you follow an animal’s path by checking its 
traces in the snow, you do not want to disturb the 
animal, do you? Tracking detectors want to do the 

same with the particle they track. The tracking itself 
works similarly as in the cloud chamber. A charged 
particle enters a detector material and ionizes it. 

This means it kicks out electrons off atoms and 
splits neutral atoms into negative electrons and a 
positive remnant. If you apply a voltage at your de-
tector, you can make the positive charges going to 
the negatively charged side (the cathode) and vice 

versa. This allows you to measure a 
voltage pulse caused by the ionized 
atoms. You can digitize this elec-
tronic signal and get something 
like a “click”. The illustration shows 
you a very modern implementation 

of this method via a semiconductor 
diode. If you add a voltage to such 
diodes, no current flows until you 

add some extra energy, in this 
case by a traversing particle. The 
good thing about such a semi-
conductor detector is that it can 

be built really small, as we do in mi-
croprocessors, for instance. Such 

very small structures are exactly what you want. Ev-
ery time a particle traverses your detector you can 
say “it was somewhere in here”. And the smaller 
your detecting material is, the more precisely you 
know where your particle went. Modern detectors 
allow to determine the position of a particle with a 
precision of a few micrometers. Instead of a semi-
conductor diode you can also use a tube filled with 
gas. The famous Geiger counters (the ones that go 
click-click-click when detecting radioactivity) work 
like this. Cerenkov detectors, which were introduced 
in chapter “The Neutrino” ( 2), are another way to 
make the path of particles visible by emitting a light 
cone instead of releasing charges via ionization. 

2: “The Neutrino ” on page 209
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The information about the path of a particle is of 
particular interest if you put a strong magnetic field 
around it. Charged particles get bent on a circular 
orbit. The faster they are (more precise: the more 
momentum they have), the larger their bending 
radius is. And the direction of the bending is de-
termined by the sign of the particle’s charge. So if 
you precisely know the path of a charged particle 
in a magnetic field, measured by a tracking detec-
tor, you can tell about its charge and momentum. 

Calorimeters – Stopping Particles

While tracking chambers try not to deflect particles 
too much, there are other detectors working exactly 
the opposite. They try to stop particles violently. It 
is like as if they hit a wall and lose all their energy. 
Such detectors are called calorimeters. The impor-
tant thing is that they do not only want to stop the 
particles, but also to measure all the energy they 
lost. This way you know how much energy they 
had. Calorimeters can also be used to determine 
the energy of uncharged particles, such as neu-
trons or photons. You could not achieve such a 
measurement with tracking detectors since neu-
tral particles do neither ionize, nor get deflected. 

So how does a calorimeter work? Many of them are 
arranged as a “sandwich calorimeter”. A passive lay-
er enforces a reaction between the particle and the 
detector material. The active material, following the 
passive, reads out the energy that the particle lost in 
such a process. Let us see how a calorimeter works 
if it measures the energy of an incoming photon.  

It converts into a pair of a positron and an electron 
( 3). The electrons and positrons emit high ener-
getic X-ray photons. They again split into electron/

positron pairs and the story goes on. The average 
energy per particle decreases and in the end you 
count the collected energy of the very low energetic 
photons and electrons, which are read out in the 
active layers. Such “avalanches” of electrons and 
photons are called “particle showers”. It is easy 
to imagine that an electron would start the same 
type of shower, simply starting with the emission 
of a X-ray photon. Hadrons can also be trapped 
in a calorimeter by losing their energy in showers. 

Such showers have a different structure and are 
caused by processes of the strong interaction ( 4). 

All Together

You can arrange tracking detectors, magnetic 
fields and calorimeters to powerful general pur-
pose detectors, such as the ATLAS and CMS de-
tectors ( 5). The ATLAS detector for example has 
100 million readout channels (such as a 10 MPix 
camera), 3000 km of cables and can analyze up 
to 40 million pictures of particles traversing it. 

3: “Antimatter ” on page 217 
4: “The Strong Interaction ” on page 229 
5: http://atlas.ch and http://cms.web.cern.ch
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also the dependence on the height above 
the ground. If all the natural radiation 

stemmed from the Earth’s crust, 
it would decrease the fur-

ther away you are from the 
ground. The hypothesis was 

tested and … failed. Very de-
tailed studies which opened the 

door to the understanding of 
a new source of natural radia-

tion were performed by Victor 
Hess in 1911 and 1912. He put 

some ionization measure-
ment devices onto a balloon 

and measured a decrease of 
radiation up to about a mile. 

But then, instead of decreasing 
further, the amount of radiation in-

creased. At 5000 m it was already twice as 
intense as on the ground, increasing to up to 

40 times the ground intensity at 9300 m. 

 Radiation from Above

Hess concluded that there was a new type of radia-
tion coming from far above, hitting the atmosphere 
of the Earth and then making its way down to the 
ground. The atmosphere shields the Earth against 
this radiation, and the higher Hess’ balloon flew, 
the thinner the atmosphere, and therefore the less 
shielding was there. So the more radiation he could 
measure. For the discovery of this new so-called 
“cosmic radiation” Hess was awarded the Nobel 
Prize in physics in 1936.  

Cosmic Radiation 
Sent from Unknown Accelerators Far Away from Us

Radiation is everywhere. We do not feel it, 
but sometimes we are at least aware of 
it. If a cell phone call reaches us, for 
example. The information of the call 
is transported via electromagnet-
ic radiation. There is still a large 
debate whether this electromag-
netic radiation harms us or not. But 
there is one special type of radiation 
which does for sure at least 
have the potential to harm 
us: ionizing radiation. This 
radiation has enough energy 
to kick electrons out of atoms and t o 
break chemical bonds. We can quantify 
the radiation that is exposed to use by its 
dose which quantifies the amount of ener-
gy that the radiation deposits in our body 
(which can potentially damage our cells). 
The total dose that reaches us every day is 
half natural and half man-made. Man-made 
ionizing radiation is what we could avoid by not cre-
ating it. But one should know that about 90% of the 
man-made radiation comes from medical diagno-
sis as X-ray and computer tomography images. In 
case of an emergency, that’s probably something 
you would not deny. 

The natural radiation is dominated by radon gas 
(see nuclear decays for details) which originates 
from uranium decaying within the Earth’s crust. In 
the beginning of the 20th century, scientists wanted 
to investigate this natural radiation and measured 
it in various places. They checked in particular 
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Cosmic rays are presently still a topic of large inter-
est. Two closely connected questions puzzle physi-
cists: 1. What is the source of the cosmic rays? and 
2. what accelerated them to such enormously large 
velocities? So far, we have not talked about the ve-
locity and the related energy. The energy of cosmic 
particles hitting the Earth’s atmosphere reaches up 
to 1020 eV. This is more than 14 million times the 
energy of protons accelerated in the Large Had-
ron Collider (LHC), the largest particle accelerator 
ever built by mankind. It seems as nature has much 
more powerful ways to accelerate particles than we 
do. And as we are curious, we would like to find out 
how nature does it. 

From a Particle to a Shower

These super highly energetic particles do not make 
it down to the Earth’s surface and we cannot inves-
tigate them directly. Instead, we use indirect meth-
ods, which use the processes which are illustrated 
in the figure on this 
page. A cosmic par-
ticle – in most of the 
cases a proton – hits 
the first layer of the 
atmosphere. It then 
collides with a particle 
from the atmosphere 
via the strong interac-
tion ( 1). Part of the 
primary proton’s en-
ergy is converted into 
new matter and anti-
matter ( 2). The newly 
created particles in-
duce further reactions 
with other atoms of 

the atmosphere. After each reac-
tion, the number of produced par-
ticles increases. Simultaneously, 
the average energy per particle 
decreases. Such particle cas-
cades also occur in particle detec-
tors ( 3) called calorimeters. They 
are called hadronic (if induced by a 
process of strong interaction) and 
electromagnetic (if induced by the 
electromagnetic interaction) showers. The energy of 
the initial cosmic particle determines the spread of 
the shower. One particular type of particle induced 
in such showers barely interacts with the atoms of 
the atmosphere: the muon. As it loses almost no 
energy while traveling towards the ground, it can 
easily reach the surface. We can see tracks of these 
cosmic muons in cloud chambers ( 3), count them 
in self made muon detectors made out of coffee-
pots ( 4) and see them passing through particle de-
tectors even a hundred yards underground (such as 

ATLAS and CMS, 5). 

Studying cosmic rays 
requires measuring 
their energy and their 
direction. To do this, 
you have two options. 
Either you directly 
measure the cos-
mic rays before they 
hit the Earth’s atmo-
sphere and convert 
into showers. For that, 
you have to measure 
it like Erwin and Max-
well and go directly 
into outer space. The 

1: “The Strong Interaction ” on page 229 
2: “Antimatter ” on page 217 
3: “Particle Detectors ” on page 253

4: http://kamiokanne.uni-goettingen.de 
5: http://atlas.ch and http://cms.web.cern.ch
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AMS experiment ( 6), 
located at the Interna-
tional Space Station 
ISS, does this. Another 
way is to measure the 
showers on the Earth’s 
surface. If you want 
to study the energy of 

the initial rays you have to measure the size of the 
showers: the larger the energy, the larger the show-
er. Really high-energetic rays can induce showers 
with several hundred acres of size. Nobody could 
build a detector which is large enough to cover it. 
Instead, scientists build several small detectors, let 
each one detect a small piece of the shower and 
then have them communicate in order to put the 
pieces together as one big picture. Such detector 
arrays consist either of telescopes which detect the 
photons of the showers – like the HESS, MAGIC 
and VERITAS Experiments – or of Cherenkov de-
tectors (see the neutrino chapter for details) which 
measure charged particle components of the show-
ers. An example for such a Cherenkov detector ar-
ray is the Pierre Auger observatory ( 7), designed 
for the very large cosmic ray showers. It consists 
of 1600 detectors, spread over 3000 km2 in the Ar-
gentinian countryside. The detectors consist basi-
cally of a water tank, a solar panel and an antenna. 
You can see it in the picture. 

Antenna-Loving Birds

There is a funny story about it: Physicists started 
to wonder why more and more detectors ran out 
of energy. It seemed as if the solar panels stopped 
charging them. Take a look at the detector in the 
photo. Do you have an idea? The antenna, located 
right above the solar panel, is a very comfortable 

place for birds. And from time to time, birds have 
to drop something. After a while, the solar panels 
got covered with bird droppings. Fortunately, there 
was an easy solution to the bird problem: cleaning 
the solar panel and turning the antenna by 180 de-
grees.

Cosmic ray studies are still ongoing. We still would 
like to know how nature manages to accelerate 
particles to such high energies. One assumption is 
that supernovae explosions ( 8) accelerate parti-
cles which surf on their shock wave fronts. Another 
reason to study cosmic rays is to understand the 
radiation that astronauts are exposed to, in partic-
ular in the context of a future travel to Mars. The 
used aircraft do not have a protective shield such 
as the Earth’s atmosphere. And by the way: you do 
not have to travel to Mars to see the effect of an 
increasing radiation that you are exposed. Just take 
an intercontinental flight. The higher your plane, 
the less protective shielding you have. The effect is 
small if you do not do this every day. But personnel 
working on a plane has to keep an eye on their total 
accumulated dose of radiation.

6: http://www.ams02.org 
7: https://www.auger.org 
8: “Supernovae ” on page 83 

Image: Pierre Auger Observatory
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culated the number of neutrinos which should reach 
us and compared it with a measurement. 

Counting Neutrinos

Of course, this first measurement of the solar neu-
trino flux was not that easy. A first successful at-
tempt was made in the Homestake mine in South 
Dakota. Protected from other radiation sources at 

almost one mile below the sur-
face, about 100,000 gallons of 
Tetrachloroethylene were used 
for neutrino detection. You have 
never heard of Tetrachloroeth-
ylene? No worries. All we need 
to know is that it contains a lot 
of chlorine. And that is what the 
solar electron-neutrinos like: 
they convert the chlorine into 
argon, a light gas. The argon 
atoms produced in this reaction 
are on the one hand very light, 
will try to get out of the detec-
tor and can be captured on 
their way. On the other hand, 

the special argon isotope produced in this reaction 
will decay radioactively. This makes it easy to detect 
and count the argon atoms. Don’t expect too many 
of them. Every second day, the physicists running 
the experiment counted one of them. Not many, 
given that there were more than 2,000,000,000,0
00,000,000,000,000,000,000 chlorine atoms in the 
experiment. You see: counting neutrinos is not an 
easy thing.

Neutrino Oscillations 
Particles Changing Personalities

Neutrinos are really funny guys. They do barely in-
teract with anything, don’t carry a charge and have 
no mass, even though they belong to the matter 
particles. No mass? Okay, almost no mass. In the 
mean time physicists know that they must have a 
least a very small mass to be able to do something 
which is known as “neutrino oscillation”. This effect 
is hard to believe and we will soon get to know how 
it works. But let us start at the origin of the neutri-
nos’ strangeness.

The biggest provider of neutri-
nos reaching us here on planet 
Earth is the sun. We say that 
about 70,000,000 neutrinos 
per second pass every cm2 of 
our body surface. As the neu-
trinos do not interact with us, 
how do we know that there are 
so many? What scientists did 
was calculate a model of the 
sun. How large is it, how much 
energy does it release? Which 
processes take place inside? 
All this information is included 
in the so-called “Standard Solar Model”. Many of 
the processes within the sun involve nuclear fusion 
( 1): two protons combine and form a deuteron, af-
ter that one of the protons transforms into a neutron 
via a weak interaction ( 2) process. The positive 
charge of the proton is “taken away” by a positron, 
which is emitted together with an electron-neutrino. 
Most of the solar neutrinos reaching us stem from 
these fusing protons. So far, so good. People cal-

1: “Nuclear Fusion ” on page 175 
2: “The Weak Interaction ” on page 233
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 So much effort of exhausting atom counting was 
made just to confirm the solar neutrino model. And 
it did not succeed. Only about one third of the num-
ber of the expected neutrinos coming from the sun 
were observed. This immediately raised the ques-
tion: whom to blame? The experimentalists (such 
as Maxwell) counting the neutrinos? Or the theorists 
(like Erwin) who calculated the expected number of 
neutrinos?

What Happened to the Neutrinos?

Other theorists and also experimentalists tried to 
do better. But they all came to the same conclu-
sion: The neutrinos must have disappeared on their 

way from the sun to Earth. So 
the theorists started to think of 
new ideas about how the elec-
tron-neutrinos from the sun could 
have disappeared. One idea that 
seemed rather obscure in the be-

ginning was that the neutrinos could oscillate. We 
know that there are three types of neutrinos: elec-
tron-neutrinos, muon-neutrinos and tau-neutrinos.  
What if they could convert into each other? This is 
what the oscillation theory states. Let us think about 
the consequences of such an oscillation in our daily 
life. Imagine Maxwell fills his whole fridge with 20 
bottles of his favorite apple juice. The next day he 
finds one bottle of orange juice in his fridge which 
he never put in there. A few days later, half of his 
apple juice turned into orange juice. And after wait-
ing a little more, there is only orange juice left. Okay, 
we all know similar “magic” going on in our fridges 
when nice food turns into mold. While there is noth-
ing special about that, Maxwell’s oscillating orange 
juice will turn back into apple juice! The oscillating 
character of this process is that it repeats again and 

again. The oscillation of particles can be explained 
mathematically in the context of quantum mechan-
ics where particles are described by propagating 
waves. The wave functions of different neutrino 
states oscillate in a similar way as two coupled pen-
dulums oscillate which can be nicely illustrated ( 3). 

A neutrino oscillation could be proven if one would 
not simply observe missing electron-neutrinos, 
but also observe additional muon-neutrinos com-
ing from the same direction. To clarify this, more 
advanced experiments had to be performed. The 
Homestake experiment was not able to say anything 
about the direction of the incoming neutrinos. But 
other experiments such as SuperKamiokande (see 
Neutrino chapter) could. Its size, with 13,200,000 
gallons of water looks quite impressive, doesn’t it?

The SuperKamiokande experiment was indeed able 
to prove the theory of neutrino oscillation. Other ex-
periments followed. And they did not only focus on 
the oscillation from electron- to muon-neutrinos. 
Also oscillation involving tau-neutrinos and all cor-
responding anti-neutrinos were set up and most of 
them are still measuring. 

3:https://en.wikipedia.org/wiki/Neutrino_oscillation
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Neutrino oscillation experiments are still very inter-
esting, as the oscillations between the three types 
of neutrinos can be measured in order to deter-
mine the masses of the neutrinos. So far, people 
know that neutrinos do have a mass. Also, the 
differences between different neutrino masses are 
already known. But the absolute values are still 
missing. For this, different neutrino types need to 
be studied. Powerful neutrino sources are – next 
to the sun – nuclear power plants and par- t i c l e 
accelerators. The latter type pro-
vides muon-neutrinos. Their oscil-
lation into tau-neutrinos is studied 
by – among others – the OPERA 
experiment. It is located in the Gran 
Sasso mountain in the center of It-
aly and receives muon-neutrinos 
from the SPS particle accelerator. 
This accelerator is located about 450 
miles away at CERN, close to Geneva in 
Switzerland. People are often surprised 
when they hear about the 450 miles that 
the neutrinos have to travel and ask for a 
very long pipe which should exist. But as we 
know that neutrinos barely interact, they can simply 
pass through the earth and rock between CERN 
and Gran Sasso.

Faster than Light?

The most impressive result of OPERA was in fact 
a measurement that was planned as a side-quest. 
Just for fun, the experimenters wanted to mea-
sure the speed of the neutrinos. By knowing the 
time when the neutrinos started their journey, as 
well as the distance that they have to travel until 
they are detected at Gran Sasso, you can imme-
diately calculate their speed. No sooner said that 

done! And the result, published in 
2011, was… well… shocking. The 
measured speed was higher than 
the speed of light in vacuum. This 
is something that, assuming Ein-
stein’s theory of special relativity 
was true, is absolutely impossible. This meant se-
rious trouble for a theory that seemed to be rock 
solid for decades. But no physics revolution start-
ed. Not only because physicists might not be the 

typical kind of people that start revolutions. It 
was also that many people did not believe 
in the result of the OPERA experiment. Not 
even all the members of OPERA did. But they 

tried their very best to find a mistake in any of 
their measurements and calculations. 
All their clocks would have to be syn-
chronized  with absolute precision at 
the level of nanoseconds. And they 
were. No mistake could be found. At 
least not until March 2012. It was a 
tiny detail that caused the wrong re-
sult. A cause so simple that you don’t 
know if you should laugh or cry. Let’s 

see if you can guess: If somebody tells you that his 
monitor does not work, what is the first question 
that you ask? Right: “Did you check the cables?”. It 
was one of the fiber optic cables connected to a PC 
which was not completely in the socket. In contrast 
to a classic copper cable where you really need a 
close connection between the plug and the socket, 
the light passing through the fiber cable can cross 
a small gap. That’s why you don’t realize it imme-
diately. But the gap causes reflexions, and there-
fore a shift in the time-of-flight of the optic signal. 
This leads to a mismeasurement of the neutrinos’ 
speed. So remember: If you want to prove Einstein 
wrong, check your cables in advance.
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If the DNA of a cell is damaged, a cell can – 
depending on the severity of the damage 

and the dose of the radiation – fix 
the DNA, mutate, or die. If the DNA 
is fixed, everything is fine. If the cell 

dies, it is also not too bad: millions of 
cells die and are being replaced  within 
our body every minute. If the DNA is 
damaged and poorly fixed, in contains 

wrong modified construction plans and in-
structions for a cell’s behavior. We call this 
a “mutation”. In very few cases, mutations 

lead to changes which are not necessary 
bad. During the evolution of human beings, 

this happened numerous times. But most 
mutations will lead to degradations and in 
a worst-case scenario a mutating cell will 

seed a tumor, resulting in cancer. 

People became aware of the damaging char-
acter of ionizing radiation at the beginning of 
the 20th century. The use of X-rays got quite 

common in the field of medical diagnosis as they 
allowed to get an insight to the human body. How-
ever, people realized that too high doses of X-ray 
radiation had negative consequences: people lost 
their hair and their skin got burned. Nowadays we 
know that we should protect ourselves against any 
kind of unwanted ionizing radiation. 

But can we say that ionzing radiation is all evil, and 
no good? Consider the fact that we can use our 
ionizing particle guns to kill cells in our bodies that 
are less desirable, like tumor cells. Can we do that?

Radiation Therapy 
Particles on a Mission against Evil

A loaded gun can do serious damage. But 
while being hit by a bullet can be pretty nasty, 
consider the fact that we are being 
hit by naturally occurring “bullets” 
every single day: ionizing Radiation. It 

1) 
from radioactive decays ( 2) as well as 
X-rays.  We are surrounded by this radiation 
coming from different sources. For exam-
ple, high energetic particles reach us from 
outer space, hit the Earth at the upper at-
mosphere and cause cosmic particle showers 
( 3). Also, bananas contain potassium which 
can decay radioactively as well as radon gas 
that comes out of Earth’s surface. We call all 
of this type of radiation natural radiation.

Damaged Cells

Ionizing radiation ionizes atoms while traversing 
a material. This means they carry enough en-
ergy to take away electrons from atoms and turn 
them into  charged ions. This fact is used in particle 
detectors ( 4) to detect such radiation as the ions 
can be converted into an electric signal. If ionizing 
radiation does not hit particle detectors but instead 
biological cells in our bodies, the created ions can 
cause chemical bonds to break or unwanted reac-
tions to occur. What happens after damage occurs 
depends on the type of damage and dose of the 
radiation hitting your cells. The dose measures the 
energy deposited by the radiation per mass. If the 
dose is not too high – in particular the dose per time 
– our body has repair mechanisms to fix it. 

1: “Alpha, Beta and Gamma Rays ” on page 171 
2: “Radioactive Decay ” on page 167 
3: “Cosmic Radiation ” on page 257 

4: “Particle Detectors ” on page 253
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Yes, we can! Bad cells that we definitely not want 
are tumor cells. By radiating them with doses which 
are high enough to avoid any repair, you can get rid 
of them. This way of medical treatment is known as 
radiation therapy and can be used as an alternative 
to a surgical removal.

Using Radiation against Evil

Early attempts of medical treatment via 
radiation started with X-rays. In the 
1950s, they were superseded by arti-

Cobalt or Cesium, which were produced 
in nuclear reactors. These sources 
provided larger energies compared 
to X-rays and allowed a deeper pen-
etration into human tissue. In 
the 1970s, linear electron 
accelerators ( 5) allowed 
to produce very high en-
ergetic electrons. Patients 
could then be radiated with 
either the electrons directly or 
with photons to which the elec-
trons were converted. Such linear 
accelerators are still used nowadays. 
There is one thing you have to be 
careful with: the cells which are sup-
posed to be irradiated are surround-
ed by cells you don’t want to dam-
age. But the amount of energy that 
is deposited by the electrons and 
photons in the tissue decreases 
exponentially with the depth. 
This means, most of the ener-
gy is deposited at the surface. 
But the cells we would like to 

radiate lie at a certain depth. We know this problem 
when we transfer heat radiation to a sausage that 
we would like to grill. If we leave the sausage on the 
grill it will soon get burned at the surface but still 
be cold in the center. Maxwell knows the solution: 
rotating the sausages! During radiation therapy it 
is not the patient that is rotating, but the radiation 
source instead (more comfortable for the patient). 
This minimizes the radiation of healthy tissue at the 
outside but still deposits some energy at the center 

for each angle of radiation which adds up for a 
full rotation. This is practical 
for many purposes, but not 
all. Imagine a tumor deep in-
side your brain. A brain is too 
sensitive to radiate it from all 
sides. Often, surgeries are 

also no alternative. So what 
to do? For a long time 
there has been no answer. 
But then physicists and 

physicians found a solution. 
It is based on the different 

way that light and heavy ion-
izing particles deposit energy in 

matter.

While for electrons and photons – 
used for standard radiation ther-

apy – the amount of deposited 
energy is largest at the surface 
and then decreases, the sit-
uation is different for heavier 
particles, like protons: those 
release the major part of their 
energy not at the surface, 

but deeper inside the tissue.  
This point is called Bragg peak. 

5: “Particle Accelerators ” on page 249
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When physicists have to stop the beam of the LHC 
accelerator they shoot it onto a carbon cylinder 
which is 7 meters long and surrounded by 700 tons 
of iron and concrete. While for a classical bullet the 
hole would be at the surface of the block, a “proton 
beam bullet” would get stuck deep inside  and leave 
its hole there. The depth at which a proton beam 
gets stuck depends on the position of the Bragg 
peak which itself depends on the proton energy. 
Now think back about the tumor deep inside the 
brain. By using a proton or ion beam and carefully 
calculating the position of the Bragg peak, you can 
radiate a brain without damaging it, except the tu-
mor region deep inside. 

Particle Accelerators in Hospitals

And in fact, this is what it is done at many hospi-
tals! This field of radiation therapy is also known as 

particle therapy. It is quite expensive and compli-
cated, but for many patients it is the only way to be 
treated. You do need your own proton accelerator, 
but fortunately not such a big one as the LHC with 
its 27 km circumference, as a human brain is not 
as hard as  700 tons of lead and concrete. In con-
trast to electron and photon irradiation, protons and 
ions deposit their energy in a well-defined region. 
By knowing the exact shape and location of a tu-
mor, you can scan a tumor in the plane transverse 
to the beam by deflecting it with electromagnets. 
This same procedure is applied to an electron beam 
in the old (non-flat) TV screens. Even scanning the 
depth position is possible by varying the energy of 
the beam. This way you get a full 3D model which 
you radiate without much damage for the surround-
ing tissue. 

More and more clinics 
build their own particle ac-
celerators to treat patients 
with electrons, photons, 
protons and ions. This is an 
example where elementary 
particle research, which 
usually has no purpose ex-
cept a gain of knowledge 
about the structure of mat-

ter, has lead to a medical application. Physicists, bi-
ologists and physicians still keep researching in this 
field. A method which is currently under investiga-
tion (see the link to the ACE experiment, 6) is the 
radiation with anti-protons. Next to the Bragg peak 
advantage of protons you have the effect of annihi-
lation of matter and antimatter where additional en-
ergy is released. This increases the damage (to bad 
cells) but makes the beam harder to control. Let us 
see what the future brings us!

6: http://home.web.cern.ch/about/experiments/ace
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V – Beyond the  
Boundaries of Our 

Knowledge

“Physics is an amazing science – it tries to under-
stand nothing less than to figure out the fundamen-
tal principles of our universe. How do things func-
tion, at a fundamental level? Physics has set out 
to answer this question. And we have come quite 
some way: With our knowledge of cosmology, par-
ticle physics and quantum mechanics, we have a 
pretty good grasp on the basic rules that govern the 
behavior of space, time and matter. Some phenom-
ena might still be complicated (weather forecast, for 
instance), but the basic rules by which they func-
tion, are very well understood.

But we are not done yet! There are still some gaps 
in our knowledge of fundamental physics. Be it the 
unification of quantum theory and relativity, wheth-
er one can construct worm holes as shortcuts be-
tween different paths of the universe, the question 
of what happened before the Big Bang or the inter-
pretation of the weird rules of quantum mechanics 
– there are several things we do not really know. 
Maybe, at some point in the future, the topics in the 
following, last part of this book will be an old hat. 
But for now, they are some of the most intriguing 
puzzles for the physicists of our time.”
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All of these different kinds of matter, as diverse and 
individual they might be, share some common fea-
tures. Most notably, they all have a mass which is 
greater than zero (or rather, which is not smaller 
than zero, see the photons, for instance). 

There is only one other instance in this book where 
we have talked about particles without non-negative 
mass: particles with imaginary mass, called tachy-
ons ( 7). But they most likely do not exist – they 
would either cause the whole universe to collapse 
instantly, or they would decay and fill the whole uni-
verse with a constant quantum field, of a certain 
value, and the quantum fluctuations around that 
value would again behave like normal matter (this 
is precisely what happens with the Higgs field, 8).

Matter: Always Positive Energy?

But here we would like to talk about another form of 
exotic matter, that is, particles with negative mass, 
or, equivalently, negative energy. Interestingly, al-
though that sounds really weird, it is not actually 
forbidden by any of the fundamental equations of 
either general relativity or quantum physics. Most 
physical laws are about the exchange of energy. So 

Exotic Matter 
Different from Everything We Know

“Matter” – with this word, physicists usually mean 
everything that we are made out of, and even ev-
ery kind of energy ( 1) or quantum field. Basically, 
everything that is not space and time (although it 
seems probably that the distinction between space, 
time and matter wasn’t always as clear as it is to-
day,  2).

In particular, electromagnetic waves are also con-
sidered “matter”, even though the elementary par-
ticles, the photons, which make up such a wave 
don’t have any mass ( 3). Also antimatter ( 4) is 
considered “matter” in this context, which must be 
quite confusing, admittedly. 

The universe is full of matter – it doesn’t matter (no 
pun intended) if we know all of its properties pre-
cisely or not: dark matter ( 5), for instance, is quite 
mysterious to us, but most likely still ordinary matter. 
If we should find supersymmetric ( 6) particles one 
day, they would be considered matter. (By the way: 
as of the time of writing this book, the smart money 
seems to be on us not finding any, ever. Nobody 
has been able to observe supersymmetric particles 
at the LHC yet, despite a great effort to find some.)

1: “E=mc² ” on page 237 
2: “Timeline of Our Universe ” on page 100 
3: “Light ” on page 7 
4: “Antimatter ” on page 217

5: “Dark Matter ” on page 133 
6: “Supersymmetry ” on page 299 
7: “Tachyons ” on page 291 
8: “The Higgs Mechanism ” on page 241
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energy gets increased at one point, and decreased 
at another point by the same amount. Allowing 
negative energy values would pose no problem 
for that (unlike the imaginary values for tachyons) 
– energy conservation ( 9) would still be satisfied 
everywhere, even if the energy would be negative 
at some places.

The equations of general relativity state that “the 
energy density of matter curves space and time”.  
Nothing in this statement says anything about 
whether there is a minus sign in front of the ener-
gy density or not. If there were, the corresponding 
curvature of space and time would look quite weird, 
admittedly, but so what? Solutions to the equations 
with negative energy would include warp bubbles, 
allowing faster-than light travel ( 10), or wormholes, 
connecting 
different re-
gions (or 
times) in 
the universe 
by short-
cuts ( 11). 
It sounds 
like we’d 
need exot-
ic matter to 
make space 
travel viable 
(or, at the 
very least, 
not quite as 
painstaking-
ly slow).

Again, nothing like this is explicitly forbidden by the 
equations – it’s just that, to the day we wrote this 

book, nobody has found any form of such exotic 
matter yet. 

Lowering the Energy of the  
Vacuum: The Casimir Effect

There are, however, a few tricks that can be applied 
to create regions in space with net negative energy 
density. The most famous of it is the so-called Casi-
mir effect: Place two large metal plates very close to 
each other, so that a narrow gap between the two re-
mains. Now, as you may remember, because of the 
quantum nature of matter, empty space is not really 
empty – rather, it is brimming with lots and lots of 
particles which are created out of nothing, and van-
ish again fractions of a second later. That happens 
everywhere, all the time. Which energy the particles 

have which 
are created, 
is completely 
random with 
this process, 
all energies 
do appear.

But be-
tween the 
two plates 
h o w e v e r , 
there is only 
a very nar-
row space 
for the par-
ticles. Since 
every particle 

is also a wave ( 12), and the wave length is larger, 
the lower the energy, something curious happens: 
In the space between the Casimir plates, particles 

9: “Conservation Laws ” on page 51 
10: “Warp Drive ” on page 295 
11: “Wormholes ” on page 287

12: “Wave-Particle Duality ” on page 143
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appear out of nothing and go back to nothing, but 
only those above a certain energy! For particles with 
very low energies, there is not enough space – if the 
wavelengths are larger than the gap between the 
particles, the wave cannot form. So effec-
tively, between the two plates there are 
fewer quantum fluctuations happening 
than outside of the plates, be-
cause some particles can-
not appear. Between the 
plates, the average energy 
density is therefore lower 
than outside (which is just 
vacuum).

Now you might say that this is 
cheating: it is not that there is 
actual negative energy density, 
it is just that the vacuum has a 
very, very high energy density, 
and between the two plates there 
is still a high energy density, but just 
a bit lower than outside. But, as we 
have already said, physical laws are 
just about energy differences. If we would just 
increase the energy of everything in the universe by 
the same amount, physics would not change! And 
if we declare the energy of the vacuum to zero, then 
the Casimir effect actually generates a region with 
negative energy!

Exotic Matter – Mysterious,  
but Not Impossible!

It should be noted that this effect has actually been 
measured: in the laboratory, it could be observed 
that there is a tiny force between the plates. In fact, 
it is the vacuum itself that pushes the two plates to-

gether – a sure sign that there is less energy inside 
than outside of the two plates!

The effect is far too tiny to create a stable worm 
hole, sadly. Even if it weren’t, the space-ships that 

would want to travel through, would have to 
be really, really slim: For a significant 

force to exist between the two 
Casimir plates, they would 
need to be only a few hun-
dred atoms apart.  Talk 

about unrealistic body ex-
pectations for astronauts!

Anyway, apart from these quantum 
tricks, we do not know if there is 
actually, anywhere in the universe, 
some sort of exotic matter which 
has negative energy density. Apart 

from the very strange physical behavior 
of this type of matter (it would have neg-

ative pressure as well, for instance), it is 
quite hard to predict how it would actually 
interact with other kinds of matter. Could 

we hold a piece of it in our hands at all? Hard to say. 
If not, then we could probably not even see it – it 
wouldn’t interact with the electromagnetic field. In 
that respect, it would be very much like dark matter, 
although with basically the opposite gravitational 
effect.

As strange as it sounds, we should not disregard 
the possibility that exotic matter really exists. The 
universe has, in the past, managed to surprise and 
amaze us again and again, and it will certainly con-
tinue to do so. Maybe, one distant day in the future, 
we’ll pop to the supermarket in the Andromeda gal-
axy via a wormhole held open by exotic matter.
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by definition, the point furthest north on the planet 
(of course you can ask “what is above the North 
Pole?”, but that is simply not the same question). If 
the shape of the universe is completely described 
by general relativity, then there is not “before the Big 
Bang”, for the very same reason.

Make no mistake: as weird as that sounds, it might 
just be something we have to live with. For the hu-
man mind, which has evolved over millions of years 
to think about the world in certain categories, that 
might be a particularly hard pill to swallow. We are 
just so used to think in terms of cause and effect, 
that the thought that there was a first point in time, 
seems unbearable. But if the physics of such a sit-
uation is sound, and agrees with every observation 
we can make about the universe, it might be a no-
tion we just have to make our peace with, even if 
our minds are not made to grasp it. Why should 
nature be kind enough to behave in a way, so that 
some descendants of hairy mammals on a small 
planet in the outskirts of a minor galaxy have an 
easy time picturing it?

General Relativity Does  
Not Tell the Whole Story

Now, we have several reasons to believe that gen-
eral relativity does not tell us the whole story, how-
ever. One of them is that the equations do not take 
any quantum effects into account. A unification of 
quantum theory and general relativity ( 2) should 
be a much more realistic description of what was 
happening 13.8 billion years ago. The reason why 

Before the Big Bang 
A Bounce?

It has been known for nearly a hundred years that 
the universe is expanding. First observed and made 
public by Erwin Hubble, the result was later under-
stood theoretically by Albert Einstein: unless the 
universe is completely devoid of any matter and 
radiation (which ours certainly is not, otherwise 
there’d be no one to read these words right now), 
the theory of general relativity dictates that it has to 
either expand or contract.

The equations also, unmistakably, tell us another 
fact: the universe did not expand forever – in the 
past, there must have been a point in time where it 
all began. At the moment, our most precise mea-
surement put this moment – when the whole uni-
verse was compressed to one minuscule point of 
incredible density and heat – at about 13.8 billion 
years in the past ( 1). 

13.8 Billion Years Ago: The Big Bang

Now one could ask: what happened 13.9 billion 
years ago? Unfortunately, we do not even know if 
this question makes any sense. 

If you just look at the equations of general relativity, 
then that question really cannot be answered. All of 
the physical quantities, such as temperature, densi-
ty, space-time curvature, tend to infinity, the closer 
you come to the point which is referred to as the 
Big Bang. There is no time, and no universe earlier 
than that. Asking what was before the Big Bang is 
like asking “What is north of the North Pole?” There 
is nothing north of the North Pole, because it is, 

1: “The Big Bang ” on page 97 
2: “Quantum Gravity ” on page 279
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physicists think that, is that quantum theory tends 
to avoid singularities, which are rampant in classical 
physics. 

Here is an analogy: Think, for instance of the clas-
sical description of a proton and an electron, as a 
positively, and a negatively charged point particle. 
It is easy to compute the force between them with 
classical electromagnetism: The force between the 
two gets stronger the closer the two approach each 
other. Now think of the two just sitting next to each 
other. What will happen? Of course, the 
electron will start falling towards the 
proton. Now comes the point: af-
ter a few seconds, when the 
electron hits the proton, 
the force between the two 
becomes infinite! When 
that happens, the classi-
cal equations describing 
the motion of 
electron and 
proton break 
down, and 
cannot be used to calcu-
late what happens beyond 
that time. They cannot deal 
with infinite numbers!

Of course, that is not what hap-
pens in real life, because electrons 
and protons are not ideal point particles. That is 
a good approximation when the two are far away 
from each other, but as soon as the two come very 
close to each other the quantum properties of the 
two particles become important. Quantum me-
chanics, however, tells us that there is a minimum 
distance that the electron can be from the proton, 

because of Heisenberg’s uncertainty principle. A 
proton and an electron at that distance are what’s 
called a hydrogen atom, by the way!

Quantum Gravity to the Rescue?

Many physicist assume that the way physical quan-
tities become infinite at the Big Bang in general rela-
tivity, is the same way in which they become infinite 

in our analogy example with 
the proton and the elec-
tron: it’s not what is really 
happening – taking quan-
tum theory into account will 
give a more complete pic-

ture.

There is even more 
reason to believe that 
there was no true sin-
gularity at the Big 
Bang: there are quan-
tum gravity models 
( 2), in which there is 

some kind of Heisen-
berg uncertainty relation 

for distances – so they 
suggest there is a minimum, 

non-vanishing length (that is 
about the Planck length, rough-

ly 10-35 m). But if there is a minimal 
length, there also is a minimal volume. And be-

cause “density” is “mass divided by volume”, that 
also means that there is a maximal, physically pos-
sible density! Very, very large (the so-called “Planck 
density”, about as many suns as there are atoms in 
the universe, in a gallon), but not infinite. Now, if the 
physical quantities are just very, very large, but not 
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infinite at the Big Bang, one might actually have a 
chance of something happening before it!

The Big Bounce:  
Connecting Two Universes

At the moment, quantum gravity theory is still in the 
stages of being developed. However, a few years 
ago, researchers at Penn State University were able 
to use the equations of their latest quantum gravity 

model, to compute what might happen during the 
Big Bang. They found something surprising: If one 
starts from a universe which is slowly contracting 
under its own weight, it will do that, until the den-
sity of the universe becomes about as high as the 
Planck density. Then, gravity suddenly becomes re-
pulsive. The quantum fluctuations in the gravitation-
al field become large, so that the universe does not 
collapse – rather, it undergoes a phase of… let’s call 
it “quantum strangeness”. It is crushed like a crum-
pled-up piece of paper, but, and that is important, it 
is not compressed to a point! After that phase, the 

universe starts to expand – and this is the amazing 
thing – exactly as if a Big Bang had just happened. 

Although many of the details are still unclear, this 
suggests that, rather than a Big Bang, there was a 
“Big Bounce”. Before the expansion of our universe, 
it could have been a contracting one. 

So there might be a way to ask “What happened 
13.9 billion years ago”? Unfortunately, not quite. 

During the phase of quantum weirdness, which 
connects the Big Crunch of the old and the Big 
Bang of the new universe, space and time are really, 
very, very quantum. So much so, that it does not 
make any sense to ask how long that phase lasted. 
To do so, one would need a more or less normal 
flow of time – and time and space are so crumpled 
up during that phase that one cannot really say how 
long it took to go from contracting to expanding. 

It looks like a Big Bounce scenario might be even 
weirder than the Big Bang one!
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delivered unphysical results. It appeared that gravi-
ty, as an interaction, did not fit into the framework of 
standard quantum theory.

Up to the present day, we still don’t have a 
quantum theory for the gravitational interac-
tion. But there are some good ideas how to 
proceed. Also, people have an idea why the 
initial attempts of constructing one failed: it 

treated gravitons pretty much the same way as 
photons – as little particles traveling through an 
unchangeable and fixed space. Space and time 
were a stage, and the particles moving in it were 
the actors. For the other three interactions this is 
a valid way of going about, but gravity is all about 
like space-time itself being an actor – masses curve 
and change space-time, which in itself tells particles 
where to move. Space-time and particles should be 
treated as co-actors in this play of the universe. 

No Big Bang without  
Quantum Gravity

All right, so the initial attempts of constructing a 
quantum theory for the gravitational interaction 
failed – how about we make some experiments to 
see what is going on? You can measure single pho-
tons, should one not try to measure single gravi-
tons, or whatever constituents of quantum gravity 
there are?

Well, here the problems with quantum gravity con-
tinue – it is incredibly hard to find phenomena in na-
ture for which it is not already sufficient to use either 

Quantum Gravity 
Where Is the Quantum Theory of the Fourth Force?

At many other points in this book have we pointed 
out that there are four fundamental forces in nature 
that we know of: gravity ( 1), electromagnetism 
( 2), the strong ( 3) and the weak interaction 
( 4). The latter two only play a role in the quan-
tum world of atoms and elementary particles, 
because their range is so incredibly short. The 
first two are the ones we also experience in 
our classical world, where they act between 
planets, chairs, magnets, cats, and so on. But all 
of these are built up from elementary particles, so 
the gravity and electromagnetic force between large 
(macroscopic) objects should be a consequence 
from the same force acting between small (micro-
scopic) objects, right?

Gravitons: It’s Not as  
Easy as It Looks!

For the electromagnetic force we know pretty well 
how this works. On a microscopic scale it is mediat-
ed by photons, which fly around between charged 
particles. Also, a large number of photons flying in 
the same direction form a macroscopic electromag-
netic wave ( 2). But how about gravity? Well, we 
also know that in our classical world, there are grav-
itational waves ( 1). And physicists have postulated 
that there could be “quanta of the gravitational field”, 
which have been dubbed gravitons. In the 70s of 
the last century, they tried to write down a quan-
tum theory of gravitons along the same lines as the 
well-known and well-established quantum theory of 
photons. But unfortunately, they found out that this 
does not work. The formulas made no sense, and 

1: “The Theory of General Relativity ” on page 121 
2: “Light ” on page 7 
3: “The Strong Interaction ” on page 229

4: “The Weak Interaction ” on page 233
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quantum physics or general relativity to understand 
it. This is because quantum theory is for the de-
scription of very small things, like elementary parti-
cles, and general relativity is for very heavy things, 
such as stars and galaxies. A situation in which 
both quantum and general relativistic effects are 
important would need to be very extreme indeed. 

And make no mistake, there certainly are such 
physical phenomena: in the center of a 
black hole ( 5) the mass of an entire star is 
compressed into the space of less than an 
atom. Also, at the Big Bang ( 6), the mass 
of the whole universe was compressed into 
a tiny point, before the universe started to ex-
pand. To understand those two phenomena, 
one would need a theory of quantum gravity, 
because both quantum and relativistic physics 
play a role. But we don’t have one, which is why we 
do not know precisely what happened at the Big 
Bang, or what goes on in the singularity of a black 
hole. And it’s not like one could just go into the drug 
store and buy one to make measurements, unfortu-
nately. Well, probably fortunately. 

Space and Time Quantized:  
Planck Length and Planck Time

Even if we do not know what the quantum behav-
ior of gravity is, there is a very good argument that  
one of the consequences should be that there is a 
smallest non-vanishing length. The argument is as 
follows: Assume you want to resolve a very small 
distance. For this you need, for instance, a pho-
ton with a wavelength which is at least as short as 
the distance one wants to look at. Now on the one 
hand Quantum Theory tells you that this means the 
photon needs to have a very large energy. General 

relativity on the other hand tells you that if you con-
centrate enough energy into a small enough space, 
it will curve space and time into itself, forming a 
black hole ( 5). And there is no way of seeing or 
measuring anything behind the event horizon of a 
black hole.

A quick estimate reveals that this happens, when-
ever one tries to measure anything about as small 

as the Planck length of lPlanck
-35 m. In 

other words, there is no physical experiment 
which can resolve distances smaller than the 
Planck length. So this is really the smallest dis-
tance which makes any physical sense. Similarly, 
there should be a shortest physically meaningful 
duration: the Planck time of tPlanck

-44 s. 
If you ever heard of Zeno’s paradox of the Tor-

toise and Achilles, you know that this would solve 
a millennia-old mystery ( 7)!

A Viable Candidate:  
Loop Quantum Gravity

One attempt to merge gravity with the other three 
fundamental forces is pursued by String Theory. Al-
though here space and time are still treated as a 
fixed stage, there is some hope that one can get 
around the problem of nonsensical formulas that 
the physicists in the 70s and 80s had. We will talk 
more about it in the respective chapter ( 8). Here, 
we would like to talk about another idea, which has 
found some traction in recent years: Loop Quantum 
Gravity. 

One of the basic ideas in Loop Quantum Gravity is 
that space is not a continuum of points, but rath-
er consists of quanta of space, also called nodes, 
which are connected to form a huge network-like 

5: “Black Holes ” on page 91 
6: “The Big Bang ” on page 97 
7: http://en.wikipedia.org/wiki/Zeno%27s_paradoxes

8: “String Theory ” on page 303
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9: http://www.einstein-online.info/spotlights/spin_networks 
10: https://youtu.be/_ShR3Zx0y2k

structure. A matter parti-
cle can then not be any-

where, but only sit on top of 
these nodes. An exchange 
boson, however, can only 
sit on the links connecting 
two nodes – because it de-
scribes the force a matter 

particle feels when hopping 
from one node to another. 

It might be difficult to imagine 
that, rather than a “room in 
which things move”, space 

is more like a “network along 
which things move”. This network 

(also called “spin network”, 9) should 
not be thought of as being somewhere in space, 
rather it is space itself! Just as the atoms, which you 
can see when you look at a table under a strong 
microscope, don’t lie on the table surface – rather, 
they are the table!

Space-Time Foam  
Instead of Space-Time?

When the theoretical physicists began to calculate 
what the consequences of this idea were, they were 
quite surprised: the length of a link – in other words, 
the distance between two nodes – can not take 
arbitrary values, but is quantized. In other words, 
there is a smallest non-vanishing length, just as one 
would have expected from a quantum gravity theo-
ry! And it is indeed roughly (although not precisely) 
the Planck length. 

This is very encouraging, but so far we have only 
described space – what about time? Shouldn’t 

the two be connected? Yes, indeed they are: the 
three-dimensional network can indeed change over 
time, sweeping out a four-dimensional structure 
called a space-time foam. The name comes from 
the fact that the one-dimensional links changing 
over time form two-dimensional faces in space-
time, which are touching at various lines, giving the 
impression of soap films. 

So space is discrete in this theory, but is time dis-
crete as well? Yes it is: although it looks like a space-
time foam would describe a continuous change of a 
network, the geometric properties such as lengths, 
areas and volumes only change in discrete steps. 
And what is time, other than change of physical 
properties? So because change happens in dis-
crete steps, time also progresses in discrete steps. 

The concepts of Loop Quantum Gravity (also ex-
plained in a 5 minute video at 10) are intriguing 
and look quite 
promising. Alas, 
at the point of 
writing this book, 
there have actual-
ly been very few 
actual solu-
tions to its 
equations, 
b e c a u s e 
the mathematics 
is so very compli-
cated. However, 
there are some very 
fascinating intermedi-
ate results about what 
happened at the Big 
Bang ( 6). So stay tuned!

http://www.einstein-online.info/spotlights/spin_networks
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equations needed to be modified in order to take 
the effects of quantum physics into account. This 
feat has still not been accomplished completely 
though, to this day ( 3). 

Even if you do not have a fully-fledged unification 
of the principles of space, time and the quantum, 

however, there are some statements that you 
can make about black holes. In 1974, 
one young physicist called Stephen 
Hawking, thought hard about it and 
wondered: if everything that crosses 

the event horizon is lost and is added to 
the total mass ( 4) of the black hole, is it 
possible to decrease its mass by sending 
in something with negative energy? At that 
time, he did not think about exotic matter 
( 5), but about conservation laws in quan-

tum physics ( 6), and vacuum fluctuations.

We know that, because of quantum physics, empty 
space is actually never completely empty – rather, 
the vacuum constantly has pairs of particles and an-
tiparticles appearing out of nothing, and vanishing 
back to nothing again. For a short moment, energy 
conservation can be violated, and mass/energy can 
be generated. The larger this violation, however, the 
shorter it can be sustained. In the long run, energy 
conservation must be satisfied.

Hawking and His Radiation

Now what if, Hawking mused, a particle-antiparticle 
pair was created very close to the event horizon, 

Black Hole Evaporation 
Planck Stars Instead of a Singularity?

Black holes are among the most mysterious and 
awe-inspiring phenomena in the universe ( 1). They 
consume everything around them, shredding mat-
ter into tiny bits and pieces, while freezing what’s 
left, in time for all eternity.

The very core of a black hole seems to be a place 
which defies all known laws of physics: 
It warps space and time around itself 
so much, that it is hidden from the rest 
of the universe behind a barrier that 
only goes one-way: the event horizon. 
The center itself is a place with such 
strong space-time curvature, that all our 
common notions break down if we try to 
compute it – Einstein’s equations just claim 
that it is infinite. And it is always growing 
heavier, sucking in more and more matter 
from its surrounding. 

But is it really true? Can a black hole never die? Or 
do these ravishing behemoths have a finite lifespan, 
such as everything else in the universe?

Black hole Equations: Incomplete 
without Quantum Physics!

Everything that we know about black holes comes 
from the study of the equations published by Ein-
stein in 1915 ( 2). If you follow Einstein’s equations, 
the answer is clear: there is no way to unmake a 
black hole – everything you do in order to change 
it will always make it larger. But even Einstein re-
marked, already one year later in 1916, that his 

1: “Black Holes ” on page 91 
2: “The Theory of General Relativity ” on page 121 
3: “Quantum Gravity ” on page 279

4: “E=mc² ” on page 237 
5: “Exotic Matter ” on page 271 
6: “Conservation Laws ” on page 51
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just outside of it? And what if, furthermore, their 
paths would lead one of the two away from it, while 
leading the other across the event horizon, into the 
black hole? According to Hawking’s calculation, the 
particle that escapes the black hole carries a certain 
amount of energy, and because energy conserva-
tion has to be obeyed in the long run, that energy 
has to come from somewhere. And it does: it has 
been taken from the black hole!

The actual calculation is not that difficult (as with all 
revolutionary ideas, a couple of decades later ev-
erybody looks at it and says “It’s obvious!”), but the 
physical interpretation is not that easy. Another way 
of interpreting what 
happens, is that the 
two virtual particles, 
which are allowed to 
break energy con-
servation, are turned 
into real particles after 
some time of separa-
tion. But real particles 
have to satisfy the 
law of energy conser-
vation, and since the 
escaping particle has 
positive energy, the 
captured particle has 
to have negative ener-
gy, effectively reducing 
the mass of the black 
hole after falling into it. 

Yet another – equiv-
alent – way of inter-
preting what happens 
is that the energy that 

is needed to create the particle-antiparticle-pair is 
taken from the gravitational field of the black hole. 
If one escapes and the other does not, only half of 
that borrowed energy is returned to it, so the gravi-
tational energy – and hence the mass – of the black 
hole suffers some small loss.

Do Black Holes Evaporate?

Whatever the precise way you’d like to interpret 
what comes out of the calculation, it is firmly be-
lieved nowadays, that there exists a way for black 
holes to lose energy. In other words – they are not 
completely black! Rather, the particles flying away 

from them look like 
some kind of heat ra-
diation from far away. 
This is the so-called 
Hawking radiation. 
It makes it look like 
black holes have a 
temperature higher 
than absolute zero!

But what’s even more 
interesting is that, by 
gradually losing mass, 
black holes can even-
tually evaporate into 
nothingness. Well, at 
least in principle that 
is. A sun-sized black 
hole has a tempera-
ture of about a few na-
nokelvin – that is much 
less than the tempera-
ture of the cosmic mi-
crowave background 
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( 7). So the afterglow of the Big Bang, which fills 
the whole universe, is replenishing the loss of mass 
faster than the Hawking radiation can take it away. 
However, if one were to encounter, somewhere in 
the universe, a black hole which weighed only a few 
kilograms, then it would radiate much faster, evapo-
rating in a couple of weeks! Such a black hole could 
not have been created via the usual mechanisms 
in the universe, though: black holes that come into 
being as result of the death of stars have to have at 
least a couple of solar masses ( 8).

Actually, before the particle accelerator LHC was 
turned on in 2010, some people were afraid that its 
energies would be large enough to create tiny black 
holes, which then would grow 
and eventually destroy the 
whole Earth! Now, as of 
2016, when this book 
is being written, the 
world is still here. But 
even if some micro-
scopic black holes had 
been created during some of 
the runs of the LHC, chanc-
es are high that they would 
have been so light that they had 
evaporated within fractions of a 
second! 

All of Hawking’s calculations, however, are 
only good for stellar-sized black holes. For the really 
small ones, the evaporation process is not under-
stood at all. One can estimate that the Hawking ra-
diation becomes stronger, the lighter the black hole 
is, but what would happen in its final stages, in par-
ticular at the moment when the last bit evaporates 
away, is something we have no idea of right now. 

There are some (highly speculative) ideas, coming 
from quantum gravity researchers, though. 

Planck Stars and White Holes

One is that, instead of a singularity, there is a so-
called Planck star at the center of the black hole. 
This is supposed to be a very small region, in which 
space and time are highly quantum in nature. Cur-
vature is very large, but not infinite. The gravitation-
al contraction is being counteracted by quantum 
mechanical effects themselves, most notably the 
Heisenberg uncertainty principle. This would keep 
it stable. 

A shrinking black hole (which already would need to 
be quite small, about the mass of the Earth or 

lighter), would have an ever decreasing 
event horizon, while the Planck 

star in the interior would grow 
in size, the more mass 

falls into the black hole. 
When the two would 
meet each other, the 
whole matter trapped 

inside would be released 
spontaneously, in an enor-

mous explosion, very similar to what 
the equations of general relativity describe 

as a white hole. At the moment this is highly 
speculative, but researchers from the Centre de 

Physique Théorique in Marseille claim that there 
are actually signals that have been measured by as-
tronomers, which look very similar to what a white 
hole would look like. Whether there actually are any 
white holes in the universe or not is unclear at this 
point, but there are some exciting possibilities. May-
be black holes are not immortal after all.

7: “The Cosmic Microwave Background ” on page 105
8: “Supernovae ” on page 83
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on it. If the ant would like to go from one edge of the 
sheet of paper to the other one, it could just slow-
ly crawl along the whole width of the paper. That 
would take quite some time, but imagine that the 
ant could fold the sheet of paper somehow, so that 
the far away spot were to lie exactly on top of the 

spot where the ant is now. All the ant 
would have to do then is to gnaw a little 

hole into the paper, and make its way 
through it. It would emerge on the 
other side, saving a lot of time! By 

the way: any other inhabitants of the 
sheet of paper would not realize that 

their whole world were bent – the intrinsic 
curvature of the sheet of paper would 

not change during such a 
process ( 3). 

All right, relativity theory 
does not forbid the exis-

tence of wormholes. But 
how would they actually look 

like, and could we build one?

The Einstein–Rosen Bridge:  
Black and White Holes

The first realization that it could be possible to have 
tunnels between different regions of space is actu-
ally quite old: The so-called Einstein–Rosen bridge 
is a theoretical possibility of a connection between 
two regions of space (or between universes). It is 
a one-way street: its entrance looks exactly like 
a black hole ( 4). Just that a particle falling into it 

Wormholes 
Shortcuts through Space and Time

Einstein’s theory of relativity ( 1,2) states that it is im-
possible to accelerate anything from rest to some 
velocity faster than light. It seems depressing – 
the dream of whizzing around 
in space ships to reach the 
far corners of our galaxy in 
just days will probably never 
come true. 

Well, at least not if the space 
ships travel in conventional 
ways. Incidentally, the theory of 
general relativity allows for some 
unconventional ways of travel. With 
these one might be able to reach 
far away stars and planets in a 
short time, turning the science 
fiction dream of space travel from 
a hopeless fantasy to a remote 
possibility. 

One of these possibilities is the wormhole. A worm-
hole is like a tunnel, connecting two parts of the 
universe. Even though these two regions can be 
light years apart, the tunnel itself could only be a 
few yards in length. A space ship could fly through 
the tunnel at a leisurely pace, crossing a region of 
space it would have needed thousands of years to 
go to conventionally. 

The reason that wormholes are allowed by Ein-
stein’s relativity theory, is that its existence rests on 
the fact that space-time can be curved ( 3). Imag-
ine a sheet of paper, and an ant, scurrying around 

1: “Relative Space and Time ” on page 117 
2: “The Theory of General Relativity ” on page 121 
3: “Curved Space Time ” on page 125 

4: “Black Holes ” on page 91
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would, instead of reaching the singularity, emerge in 
another part of space, exiting the wormhole through 
something that is called a white hole. (Just as noth-
ing can ever escape a black hole’s event horizon, 
nothing can ever approach a white hole closer than 
a certain distance). But not only would the gravi-
tational forces be extremely strong in its interior 
(space-ships would very likely be crushed instantly), 
it is also extremely unstable! The reason for this is 
that white holes are so very fragile (which is why one 
reads so little about them – whenever one would 
exist, it would collapse immediately, 5). The time 
for such a worm hole to collapse is much, much 
shorter than it would take a particle to cross from 
one end to the other. 

The Morris–Thorne Wormhole:  
a Viable Alternative?

End of the twentieth century, the physicist Kip 
Thorne, together with his student Mike Morris, dis-
covered that there is a way to have wormholes that 
are not only stable, but could also be  traversed in 
both directions. The caveat with this wormhole is 
that it needs exotic matter ( 6) in its interior to keep 
it open. 

Here is the crux with all types of wormholes: at some 
part of their interior, it seems that there needs to be 
a region in which gravity becomes repulsive, rather 
than attractive. The reason for this is the following: 
assume that lots of light rays converge on the en-
trance of the wormhole, all from different directions. 
When they pass through the worm hole and emerge 
on the other side, they need to diverge, traveling off 
in different directions. So, at some point within the 
worm hole, the converging light rays needed to be 
repelled by each other. In other words, space-time 
in a worm hole needs to be curved in such a way 
that it looks, effectively, like gravitational repulsion 
(The exact argument is a bit more complicated, be-
cause light rays refracted by e.g. the gravitational 
field of a star can also send converging light rays 
on diverging paths, without the star having repulsive 
gravity anywhere. But such a star has a focal point, 
because it acts like a gravitational lens ( 7), which a 
wormhole has not. That together with the diverging 
light rays means that gravity needs to be repulsive). 

Exotic Matter and Repulsive Gravity

However, all known forms of matter that we know 
curve space-time in a way which leads to gravita-

5: “Black Hole Evaporation ” on page 283 
6: “Exotic Matter ” on page 271 
7: “Gravitational Lensing ” on page 129
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tional attraction (even antimatter! 8). This is be-
cause all types of matter that we have encountered 
so far have positive mass (or at least, positive en-
ergy, 9). The equations of general relativity are 
straightforward in that 
regard: if you want 
to have gravitational 
repulsion, you need 
regions with negative 
energy density. Now, 
there is nothing which 
tells you that there cannot be matter with negative 
mass. In fact, there are some ways to lower the en-
ergy density below zero in some regions by quan-
tum effects (this happens in a way which is useless 
for building wormholes, unfortunately). It’s just that 
we have never encountered something like it, which 
is way physicists have coined this – hypothetical – 
form of matter “exotic”. 

Either way, if we had such exotic matter, it would 
theoretically be possible to construct wormholes 
between different regions of space. There are 

even versions in which a space-ship traversing the 
wormhole could stay clear of the region with exotic 
matter.

Time Travel with Wormholes:  
Just a Space Ride Away!

By the way: if you have a wormhole which connects 
to far away regions of space, then you can use this 
to build a time-machine in no time (no pun intend-
ed)! All you need is the wormhole version of the twin 
paradox ( 1): Imagine you have a wormhole, the 
two entrances of which are quite close to each oth-
er. If you enter one side, you appear immediately a 
few yards away on the other side. Now all you have 
to do is move one entrance of the wormhole around 
– put it in a space-ship, which flies at nearly the 

speed of light, but by conventional pro-
pulsion. Drive the space ship far away 

and come back a few hours 
later. For the one entrance 
of the wormhole, which was 
moved on the space ship, 
just a few hours will have 
passed. But for the worm-

hole entrance which stayed behind, a few years will 
have passed because of relativistic time dilation.

Now the two wormholes connect not only different 
regions in space, but also different times: If you en-
ter one side, you will vanish and emerge a few years 
later on the other side. However, this being a time 
machine, you could emerge on the one side of the 
wormhole a few years before you enter the other 
one. Of course, this is predestined for all different 
kinds of time travel paradoxes. Maybe it is good 
that we have not yet found a way to build a worm-
hole, after all. 

8: “Antimatter ” on page 217 
9: “E=mc² ” on page 237
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There is a well-known exception for photons (and 
other particles that have no mass, if there are any – 
we don’t know of any, 2): They always travel at the 
speed of light, and can never be slowed down or 
accelerated to any other speed. 

Tachyons: Always Faster than Light

But, theoretically, there is also another possibility: if 
the speed of a particle were larger than the speed 

one. That would mean that under the square root in 
-

ber. And the square root of a negative number is an 
imaginary number! This weird particle could, how-
ever, still have a well-defined energy, if at the same 
time its mass was imaginary, too. The imaginary unit 
of the mass and the square root would cancel each 
other out, and everything would be fine, at least 
from the side of the mathematics.

Such a particle, with an imaginary mass and which 
travels faster than light is called a tachyon. It is not, 
strictly, forbidden in Einstein’s theory of special rela-
tivity, but let us be clear right from the start: nobody 
has ever seen such a guy!

The Tachyonic Antitelephone: 
Calling Yourself in the Past

A tachyon, as described by Einstein’s theory, would 
have some really strange properties. The first and 
foremost would be that it would travel faster than 
light, of course. That, in itself, would bring all kinds 

Tachyons 
Actually Faster than Light

It is often claimed that nothing can go faster than 
light. But why is that the case? Well, didn’t Einstein 
say so?

Actually, Einstein’s theory of relativity says some-
thing slightly different: it says that E=mc2, where m 
is called the accelerated mass ( 1). It is not the ac-
tual mass of a particle, but equal to m m0, the 
product of the actual mass (also called rest mass), 

-
es problems when trying to accelerate any particle 
beyond the speed of light.

Infinite Energy: Reaching  
the Light Barrier

You see, the value of this gamma-factor depends 
on how fast the particle actually moves. Think of 
a particle moving through space. Its velocity is a 

one, then it travels at precisely the speed of light. 

If you have some familiarity with formulas, you will 

The gamma factor, and hence the energy, increas-
es ever more and more. In other words: to have a 
particle accelerate from rest mass to the speed of 
light, you actually need an infinite amount of energy! 
So no can do!

γ =
1

√
1− β2

1: “E=mc² ” on page 237 
2: “The Higgs Mechanism ” on page 241
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of problems with it ( 3). It would violate the principle 
of causality, which is a central concept in both rel-
ativity and quantum theory, and which guarantees 
that cause and effect happen one after the other. 

With a tachyon, however, you could break this. 
You could not directly travel through time, but so 
something nearly as bad: you could transmit infor-
mation to the past. That is actually really easy: Just 
send a message encoded 
in a beam of tachyons 
to a colleague, who is 
moving away from 
you very quickly. All 
he would have to do 
is to send the message 
back to you with the same 
type of tachyons. A quick 
calculation in special rela-
tivity reveals that the signal 
would arrive at your lab be-
fore you had sent it away. 

The reason for this is that the 
event of you sending the mes-
sage and your friend receiving it 
are what is called space-like sep-
arated. For two such events, one 
cannot say that one has to definite-
ly happen before the other – that 
depends on how an observer, be-
ing asked to judge that, moves. 

Knowing this, the other strange properties of tachy-
ons seem tame in comparison: it would be impos-
sible to slow a tachyon down to the speed of light. 
In fact, it would have less energy, the faster it trav-
eled. It would be very easy to make a tachyon as 

fast as you wish, without any boundary. But to slow 
it down to the speed of light, you’d need infinitely 
much energy. 

So the speed of light is the ultimate barrier – impos-
sible to cross from either side!

Quantum Effects:  
Causality Is Restored …

Now, all of these considerations do not take quan-
tum theory into account. If you were to pay attention 
to what quantum effects you would get with such 
particles, you’d realize that the situation changes 

dramatically!

First of all, in 
quantum theory, 
particles are just 

wobbles in a quan-
tum field (very loosely 

speaking). Properties 
like the mass of the particle translate 

directly to the stiffness of the field, and 
how easy it is to make it wobble! 

If one does the calculations carefully, one 
finds that the quantum field excitations with 

imaginary mass do not travel faster than light. A 
ripple in the quantum field propagates in the 
same way as if the field would have an ordi-
nary, real mass. 

… but the Universe  
Implodes Instantly!

However, something different, totally catastrophic, 
would happen. The energy of a ripple in a quantum 

3: “Relative Space and Time ” on page 117



293Tachyons

field depends on the square of the mass. Now if 
that becomes negative, because the mass of the 
field is imaginary, then one can gain energy by cre-
ating a tachyon out of nothing! And one important 
rule in particle physics is that all that can happen, 
will happen – and the more energy is released by 
the process, the more likely it is happening.

So if there was a quantum field with imaginary mass, 
and nothing else to stop it, a cascade of tachy-
ons would appear out of nothing – and more, and 
more, releasing more and more energy, in a flood 
that would never stop. The whole universe would 
be immediately filled with more and more 
tachyons. This process has 
been termed tachyon 
condensation, and 
it is something very 
undesirable – with so 
many particles, the 
universe would col-
lapse into itself in an 
instant ( 4). This 
is the reason 
why there 
are no (free) 
tachyons. 

Incidentally, 
the original 
f o r m u l a -
tion of string 
theory ( 5), 
which was 
formulated in 
26 dimensions, had some ways of the strings to 
wobble, such that the resulting particle would have 
imaginary mass, and therefore this whole version of 

string theory was tossed quickly – tachyon conden-
sation was something that no theory should pre-
dict, if it were respectable!

The Uncondensed Higgs  
Particle Is a Tachyon!

However, there is one known exception to this: the 
Higgs particle ( 2)! Technically, the Higgs particle is 
a tachyon, since in the formulation of the quantum 
field its mass appears as imaginary. But why did the 
universe not implode yet? Well, in the formulas for 
the Higgs field, there is another term beyond the 
mass term – if a certain density of Higgs particle 

has been reached, it is energetically really in-
convenient to generate any more. But up to 

this maximum, the tachyon condensation 
has happened with the Higgs particle! 
This is why the Higgs field fills the whole 
universe, giving all particles matter: the 
universe is filled with a lots and lots of 

Higgs particles, having condensed out of 
the vacuum in the beginning of the uni-

verse.  

What people nowadays call 
the “mass of the Higgs particle” 
by the way, is not the imagi-

nary mass 
term in the 
formulas. 
Rather, the 
(pos i t i ve ) 

mass of the 
Higgs that has been found to 

be around 126 GeV describes how difficult it is to 
generate new Higgs particles, now that the universe 
is already filled up by them!

4: “The Theory of General Relativity ” on page 121 
5: “String Theory ” on page 303
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And he succeeded: Alcubierre found a theoretical 
possibility for faster-than-light travel: it is possible to 
move a space ship from one point in the universe to 
the other faster than light – by not moving the vessel 
at all, but by contracting the space in front of it, and 
expanding space behind it. 

The Alcubierre Proposal:  
a Real Warp Drive?

The region in between, where the space ship re-
sides, is called the warp bubble. In it, the ship is 

completely at rest, and feels no ac-
celeration in any direction. So the 
astronauts have a quite comfy ride, 
while their ship surfs on a wave 
of curved space-time through the 
universe. Within the surface of the 
warp bubble, however, there are 
tremendous tidal forces, so every-
thing and everyone trying to cross 
the border between the inside and 
the outside would be torn to shreds 

in an instant. 

Even worse, the space travelers will, unfortunately, 
not be able to enjoy the view during their trip. The 
inside and the outside of the warp bubble are what’s 
called causally disconnected. This means that it is 
impossible to send a light signal from the inside of 
the bubble to the outside, or the other way round. 
These two regions of the universe are separated by 
a horizon, similar to the event horizon of a black 
hole ( 4).

Warp Drive 
Surfing on a Space Time Wave

To travel faster than light – it seems that there is 
no way to reach far away star systems, unless one 
finds a way to circumvent the central statement of 
both special and general relativity ( 1,2): nothing can 
travel faster than light.

Space and Time Can  
Expand Faster than Light

This statement actually needs to be worded more 
carefully: nothing which is at rest can be acceler-
ated to reach the speed of light in a finite time. But 
one could use shortcuts to reach 
far away regions of space ( 3). Are 
there other ways around the speed 
of light?

There is another subtlety about this: 
The maximum speed is only valid 
for matter moving in space – not for 
space itself. This means that, for in-
stance, far away galaxies effectively 
move away from us with a speed 
several hundred times the speed of light. But it is 
not the galaxies that are moving here. Rather, the 
universe between us and them expands very fast. 
And there is no maximal rate of expansion of the 
universe, at least as far as we know!

This inspired physicist Miguel Alcubierre, at the end 
of the last century, to search for a way to use ex-
panding and contracting space to move a space-
ship faster than light. Well, as he admitted later, the 
TV series Star Trek was also a major inspiration.

1: “Relative Space and Time ” on page 117 
2: “The Theory of General Relativity ” on page 121 
3: “Wormholes ” on page 287 

4: “Black Holes ” on page 91
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So what would it take to build a ship with warp 
drive? Could a vessel just generate a warp bubble 
on its own, just as in the TV series?

Again with the Exotic Matter!

Well, as you have might have guessed, it is not that 
easy. The way space and time are curved in the 
warp bubble is quite special, actually. The curvature 
is such that no ordinary matter could ever be used 
to cause it. Rather, one would have to have large 
amounts of exotic matter ( 5), which would need 
to have negative mass – or negative energy density, 
that would work equally well ( 6). Unfortunately, al-
though theoretically possible, nobody has ever en-
countered any exotic matter. 

However, there are some 
quantum effects which 
one can use to lower the 
energy of empty space 
in a small region. The 
so-called Casi-
mir effect is one 
such method, 
and it might 
in principle 
be used to 
construct a 
warp bub-
ble. First esti-
mations suggest 
that, in order to pro-
duce a warp bubble that could car-
ry a small ship, one would need more energy 
than we have in the entire visible universe, though. 
But that might actually be a construction problem 
– different arrangements with warp rings and warp 

tori, which need much less energy, have been pro-
posed. 

Warp Lanes through the Universe

But that is not the greatest problem: The negative 
energy would need to travel in front of the space 
ship, at a speed faster than light, so that it could 
bend space and time so that the vessel could then 
travel in its wake. But the exotic matter itself would 
not have a warp bubble, it would have to travel 
by conventional methods. As it has been stated 
“One needs an Alcubierre drive to build an Alcubi-
erre drive.” So is this idea of faster-than-light travel 
thwarted?

Well, not quite: It has been shown that one could, 
in fact, arrange the ex-

otic matter along the 
travel path of the 
space ship, before 
the trip begins. 

This still kind of 
defeats the 

purpose of 
the whole 
e x e rc i s e , 
though. As-
sume you 
d e c i d e d 
you wanted 

to travel to a far 
away star system. 

Say, you chose Ri-
gel, which is about 

900 light years away, for your 
destination ( 6). Then, in order to build your warp 
drive lane from Earth to Rigel, you’d have to start 

5: “Exotic Matter ” on page 271 
6: “E=mc² ” on page 237
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placing the exotic matter along the track by con-
ventional means of travel. So, in the end, it would 
take you at least 900 years (much longer if your 
space-ship is not super fast) to build the warp lane. 
In the end, you could use it to drive another ship 
from Earth to Rigel in no time – but the planning 
needed to be done quite a long time in advance. 
So one could, maybe, organize a network or trav-
el lanes throughout the universe. But there would 
be no spontaneous visits to a place without a warp 
lane previously built to. 

Also, once on the track, there would be no stop-
ping or turning around, once the trip had started. 
Remember that the inside of the warp bubble is 
completely cut off from the rest of the universe. The 
astronauts could never change the course of the 
track, or decide they wanted to stop, because for 
the duration of the trip, they are completely 
trapped inside the bubble.

There is yet another point which 
would probably make traveling 
via Alcubierre drive practically 
unfeasible – or at least very 
dangerous: The universe itself 
is not completely empty. Rath-
er, it is filled with gas, dust, 
and radiation, even if its density 
is extremely low. Nevertheless, a 
ship with an Albucierre drive would travel 
through the universe, picking lots and lots of mat-
ter up along the way. Now the inside of the bubble 
is perfectly shielded from the outside, so when the 
ship would fly through a star – that would rather 
be a problem for the star than the ship! Still, all of 
the accumulated matter would be kept and carried 
along for the ride – until the ship arrives. 

When the vessel were to reach its final destination, 
the warp bubble becoming weaker and eventual-
ly breaking down, the interior and the rest of the 
universe would come into contact again. By then, 
the interstellar matter would be compressed from 
several thousand light years, down to a region only 
a few yards wide. That would make it hot. It is actu-
ally not quite clear who would suffer more: The ship, 
arriving with enough matter to form a small star just 
in front of it, or whoever is in its flight path then. 

With Warp Technology,  
the Roadkill Might Kill You!

One possibility would be that all of the matter would 
be released in an extremely high energetic beam, 
blasting away everything in its wake. If that were 
the case, it would probably be a good idea to not 
directly aim at the planet one wanted to visit – it 

might not be there any more, when one arrives. 

Another possibility would be that 
the matter would simply con-
tract under its own weight – 
depending on how much it had 
been compressed during its 
flight (that would depend on the 

details of the warp bubble’s shape). 
It should form a black hole then, if it 

has not done so already during the trip, and suck 
the ship, and possibly its destination planet, out of 
the universe. 

All of this indicates that warp travel, if it ever be-
comes possible, would be not without its risks, to 
put it mildly. By 2016, when this book is written, a 
serious proposal for a fully functioning warp drive is 
still completely lacking. 
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repel as well, also with the same strength as the two 
electrons would do. 

It’s the Spin That Makes You Unique

Next to all these nice symmetries there are also 
properties which cannot be turned into their coun-

Supersymmetry 
A Beautiful Solution to Many Problems 

Our world is full of symmetries. Human beings are 
(almost) symmetric: our left and right side look very 
similar. We say that we are mirror-symmetric along a 
vertical axis in the center of body. Another nice sym-
metry is realized in snowflakes. You can reflect them 
at different axes or points or rotate them with certain 
angles and you will get exactly the same structure 
again. 

Not only are the objects that scientists describe 
symmetric in many ways, but so are their equations. 
In the chapter about conservation laws ( 1) we got 
to know several symmetries. Translation symmetry 
(or invariance) allows us to move in another direc-
tion, performing an experiment again and getting 
exactly the same result (given that the environmental 
conditions do not change). We also learned about 
other invariances like rotational invariance and time 
invariance. There are even symmetries that concern 
particle properties, such as the charge symmetry. 
It states that you can observe an interaction be-
tween charged particles, replace all charges with 
their anti-values (positive charges become negative 
and vice versa) and get the same reaction. Take two 
charged electrons repelling each other. If you invert 
their charges and turn them into positrons, they will 

1: “Conservation Laws ” on page 51
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terparts. If you take a look at all the 
particles in the Standard Model of 
particle physics ( 2) you will notice 
that all the matter particles carry a 
spin ( 3) of 1/2. In contrast to that, 
all those particles that mediate in-
teractions, the gauge bosons, 
carry a spin of 1. And then 
there is also this special par-
ticle with spin 0, the Higgs 
boson ( 4). 

There is absolutely no way to 
say: “Okay, we could simply 
swap the spins of – let’s say 
– an electron and a photon.” 
One fundamental difference 
between these different spins is that you can put 
as many objects with the same properties at the 
same place, as long as they have an integer spin, 
such as our bosons. This is why there is no limita-
tion in the number of photons in a box, 
for instance. This is not possible for fer-
mions – particles with half-integer spin. 
This phenomenon is also known as the 
“Pauli exclusion principle” in atomic physics. 
Two electrons cannot exist at the same place 
if they do not vary in at least one quantum 
number (a quantum mechanical property). 

Make the World Supersymmetric!

But what if there is a symmetry between fermions 
and bosons? What if for each type of fermion – so 
for each type of matter particle – a corresponding 
superpartner type would exist, having exactly the 
same properties but an integer spin? And the same 
for the bosons? Theorists have come up with such 

an idea. This new symme-
try has the name “Super-
symmetry” – not a modest 
name, is it? 

Obviously, nature is not 
supersymmetric. None of 
our fermions has a super-
symmetric partner. Other-
wise we would have seen 

them already. But what if 
the symmetry was not exact, 

but somehow broken? Several 
of nature’s symmetries are 
broken: Many of the snow-
flakes are not fully symmet-

ric, but usually we always 
take pictures of the nice, symmetric ones. And also 
human bodies are not fully symmetric. The heart is 
slightly on the left, the stomach as well, the liver on 
the right and sometimes even the outer parts are 

slightly asymmetric such as the nose of 
one of the authors (let us call him Mr. L. 
to keep his identity anonymous). So we 
could also have a broken supersymme-

try. This would lead to superpartners of our 
particles which have masses that are much, 
much higher. So an unbroken symmetry 

would lead to the partners having the same masses 
(which we have not observed), while a broken one 
results in different masses while still every particle 
type would have its superpartner. 

Just an Idea, but a Good One

So far we have only talked about an idea coming 
from theorists. But what would it be good for? Well, 
supersymmetry would simply be beautiful! Whatever 

2: “Standard Model of Elementary Particles ” on page 213
3: “Spin ” on page 187 
4: “The Higgs Mechanism ” on page 241
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makes the formulas describing our world more 
symmetric is very satisfying. Just think of the 
Maxwell equations which tell us that elec-
tric and magnetic phenomena are basically 
the same. But supersymmetry is about more 
than just beauty. It could help us solve quite a 
few problems for which our Standard Model has no 
good answer. The first one concerns the unifica-
tion of forces. Maxwell (not our dog character, but 
the human physicist James C. Maxwell) unified the 
electric and the magnetic 
force to the electromag-
netic force. The physicists 
Glashow, Weinberg and 
Salam managed to show 
that the electromagnetic 
force and the weak force 
( 5) can be unified to the 
electroweak force. But 
so far, a unification of the 
electroweak force and the 
strong force ( 6) could not 
be established. Supersym-
metry could help to estab-
lish a theory in which all 
fundamental forces (with-
out gravity) are unified. But 
not only that: Some of the 
supersymmetric particles 
that are predicted are good candidates for the dark 
matter ( 7), which is observed in the universe but 
can not yet be explained. 

The Hunt for Supersymmetry

As supersymmetry would help to solve all of the 
quoted problems, experimental physicists try their 
best to find hints that confirm the existence of su-

persymmetry. Currently, supersymmetry is 
not in a good position in that respect. So 
far, no supersymmetric partner particles 

have been observed yet. Physicists try to 
produce supersymmetric particles in high en-
ergetic collisions of particle accelerators ( 8). A 

popular candidate is the “lightest supersymmetric 
particle” (LSP). It could be stable, neutral, and bare-
ly interacting. That’s why it would not leave a signa-
ture in a particle detector ( 9). But in case the LSP 

is produced together with 
other particles one can 
measure all these other 
particles and then check 
that something is missing. 
And by checking that this 
missing part cannot be ex-
plained by any particle of 
the Standard Model (such 
as neutrinos, 10), LSP 
particles could be found. 
But so far, searches have 
been unsuccessful. And 
there are several possi-
ble explanations for this. 
First the most obvious: 
because the theory of su-
persymmetry is wrong. No 
supersymmetry, no super-

symmetric particle to be found. Another explanation 
is that the supersymmetric partners are simply too 
heavy to be discovered. The heavier a particle is, 
the more energy is needed in particle accelerators 
to produce it. This is why particle accelerators as 
the LHC ( 8) keep increasing their energies. The 
search will continue, and maybe even bigger accel-
erators will be built. Simply because supersymme-
try is too good to be just an idea. 

5: “The Weak Interaction ” on page 233 
6: “The Strong Interaction ” on page 229 
7: “Dark Matter ” on page 133

8: “Particle Accelerators ” on page 249 
9: “Particle Detectors ” on page 253 
10: “The Neutrino ” on page 209
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damental forces governed the interaction of all mat-
ter – the weak force, the strong force, the electro-
magnetic force and gravity. However, it experiments 
performed at higher and higher energy, two of them 
– the electromagnetic and the weak force – seemed 
to become more and more similar. And indeed, cal-
culations showed that there is a point at which the 
two become part of the same force – this is called 
“electroweak unification”. The last time the energy 
density in the universe was high enough was very 
shortly after the Big Bang ( 3). Nowadays the two 
seem different and separate, but they are really just 
two sides of the same coin. 

Something similar seems to be the 
case with the strong force: 

At a very high energy 
(far beyond the reach 
of any of our current 

accelerators) it seems to 
become very similar to the 

electroweak force. The two 
combine in what is called “Grand 

Unification” – very shortly after the 
Big Bang that seemed to have been the state of the 
art in the universe (a precise mathematical formula-
tion of a GUT is still work in progress, though, 4). 

Since this has been known, it was the dream of 
particle physicists that they would one day find a 
way to describe all matter and all four forces – even 
gravity – with one unifying framework. This is what is 
called the “Theory Of Everything”, and the thought 
of it is indeed very appealing. Currently, we are very 

String Theory 
A Way to a Theory of EverythingTM

In the sixties and seventies of the twentieth centu-
ry, experimental particle physicists discovered more 
and more particles, using ever larger detectors ( 1). 
It was a golden age for physicists, but the sheer 
complexity of the vast family of particles baffled 
them. Was there any order in the chaos?

Order in Chaos:  
Unifying the Particles

As it turned out, there was: The physicists even-
tually realized that there was only a small number 
of elementary particles, neatly organized in families, 
forming what is nowadays called 
the Standard Model of 
particle physics ( 2). All 
other particles they had 
seen in their detectors 
were composites, con-
structed out of the Stan-
dard Model particles. That 
way, one was even able to 
predict the existence of fur-
ther particles, which one had 
not seen in the detectors before, but which had to 

2+ 
(read: “Omega-two-plus”), consisting of three up-
quarks) was a great success for particle physics.

Even More Order: Unifying  
Three of the Four Forces!

But there was even more order than the Standard 
Model would let on at first: It seemed like four fun-

1: “Particle Detectors ” on page 253 
2: “Standard Model of Elementary Particles ” on page 213 
3: “Timeline of Our Universe ” on page 100 

4: “Supersymmetry ” on page 299
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far from understanding how that would work, given 
that we do not even have a way to describe the 
gravitational interaction between elementary parti-
cles ( 5).

A Theory of Everything?

But, by the end of the seventies, and beginning of 
the eighties of last century, there seemed to be a 
silver lining: while playing around with formulas de-
scribing the gluon interaction along a line between 

two quarks, theoretical physicists found out some-
thing intriguing. If one thought of particles not as 
(quantum) points, but as extended objects – more 
precisely, lines – then there would be a host of inter-
esting consequences!

First of all, these quantum lines could either be 
closed, forming little loops, or open, flying around, 
wiggling their little open ends. Furthermore, they 
could – and would – oscillate, in all kinds of differ-
ent frequencies. It was at this point that they were 
called “strings”, for obvious reasons. 

All Elementary Particles as Strings?

Now, that in itself is definitely interesting, but what 
does it have to do with the unification of the four 
fundamental forces? The answer is simple: different 
string oscillations correspond to different types of 
elementary particles!

A string can vibrate in different ways, and it turns 
out that each vibration mode (each playable note 
on the string, to keep the musical analogy) lets the 
string behave quite differently. Depending on the 
exact frequency, it can either be like an electron, 
or like a photon, or like one of the other particles 
that appear in the standard model of particles. Even 
better: there is a certain oscillation which makes the 
string into a massless particle with spin 2 ( 6) – ex-
actly as one would expect the graviton, the tentative 

5: “Quantum Gravity ” on page 279 
6: “Spin ” on page 187
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exchange boson of the gravitational inter-
action, to be. So, not only does string 
theory suggest that all particles in the uni-
verse are made up of differently vibrating 
little strings, it could also be the case that 
string theory could describe all of the four 
forces in a unified way. The star candidate 
for the Theory Of Everything was born!

String Theory Feynman  
Diagrams: Much Nicer Anyway!

There was another benefit of treating the elementary 
particles as (one-dimensional) strings instead of (ze-
ro-dimensional) points: The Feynman diagrams are 
much better behaved ( 7)! The Feynman diagrams 
of the standard model describe different interac-
tions between elemen-
tary particles. Particles 
are depicted as lines 
following a straight line 
– until they undergo an 
interaction. Then they 
split off into several 
other particles, which 
whizz off in different 
directions. To compute 
the probability of such 
a process taking place, 
one needs to evaluate 
some complicated for-
mulas, which give a 
chance of “infinity %” 
as answer if one does 
not treat them carefully. 

A Feynman diagram for string theory looks quite 
differently: Since in Feynman diagrams the time pa-

rameter goes from the left to the right, a 
closed string moving through time looks 
like a wobbling tube. An interaction of a 
string (for instance, a decay of one into 
two strings) would be like an amoeba 
splitting into two. The corresponding 
Feynman diagram would then show one 

tube coming in from the right, splitting off into two 
tubes, leaving the diagram to the left. 

It is the fact that there is no hard “pinching off” in 
the string Feynman diagram, which makes the cor-
responding formulas much better behaved than 
in the case of point-like particles. There, the point 
where one particle splits off into many is one where 
the formulas become quite complicated – the string 
diagram, however, is given by one, smooth, sur-

face. The formulas 
are also much better 
behaved: they do not 
result in “infinity %” 
that often!

So string theory is 
indeed a very prom-
ising, and tantaliz-
ing, subject. Could 
it be that it provides 
a Theory Of Every-
thing, describing all 
matter and forces in 
a unified way? Well, 
unfortunately not all 
is roses and sun-
shine with string the-
ory, it also has some 

issues, which spoil the fun. Some of these we will 
treat in another article ( 8).

7: “Feynman Diagrams ” on page 225 
8: “Extra Dimensions ” on page 307
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experience in our daily life: isn’t it clear that there 
are one dimension of time and three dimensions 
of space, rather than nine? But there was no way 

around it: with any other num-
ber of dimensions, string 
theory would just become 
inconsistent. This was one 
of its rigid features: one 
could not just write down an 

equally-well working string 
theory in four space-time di-
mensions. It was either ten, or 
nothing!

Now what to do in this situa-
tion? Was string theory just 

plain wrong? But in many 
other respects, it seemed 
too good to be true, so 

physicists were not ready to give it up just yet. And 
indeed, there was a way out of the dilemma!

How to Hide Extra Dimensions:  
the Garden Hose Analogy

You see, the ten dimensions only need to exist, 
they do not have to be large. Instead, they could 
be curled up so much that one could not see them 
with the naked eye.

The idea of “curled up dimensions” can be easi-
ly visualized by a garden hose. If you look at your 
garden hose from very close up, you can see that 
it is a long tube. Imagine a small insect, such as a 

Extra Dimensions 
Tiny Spaces Hiding Out

In the eighties and nineties of the last century, the 
thought that particles could be little vibrating strings 
instead of point-like particles, gained more and 
more traction ( 1). Different types of particles were 
nothing but different oscilla-
tion modes of the small, 
one-dimensional lines 
consisting of pure energy. 
Also, it seemed like the 
theory was quite “rigid”, in 
the sense that one could 
not change details of the 
theory easily. This was 
celebrated by physicists, 
as the great predictive power of the 
theory: there were not many 
different ways to do string 
theory, but only very few, 
with very specifically fixed parameters. 
And these few (five, to be precise) different string 
theories seemed to be related by symmetries, i.e. 
appeared to be one and the same theory, just in five 
different formulations.

String theory seemed to have the potential to uni-
fy all known particles and interactions, to build the 
foundation of a Theory Of Everything. 

Wanted: Six Extra Dimensions

There was one caveat, though, which was appar-
ent immediately. It only worked, when space-time 
was ten-dimensional (one time- and nine space-di-
rections)!  This is very much at odds with what we 

1: “String Theory ” on page 303
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mite, crawling around on it. The mite has two inde-
pendent directions it can scuttle: along the length 
of the hose, and around its circumference. Because 
a mite is quite small compared to the thickness of 
the hose, it will probably not even realize that one of 
the two directions is curved in on itself. If it leaves 
a marker somehow, it could realize that it would re-
turn to where it started after a short time of crawling 
sideways around the hose. Otherwise it would just 
see the two dimensions, and not think much about 
it. So, from close up, the (surface of the) hose is 
two-dimensional.

Form far away, however, it is not. Imagine you flying 
in a helicopter over the suburbs, and 
peering down, seeing someone 
watering his garden with a 
hose. If you have good 
eye sight, you might see 
the hose as a very thin 
line, with water com-
ing out on one end. 
It would certain-
ly look completely 
one-dimensional to 
you. There would be 
no way for you to see 
a mite crawling side-
ways on the surface of 
the hose, it would simply 
be too far away! So, from far 
away, a garden hose is one-dimension-
al.

Another way to say all 
this is that the surface of 
the hose is two-dimen-
sional, but one of the dimensions 

is large, and the other one is curled up. If you don’t 
have the ability to look at it closely, you will only see 
the large dimensions, not the small, curled up ones. 
The situation with string theory is imagined to be 
very similar: out of the nine dimensions of space, 
six are tightly curled up, and only three are still large. 
And the difference is so enormous that it seems to 
us as if the world was four-dimensional, instead of 
ten-dimensional.

“You Must Be at Least  
This Energetic to Ride”

String theorists assume that the six additional di-
mensions are rolled up really small – 

they call these the “compactified 
directions”. So there are three 

directions in which the universe 
is large, and six di-
rections in which the 
universe is really, re-
ally small. 

But even if these ad-
ditional compactified 

directions are small, shouldn’t 
we be able to see them? We 

should still be able to walk into these 
directions, it’s just that we’d immedi-
ately return to the point had started, 

right? Well, not quite. Because 
of quantum physics, 
you would need an 
enormous amount of 
energy to go into one 
of the six compacti-
fied directions. The 

reason is that the wave 
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function of a particle is, as the name suggests, 
a wave ( 2). If a wave travels along a direction in 
which it has as much room as it wants, then it can 
have any wavelength. But if it wants to travel into 
a compactified direction, then it would be able to 
travel around the short direction and come back, 
interfering with itself. In order for this interference 
not to be destructive, it would need to have a very 
short wavelength – at most as long as the radius of 
the universe in that direction.

So a particle traveling along one of the short, com-
pactified directions would need a really, really short 
wavelength – about as short as the size of that di-
mension. And a short wavelength means a large en-
ergy ( 3). Given that many string theorists assume 
the size of these extra dimension to be 
around the Planck length of about  
10-35 m, the energy required for a par-
ticle to move in any other than the 
three dimensions that we all know 
and love, would be so large 
that it could never be created in 
one of our particle accelerators 
( 4). Shortly after the Big Bang 
particles would have had enough 
energy for that, but nowadays it 
would be practically impossible 
to find a particle in 
the universe with 
that much en-
ergy.

Some physicists working in string theory are enter-
taining the idea that these extra dimensions are, in 
fact, large (and by large, they mean “large in com-
parison to the Planck length, but still a lot smaller 
than an atom”). If that were true, one might be able 

to see them in particle accelerators like the LHC 
( 4).

How to Curl up Precisely?  
Too Many Options!

These extra dimensions in string theory have led to 
one of its greatest crises, though. You see, if you 
have only one extra dimension which you want to 
make small, there is essentially only one way of do-
ing it. You can only curl it up in the way the garden 
hose has one curled up dimension. But if you have 
six of them, there are many possibilities. Nobody 
knows precisely how many – people have tried to 
estimate the different ways this can be done, and 
some have come up with the number of 10500 – that 
is a 1 with five hundred zeros! And each of these 
different possibilities leads to very different theories, 
with different types of particles, different constants 

of nature. And it seems absolutely im-
possible to guess which is the right 

one, or even if there is one which 
describes our universe correctly. 

So the whole predictive power 
of string theory seems to be 
lost: at first, it appeared as 
if the rigidity of string theo-
ry allowed only for one way 

the universe could be. Now it 
seems that there are billions of bil-

lions of different string theories – all with differently 
compactified extra dimensions – and no good way 
of figuring out which is the right one. Maybe this 
problem will be solved in the future, but at the point 
of writing this book (2016), it appears as if one is 
not much closer to a Theory Of Everything than one 
was thirty years ago. 

2: “Wave-Particle Duality ” on page 143
3: “Light ” on page 7 
4: “Particle Accelerators ” on page 249
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probability. If you measure that the atom has indeed 
undergone a decay, then the state will be a thorium 
atom and an alpha particle, with 100% probability. 
This measurement process will change the state, at 
the time of the measurement.

The Copenhagen Interpretation:  
Collapse of the Wave Function

This interpretation of the measurement process is 
certainly slightly problematic. For once, it claims 
that the wave function of the state changes every-
where, instantly. In a world where we know that any 

physical process can 
only happen at most 
as fast as the speed 
of light ( 2), this no-
tion seems a bit 
strange.

But even worse, 
it makes a clear dis-

tinction between the 
quantum system on the one side, and the mea-

surement apparatus (or rather, the scientist making 
the measurement) on 

the other side. The 
latter is treated 
completely clas-
sically, that is to 

say, no quan-
tum effects of 
the measure-

ment apparatus 

Many Worlds 
The Cat Is Alive in Another Universe

The rules of quantum physics are fundamentally 
probabilistic in nature. Every process that is pos-
sible only happens with a certain probability. This 
probability can be computed precisely by quantum 
mechanics – but which of the possibilities actual-
ly happens, cannot be predicted. But, in fact, it is 
even stranger: As long as nobody looks, all possible 
outcomes of a process are still realized! 

The Superposition:  
When Does It Stop to Exist?

Imagine a radioactive atom, for instance a uranium 
238 atom. It is radioactive, with a half-life of about 
4.5 trillion years. So if you wait for that time, what 
will happen? By the rules of 
quantum mechanics, the 
state of the system after 
4.5 trillion years will be a 
superposition of a urani-
um atom on the one hand, 
and a thorium atom and an 
alpha particle on the 
other hand ( 1). The 
probability for either 
possibility will be 50%.

By the so-called “Copenhagen interpre-
tation” of quantum mechanics, either possi-
bility will only be realized when you make a mea-
surement, i.e. look whether the uranium atom has 
decayed or not. Only at that instant will the state 
of the system change – if you measure a uranium 
atom, the state will be a uranium atom with 100% 

1: “Alpha, Beta and Gamma Rays ” on page 171 
2: “Relative Space and Time ” on page 117
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are taken into account! Most notably, a measure-
ment device can never show “the atom has both 
decayed and not decayed” as a result. 

But both the measurement device, as well as the 
scientist, also consist of atoms, which should follow 
the rules of quantum mechanics, right? So, what 
makes one quantum and the other one not quan-
tum? Where is the boundary between the quantum 
and the classical world? Schrödinger found this no-
tion so strange that he thought up ingenious ways 
of torturing cats to prove his point: this could not 
be the whole story! (This was just a thought 
experiment, he didn’t 
do it to real cats! 3)

This seems even 
more strange, since 
it is possible to build 
“quantum erasers”: It 
is possible to make a 
measurement, and then 
carefully make sure that the 
result of the measurement 
never reaches the scientist, but 
rather is destroyed. In that case, 
the state is still in a superposition 
– so it seems that it is not the mea-
surement process which destroys the 
superposition, but rather the fact that any-
body knows about which of the two possibilities is 
realized!

For many reasons, some of which we have just 
described, the Copenhagen view of quantum me-
chanics does not seem appropriate anymore – even 
though it is a good description of what happens, if 
one neglects the theory of relativity, and does not 

think too hard about the philosophical consequenc-
es.

Everything Is Quantum: Entangling 
Atom and Measurement Device

Well, what would happen if there simply was no 
boundary between the quantum and the classical 
world? Let’s think that through: the quantum state 
is in a superposition of “uranium atom” and “tho-
rium atom and alpha particle”. Now think of the 

measurement apparatus as one giant  quan-
tum mechanical system, with two possible 

quantum states: “device reads: uranium 
has decayed” and “device reads: urani-

um has not decayed”. What happens 
if the measurement device is used 

to see whether the atom has de-
cayed or not? Will it also be in a 

superposition of its two pos-
sible states?

No, it turns out it won’t. 
Rather, after the mea-
surement process the 
combined system of 
“uranium atom + mea-

surement device” will be 
entangled! ( 4) The combined system will be 

in a superposition of the following two possibilities: 
“uranium atom + device reads: uranium has not de-
cayed”, and “thorium and alpha particle + device 
reads: uranium atom has decayed”. The two pos-
sible outcomes of the measurement will still be rep-
resented in a quantum state, which includes both 
atom and measurement device. Needless to say, 
as soon as the scientist reads off the measurement 
result, the system “atom + device + scientist” will be 

3: “Schrödinger’s Cat ” on page 155 
4: “Entanglement ” on page 191
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in a superposition of “uranium atom + device reads: 
uranium has not decayed + scientist has a uranium 
atom” on the one hand, and “thorium atom and al-
pha particle + device reads: uranium has decayed 
+ scientist wonders where he’ll get a new uranium 
atom” on the other hand. 

The Universe Splits Off

So in a sense, both outcomes of the measurement 
are still happening, at the same time! But something 
else is happening as well: Because the measure-
ment device (and the scientist) consist of so many, 
many different quantum particles themselves, which 
interact a lot with each other, the wave function will 
not collapse – but it will decohere. This 
decoherence means that 
the two possi-

bilities will, after a quite 
short time, evolve very much independently, and 
not interact with each other anymore. It is as if the 
universe had split into two parts: one where the ura-
nium atom has decayed, and one where it hasn’t. 

This interpretation has been originally brought up 
by Hugh Everett in 1957, and later been popular-
ized as “many-worlds-theory”, or “many-worlds 
interpretation of quantum mechanics”. In short, it 
says that, whenever a measurement of a quantum 
is performed, the universe splits off into as many 
parts as there are parts in the superposition. In each 

universe, one result of the measurement is real-
ized. And after that, each part of the universe (each 
“world”) evolves separately from the others, without 
possibility of communication between them. 

Parallel Universes for Everyone!

Needless to say, the many-world interpretation of 
quantum mechanics has been subject to heated 
discussions among physicists throughout the de-
cades. In particular the fact that the exact nature 
of decoherence is poorly understood, is reason for 
repeated criticism. Also, it seems that this interpre-
tation would be time-asym-

metric: the 
universe can split into 
different branches, but there is no merging of uni-
verses, while the rules of quantum mechanical evo-
lution are time-symmetric (while the measurement 
process in the Copenhagen interpretation is not 
time-symmetric either, of course).

This will probably be a point of discussion for some 
time. And, of course, it has fueled, and will fuel 
many fantasy- and science-fiction stories! Which 
author can say no to scientifically sanctioned par-
allel universes?
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The End of the Universe 
And Then?

We know quite a bit about how the universe began: 
about 13.8 billion years ago, the universe explod-
ed into existence at the big bang ( 1). 
It was very small and hot at that time, 
but has expanded and cooled off ever 
since. But how will the universe end? Will 
it expand forever? Or collapse back to a 
point? Or is there another possibility en-
tirely?

To start, we should admit: nobody knows 
how the universe will end (despite there 
being a surprising number of apocalyp-
tic prophets who predict the end of times 
on a regular basis). But, according to the 
physical equations that we have, which 
describe space, time and matter to the 
best of our knowledge, as well as the state and 
shape our universe is in today, there are a few sce-
narios which are more or less likely to happen.

The Big Freeze

At the current time, the 
universe expands rapid-
ly ( 1). And, as far as we 
can tell, that expansion 

rate even increases over time, so the universe is 
getting larger faster and faster!

One thing that does not increase, however, is the 
total amount of matter and/or energy – there seems 
to be just a finite amount of it. (As a side remark: In 
the mid-20th century, an idea called “steady state 

cosmology” was quite popular, which basically sug-
gested that not only space was expanding, 
but also new matter was created, continu-
ously. That model is obsolete nowadays, 
since it does not match the experimen-
tal data, unlike the big bang model.) This 

means that the same amount of energy is 
spread thinner and thinner, until there is not 
enough energy density anymore to let any-
thing interesting happen. There won’t be 

enough matter density to fuel new star forma-
tion ( 2). So all stars will, one after the other, 
go out, with only some black holes remaining 
( 3). And even those will, after a long time, 

radiate away because of Hawking radi-
ation ( 4). The temperature of the uni-
verse will approach absolute zero – it will 

freeze to death.

The Heat Death

A variant of the Big Freeze scenario is the Heat 
Death of the universe. This scenario rests on the 
second law of thermodynamics: a physical system 

always tends to the state 
of maximum entropy – in 
the terms of our universe 
this means that, eventu-
ally, all matter and radia-
tion will be more or less 
evenly distributed, every-
where. Without any vari-

ations in temperature, nothing can be happening, 
and no life will be possible.

1: “The Big Bang ” on page 97 
2: “Birth of the Solar System ” on page 59 
3: “Black Holes ” on page 91 

4: “Black Hole Evaporation ” on page 283
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Whether the Big Freeze or the Heat Death will oc-
cur, actually depends on how fast the universe ex-
pands in the future, and whether black holes can 
decay or not. 

The Big Rip

The theory of general relativity ( 5) allows for several 
singularities to occur – the black hole and the big 
bang being only the two most famous ones. There 
is another type of singularity, in which the expan-
sion rate of the universe becomes infinite after a 
finite time. In this scenario, the universe suddenly 
expands so rapidly in such a short time that it “rips 
apart”: Any two points in space will be accelerat-

ed away from each other 
infinitely fast! Everything 
will be ripped apart in an 
instant, and nothing of 
the universe is left.

Luckily, this can only happen if the universe is filled 
with some kind of mysterious force called “phantom 
energy”, which is a special form of dark energy. If 
there are actually only baryonic matter, dark mat-
ter, and dark energy (as we understand it), as our 
current models suggest, the Big Rip singularity will 
not occur. 

The Big Crunch

At the moment, the universe is expanding rapidly, 
and it appears that it will continue to do so. Howev-
er, if it turns our that it is not infinite, but finite in size 

(one also calls this “closed” universe), and that cer-
tain predictions in quantum gravity theory are cor-

rect ( 6), then the expansion 
of the universe could stop at 
some point in the far future, 
and it would begin to shrink 
again afterwards. The end of 
the universe would occur at 
the point in which all of it col-

lapses to a point – the Big Bang in reverse, called 
the “Big Crunch”. 

The Big Bounce

If certain quantum gravity theories are to believed 
( 6), then the Big Crunch does not need to be the 
end – instead of collapsing to a point, the universe 
could collapse to a very small, but finite size. At that 
point, when the density becomes about as large as 
the Planck density (roughly the mass of our galaxy 
compressed to the size of a quark), gravity becomes 
repulsive, instead of attractive, and the universe 
“bounces back”. It starts to expand again rapidly! A 
new universe is born, with a new Big Bang, starting 
everything from anew.

Perhaps one of 
the most hopeful 
of the scenarios, 
don’t you think? 
Whatever will 

happen, though, it will happen so far in the future, 
we will probably be gone much before. Though 
again, who knows what the future brings?

5: “The Theory of General Relativity ” on page 121 
6: “Quantum Gravity ” on page 279
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