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Preface

X-ray Absorption Spectroscopy (XAS) is a powerful technique with which to probe
the properties of matter, equally applicable to the solid, liquid and gas phases. Its
unique characteristics, including element-specificity and nanometer range, make it a
versatile probe that provides structural information distinctly different and com-
plementary to that obtained by other common techniques such as X-ray diffraction
or electron microscopy. Since the pioneering works in the early 1970s, XAS has
progressed tremendously with respect to both experimental techniques and theo-
retical understanding. Modern synchrotron lightsources not only enable standard
XAS measurements with extremely high data quality, they also facilitate studies on
the subsecond or nanometer scale. This provides a large variety of new applications
such as time-resolved measurements of dynamic processes or structural character-
ization of single nanostructures. The theoretical understanding of XAS has pro-
gressed at a similar pace and several computer codes capable of calculating the
X-ray absorption fine structure to within the experimental uncertainty are now
readily available. It therefore seems a mere consequence that XAS is these days
widely used in a large number of fields including physics, chemistry, material
science, geology, biology and environmental science.

Semiconductors form the basis of an ever-growing variety of electronic and
photonic devices that permeate almost every aspect of today’s society. From mobile
phones to cars, from washing machines to artificial light, semiconductor technology
is at the bottom of nearly all modern appliances. Advanced telecommunications, the
key to a global world, is utterly unthinkable without the achievements made in the
semiconductor industry over the last decades. These developments, however, are far
from completed. Currently, the whole new world of nanomaterials is being explored
extensively and first concepts to utilize the unique properties thus discovered are
being implemented. Semiconductor materials also play a vital role in the quest for a
sustainable energy supply, one of the big global challenges of the twenty-first
century. By directly converting sunlight to electricity, photovoltaic devices such as
solar cells provide a versatile and renewable energy source. The growing and
changing demands of future technology in nearly all aspects of modern life therefore
continuously require improving current and developing new semiconductor devices.
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The most effective utilization of these materials, today and tomorrow, necessi-
tates a detailed knowledge of their structural properties as they determine other
electrical, optical or magnetic properties crucial for device performance. XAS has
provided unique and valuable insight into these relations for a large number of
semiconductor systems. It is therefore the aim of this book to present a compre-
hensive overview of past and present research activities in this ever growing field.

Chapter 1 is dedicated to a short introduction to XAS and is aimed primarily at
newcomers to the technique. It presents all the basic information necessary to
follow the subsequent chapters and provides references for further reading. The
following chapters are dedicated to XAS research of distinct groups of materials.
Part I comprises Chaps. 2–6 and is dedicated to crystalline semiconductors span-
ning topics such as alloying, wide band gap materials, dopants and clusters and
vibrational properties. Part II presents research on disordered semiconductors with
amorphous materials covered in Chaps. 7 and 8 while phase changes due to extreme
conditions such as high temperature and high pressure are discussed in Chap. 9.
Part III consists of Chaps. 10–13 and is dedicated to semiconductor nanostructures
such as quantum dots, nanoparticles and nanowires of various group IV, III–V and
II–VI materials. The last section, Part IV, concerns the investigation of magnetic
ions such as Mn, Co and Fe incorporated in different group IV, III–V and II–VI
semiconductors discussed in Chaps. 14–16, respectively.

Each chapter summarizes the research activities of the respective field and
highlights important experimental results thus demonstrating the capabilities and
applications of the XAS technique. As such, this book provides a comprehensive
review and valuable reference guide for both XAS newcomers and experts involved
in semiconductor materials research.

Jena, Canberra Claudia S. Schnohr
Mark C. Ridgway
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Chapter 1
Introduction to X-Ray Absorption
Spectroscopy

Claudia S. Schnohr and Mark C. Ridgway

X-ray Absorption Spectroscopy (XAS) is a well-established analytical technique
used extensively for the characterization of semiconductors in solid or liquid, crys-
talline or amorphous, bulk or nanoscale form. With this chapter, we provide a brief
introduction to XAS, covering both theory and experiment, while we refer to more
comprehensive texts for greater detail about this continually evolving technique.
The chapter thus is a starting point upon which subsequent chapters build as they
demonstrate the broad-ranging applications of XAS to semiconductors materials.

1.1 Basic Principle

X-ray absorption spectroscopy (XAS) measures the energy-dependent fine structure
of the X-ray absorption coefficient near the absorption edge of a particular element.
Detailed discussions of both theoretical and experimental aspects of XAS can be
found in [1–5].

1.1.1 X-Ray Absorption

If X-rays of intensity I0 are incident on a sample, as shown schematically in Fig. 1.1a,
the extent of absorption depends on the photon energy E and sample thickness t .
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)

E

Fig. 1.1 a Schematic of incident and transmitted X-ray beam and b absorption coefficient μ(E)

versus photon energy E around an absorption edge

According to Beer’s Law, the transmitted intensity It is

It (t) = I0e−μ(E)t (1.1)

where μ(E) is the energy-dependent X-ray absorption coefficient. Over large energy
regions, μ(E) is a smooth function of the photon energy, varying approximately as
μ(E) ∼ d Z4/m E3 [6]. Here d denotes the target density while Z and m are the
atomic number and mass, respectively. Thus, μ(E) decreases with increasing photon
energy. If the latter equals or exceeds the binding energy of a core electron, however,
a new absorption channel is available in which the photon is annihilated thereby
creating a photoelectron and a core-hole. This leads to a sharp increase in absorption
coefficient as shown schematically in Fig. 1.1b. Above the absorption edge, the dif-
ference between the photon energy and the binding energy is converted into kinetic
energy of the photoelectron and μ(E) continues to decrease with increasing photon
energy. After a short time of the order of 10−15 s, the core-hole is filled by an electron
from a higher energy state. The corresponding energy difference is released mainly
via fluorescence X-ray or Auger electron emission [4].

1.1.2 Absorption Fine Structure

According to quantum mechanical perturbation theory, the transition rate between
the core level and the final state is proportional to the product of the squared modulus
of the matrix element M and the density of states ρ

μ ∝ |M |2 ρ ∝ |〈 f |Hp |i〉|2ρ (1.2)

|i〉 and | f 〉 denote the initial and final state, respectively, and Hp represents the
interaction Hamiltonian that causes the transition, here the electromagnetic field of
the X-ray photon [2]. Both factors can now cause a modulation of the absorption
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Fig. 1.2 a Schematic of the absorption process and b absorption coefficient μ(E) versus photon
energy E including the fine structure above the edge divided into the XANES and EXAFS regions

Fig. 1.3 Schematic showing
the absorbing atom (yellow)
and its first nearest neighbors
(blue). An interference
pattern is created by the
outgoing (solid orange lines)
and reflected (dashed blue
lines) photoelectron waves

coefficient thus creating the X-ray absorption fine structure (XAFS). At the smallest
X-ray energies for which the photon can be absorbed, the photoelectron will be
excited to unoccupied bound states of the absorbing atom as shown schematically in
Fig. 1.2a. This can lead to a strong increase of the absorption coefficient at particular
X-ray energies corresponding to the energy difference between the core level and the
unoccupied states. For higher X-ray energies, the photoelectron is promoted to a free
or continuum state. The wave thus created propagates outwards and is scattered at
neighboring atoms [7] as shown schematically in Fig. 1.3. The outgoing and scattered
waves interfere in a manner that depends on the geometry of the absorber environment
and on the photoelectron wavelength. The latter is inversely proportional to the
photoelectron momentum and therefore changes with photon energy. Thus, the final
state is an energy-dependent superposition of outgoing and scattered waves. Because
the initial state is highly localized at the absorbing atom, the matrix element M in (1.2)
depends on the magnitude of the final state wave function at the site of the absorbing
atom. Constructive or destructive interference of outgoing and scattered waves thus
increases or decreases the absorption probability, creating an energy-dependent fine
structure of the absorption coefficient. Figure 1.2b schematically shows the μ(E) fine
structure as a function of photon energy. Two regions are commonly distinguished,
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namely the X-ray absorption near edge structure (XANES) and the extended X-ray
absorption fine structure (EXAFS).

1.1.2.1 XANES

The region very close to the absorption edge is characterized by transitions of the
photoelectron to unoccupied bound states. XANES is therefore sensitive to the chem-
ical bonding, exhibiting for example characteristic features for different oxidation
states of the absorbing atom [4]. The XANES features are also influenced by strong
multiple scattering effects which depend on the three-dimensional geometry of the
crystal structure. This provides a means of distinguishing between different crystal
phases [2]. Theoretical calculations of the fine structure in this region are complex
and the accuracy of such simulations is still limited although significant progress
has been made over recent years [8, 9]. Therefore, analysis typically compares the
measured spectra to those of known standards and quantifies the ratios by which
these standards are present in the sample using linear combination fitting. Often, the
XANES region is also referred to as the near edge X-ray absorption fine structure
(NEXAFS).

1.1.2.2 EXAFS

For photon energies higher than ∼30 eV above the edge, the photoelectron is pro-
moted to a free or continuum state. EXAFS is thus independent of chemical bonding
and depends on the atomic arrangement around the absorber. It contains informa-
tion about the coordination number, interatomic distances and structural and thermal
disorder around a particular atomic species [7]. EXAFS does not require long-range
order and is applicable to a wide range of ordered and disordered materials therefore
providing a powerful tool for structural analysis. Theoretical calculations of the fine
structure in the EXAFS region have also improved enormously during the last two
decades and simulations with sufficient accuracy are now available [7, 9]. Neverthe-
less, the measurement of suitable standards still constitutes an important part of the
experimental procedure.

1.2 Theoretical Description

1.2.1 Dipole Approximation

The Hamiltonian Hp in (1.2) describes the interaction of the electromagnetic field
of the X-ray photon with the absorbing atom. It is proportional to the scalar product
of the vector potential �A of the X-ray field and the electron momentum operator
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�p, Hp ∝ �A · �p. In principle, this is a many-body problem where all electrons of
the absorbing atom would have to be considered. Practically, however, it is usually
assumed that only one electron is involved in the transition and corrections due to
many-body effects are added at a later stage. Using this one-electron approximation
together with the dipole approximation for �A · �p yields

μ ∝ |〈 f |ε̂ · �r |i〉|2ρ (1.3)

where ε̂ denotes the X-ray polarization vector [2, 5]. In most cases the dipole approx-
imation is sufficient, however, quadrupole interactions may become important for
high Z elements and L-edges [2].

Usually, synchrotron radiation is linearly polarized in the horizontal plane [2].
The matrix element in (1.3) therefore depends on the orientation of the line connect-
ing absorber and scattering atom with respect to the X-ray polarization. In randomly
oriented samples or in materials with cubic symmetry this angular dependence is aver-
aged out. In contrast, the orientation dependence must be taken into account for single
crystals or samples with a preferred particle or grain orientation. If unwanted, this
X-ray linear dichroism can be averaged out experimentally by magic angle spinning
of the sample [2]. It can, however, also be used intentionally as an additional source
of information by performing systematic angle-dependent XAS measurements.

The matrix element in (1.3) is further subject to the well-known selection rules
for transitions induced by electromagnetic radiation, i.e. �l = ±1 and �m = 0,±1
for electric dipole interactions. Here, l and m denote the orbital angular momentum
quantum number and its projection on the quantization axis, respectively [5]. The
initial core state of the electron is to a good approximation given by an atomic-
like state with well-defined quantum numbers l and m. In contrast, the final state
is usually a superposition of wavefunctions with different values of l and m and
only the fraction with the appropriate symmetry is of relevance for the transition [2].
Thus, for K - and L1-edges (s states with l = 0) transitions occur only to final states
containing p symmetry while for L2- and L3-edges (p states with l = 1) transitions
are only allowed to final states containing s or d symmetry.

1.2.2 Quasi-Particle Model

While the initial state is well approximated by an atomic-like state, the final state is
an excited state characterized by the presence of a core-hole (‘final state rule’). In
the quasi-particle model these final states Ψ f are eigenstates of a Dyson equation1

h′Ψ f =
[

p2

2m
+ V ′ + Σ(Ef )

]
Ψ f = Ef Ψ f (1.4)

1 The analog of the Schrödinger equation for excited states.
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where Ef denotes the energy of the photoelectron in the final state. The
non-Hermitian Hamiltonian h′ of the final state is characterized by the Coulomb
potential V ′ calculated in the presence of a screened core-hole and by the complex val-
ued and energy-dependent self-energy Σ(E f ) which incorporates many-body effects
and extrinsic inelastic losses [8]. The latter refer to losses during the propagation of
the photoelectron and include excitations such as plasmons or electron-hole pairs and
inelastic scattering in which the photoelectron loses energy [7]. The non-hermicity
of h′ corresponds to the complex nature of the eigenvalues E f and is responsible
for the finite lifetime of the final state [2]. Relativistic effects become important in
the treatment of the initial atomic core states, especially for high elements, but have
only weak effects on the propagation and scattering of the photoelectron in the final
state [9].

1.2.3 Multiple Scattering Approach

The multiple scattering approach now separates the potential in (1.4) into individual
contributions v �R localized at each atomic site �R [8]

V ′ + Σ
(
E f

) =
∑

�R
v �R

(
�r − �R

)
(1.5)

For electrons with energies of several eV or more above the threshold, the scat-
tering depends mostly on the potential in the core of the neighboring atom which
is approximately spherical [9]. The “muffin-tin” approximation therefore assumes
spherically symmetric atomic potentials out to a finite radius and a constant potential
in between the atoms. The approximation is a good description for close-packed
structures but works less well for open structures. Deviations are most prominent for
small anisotropic systems close to the absorption threshold [2, 9].

Despite this approximation, the calculation of final states turns out to be compu-
tationally demanding and very often impractical. The multiple scattering approach
therefore makes use of the photoelectron Green’s function or propagator G in real
space. Applying the identity

− 1

π
Im G =

∑
f

| f 〉 δ
(
E + Ei − E f

) 〈 f | (1.6)

where E and Ei denote photon energy and electron energy in the initial state, respec-
tively, (1.3) can be written as [2]

μ ∝
∑

f

〈i |ε̂ · �r ′| f 〉 δ
(
E + Ei − E f

) 〈 f |ε̂ · �r |i〉

∝ Im〈i |ε̂ · �r ′ G ε̂ · �r |i〉 (1.7)
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The propagator G can be separated into a contribution Gc stemming from the
central atom and a contribution Gsc due to multiple scattering from the environment,
G = Gc + Gsc. The nature of these contributions then allows expressing μ in terms
of an atomic background μ0 of the embedded absorber and the fine structure χ due to
multiple scattering from the environment, μ = μ0(1+χ) [7]. Within this framework,
the fine structure component is now given by

χ = Im eiδ
[
1 − G0T

]−1
G0eiδ′

(1.8)

where G0 denotes the free particle propagator and T represents the scattering matrix
while δ and δ′ are partial-wave phase shifts [7, 8]. The matrix term in (1.8) can be
written as a series expansion

[
1 − G0T

]−1
G0 = G0T G0 + G0T G0T G0 + . . . (1.9)

where the first term is missing due to the definition of G0 [7]. The fine structure
contribution can thus be understood as the sum of individual scattering contributions
arising from all possible paths of the photoelectron from the absorbing atom and
back. The first, second, ... term in (1.9) correspond to single, double, ... scattering
at surrounding atoms. The advantages of this multiple scattering Green’s function
formalism lie in the fact that it treats XANES and EXAFS within the same unified
theory, that it avoids explicit calculation of the final state wave functions and that
it naturally incorporates inelastic losses and other quasi-particle effects [7]. As an
alternative to the path expansion, the fine structure contribution can also be expressed
as the sum of irreducible n-body interactions which contain all scattering contribu-
tions due to a particular arrangement of n atoms including the absorber [10, 11].
This approach is directly related to the n-body distribution functions and is thus
particularly suited for the study of highly disordered systems (see Chap. 9).

1.2.4 XANES

In the XANES region, the multiple scattering path expansion of (1.9) only converges
satisfyingly for a few cases typically characterized by short core-hole lifetimes as
given for the absorption by deep core electrons in high Z elements [8]. In most cases,
however, convergence is poor and the multiple scattering expansion has to be carried
out to very high or full order. In principle, this can be done by explicit matrix inversion
of (1.8). Unfortunately, such a procedure is computationally very demanding and
fast parallel Lanczos algorithms have been proposed and implemented to speed up
calculations [8].

Another limitation of the current multiple scattering approach is given by the
muffin-tin approach for the scattering potentials. This approximation usually works

http://dx.doi.org/10.1007/978-3-662-44362-0_9
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well for sufficiently high photoelectron energies as given in the EXAFS region.
In contrast, the photoelectron energies in the XANES region are small enough for
the scattering to become sensitive to the details of the surrounding potentials. To
avoid this limitation, several full potential approaches have been reported ([2, 5, 8]
and references therein). Band structure calculations based on ground state density
functional theory can also predict the properties of low energy excited states, however,
self-energy effects are typically neglected. Core-hole effects can be included by a
super-cell approach leading to significant improvements of the calculated spectra.
Several full multiple scattering cluster methods represent approaches intermediate
between band structure calculations and path expansion and have been used for a
variety of XANES calculations ([7] and references therein).

Comparison of experimentally determined spectra with ab initio calculations and
even structural fitting of XANES data, especially for small molecules and clusters,
have made tremendous progress in recent years. Nevertheless, theoretical calculations
are still less mature and satisfying than in the EXAFS region. However, given that
XANES is sensitive to both the three-dimensional atomic arrangement and the density
of unoccupied states, improving its theoretical description is a field of much current
effort and further progress can be expected in the near future.

1.2.5 EXAFS

1.2.5.1 EXAFS Equation

The EXAFS is expressed in terms of the fine structure contribution

χ (E) = μ (E) − μ0 (E)

μ0 (E)
∼ μ (E) − μ0 (E)

�μ0
(1.10)

where the energy-dependent denominator is approximated by a constant typically
chosen as the height of the absorption edge, �μ0 = μ0(E0) with E0 being the
energy of the absorption threshold. Instead of using χ(E), the fine structure is usually
written as a function of the photoelectron wave number k = √

2me(E − E0)/�2,
where me stands for the electron mass and � denotes Planck’s constant divided by
2π . Using the multiple scattering path expansion described in Sect. 1.2.3, the fine
structure contribution can be expressed as a sum over the scattering contributions
arising from the various different paths

χ (k) =
∑

j

S2
0 N j

∣∣ f j (k)
∣∣

k R2
j

e−2R j /λ(k)e−2σ 2
j k2

× sin
[
2k R j + 2δc (k) + δ j (k)

]
(1.11)
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Paths with the same kinds of scattering atoms and a similar path length have been
grouped under the index j . Equation (1.11) thus directly relates the EXAFS signal to
the structural parameters N j , R j , and σ 2

j which represent the number of such similar
paths, the mean path length divided by two and the variation of all path lengths
with index j , respectively. f j (k) = | f j (k)|eiδ j (k) represents the complex scattering
amplitude while δc(k) stands for the phase shift experienced by the photoelectron
wave in the potential of the absorbing atom. λ(k) and S2

0 denote the energy-dependent
mean free path of the electron and the amplitude reduction factor, respectively.

Except for the factor S2
0 , (1.11) was first derived by Sayers, Stern, and Lytle for

single scattering paths using the plane-wave approximation [12]. It assumes that
the distance between the absorber-backscatter pair is sufficiently large to treat the
outgoing spherical wave as a plane wave once it reaches the backscattering atom.
For single scattering events, all paths involving the same kind of scattering atom
in the same coordination shell around the absorber are grouped together. The struc-
tural parameters N j , R j , and σ 2

j then represent the coordination number, the mean
value, and the variance of the corresponding absorber-scatterer distance distribution,
respectively. In case of the first nearest neighbor shell, absorbing and scattering atoms
are usually connected by a real physical bond, and R j and σ 2

j signify the mean value
and variance of the bond length distribution. Equation (1.11) has become known as
the ‘standard EXAFS equation’ and has founded the application of XAS as a tool
for structural analysis.

For an accurate calculation of the fine structure contribution, however, multiple
scattering paths, curved-wave effects and many-body interactions must be taken into
account [7]. Nevertheless, χ(k) can still be expressed in the same form as the original
EXAFS equation. This provides a convenient parameterization of the absorber envi-
ronment in terms of structural parameters for single and multiple scattering paths.
The other quantities of (1.11) implicitly contain the curved-wave and many-body
effects of modern XAS theory as discussed below. The key features of the EXAFS
equation are as follows:

(i) As described in Sect. 1.1.2, the interference pattern depends on the photoelec-
tron energy or wave number and on the distance between the absorbing and
scattering atoms. This is given by the sin[2k R j ] term which causes the oscilla-
tory nature of the fine structure contribution.

(ii) The strength of the scattering and thus the magnitude of the EXAFS depend on
the number and type of the scattering atoms, represented by the coordination
number or degeneracy of paths N j and the modulus of the scattering ampli-
tude | f j (k)|, respectively. Modern XAS theory replaces the original plane-wave
scattering amplitude by an effective curved-wave scattering amplitude for either
single or multiple scattering events. Apart from the dependence on k, the effec-
tive scattering amplitudes are also characterized by a weak dependence on r [2].

(iii) The potential of the absorbing or scattering atom leads to a phase shift of the
photoelectron wave represented by δc(k) and δ j (k), respectively. The absorber
potential acts twice on the photoelectron wave, once on the way out and once
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on the way back. The resulting term 2δc(k)+ δ j (k) appears in the sine function
of (1.11).

(iv) The atoms in a particular coordination shell do not have exactly the same
distance from the absorber. Differences are caused either by thermal vibra-
tions (thermal disorder) or by structural variations in the interatomic distances
(static disorder) and smear out the oscillations with increasing k. The phase
difference in scattered waves due to a given difference in R j increases with
increasing k. This yields increased damping of the EXAFS at high wave num-
bers. In systems where the distance distributions exhibit only small asymmetry,

Gaussian distributions with variance σ j can be assumed. The term e−2σ 2
j k2

in
(1.11) then accounts for the k-dependent damping of the EXAFS oscillations.
In analogy to X-ray diffraction, σ 2

j is often called the EXAFS Debye-Waller
factor.

(v) The range that is probed by EXAFS is usually of the order of ten angstroms
and is limited by the finite lifetime of the core hole and the finite mean free
path of the photoelectron. The core-hole is eventually filled with an electron
from a higher shell thereby emitting a fluorescence X-ray or an Auger electron
while the photoelectron undergoes inelastic interactions with the surrounding
material such as inelastic scattering and electron or plasmon excitation (extrinsic
losses). The term e−2R j /λ(k) in (1.11) accounts for the increasing decay of
the photoelectron wave with increasing distance R j . The mean free path is
approximately given by λ(k) ∼ k/(|Im Σ |+Γ/2) and thus comprises the finite
core-hole lifetime Γ and extrinsic losses calculated in terms of the complex self-
energy Σ [8]. The damping of the fine structure contribution by both λ(k) and
σ 2

j makes EXAFS a local probe and ensures the convergence of the multiple
scattering path expansion in this regime.

(vi) The one-electron approximation assumes that only a single electron participates
in the absorption process. In reality, however, this is a many-body process and
relaxation of the system in response to the sudden creation of the core-hole
reduces the fine structure component. The corresponding amplitude reduction
factor S2

0 is, in principle, weakly energy dependent, particularly close to the
absorption threshold. In the EXAFS region it can be taken as a constant to good
approximation [8, 10].

1.2.5.2 Configurational Average

As already mentioned above, the sample contains an ensemble of slightly different
atomic environments due to thermal and structural disorder. The EXAFS equation
discussed above assumes Gaussian distance distributions with mean values R j and
standard deviations σ j . For systems with significant asymmetry, a Gaussian function
may no longer be an adequate approximation for the distance distribution and higher
moments must be considered. EXAFS analysis based on a cumulant expansion was
first proposed by Bunker [13]. Scattering from a coordination shell with a distance
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distribution ρ(R) yields

χ (k) = S2
0 N

| f (k)|
k

∞∫
0

e−2R/λ(k)

R2 sin [2k R + δ (k)] ρ (R) dR

= Re

⎡
⎣1

i
S2

0 N
| f (k)|

k
eiδ(k)

∞∫
0

e−2R/λ(k)

R2 e2ik Rρ (R) dR

⎤
⎦ (1.12)

for each term j in (1.11) with δ(k) = 2δc(k)+δ j (k). Assuming a narrow distribution
with the mean value 〈R〉, the integral can be approximated by

∞∫
0

e−2R/λ(k)

R2 e2ik Rρ (R) dR ∼ e−2〈R〉/λ(k)

〈R〉2

∞∫
0

e2ik Rρ (R) dR (1.13)

where the integral on the right hand side corresponds to a Fourier transformation of
the distance distribution and is called the characteristic function. It can be expressed
in terms of the raw moments pn or the cumulants Cn of the distance distribution

∞∫
0

e2ik Rρ (R) dR =
∞∑

n=0

(2ik)n

n! pn = exp

[ ∞∑
n=0

(2ik)n

n! Cn

]
(1.14)

Although mathematically equivalent, the cumulant expansion converges much more
rapidly than the expansion in terms of raw moments. Developing the sum in (1.14),
using C0 = 0 for normalized distributions, and neglecting cumulants higher than the
fourth, (1.12) can be written as

χ (k) = S2
0 N

| f (k)|
k

e−2〈R〉/λ(k)

〈R〉2 e(−2k2C2+ 2
3 k4C4)

× sin

[
2kC1 − 4

3
k3C3 + δ(k)

]
(1.15)

This expression now allows the EXAFS to be analyzed in terms of the cumulants
of the interatomic distance distribution: the first cumulant C1 = 〈R〉 = R j corre-
sponding to the mean value, the second cumulant C2 = σ 2

j representing the variance
and the third and fourth cumulants, C3 and C4, denoting asymmetric and symmetric
deviations from a Gaussian profile, respectively. For very small or Gaussian disorder,
only the first two cumulants have to be considered and (1.15) corresponds to (1.11).

EXAFS samples the one-dimensional distance distribution ρ(R) that results from
an angular average over the three-dimensional distribution ρ( �R). Therefore, care
has to be taken when comparing the cumulants of ρ(R) with the three-dimensional
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motion of the atoms or with structural parameters determined by other techniques
such as X-ray diffraction (see Chap. 6).

For highly disordered systems, cumulants higher than the fourth may be necessary
to adequately represent the distance distribution. In this case, the cumulant expansion
is no longer a suitable description of the EXAFS and a different approach such as the
one based on expressing the fine structure in terms of irreducible n-body interactions
is more appropriate (see Chap. 9).

1.3 Experimental Aspects

1.3.1 Synchrotron Radiation

Most XAS experiments are performed at synchrotron sources due to the require-
ment of high X-ray intensities and a continuous energy spectrum [2]. Figure 1.4
shows the basic design of a modern synchrotron. Electrons produced in the source
are first accelerated in a linear accelerator before their energy is further increased in
the booster ring. From here they are transferred to the storage ring where they circu-
late over a million times each second, creating intensive electromagnetic radiation.
Beamlines deliver the radiation to a number of end stations where it can be used for
a variety of experimental techniques.

When a charged particle traverses a magnetic field it is forced to change its direc-
tion of motion thereby emitting electromagnetic radiation. In a synchrotron, the
electrons are forced around the storage ring by a series of bending magnets [2].
The radiation thus created is characterized by a continuous energy spectrum over
a wide range of wavelengths (from infrared to hard X-rays), high intensity, strong
polarization and a pulsed nature. Modern synchrotron facilities also have additional
elements, so-called insertion devices, placed in the straight sections between the

(1)  Electron source 

(2)  Linear accelerator 

(3)  Booster ring 

(4)  Storage ring 

(5)  Beamline 

(6)  Experiment 

Fig. 1.4 Design of a modern synchrotron facility [14]

http://dx.doi.org/10.1007/978-3-662-44362-0_6
http://dx.doi.org/10.1007/978-3-662-44362-0_9
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Fig. 1.5 Typical components of a modern XAS beamline [14]

bending magnets [2]. These devices constitute a series of alternating magnetic fields
that force the electron beam to perform either strong (wiggler) or gentle (undulator)
oscillations. The wiggler emits a broad beam of incoherent radiation characterized
by increased intensity and a continuous energy spectrum extending to much higher
X-ray energies compared to a bending magnet. The undulator emits a narrow beam
of coherent radiation the intensity of which is amplified up to 10,000 times but only at
certain energies. Based on these characteristics, the source (bending magnet, wiggler
or undulator) best suited for a particular experimental technique is chosen.

Each beamline is usually configured to meet the requirements of a particular
experimental technique [2]. Figure 1.5 depicts the various components of a typ-
ical modern XAS beamline. Mirrors are used to collimate and focus the beam
while apertures and slits define its size. A double crystal monochromator is used to
select X-rays of a very narrow energy band using the criterion for Bragg diffraction,
nλ = 2d sin θ . Here, n is an integer, λ denotes the X-ray wavelength, d stands for
the lattice spacing of the diffracting crystal and θ represents the angle under which
the beam is incident on the crystal. Energies that satisfy the Bragg condition with
n ≥ 2 are called “harmonics” and have to be removed from the beam. This can be
achieved by slightly detuning the monochromator which decreases the transmission
of harmonics significantly more than that of the primary energy. Alternatively, X-ray
mirrors can be used that only reflect energies below a critical value. With such an
experimental arrangement, the absorption coefficient can be measured as a function
of X-ray energy.

1.3.2 Experimental Setup

In general, the absorption coefficient can be detected either directly by measuring the
intensities of incoming and transmitted beam (transmission mode) or indirectly by
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Fig. 1.6 Schematic of the experimental setup for the different XAS detection modes

measuring the intensity of the incoming beam and of the decay products such as fluo-
rescent X-rays or Auger electrons (fluorescence or electron yield mode). The exper-
imental setup for all three cases is shown schematically in Fig. 1.6 [2]. Alternatively,
X-ray excited optical luminescence (XEOL) measures electromagnetic emissions in
the optical range following X-ray absorption and is described in Chaps. 11 and 13.

1.3.2.1 Transmission Mode

In transmission mode both the incoming and the transmitted beam, I0 and It , respec-
tively, are measured by ion chambers and the absorption coefficient can be obtained
according to (1.1) [2, 4]. Detecting the voltage or current generated in the ion chamber
counting chain is inherently simpler than detecting single photons with a solid state
detector often used for fluorescence measurements (see below). Using the same type
of detector for I0 and It also has the advantage of having a common energy depen-
dence. However, transmission measurements require concentrated samples such that
the difference between I0 and It is significantly larger than the variation due to
counting statistics. Furthermore, samples must be highly homogeneous, of constant
thickness and free of pinholes. One means to prepare a sample that satisfies these
requirements is to crush up an appropriate amount of material and mix it with a
suitable binder such as boron nitride or cellulose. Once a fine, homogeneous powder
is obtained, it is compacted into the small hole of a sample holder or pressed into a
pellet and sealed on both sides with Kapton tape.

1.3.2.2 Fluorescence Mode

The intensity of the incoming beam I0 is again measured by an ion chamber while the
intensity of the characteristic fluorescence X-rays is usually detected by an energy-
dispersive Si or Ge solid state detector [2]. The intensity of this fluorescence line is

http://dx.doi.org/10.1007/978-3-662-44362-0_11
http://dx.doi.org/10.1007/978-3-662-44362-0_13
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proportional to the absorption caused by the element under investigation, however,
the relation is more complicated than for transmission measurements. So-called
“self-absorption” effects must be taken into account especially for thick or con-
centrated samples [15]. Furthermore, detecting the fluorescence signal is also more
complicated than measuring the transmitted intensity since the characteristic X-rays
have to be isolated from other X-rays, particularly the elastically scattered beam
itself. While Si and Ge solid state detectors are capable of the required energy
discrimination they suffer from limited count rates. To improve the signal-to-noise
ratio several independent detectors are coupled in an array to form multiple-element
detectors with up to 100 channels [14]. Nevertheless, the big advantage of the flu-
orescence mode is the ability to study samples not suitable for measurement in
transmission mode such as highly dilute and non-homogeneous samples.

1.3.2.3 Electron Yield Mode

Instead of detecting the fluorescent X-rays, one can also measure the electrons emitted
from the sample such as the photoelectrons themselves, secondary electrons and
Auger electrons. To that end the sample is situated inside the detector and the electrons
are collected by suitable electrodes [2]. Given the relatively short mean free path of
the electrons this technique is surface sensitive and does not suffer from the “self-
absorption” effects mentioned above for the fluorescence mode [2, 4]. It is also
beneficial for measuring samples in the soft X-ray regime where the filling of the
core-hole is accompanied mainly by Auger electron production and only to a much
lesser extent by fluorescence X-ray emission.

1.3.2.4 Specialized Experimental Techniques

A number of specialized experimental techniques have been developed to capitalize
on additional physical effects or to accommodate the particular nature of a large vari-
ety of samples. Very thin films and nanostructures can be studied by grazing incidence
measurements where the angle between the incoming X-ray beam and the sample
surface is typically only a few degrees, equivalent to a few tens of milliradians [2, 5].
The penetration depth of the X-rays is then strongly reduced yielding a highly sur-
face sensitive measurement. Usually, the emitted fluorescent X-rays are recorded
with the detector placed at 45◦ with respect to the sample surface. By varying the
angle of incidence, information about the absorption coefficient can be obtained for
different depths. If the angle between the incoming beam and the sample surface is
reduced below the critical angle of the material, typically a few milliradians, total
external reflection will occur. The X-ray wave field is now confined to the immediate
surface and the penetration depth is in the order of some nanometers. Detecting the
intensity of the reflected beam then provides information about the absorption coef-
ficient. However, care has to be taken when using this approach as the reflectivity
depends on both the real and the imaginary part of the index of refraction yielding
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a complicated relation between the measured signal and the absorption coefficient
(see also Chap. 12).

Atomic-scale structural information of crystalline samples can also be obtained
from X-ray diffraction anomalous fine structure (DAFS) studies where the intensity
of a particular Bragg reflection is measured as a function of X-ray energy [16, 17].
Due to the causal relationship between the real and imaginary parts of the atomic
scattering amplitude, the energy-dependent variation of the scattering signal contains
the same structural information as the X-ray absorption fine structure. In contrast to
XAS, DAFS can provide site or spatial selectivity if the element of interest occupies
inequivalent sites that have different structure factor contributions or if different spa-
tial regions of the sample produce diffraction peaks at separate locations in reciprocal
space [16]. The Bragg reflections of a strained Inx Ga1−x As layer, for example, differ
from those of the GaAs substrate thus allowing the study of the Ga and As environ-
ments in the ternary thin film without interference from the substrate [17]. Extracting
structural information from the DAFS signal is, however, more complicated than in
the case of XAS and usually requires very thin samples [16, 17]. Examples for the
application of DAFS can be found in Chaps. 10 and 13.

As described in Sect. 1.2.1, the transition matrix element and hence the absorption
coefficient depend on the orientation of the absorbing and scattering atom pair with
respect to the X-ray polarization. For single crystal samples, such as strained epitaxial
thin films or oriented nanostructures, the recorded signal therefore depends on the
angle between the sample normal and the X-ray beam. Performing angle-dependent
measurements then yields information about the structural parameters parallel and
perpendicular to the sample normal as discussed in Chaps. 3, 5, 13 and 16.

For some applications, such as time-resolved studies (see e.g. Chap. 13), very short
scanning times are required. During conventional XAS experiments, the monochro-
mator is set at a certain angle corresponding to a specific X-ray energy and the
intensities of interest are recorded before the monochromator is moved to the next
setting. The scanning speed is thus limited by the time needed to move and settle
the monochromator and to measure the signal. In contrast, scanning times can be
dramatically reduced by using a monochromator moving with constant velocity and
fast data acquisition systems [18, 19]. A full scan performed with such a quickXAS
setup may take tens of seconds compared to 30–60 minutes for conventional scans.
Even faster measurements in the order of one second or less can be realized by
energy dispersive XAS where a polychromatic beam is incident on the sample and
then diverges onto a position sensitive detector such as a photodiode array [18, 19].
The spectrum is thus recorded simultaneously and the time needed is limited only
by the response time of the detector and the number of scans required for a sufficient
signal to noise ratio.

Recent progress in the field of X-ray micro beams also opens up new possi-
bilities, particularly for the study of inhomogeneous or heterogeneous materials
and nanostructures (see e.g. Chap. 13). Brilliant synchrotron sources and special-
ized beam line optics such as compound refractive lenses, Fresnel zone plates
and Kirkpatrick-Baez mirrors now provide X-ray beams with spot sizes of the
order of tens of nanometers [20]. Structural parameters can thus be studied with a
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sub-micron spatial resolution. Often these microXAS measurements are combined
with other techniques such as compositional analysis using micro X-ray fluorescence
to obtain a more comprehensive picture of the material investigated.

1.4 Data Analysis

There exists a variety of ways to analyze XAS data and a large number of codes and
programs are available. In general, data from the XANES and EXAFS region are
analyzed separately. This is partly due to the different information contained in both
spectral regions and partly due to the fact that theoretical modeling for XANES is
not yet as advanced as it is for EXAFS. Even with the progress made over recent
years, simultaneous calculation of the fine structure in both regions is numerically
impractical thus favoring a separate analysis.

An important point common to both spectral regions, however, is the calibration of
the energy scale and the alignment of different spectra. The beamline monochromator
is calibrated with a known reference, often a thin metal foil, at each absorption edge.
Ideally, this reference is then measured simultaneously with each sample of interest.
In transmission mode this can be easily achieved by placing the reference between
the second and a third ion chamber that detect the X-ray intensity incident on and
transmitted through the reference, respectively. These reference spectra can then be
used to align the energy scales of the samples of interest. In fluorescence mode this
approach is often not feasible due to a thick absorbing substrate of the sample. It is
then important to check the stability of the energy calibration at suitable intervals.
Correct alignment of the sample spectra is crucial for the determination of edge
shifts in the XANES and for bond length determination from EXAFS. Furthermore,
thickness and “self-absorption” effects distort the amplitude of the fine structure and
must be avoided or corrected for a meaningful analysis.

1.4.1 XANES

The absorption edge is often comprised of intense absorption peaks (white lines)
and pre-edge features [2]. The white line results from strong transitions to final
states confined to the near vicinity of the absorbing atom. These can be partially
filled or empty bound states, sensitive to chemical bonding and the oxidation state
of the absorbing atom, or low energy continuum states confined by strong multiple
scattering, sensitive to the three dimensional structure surrounding the absorber.
Pre-edge features are typically taken as a sign of broken inversion symmetry and
thus also provide structural information. Small energy shifts of the absorption edge
itself can be caused by charge transfer between the absorber and the neighboring
atoms. More pronounced shifts can result from changes in the first nearest neighbor
bond lengths [2].
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Fig. 1.7 a Raw μ(E) data measured at the In K -edge of crystalline InP together with the fitted
pre-edge and post-edge lines. b Normalized μ(E) obtained from the spectrum in panel (a)

The first step in XANES analysis is the normalization of spectra [4]. To that end,
the spectrum in the energy region below the absorption edge is fitted by a linear
pre-edge line as shown in Fig. 1.7a. The spectrum well above the absorption edge
is typically approximated by a quadratic post-edge line. The edge step �μ0 is then
obtained as the difference between pre-edge and post-edge lines at the absorption
threshold E0. A normalized XANES spectrum as shown in Fig. 1.7b is then obtained
by subtracting the pre-edge line from the measured spectra over the whole energy
range, dividing by the step height �μ0 and flattening the spectra above threshold to
account for the different slopes of pre-edge and post-edge lines. The resulting normal-
ized spectrum equals zero below the edge, exhibits a step height of one and oscillates
around this value for energies above E0. Normalization thus removes effects of sam-
ple thickness and concentration and allows the direct comparison of different samples
and measurements.

Comparing the spectra of the samples of interest with those of known standards
already yields some qualitative assessment of the chemical and structural environ-
ment of the absorbing atom, provided the spectra of the standards are sufficiently
different from each other. The analysis can be quantified by linear combination fit-
ting. The spectrum of the sample of interest is modeled by weighting the spectrum
of each known standard i with a factor fi and adding them together

μcalc =
∑

i

fiμi (1.16)

The factors fi represent the fraction with which each standard is present in the
sample and are obtained by minimizing the difference between the calculated and
measured spectrum. Ideally, they should sum to one. However, structural disorder
can sometimes broaden the XANES features and the sum rule needs to be relaxed
in these cases [4]. Linear combination fitting works well if the number of potential
chemical and structural environments for the absorbing atom in the sample, and thus
the number of standards, is small and if the spectra of these standards exhibit unique
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features that allow to differentiate between them. Consequently, linear combination
fitting is severely limited if a large number of possible standards has to be considered
and if the spectra of different standards are very similar to each other.

As an example, Fig. 1.8a compares XANES spectra for bulk standards (crystalline
Ge, amorphous Ge and crystalline GeO2) with that for different sizes of Ge nanoparti-
cles embedded in SiO2 [21]. The features apparent in the spectra of the two crystalline
standards stem from multiple scattering effects while, in contrast, the spectrum for
the amorphous standard is effectively featureless. The latter demonstrates how the
structural disorder inherent in the amorphous phase significantly impacts (dimin-
ishes) multiple scattering contributions. The nanoparticle spectra show no evidence
of an oxide component and the crystalline-Ge-like features weaken as the nanopar-
ticle size decreases. Figure 1.8b shows linear combination fitting of the spectrum
for Ge nanoparticles of 6 nm diameter using the bulk crystalline and amorphous Ge
standards. Clearly the XANES spectrum is well fitted with the given combination
of standards. Within a Ge nanoparticle, Ge atoms are thus in either a crystalline or
amorphous environment. This result was considered evidence for an amorphous-like
Ge layer of constant thickness separating the crystalline Ge nanoparticle core and the
amorphous SiO2 matrix [21]. Ge nanoparticles are discussed in detail in Chap. 10.

A related technique is principal component analysis where a set of related samples
of interest is analyzed in terms of characteristic principle components present in
the samples. Interpretation of the results can, however, be difficult as the principal
components are statistical abstractions and do not need to represent any physical
standards [4].

Characteristic features such as white lines or pre-edge features can also be quan-
tified by peak fitting procedures. To that end, the absorption edge itself is typically
approximated by an arctangent function while the peaks are modeled by Lorentzian
lines convoluted with a Gaussian function (Voigt function) to account for experi-
mental broadening [2]. Such an analysis could yield, for example, the change in

http://dx.doi.org/10.1007/978-3-662-44362-0_10
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edge position related to a change in first nearest neighbor distances for a series of
samples or the fraction of different oxidation states (characterized by different white
line positions) of the absorbing atom within a sample [4].

With the progress of XAS theory and the improvement of numerical codes
(see Sect. 1.2.4), comparison of calculated and measured spectra gains more and
more importance as an analytical tool. Currently, the aim is mostly to refine the para-
meters of a single chemical and structural environment of the absorbing atom but
characterization of multicomponent samples based on theoretical calculations may
well become possible in the future.

1.4.2 EXAFS

The first step in EXAFS analysis is to isolate the fine structure χ(k) from the absorp-
tion background [4]. To that end, the spectrum is fitted with a pre-edge and post-edge
line as already described in Sect. 1.4.1. The pre-edge line is again subtracted from
the spectrum over the whole energy range. The absorption background μ0(E) is
then typically approximated by a spline function that approaches the post-edge line
at energies well beyond the absorption edge as shown in Fig. 1.9a. The difference
between the absorption coefficient μ(E) and the background μ0(E) is normalized
with respect to the step height �μ0 yielding the fine structure χ(E). To convert the
energy E to the photoelectron wave number k = √

2me(E − E0)/�2, the threshold
energy E0 is needed. Experimentally, E0 is typically taken as the maximum of the
derivative of μ(E) with respect to E or as the energy corresponding to the half of
the step height [2]. This choice is somewhat arbitrary and the chosen E0 may not
be identical to the actual absorption threshold. This does not pose a major problem
for the analysis, however, as long as E0 is chosen consistently for all samples under
investigation (see below). Figure 1.9b plots χ(k) isolated from the data shown in
panel (a) and weighted with k3 to emphasize the data at higher k. Depending on the
sample and the absorber-backscatterer pair, different k-weights may be chosen.

The next step is usually to Fourier transform the data into R-space [2, 4]. Fourier
transformation (FT) of the EXAFS provides a means to visualize different scatter-
ing contributions and is often used during analysis. The benefit of such a procedure
was first shown by Sayers et al. [12]. When Fourier transformed, different scattering
contributions with a large difference in R j and small values for σ 2

j produce well
separated peaks with amplitudes approximately proportional to N j/σ j . However,
as λ(k), | f j (k)|, and δ j (k) are complicated functions of k, the FT of the EXAFS
cannot be expressed in a simple analytical form and may differ significantly from
the radial distribution function [1]. Furthermore, different k-weights might be used
and a smooth window function is usually applied to account for the finite data range.
Nevertheless, EXAFS results are typically presented as the magnitude of the FT due
to the illustrative character of such a plot. Figure 1.9b shows a window function
of the Hanning type and Fig. 1.9c plots the magnitude of the resulting FT. Distinct
peaks due to different scattering contributions are readily apparent. The first peak,
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Fig. 1.9 a Raw μ(E) data measured at the In K -edge of crystalline InP together with the fitted
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corresponding to scattering of the photoelectron wave at first nearest neighbor atoms,
is usually well isolated. In contrast, the scattering contributions from higher coordina-
tion shells often overlap and a complicated peak structure may result. Furthermore,
one should remember that the FT is a complex function and both magnitude and
phase (or alternatively, real and imaginary part) have to be considered for the full
information content.

A back-transformation can be used to isolate different scattering contributions
if their signals are well separated in R-space. This methodology has been exten-
sively used for the analysis of first nearest neighbor scattering by the Ratio Method
(see below). However, it usually fails for higher coordination shells due to the overlap
of different scattering contributions. Figure 1.9c shows a Hanning window select-
ing only the first nearest neighbor scattering peak. The real part of the resulting
back-transformed k-spectra is plotted in Fig. 1.9d.
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1.4.2.1 Ratio Method

Analysis using the Ratio Method is based on the EXAFS equation and the cumulant
expansion and yields the differences in structural parameters between the sample of
interest and a known reference. Expressing the fine structure of a single scattering
contribution in terms of its amplitude A(k) and phase �(k), χ(k) = A(k) sin Φ(k),
(1.12) yields

A (k) = S2
0 N

| f (k)|
k

∣∣∣∣∣∣
∞∫

0

e−2R/λ(k)

R2 e2ik Rρ (R) dR

∣∣∣∣∣∣ (1.17)

�(k) = δ (k) + arg

⎡
⎣

∞∫
0

e−2R/λ(k)

R2 e2ik Rρ (R) dR

⎤
⎦ (1.18)

The integral in both terms represents the FT of the effective distance distribution
ρ′(R) = ρ(R)e−2R/λ(k)/R2 [13]. Using a cumulant expansion similar to (1.14), the
amplitude and phase can be written as

A (k) = S2
0 N

| f (k)|
k

exp

[
C ′

0 − 2k2C ′
2 + 2

3
k4C ′

4

]
(1.19)

�(k) = δ (k) + 2kC ′
1 − 4

3
k3C ′

3 (1.20)

where C ′
n denotes the cumulants of the effective distribution and orders higher than

n = 4 have been neglected. In contrast to C0, C ′
0 does not vanish as the effective

distribution is generally not normalized. It can be estimated by [22]

C ′
0 = −2

C ′
1

λ (k)
− 2lnC ′

1 (1.21)

The relation between C ′
1 and C1 is approximately given by [22]

C ′
1 = C1 − 2

C2

C1

(
1 + C1

λ (k)

)
(1.22)

Experimentally, λ(k) is usually taken as a constant. For n ≥ 2, the difference between
the effective and the real cumulants is typically within the experimental uncertainty
and C ′

n = Cn is assumed.
If the chemical and structural environment of the absorbing atom in the sample

of interest (index s) and the reference (index r ) is similar, such that S2
0,s = S2

0,r and
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fs(k) = fr (k), comparison of amplitude and phase yields

ln

∣∣∣∣ As(k)
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�s (k) − �r (k) = 2k�C ′
1 − 4

3
k3�C ′

3 (1.24)

These differences �C ′
n = C ′

n,s − C ′
n,r in the effective cumulants can then be deter-

mined from polynomial fits. As an example, Fig. 1.10a, b plot the logarithm of the
amplitude ratio and the phase difference, respectively, obtained from a study of the In
K -edge of InP measured at 295 K and In0.5Ga0.5P measured at 20 K. The reference
is in both cases InP measured at 20 K. The spectra were processed and Fourier trans-
formed as described above yielding the amplitude and phase of the back-transformed
first nearest neighbor scattering contribution. For InP measured at two different tem-
peratures, the logarithm of the amplitude ratio is strongly sloped indicative of a
significant increase of C ′

2 = C2 for 295 K compared to 20 K. This increase is caused
by increased thermal disorder yielding a larger variance of the distance distribution.
In contrast, the slope is basically zero for In0.5Ga0.5P demonstrating a similar width
of the distance distribution in binary and ternary. Regarding the phase difference, only
a small increase of C ′

1 is noted for InP measured at 295 K compared to InP measured
at 20 K while the strong slope for In0.5Ga0.5P results from a significant reduction
of C ′

1 compared to InP. Increasing the measurement temperature thus only slightly
increases the average In-P distance in InP whereas alloying with GaP significantly
reduces the value of C1 (see also Chaps. 2 and 6).

The advantage of the Ratio Method is that it is a model independent approach
that does not assume any structure a priori. It analyzes the differences in structural
parameters between a sample and a reference and thus avoids the need to explicitly
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know the scattering amplitudes and phase shifts. Due to this comparative nature, many
experimental effects also cancel out. It does, however, assume that the chemical and
structural environment of the absorbing atom is sufficiently similar in the sample and
the reference. In many cases, this requirement is satisfied but there may be samples
for which it is difficult to find a suitable reference. Another major limitation of the
Ratio Method is the need to have scattering contributions well isolated in R-space
which usually limits the analysis to the first coordination shell.

1.4.2.2 Path Fitting

Path fitting is another approach to EXAFS analysis provided for example by the
Ifeffit code [23] and the corresponding user interfacesAthena andArtemis [24].
It is a model-dependent approach based on the cumulant expansion of the different
single and multiple scattering paths and requires some pre-existing knowledge about
the system under investigation. The analysis starts with a model structure that spec-
ifies the absorbing atom and the position and type of the surrounding atoms that are
to be considered in the fitting procedure. Effective scattering amplitudes and phase
shifts for the various single and multiple scattering paths are then calculated with
the Feff code [9]. The calculations are based on the multiple scattering approach
described in Sect. 1.2.3 and include polarization dependence, curved-wave effects,
core-hole effects and many-body interactions. Scattering paths are sorted with respect
to their effective distance and their importance given by the scattering amplitude is
listed. Usually, single scattering paths are stronger than multiple scattering paths of
similar length. Nevertheless, some multiple scattering paths may be strong enough
that an accurate representation of the experimental spectrum is only possible if they
are considered in the fit. The selection of relevant paths to be included in the fitting
procedure may vary depending on the system studied, the quality of the data and the
aim of the investigation.

Figure 1.11a, b show the most prominent scattering paths calculated for absorption
at the In K -edge of InP and In0.5 Ga0.5P, respectively. For InP, the strongest multiple
scattering (MS) path is also plotted leading from the In absorber to a second nearest
neighbor In atom, then to a first nearest neighbor P atom and back to the absorber.
For In0.5 Ga0.5P, no multiple scattering paths were included in Fig. 1.11b for the
sake of clarity. The complex Fourier transformed paths can add up constructively
or destructively depending on their phases. As an example, the peak at R ∼ 4 Å in
Fig. 1.11a is smaller for the sum of all paths than for the second nearest neighbor In
path alone, highlighting the importance of considering the full information content
of the FT.

The structural parameters of the selected paths are refined in a least-squares fit to
the processed experimental data. The first four cumulants C1 = 〈R〉, C2 = σ 2, C3,
and C4 can be fixed, restrained or varied freely for each scattering path depending
on the system studied, the quality of the data and the aim of the investigation. Fit-
ting is often performed with multiple k-weights to minimize the correlation between
the different parameters. Neither the E0 value chosen during data processing nor the
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Fig. 1.11 Most important theoretical scattering paths for absorption at the In K -edge of a InP and
b In0.5 Ga0.5P. The magnitude of the FT is plotted as a function of radial distance R for the different
scattering path and their complex sum

theoretically calculated E0 necessarily correspond to the actual absorption threshold.
Therefore, an additional fitting parameter accounts for the difference between exper-
imental effects such as data normalization. Often, E0 and S2

0 are determined from
a suitable reference and are then kept constant during the analysis of the sample of
interest.

The biggest advantage of the path fitting approach is the ability to analyze the
structural parameters beyond the first coordination shell which often contain crucial
information not available from the first nearest neighbor environment. Furthermore,
the calculation of the scattering paths takes into account the full k-dependencies of all
parameters and yields the cumulants of the real interatomic distance distribution. Path
fitting analysis does not require the measurement of a reference with similar chemical
and structural environment of the absorbing atom, although, it is advantageous for the
determination of E0 and S2

0 if possible. A major drawback of the path fitting approach
is the need for an initial structural model and thus the need for some pre-existing
knowledge about the sample structure. Moreover, the quality of the results obviously
depends strongly on the quality of the theoretical calculations. However, tremendous
progress has been made in this area in recent years and, usually, shortcomings in the
theory no longer pose a major problem.

1.4.2.3 Alternative Approaches

Other codes, with alternative approaches, have been developed for the analysis
of XAS data and include, for example, EXCURVE [25] and GNXAS [10, 11].
Utilization of these and other packages can be advantageous for particular mate-
rials and forms thereof. The GNXAS code, for example, describes XAS data as a
series of integrals over n-body distribution functions and is well suited to disordered
systems including amorphous solids and liquids (see Chaps. 9 and 14).

http://dx.doi.org/10.1007/978-3-662-44362-0_9
http://dx.doi.org/10.1007/978-3-662-44362-0_14
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1.5 Conclusions

We have sought to introduce and describe the fundamentals of XAS theory and
experiment and, in doing so, lay the foundation for the more detailed chapters that
now follow. As the reader will soon appreciate, these chapters demonstrate and
reinforce the ever-expanding utilization of the XAS technique for the characterization
of semiconductor materials.

References

1. D.C. Koningsberger, R. Prins, X-ray Absorption: Principles, Applications, Techniques of
EXAFS, SEXAFS and XANES (Wiley, New York, 1988)

2. G. Bunker, Introduction to XAFS (Cambridge University Press, Cambridge, 2010)
3. S. Calvin, XAFS for Everyone (CRC Press, Taylor & Francis, Boca Raton, 2013)
4. S.D. Kelly, D. Hesterberg, B. Ravel, Analysis of soils and minerals using X-ray absorption spec-

troscopy, in Methods of Soil Analysis—Part 5: Mineralogical Methods, Soil Science Society
of America Book Series No. 5, Madison (2008)

5. F. Boscherini, X-ray absorption fine structure in the study of semiconductor heterostructures and
nanostructures, in Characterization of Semiconductor Heterostructures and Nanostructures,
ed. by C. Lamberti (Elsevier, Amsterdam, 2008)

6. J. Als-Nielsen, D. McMorrow, Elements of Modern X-ray Physics (Wiley, Chichester, 2001)
7. J.J. Rehr, R.C. Albers, Rev. Mod. Phys. 72, 621 (2000)
8. J.J. Rehr, A.L. Ankudinov, Coord. Chem. Rev. 249, 131 (2005)
9. J.J. Rehr, J.J. Kas, F.D. Vila, M.P. Prange, K. Jorissen, Phys. Chem. Chem. Phys. 12, 5503

(2010)
10. A. Filipponi, A. Di Cicco, C.R. Natoli, Phys. Rev. B 52, 15122 (1995)
11. A. Filipponi, A. Di Cicco, Phys. Rev. B 52, 15135 (1995)
12. D.E. Sayers, E.A. Stern, F.W. Lytle, Phys. Rev. Lett. 27, 1204 (1971)
13. G. Bunker, Nucl. Instrum. Methods. 207, 437 (1983)
14. Australian Synchrotron website (http://www.synchrotron.org.au/)
15. C.H. Booth, F. Bridges, Phys. Scripta T115, 202 (2005)
16. H. Stragier, J.O. Cross, J.J. Rehr, L.B. Sorensen, C.E. Bouldin, J.C. Woicik, Phys. Rev. Lett.

69, 3064 (1992)
17. J.C. Woicik, J.O. Cross, C.E. Bouldin, B. Ravel, J.G. Pellegrino, B. Steiner, S.G. Bompadre,

L.B. Sorensen, K.E. Miyano, J.P. Kirkland, Phys. Rev. B 58, R4215 (1998)
18. A.J. Dent, Top. Catal. 18, 27 (2002)
19. R. Frahm, J. Stötzel, D. Lützenkirchen-Hecht, Synchrotron Rad. News 22, 6 (2009)
20. G.E. Ice, J.D. Budai, J.W.L. Pang, Science 334, 1234 (2011)
21. L.L. Araujo, R. Giulian, D.J. Sprouster, C.S. Schnohr, D.J. Llewellyn, P. Kluth, D.J. Cookson,

G.J. Foran, M.C. Ridgway, Phys. Rev. B 78, 094112 (2008)
22. G. Dalba, P. Fornasini, R. Grisenti, D. Pasqualini, D. Diop, F. Monti, Phys. Rev. B 58, 4793

(1998)
23. M. Newville, J. Synchrotron Radiat. 8, 322 (2001)
24. B. Ravel, M. Newville, J. Synchrotron Radiat. 12, 537 (2005)
25. N. Binstead, J.W. Campbell, S.J. Gurman, P.C. Stephenson, The Excurve Programs (Daresbury

Laboratory, England, 1991)

http://www.synchrotron.org.au/


Part I
Crystalline Semiconductors



Chapter 2
Binary and Ternary Random Alloys

Claudia S. Schnohr

Abstract The atomic-scale structure of binary and ternary bulk random alloys has
been studied using extended X-ray absorption fine structure spectroscopy and a
variety of theoreticalmodels. The short-range structure of the alloys strongly deviates
from the long-range crystallographic average and the element-specific bond lengths
remain close to the values of the parent materials. The lattice mismatch is thus
accommodated mostly by bond angle relaxation and only to a small extent by bond
length relaxation.

2.1 Introduction

When alloying elemental or binary semiconductors, many important material prop-
erties, including lattice constant and band gap energy, can be tuned between the
values of the parent materials by adjusting the alloy composition. Binary and ternary
semiconductor alloys such as SiGe, InGaAs or GaAsP have therefore attracted much
scientific and technological interest and are increasingly employed in electronic, op-
toelectronic and photonic devices. Their applications include light emitting diodes
and lasers, infrared detectors, modulators, high electron mobility transistors, field
effect transistors, power amplifiers, and high efficiency thin film solar cells [1–6].

Many group IV, III–V and II–VI semiconductors are completely miscible when
mixed with another group IV, III–V and II–VI material, respectively. The resulting
alloy typically has the same crystal structure as the two parent compounds. For
Si1−xGex , the lattice sites of the diamond structure are occupied by both Si and Ge
atoms as shown schematically in Fig. 2.1. The composition of the alloy is given by
the Ge fraction x . For III–V and II–VI ternary alloys of the form AxB1−xC, the
cation sublattice of the zincblende structure is populated with atoms of type A and B
while the anion sublattice consists only of C atoms (see Fig. 2.1). Each A or B cation
is thus bonded to four C anions while each C anion may have both A and B cations
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Fig. 2.1 Left Diamond structure of the binary SiGe alloy. The lattice sites are occupied by either Si
(red) or Ge (orange) atoms. Right Zincblende structure of many ternary III–V or II–VI alloys. The
common sublattice is populated by a single atomic species (blue) corresponding to the C anions
or A cations for AxB1−xC or ACxD1−x , respectively. The mixed sublattice is occupied by two
different kinds of atoms (red and orange) corresponding to the A and B cations or C and D anions
for AxB1−xC or ACxD1−x , respectively. Images created with Vesta [7]

as first nearest neighbors (NN). Similarly, ACxD1−x alloys have a common cation
sublattice occupied by atoms of typeA and amixed anion sublattice populatedwith C
and D atoms. The arrangement of the two atomic species on the mixed sublattice can
be either ordered or random. The former typically leads to a more complex crystal
structure due to the increased long range order while the latter maintains the overall
zincblende structure.

Systems are called lattice-matched when the two parent materials have the same
or nearly the same lattice constant, as for example GaAs and AlAs [8]. Most mate-
rials, however, are characterized by a mismatch of their lattice constants. In case of
InAs and GaAs, for example, the difference in lattice constants amounts to approx-
imately 7% [8]. For many of these lattice-mismatched systems, the lattice constant
of the alloy is found to vary linearly with composition x in accordance with Vegard’s
Law [9]. The so-called virtual crystal approximation (VCA) hence assumes all atoms
to occupy ideal lattice sites with the lattice constant determined by x [10]. All pairs
of neighboring atoms have the same bond length and the bond angles remain un-
changed. In contrast, Pauling and Huggins assume the conservation of atomic radii
which results in different bond lengths for the different atomic pairs independent
of x and identical to those of the parent materials [11]. The lattice mismatch in
this case is accommodated by a change of the bond angles. Given that many mate-
rial properties including the band gap directly depend on the short-range structure
[12–14], detailed knowledge of the atomic-scale structural parameters is indispens-
able for a comprehensive understanding of these binary and ternary alloy systems.

In contrast to X-ray diffraction, which typically measures the long-range crystal-
lographic structure, EXAFS is an ideal tool for studying the local atomic arrangement
due to its short-range nature. Furthermore, its chemical sensitivity enables the deter-
mination of the element-specific first and second NN distances providing valuable
information on the atomic-scale structure of binary and ternary alloys. Theoretical
treatments range from simple spring models for the dilute limit to full first-principles
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pseudo-potential calculations. This chapter presents an overview of both experimen-
tal EXAFS studies and theoretical works focusing on random semiconductor alloys
with diamond or zincblende structure.

2.2 Si1−xGex Binary Alloys

2.2.1 First Shell

The lattice mismatch between Si and Ge amounts to approximately 4% [8]. On the
long-range crystallographic scale, the binary Si1−xGex alloy exhibits the diamond
structure similar to the parent materials. The lattice constant shows only a slight
deviation from Vegard’s Law in the form of a small downward bowing [15]. The
average first NN distance thus changes almost linearly with composition x between
the two elemental values.

On the short-range atomic scale, each atom can be bonded to both Si and Ge
thus creating three types of first NN pairs: Si-Si, Si-Ge, and Ge-Ge (see Fig. 2.1).
Si and Ge therefore both have a mixed first coordination shell and the EXAFS sig-
nal is a superposition of backscattering from both Si and Ge neighbors. Analysis
of the first shell signal hence requires the fitting of two separate scattering paths.
This leads to an increased uncertainty in the determination of the structural parame-
ters compared to the analysis of a first shell that is comprised of only one type of
neighboring atom. EXAFS analysis is further complicated by the fact that there is no
experimental standard for the Si-Ge bond from which the scattering amplitude and
phase shift could be inferred. For the Si-Si and Ge-Ge bonds these properties can
be obtained from measuring the pure parent materials. For the mixed Si-Ge bond,
the scattering amplitude and phase shift must be calculated theoretically using the
Feff code or approximated experimentally as the average of the values of the two
adjacent isoelectronic compounds AlAs and GaP [16].

Early works on crystalline Si1−xGex alloys unambiguously report different first
NN distances for the different atomic pairs ([17] and references therein). However,
there was some controversy as to whether or not these bond lengths change with
composition x . In 1999, Aubry et al. [17] and Ridgway et al. [18] then clearly
established that while the element-specific bond lengths of Si1−xGex aremuch closer
to the Pauling limit than to the VCA, they still change with varying Ge content.
Most strikingly, this x-dependence is different for the different atomic pairs being
largest for Ge-Ge and smallest for Si-Si. Figure2.2 plots the results obtained by
Aubry et al. at room temperature from total electron yield and fluorescence yield
measurements at the Ge and Si K -edge, respectively [17]. Nearly identical results
were observed by Ridgway et al. performing transmission measurements of the Ge
K -edge at a temperature of 10K [18] (see alsoFigs. 7.16 and10.7). In contrast to these
studies performed on Si1−xGex alloys grown by molecular beam epitaxy, Yonenaga
and Sakurai observed similar changes of the Si-Ge and Ge-Ge bond lengths with
composition in Czochralski grown Si1−xGex crystals [19].

http://dx.doi.org/10.1007/978-3-662-44362-0_7
http://dx.doi.org/10.1007/978-3-662-44362-0_10
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Fig. 2.2 Si-Si (green), Si-Ge (red), andGe-Ge (blue) firstNNdistances as a function of composition
x for binary Si1−xGex alloys. The experimental values by Aubry et al. [17] (symbols) are shown
together with the best linear fits (solid lines) and the theoretical calculations by Mousseau and
Thorpe [20] (dashed lines). The thin grey lines represent the elemental values and the VCA

The lattice mismatch in Si1−xGex alloys is thus accommodated mostly by bond
angle distortions (bond bending) and only to a small extent by bond length distortions
(bond stretching). The lesser composition dependence of the Si-Si distance compared
to the Ge-Ge distance agrees with the fact that Si has a significantly higher Debye
temperature than Ge [17]. The Si-Si bond is thus stiffer and harder to stretch or to
compress than the Ge-Ge bond. Note that somewhat different results were observed
for strained epitaxial Si1−xGex layers where the lattice constant of the underlying
substrate constrains the atomic-scale structure of the alloy (see Fig. 10.8).

2.2.2 Higher Shells

Sun et al. studied the Ge environment in a Si0.994Ge0.006 alloy by measuring the
Ge K -edge fluorescence at several different temperatures [21]. Assuming that in the
dilute limit the Ge impurity is surrounded only by Si atoms, they determined the first,
second and third NN distances. The first NN bond length is considerably larger than
that of pure Si and agrees well with the values reported by Aubry et al. and Ridgway
et al. [17, 18]. In contrast, the second and third NN distances are almost identical to
those of pure Si (see also Chap.10). The distortions created in the Si lattice due to the
introduction of a Ge impurity are thus mostly limited to the first NN shell. Doping
therefore leads to a localized modification of the atomic-scale structure rather than
to a change of the average crystallographic structure [21].

http://dx.doi.org/10.1007/978-3-662-44362-0_10
http://dx.doi.org/10.1007/978-3-662-44362-0_10
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2.3 III–V and II–VI Ternary Alloys

2.3.1 First Shell

Many of the III–V and II–VI ternary alloys crystallize in the zincblende structure
and their lattice constants closely follow Vegard’s Law (e.g. [22, 23]). The average
first NN distance thus changes linearly with composition x between the two binary
values (VCA). For AxB1−xC alloys, there are two different first NN pairs, namely
A-C and B-C. The first coordination shell around the A and B cations thus consists
only of C atoms while the C anions have a mixed first NN shell with both A and
B neighbors (see Fig. 2.1). Similarly, ACxD1−x alloys feature A-C and A-D bonds.
Here, the A cations are surrounded by a mixed first NN shell consisting of C and D
anions while the anions have only A atoms as neighbors.

The first EXAFS study of the atomic-scale structure of semiconductor alloys was
performed in the pioneering work on InxGa1−xAs byMikkelsen and Boyce [22, 24].
The authors measured the In, Ga and As K -edge signal in transmission mode at a
temperature of 77K. Figure2.3a plots the In-As and Ga-As first NN distances as a
function of composition x . The two bond lengths are clearly different andmuch closer
to the Pauling limit than to the VCA. Nevertheless, they exhibit a linear increase with
increasing In content, although the change amounts to only 20% of the difference
between the two binary bond lengths.

Similar studies have since then been performed for a large number of III–V
and II–VI ternary alloys including InxGa1−xP [28, 29], InxGa1−xSb [28, 30],
InSbxP1−x [31], GaAsxP1−x [23, 28], CdxZn1−xTe [32, 33], HgxCd1−xTe [32, 34],

(a) (b)

Fig. 2.3 Element-specific first NN distances as a function of composition x for a the mixed-cation
alloy InxGa1−xAs and b the mixed-anion alloy GaAsxP1−x . The experimental values byMikkelsen
and Boyce [22] and by Wu et al. [23] (full symbols) are plotted together with the best linear fits
(solid lines) and the theoretical calculations by Cai and Thorpe [25] (dashed lines) and by Schabel
and Martins [26] (dotted lines). For InxGa1−xAs, the model predictions by Balzarotti et al. [27]
(open symbols) are also included for each composition studied experimentally. (Note that some of
the points overlap with the experimental values.) The thin grey lines represent the binary values and
the VCA
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ZnTexSe1−x [28], and HgTexSe1−x [32]. As an example for a mixed-anion system,
Fig. 2.3b plots the first NN distances of GaAsxP1−x obtained byWu et al. from trans-
mission measurements of the Ga and As K -edge at a temperature of 80K [23]. For
all materials studied, the first NN distance distribution is bimodal and the values are
closer to the Pauling limit than to the VCA. The latter is thus a poor description for
the atomic-scale structure of semiconductor alloys. Most studies report a small linear
change of the element-specific bond lengths with changing composition x . Only in
case of CdxZn1−xTe, Koteski et al. report a slightly nonlinear behavior, although
the nonlinearity is of the same order as the uncertainty and scatter of the data [33].
Similar to Si1−xGex , a somewhat different behavior is found for strained epitaxial
layers such as InxGa1−xAs thin films grown coherently on InP substrates [35].

A bimodal first NNdistance distribution for ternary semiconductor alloyswas also
observed with other experimental techniques. Qualitatively, the difference between
the A-C and B-C distances in AxB1−xC alloys was referred from cross-section scan-
ning tunneling microscopy studies for InxGa1−xP and InxGa1−xAs [36, 37]. The
element-specific bond lengths further have a strong influence on the phonon modes
observed with Raman spectroscopy, particularly on the impurity modes of the dilute
limit [38, 39]. As pointed out by Pagès et al. a full quantitative understanding of the
relation between the local atomic arrangements and the various transverse and longi-
tudinal optical modes is, however, far from trivial [39]. In contrast, Petkov et al. were
able to quantitatively determine the element-specific bond lengths of InxGa1−xAs
over the whole compositional range by analyzing high-resolution pair distribution
functions obtained from X-ray diffraction measurements [40]. Their results are in
excellent agreement with those reported by Mikkelsen and Boyce [22] and confirm
the characteristic behavior discussed above.

This behavior, though, is not limited to III–V and II–VI ternary alloys with
zincblende structure. The nitride alloys InxGa1−xN and GaxAl1−xN crystallize in
the wurtzite structure. EXAFSmeasurements of the In and Ga K -edge have revealed
that the In-N and Ga-N first NN distances are again much closer to the binary val-
ues than to the VCA [41–44] (see also Chap.3). Furthermore, they typically show
a small change with changing composition similar to their zincblende counterparts.
However, clustering and phase segregation, strain, and atomic ordering due to the
specific preparation conditions may significantly influence the structural parame-
ters of these nitride alloys [44, 45]. Numerous EXAFS studies were also performed
on II–VI semiconductors with Mn substitution on the cation sublattice including
ZnxMn1−xSe [46], ZnxMn1−xTe [47], CdxMn1−xTe [27], HgxMn1−xTe [34], and
ZnxMn1−xS [48]. All works report a bimodal first NN distance distribution with
values closer to the Pauling limit than to the VCA (see also Chap.16). A similar
behavior was also observed for the I–VII ionic alloys RbxK1−xBr and RbIxBr1−x

which crystallize in the rocksalt structure [49, 50]. The bimodal first NN distance
distribution thus seems to be characteristic feature of III–V, II–VI, and I–VII ternary
alloys independent of their crystal structure.

To assess and compare the amount of bond stretching for different alloy systems,
the dimensionless relaxation parameter ε was introduced. It is defined for the dilute
limit as the difference between the impurity bond length and the host bond length

http://dx.doi.org/10.1007/978-3-662-44362-0_3
http://dx.doi.org/10.1007/978-3-662-44362-0_16
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Table 2.1 Relaxation parameter ε for the two different bonds of III–V and II–VI AxB1−xC and
ACxD1−x ternary alloys with zincblende structure

AxB1−xC A-C B-C References ACxD1−x A-C A-D References

InxGa1−xP 0.76 0.80 [28] GaAsxP1−x 0.75 0.76 [28]

0.80 0.80 [29] 0.79 0.84 [23]

InxGa1−xAs 0.80 0.79 [22] ZnTexSe1−x 0.78 0.80 [28]

InxGa1−xSb 0.78 0.79 [28] HgTexSe1−x 0.96 0.74 [32]

0.79 0.87 [30]

CdxZn1−xTe 0.70 0.76 [32]

0.86 0.92 [33]

The uncertainty of the values is typically around ± 0.05

divided by the difference between the two binary values. Thus, ε = 0 (no relaxation)
corresponds to an impurity bond length equal to that of the host. In this case, the lattice
is completely rigid, forcing the impurity first NN distance to adopt the value of the
host lattice in accordance with the VCA and the lattice mismatch is accommodated
solely by bond stretching. In contrast, ε = 1 (full relaxation) corresponds to an
impurity bond length equal to the value of its own binary compound. In this case,
the lattice is completely floppy, allowing all first NN distances to retain their binary
values and the lattice mismatch is accommodated solely by bond bending. Table2.1
lists the experimentally determined ε values for III–V and II–VI ternary alloys with
zincblende structure. As can be seen, the values are mostly between 0.75 and 0.80.
While some works report a slightly smaller ε for the longer A-C bond compared to
the shorter B-C or A-D bond, the differences are typically within the experimental
uncertainty of ± 0.05. Bond bending is thus strongly favored over bond stretching
for both first NN pairs.

Apart from the mean value, EXAFS analysis also yields the width of the element-
specific distance distribution (see Chap.1). In the binary parent compounds, thermal
motion leads to a distribution of first NN bond lengths characterized by the standard
deviation σ . Surprisingly, the A-C and B-C or A-C and A-D distance distributions of
the ternary alloys show the same standard deviations as the binary materials within
experimental uncertainty [22, 23, 29]. A broadening of the distributions due to an
increase in structural disorder in the alloy is thus not apparent for the first NN bonds.

2.3.2 Higher Shells

In the zincblende structure, each atom has twelve second NN all occupying the same
sublattice as the central atom (see Fig. 2.1). For AxB1−xC alloys, however, each
pair of second NN anions is linked by one cation that can be either A or B. This
leads to two different types of second NN anion pairs, namely C-A-C and C-B-C.
Second NN cations are always linked by one C anion but there are three possible

http://dx.doi.org/10.1007/978-3-662-44362-0_1
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cation combinations. Three different types of second NN cation pairs can thus be
distinguished, namely A-C-A, A-C-B (B-C-A), and B-C-B. Similarly, ACxD1−x

alloys feature two types of second NN cation pairs, namely A-C-A and A-D-A, and
three types of second NN anion pairs, namely C-A-C, C-A-D (D-A-C), and D-A-D.

Figure2.4 plots the second NN distances as a function of composition x for (a) the
mixed-cation alloy InxGa1−xAs and (b) the mixed-anion alloy GaAsxP1−x as deter-
mined by Mikkelsen and Boyce [22] and by Wu et al. [23], respectively. Regarding
the common sublattice, Mikkelsen and Boyce found that the scattering contribution
stemming from the secondNN shell around theAs atoms could not be fit with a single
peak. Similar to the first NN shell, a bimodal distance distribution with two distinct
second NN distances is necessary to satisfactorily represent the experimental data.
Based on their average distances and relative weights, the authors assigned these
two contributions to As-In-As and As-Ga-As pairs. As can be seen from Fig. 2.4a,
the two distances remain close to their corresponding binary values and show only
a small increase with increasing In content. Nevertheless, the two distributions are
significantly broadened compared to the binaries accounting for the fact that each
As atom has four In or Ga first NN that all affect its position [22]. Similarly, two
scattering contributions are needed to represent the signal of the second NN shell
around Ga atoms in GaAsxP1−x corresponding to Ga-As-Ga and Ga-P-Ga pairs.
The two distances are again closer to their binary values than to the VCA and exhibit
only a moderate linear change with composition x (Fig. 2.4b). A bimodal second NN
distance distribution for the common sublattice was also observed for other ternary
alloys including CdxZn1−xTe [32, 33], ZnxMn1−xSe [46], ZnxMn1−xTe [47], and
ZnTexSe1−x [51].

Regarding themixed sublattice, the secondNN shells around the In andGa cations
in InxGa1−xAs are again best fit with two scattering contributions each, correspond-
ing to In and Ga second NN. The three cation distances In-As-In, In-As-Ga, and
Ga-As-Ga are, however, much closer to each other and to the VCA than the two As
second NN distances (Fig. 2.4a). Nevertheless, they consistently follow the relation
In-As-In > In-As-Ga > Ga-As-Ga. Similar to the As sublattice, the widths of the
three distributions are significantly increased compared to the binary alloys due to
the increased number of atomic arrangements in the ternary alloy [22, 29]. For the
mixed-anion alloy GaAsxP1−x , the As-Ga-As and As-Ga-P distances are also close
to the VCA and follow the relation As-Ga-As > As-Ga-P (Fig. 2.4b). A similar be-
havior of the three different second NN distances of the mixed sublattice was further
observed for InxGa1−xP [29], CdxZn1−xTe [33], and ZnxMn1−xSe [46]. The situa-
tion is somewhat less clear for the nitride alloys (see also Chap.3). For GaxAl1−xN,
Miyano et al. [41] andYu et al. [42] both report a Ga-N-Ga distance close to theVCA.
However, while the former group also found the Ga-N-Al distance to be close to the
VCA the latter authors observed a Ga-N-Al distance independent of composition and
close to the second NN distance of AlN. Kachkanov et al. report the cation-cation
distances of InxGa1−xN to be again close to the VCA [44]. Differences between the
In-N-Ga and Ga-N-In distances for low In contents, however, point to differences

http://dx.doi.org/10.1007/978-3-662-44362-0_3
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(a) (b)

Fig. 2.4 Element-specific cation-cation and anion-anion second NN distances as a function of
composition x for a the mixed-cation alloy InxGa1−xAs and b the mixed-anion alloy GaAsxP1−x .
The experimental values by Mikkelsen and Boyce [22] and by Wu et al. [23] (symbols) are plotted
together with the theoretical calculations by Cai and Thorpe [25] using ε ≡ a∗∗ = 0.80 determined
from the first NN distances (dashed lines) and by Schabel and Martins [26] (dotted lines). The thin
grey lines represent the binary values and the VCA

in the second NN environment for the two cations and were taken as an indication
for phase segregation in these samples. Clustering effects in ternary semiconductor
alloys are also discussed in Chap. 5.

While there exists an increased variation in the second NN distances of III–V
and II–VI ternary alloys, the mixed sublattice already closely resembles the VCA.
In contrast, the common sublattice is severely distorted with two distinct second
NN distances close to the corresponding binary values. The atoms occupying the
common sublattice are thus significantly more displaced from the ideal lattice sites
than the atoms occupying the mixed sublattice.

Regarding the third NN distances, four cation-anion pairs can be distinguished
that differ with respect to the atoms of themixed sublattice. ForAxB1−xCalloys, they
are A-C-A-C, A-C-B-C, B-C-A-C, and B-C-B-C. However, the third NN EXAFS
signal is already significantly dampened and suffers from increasing overlap with
other single or multiple scattering paths. This usually inhibits the determination of
separate A-C-A-C and A-C-B-C distances. Likewise, the B-C-A-C and B-C-B-C
distances cannot be distinguished experimentally. Nevertheless, the average In-P or
Ga-P third NN distances have been determined for InxGa1−xP from transmission
EXAFS measurements at the In and Ga K -edge at 20k [29]. The values agree well
with each other and are identical to the VCA. The distance distributions are, however,
strongly broadened compared to those of the binary compounds due to the averaging
over different atomic arrangements in the ternary alloys.

http://dx.doi.org/10.1007/978-3-662-44362-0_5
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(a) (b)

Fig. 2.5 a As-i-As and b i-As- j bond angles as a function of composition x calculated for
InxGa1−xAs from the data reported by Mikkelsen and Boyce [22]. The ideal zincblende value
of 109.5◦ is given as a thin grey line

2.3.3 Bond Angles

The tetrahedral bond angles can be evaluated from the first and second NN distances.
Figure2.5 plots the As-i-As and i-As- j angles calculated for InxGa1−xAs using the
data given in [22]. Here i and j denote either In or Ga. The In-As and Ga-As first
NN distances and the two As-i-As second NN distances remain close to their respec-
tive binary values. As a consequence, the As-i-As bond angle agrees well with the
ideal zincblende value of 109.5◦ as shown in Fig. 2.5a. In contrast, the three cation-
cation secondNNdistances aremuch closer to theVCA than to the binary values. The
i-As- j bond angles thus deviate significantly from the ideal value and change linearly
with composition x as can be seen from Fig. 2.5b. Similar findings were observed
for InxGa1−xP [29] and GaAsxp1−x (using the data from [23]). This clearly demon-
strates that bond bending is energetically favored over bond stretching and that the
lattice mismatch is accommodated by bond angle relaxation rather than bond length
relaxation.

2.4 First Shell Calculations

2.4.1 Models for the Dilute Limit

A number of different models have been proposed to describe the atomic-scale struc-
ture of binary and ternary semiconductor alloys. Many of the early works sought to
predict the impurity bond length in the dilute limit and thus the relaxation parameter
ε. The advantage of considering the dilute limit is the resulting symmetry around
the impurity atom which simplifies the calculation. The most basic model is that
of Shih et al. [52]. It considers an impurity atom B in an AC matrix and calculates
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the displacement of the surrounding first NN C atoms keeping all other atoms fixed.
A harmonic potential, i.e. a simple spring, is assumed for the first NN interactions
with a geometric approximation to correlate the B-C and A-C distances. A single
force constant is used for both types of bonds. The result is independent of the na-
ture of the A, B, and C atoms and depends only on the crystal geometry. For the
zincblende structure, ε = 0.75 is obtained.

More elaboratemodels use the valence forcefield (VFF) potentials byKeating [53]
or Kirkwood [54] that describe the distortion energy in terms of contributions arising
from changes of the bond lengths (bond stretching) and changes of the bond angles
(bondbending). The corresponding bond stretching and bondbending force constants
are derived for the binary compounds by fitting experimental macroscopic elastic
constants and bulk moduli. The values reported by different groups typically differ
by 10% or less [25, 55, 56]. Alternatively, bond stretching and bond bending force
constants can be determined directly from the microscopic atomic vibrations using
temperature-dependent EXAFS measurements as presented in Chap.6. It is then
usually assumed that the binary force constants also apply for the ternary alloy system
although recent theoretical studies suggest that this may not be strictly true [57].

Martins and Zunger [58] used the VFF potential by Keating applying different
force constants for theA-C andB-C bonds and relaxing the first and secondNN shells
surrounding the impurity atom (Martins and Zunger I). Including the bond bending
terms in the VFF potential and relaxing the second NN shell change the relaxation
parameter ε in opposite directions [27, 58]. Not including both effects (Martins and
Zunger II) thus yields better results compared to experimental values than including
only one of the two. Bothmodels further apply two additional approximations during
the calculation. They include only the harmonic terms of the Keating potential and
they approximate the geometric relation between A-C and B-C distances as done in
the model by Shih et al. discussed above. The ε values obtained for InxGa1−xP are
listed in Table2.2 together with the experimental results from [28, 29].

Chen andSher considered not only the distortion energy due to bond stretching and
bond bending but also ‘chemical’ effects such as differences in binding energy and
chemically driven charge redistribution [56]. Their extensive work further calculates
various VFF models that differ in whether or not bond bending terms are included
in the potential and in how the relaxation of higher NN shells is treated. For the case
of In impurities in GaP, for example, the ε values obtained with the different models
vary by up to �ε ∼ 0.30 illustrating the huge influence such choices have on the
calculated results.

2.4.2 Models for the Whole Compositional Range

In ternary alloys, the atoms of the common sublattice are surrounded by one of
five possible first NN configurations as shown schematically in Fig. 2.6. The first
NN shell around the C anions in AxB1−xC alloys, for example, is characterized by
the number n of A cations varying between 0 and 4. The number of B first NN is

http://dx.doi.org/10.1007/978-3-662-44362-0_6
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Table 2.2 Relaxation parameter ε for the In-P andGa-Pbonds of InxGa1−xPobtainedwith different
models proposed to describe the atomic-scale structure of ternary semiconductor alloys

Model In-P Ga-P References

Shih et al. 0.75 0.75 [52]

Martins and Zunger I 0.63 0.73 [58]

Martins and Zunger II 0.73 0.77 [58]

Chen and Sher 0.70 0.80 [56]

Balzarotti et al. 0.78 0.73 [27]

Cai and Thorpe I 0.72 0.72 [25]

Cai and Thorpe II 0.66 0.77 [25]

Schabel and Martins 0.70 0.80 [26]

Silverman et al. 0.72 0.80 [59]

Srivastava et al. 0.82 0.78 [60]

Boyce and Mikkelsen 0.76 ± 0.05 0.80 ± 0.05 [28]

Schnohr et al. 0.80 ± 0.04 0.80 ± 0.04 [29]

The experimental values determined from EXAFS measurements are also listed for comparison

n=0 n=1 n=2 n=3 n=4

Fig. 2.6 Possible first NN configurations surrounding the atoms of the common sublattice (blue)
in ternary III–V and II–VI semiconductor alloys with zincblende structure. The mixed sublattice,
and thus the first NN shell, is populated with two different atomic species (red and orange). Images
created with Vesta [7]

given by 4− n. Balzarotti et al. [27] have proposed the following model to calculate
the individual composition-dependent A-C and B-C distances for each of the five
configurations: (i) Based on Vegard’s Law, the lattice constant a(x) is derived as the
weighted average of the two binary lattice constants. (ii) The four first NN cations
are located on their ideal lattice sites, i.e. they occupy corners of a cube with the size
a(x)/2. This assumption is justified by the second NN EXAFS results discussed in
Sect. 2.3.2. They show that the atoms of the mixed sublattice are much closer to the
ideal lattice sites than the atoms of the common sublattice. The same observation
was made with X-ray diffraction studies and cluster simulations [61, 62]. (iii) The
anion position and thus the first NN distances are obtained by minimizing the sum of
the bond stretching terms of the Keating VFF potential. Neglecting the bond bending
terms is reasonable as the bond bending force constants are significantly smaller than
the bond stretching force constants [25, 55, 56, 63]. Furthermore, including neither
bond bending nor second NN relaxation yields better results than including only one
of the two effects as discussed above.
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In a truly random alloy, the probability of finding a particular configuration at a
certain composition x is given by the binomial Bernoulli distribution. The average
composition-dependent A-C and B-C distances are thus obtained as the weighted
average of the individual first NN distances of the five different configurations. Fig-
ure2.3a plots the results obtained by Balzarotti et al. for InxGa1−xAs [27]. The
average In-As and Ga-As distances change linearly with composition x and are in
very good agreement with the experimental data. Similar results were also obtained
for InxGa1−xP [14], CdxZn1−xTe [32], and CdxMn1−xTe [27].

In a similar approach,Woicik has calculated the minimum-energy structural para-
meters of the five different first NN configurations in InxGa1−xAs relaxing not only
the central As atom but also its first NN cations and its second NNAs atoms while its
third NN cations were fixed at their VCA positions [35]. Both, bond stretching and
bond bending terms of theKeatingVFF potential have been considered. The element-
specific In-As and Ga-As bond lengths are then obtained as the weighted average
over the five different 17-atom, 16-bond clusters assuming a binomial Bernoulli dis-
tribution. The results are in excellent agreement with the experimental values not
only for InxGa1−xAs bulk alloys but also for strained thin films.

Thorpe and co-workers consider the alloy as a network of springs described by
the Kirkwood VFF potential with one set of bond stretching and bond bending force
constants [20, 25, 64]. Within this framework they calculate the element-specific
first NN distance distributions using a Green’s function formalism [64]. The average
distance thus obtained for each atomic pair is a linear function of composition x
with a slope determined by the topological rigidity parameter a∗∗. This property
describes the competing effects of bond length and bond angle relaxation in the
alloy structure and is identical to the relaxation parameter ε. Evaluating a∗∗ with
the Green’s function formalism, Cai and Thorpe derived an interpolation formula
that expresses a∗∗ in terms of the ratio of bond bending to bond stretching force
constants. For most semiconductor alloys, this ratio is between 0.1 and 0.2 resulting
in a topological rigidity parameter of around 0.75 [64].

For Si1−xGex , a∗∗ equals 0.707 and the model yields three parallel lines for the
Si-Si, Si-Ge, and Ge-Ge first NN distances as shown in Fig. 2.2 [20]. While the
relation between the bond lengths of the different atomic pairs is predicted correctly,
the slope only matches the experimental values in case of Ge-Ge for which the
best linear fit yields a∗∗ = 0.70 ± 0.05 [17]. In contrast, best fits to the Si-Ge
and Si-Si data result in a∗∗ = 0.84 ± 0.14 and 0.94 ± 0.04, respectively [17].
As discussed in Sect. 2.2.1, this difference in slope is believed to be related to the
different force constants of the various atomic pairs which are not considered in the
model calculation.

For AxB1−xC and ACxD1−x ternary alloys, a∗∗ is taken as the mean value of
the binary parent compounds (Cai and Thorpe I) and the model yields two parallel
lines for the two different bond lengths as shown in Fig. 2.3 [25]. The calculation
slightly overestimates the change of the first NN distances but is still in fairly good
agreement with the experimental values. In an extension of their model, Cai and
Thorpe take into account the different force constants of the binary compounds
using an effective-medium approximation (Cai and Thorpe II) [25]. The resulting



42 C.S. Schnohr

curves exhibit a slightly nonlinear behavior, however, the bowing is typically within
the uncertainty of the experimental data and is thus difficult to verify.

2.4.3 Cluster and Supercell Calculations

Several groups have modeled the local structure of semiconductor alloys by simulat-
ing large atomic clusters. Weidmann and Newman, for example, relaxed the atomic
positions of their Si1−xGex supercells until the distortion energy taken as the Kirk-
wood VFF potential was minimal [65]. They found three distinct, almost parallel and
slightly nonlinear curves for the first NN distances corresponding to Si-Si, Si-Ge,
and Ge-Ge bonds. The distance distributions are nearly Gaussian in shape except for
the dilute limit where a complex subpeak structure emerges that is determined by
the configuration of the surrounding coordination shells.

In a similar way, Podgórny et al. simulated InxGa1−xAs clusters using the Keating
VFF potential and obtained a bimodal first NN distance distribution corresponding to
In-As andGa-As bonds [66]. Schabel andMartinsmodeled the atomic-scale structure
of eighteen III–V and eleven II–VI ternary alloys byminimizing the distortion energy
also taken as the Keating VFF potential [26]. In all cases they observed two distinct
bond length distributions corresponding to the two different types of first NN pairs.
The average values exhibit a slightly nonlinear change with composition x and can
be fitted with quadratic polynomials the parameters of which are reported for all 29
materials in [26]. The results for InxGa1−xAs and GaAsxP1−x are plotted in Fig. 2.3.
The values slightly overestimate the change of the first NN distances similar to the
predictions by Cai and Thorpe.

The extensive work on InxGa1−xP by Silverman et al. starts from a thermody-
namic description of the alloy structure including energetic and entropic terms [59].
The distortion energy is again taken as a modified VFF potential while the configura-
tional and vibrational degrees of freedom are treated usingMonte Carlo calculations.
The authors obtained distinct In-P and Ga-P bond lengths that change linearly with
composition x and are close to the experimental values [29]. Srivastava et al. take
a somewhat different approach using first-principles self-consistent local-density
total-energy minimization to calculate the first NN distances of InxGa1−xP [60].
The In-P and Ga-P bond lengths are again very different from each other, show a
linear dependence on the composition x and yield a relaxation parameter ε ∼ 0.80 in
excellent agreement with experiment [29]. For the ordered compounds InnGa4−nP4
with n = 1, 2, 3, the calculated In-P and Ga-P first NN distances deviate even less
from the binary values corresponding to ε ∼ 0.95.

2.4.4 Comparison of the Different Models

All models for ternary AxB1−xC and ACxD1−x alloys discussed above yield a bi-
modal first NN distance distribution with bond lengths closer to the Pauling limit
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than to the VCA. The models differ, however, with regard to how much the first NN
distances are predicted to change with composition x and whether they vary linearly
or not. Table2.2 lists the relaxation parameter ε obtained with the various models
for the case of InxGa1−xP together with the experimental results. Using the different
values of bond stretching and bond bending force constants reported in the litera-
ture [25, 55, 56] for any given model yields only small differences in ε, typically less
than 0.02. In contrast, the choice of approximations turns out to be a crucial factor
in determining the resulting ε value. As discussed above, including neither the bond
bending terms nor the relaxation of the second NN shell gives better results than
including only one of the two effects. In the dilute limit, the model of Balzarotti et al.
corresponds to Martins and Zunger II except that the two additional approximations
used by the latter authors are not applied by the former group. A detailed analysis of
these models reveals that using a harmonic approximation to the VFF potential does
not influence the calculated ε values while approximating the geometric relationship
between the A-C and B-C distances not only changes the absolute values of ε but
also the ratio between them (see Table2.2). Cai and Thorpe argue that the relaxation
in semiconductors extends out to a long range [64]. Nevertheless, the simple models
that only consider relaxation of the first NN shell yield ε values similar to those of
the more complex calculations. It is therefore very difficult to judge the appropri-
ateness of certain approximations without performing the complete calculation and
comparing the results with experimental values such as those obtained from EXAFS
measurements.

2.5 Modelling of Higher Shells

Some of the models discussed above also consider the structural parameters of the
second coordination shell. Cai and Thorpe used their spring network model together
with the Green’s function formalism to develop expressions for the average distances
of the five different second NN pairs in ternary AxB1−xC and ACxD1−x alloys
[25, 64]. For the common sublattice, they found two distinct second NN distances
corresponding to the twopossible bridging atomson themixed sublattice, for example
C-A-C andC-B-C in the case of anAxB1−xC alloy. These two distances remain close
to the binary values over the whole compositional range. For a∗∗ ≡ ε = 0.80, the
slope of the two parallel, linear curves amounts to 20% of that of the VCA similar
to what is observed for the first NN distances. For the mixed sublattice, three second
NN distances can be distinguished corresponding to the three possible second NN
pairs, for example A-C-A, A-C-B, and B-C-B for anAxB1−xC alloy. These distances
also vary linearly with composition x but they are much closer to the VCA than to
the binary values. For a∗∗ ≡ ε = 0.80, the slope equals 70% of that of the VCA. The
curves for InxGa1−xAs and GaAsxP1−x are shown in Fig. 2.4 using a∗∗ ≡ ε = 0.80
obtained from the best linear fit to the first NN distances (see Table2.1). The model
agrees well with the experimental data for all five second NN distances. Excellent
agreement was also found for the cation-cation distances of InxGa1−xP [29].
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Podgórny et al. evaluated the second NN distances from their cluster calcula-
tions of InxGa1−xAs [66]. For the In-As-In and Ga-As-Ga pairs, they obtained broad
Gaussian-shaped distance distributions the average values of which increase by ap-
proximately 0.2Å when going from x = 0 to x = 1. Furthermore, the average
In-As-In distance is about 0.08Å larger than the average Ga-As-Ga distance for all
compositions x studied. In contrast, the second NN As distance distribution is ex-
tremely broad and features multiple peaks. They can be grouped into an As-In-As
and an As-Ga-As distribution with up to three peaks each. The average As-In-As
distance is larger than the average As-Ga-As distance by approximately 0.2Å while
both values change by only 0.05Å over the whole compositional range. These find-
ings are in excellent agreement with the experimental data by Mikkelsen and Boyce
(see Fig. 2.4a).

Similar second NN distance distributions were also obtained by Silverman et
al. for InxGa1−xP [59]. The authors further analysed the i-P- j , P-Ga-P, and P-In-P
bond angles where i and j denote either In or Ga. In all three cases, they found broad
distributions with angles as low as 100◦ and as high as 120◦ demonstrating that
the lattice mismatch is accommodated to a large extent by bond angle relaxation.
Nevertheless, all three distributions are mostly centered around the ideal value of
109.5◦ in good agreement with experimental findings. As can be seen in Fig. 2.5a,
the average As-In-As and As-Ga-As angles of InxGa1−xAs remain close to the ideal
value over the whole compositional range. Given the similarity of the materials, the
same can be expected for InxGa1−xP. In contrast, the i-As- j and i-P- j angles strongly
deviate from the ideal value depending on the kind of atoms involved (Fig. 2.5b and
[29]). Nevertheless, the weighted average over all i-As- j or i-P- j angles still closely
resembles the ideal value as predicted by the cluster calculations.

Podgórny et al. and Silverman et al. further found that both anions and cations
are displaced from their ideal lattice sites, however, the displacement of the anions
is much larger [59, 66]. The distortion of the common sublattice is thus significantly
greater than the distortion of the mixed sublattice as already inferred from the ex-
perimental second NN distances discussed in Sect. 2.3.2. The same observation was
also made by Schabel and Martins [26]. They show that each of the five second NN
distance distributions consists of three different peaks determined by the configura-
tion of the surrounding NN shells. For the atoms of the mixed sublattice, the spacing
is rather small and the peaks mostly overlap leading to one broad distribution as
observed by Podgórny et al. and Silverman et al. [59, 66]. In contrast, the spacing
is large for the common sublattice resulting in a multimodal distribution as reported
by the other two groups. The composition dependence of the average distances ob-
tained by Schabel and Martins is again well represented by quadratic polynomials
with a small nonlinear contribution. The parameters for all five second NN pairs
are given in [26] for eighteen III–V and eleven II–VI ternary alloys. The results for
InxGa1−xAs and GaAsxP1−x are plotted in Fig. 2.4. Good agreement is observed
with both the experimental data and the model by Cai and Thorpe. Similar findings
are reported for CdxZn1−xTe [33].

The experimental InxGa1−xAs second NN distances are also well reproduced
with the model by Woicik based on the structural parameters of the five different
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17-atom, 16-bond InnGa4−nAs clusters with n = 0, 1, 2, 3, or 4 [35]. Similar to
the first NN distances, good agreement between calculated and measured values is
obtained for both bulk alloys and strained thin films. Regarding the third NN shell,
the model predicts similar splittings and VCA behavior as for the cation second
NN pairs. As discussed in Sect. 2.3.2, the various third NN distances cannot be
distinguished experimentally. Nevertheless, the calculated average In-As and Ga-As
third NN distances closely follow the VCA in perfect accord with the experimental
results for InxGa1−xP [29].

2.6 Conclusions

Si1−xGex as a binary alloy and most III–V and II–VI ternary alloys are character-
ized by a size mismatch and hence by a difference in the bond lengths of the parent
materials. Nevertheless, the alloys usually exhibit the same crystal structure as the
parent compounds with a lattice constant that changes linearly, or close to linearly,
with composition x . On the local atomic scale, however, significant distortions of the
alloy structure are observed. Being chemically sensitive and a short-range probe, EX-
AFS provides an ideal tool for studying the element-specific atomic-scale structure
of binary and ternary semiconductor alloys.

Distinct distance distributions were observed for the different first NN pairs in
all semiconductor alloys studied. These element-specific bond lengths remain close
to the values found in the parent compounds changing much less with composition
than what would be expected from the lattice constant and the virtual crystal approx-
imation. The lattice mismatch in tetrahedrally coordinated semiconductor alloys is
thus accommodated mostly by bond angle relaxation and only to a small extent by
bond length relaxation. By now, the bimodal character of the first NN distance distri-
bution in III–V and II–VI ternary alloys was also deduced from other experimental
techniques and is well described by numerous theoretical models. Nevertheless, the
original discovery that semiconductor bond lengths are nearly preserved even in
highly lattice-mismatched alloys is one of the great achievements of X-ray absorp-
tion spectroscopy. It is based on the unique capabilities of EXAFS that allow the
direct, quantitative and unambiguous determination of element-specific first NN dis-
tances. Thanks to these investigations, a detailed picture of the atomic-scale structure
of a large variety of semiconductor alloys has now been established.

In III–V and II–VI ternary alloys, the short-range structure of both sublattices
deviates from the long-range crystallographic average albeit the distortion is sig-
nificantly larger for the common sublattice than for the mixed one. Such atomic
displacements have a remarkable influence on many important material properties,
most prominently the band gap energy [12, 13] which is a crucial parameter for de-
vice applications. However, charge redistribution caused by the different properties
of the atoms occupying the mixed sublattice also influences the band gap energy of
semiconductor alloys [60, 67, 68]. Using experimental EXAFS data and the model
by Balzarotti et al., these structural and electronic contributions to the band gap
change could be successfully distinguished for InxGa1−xP as a model system for
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III–V ternary alloys [14]. Detailed knowledge of the atomic-scale structure of binary
and ternary semiconductor alloys is therefore indispensable for a comprehensive
understanding of these versatile and highly relevant group of materials.
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Chapter 3
Wide Band Gap Materials

Maria Katsikini

Wide band gap semiconductors find applications in optoelectronics and in the
fabrication of high-power and high-frequency microelectronic devices. This chapter
reviews the main applications of XAFS for the characterization of the group-III
nitrides, SiC, diamond and other II–VI and III–V wide band gap semiconductors.
Some aspects, as for example the effect of ion implantation, temperature, pressure
and alloying are discussed more extensively in other chapters of the book.

3.1 Introduction

Semiconductors with energy gap (Eg) larger than that of the commonly used Si
(1.1 eV) and GaAs (1.43eV) are termed as wide band gap (WBG) semiconductors.
The main reason for their development was the necessity for extending the semicon-
ductor technology towards light manipulation and high-power and high-frequency
devices. Although the structure and some properties of most of the WBG semi-
conductors was basically known, the advance of various growth techniques led to
the synthesis of materials with very good properties, low defect concentration and
good control of their stoichiometry. The latter allowed tailoring of their energy gap by
growing ternary and quaternary alloys. Themost important candidate for high-power
devices is SiC. Its WBG allows functioning at high temperatures (∼900 ◦C) due to
reduced thermal generation of carriers. It is characterized by high breakdown voltage
and high drift velocity allowing operation at high switching frequencies (>20 kHz).
Finally, it has high thermal conductivity and is attractive for the aerospace and nuclear
industry due to radiation hardness. Diamond is also candidate for high power applica-
tions but necessitates higher processing temperatures. Another WBG semiconductor
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that has potential for high-power devices (e.g. high-voltage Schottky diodes) and
radio-frequency applications is GaN. Due to its direct band gap it is also attractive
for cool lighting devices, namely light emitting diodes (LED)which are used for light
production by non-incandescent sources. Although the first blue LEDwas fabricated
with SiC, its efficiency was very low due to the indirect character of the energy gap.
As a result, more research effort was directed towards GaN and its alloys with AlN
and InN for the fabrication of high efficiency LEDs and laser diodes that cover the
whole visible range up to UV. The advantage of using light with small wavelength
in optical storage devices offers higher storage density compared to those using red
light. Furthermore, proper combination of devices that emit red, green and blue light
is utilized in panel displays and white-light emission. Another candidate for the fab-
rication of UV and blue-light emitting devices is ZnSe and its alloys. ZnO is also of
current research interest due to its wide and direct gap and piezoelectric properties.

Some physical and structural properties of WBG semiconductors are listed in
Table3.1. The value of the Eg is mainly determined by the size of the atoms and the
bond ionicity. Therefore, in the III–V and II–VI families the nitrides and the oxides,
respectively, havewider gaps. As a general trend, as the bonds becomemore polar the
gap tends to become direct. The bond ionicity is also related to the smaller electron
effective mass which is a prerequisite for high-frequency microelectronic applica-
tions. The high values of Debye temperature are related to high thermal conductivity
that allows easy transfer of the produced heat in high-power devices.

Inmost of the structures adopted by theWBG semiconductors, the atoms are tetra-
hedrally coordinated due to sp3 hybridization except from the hexagonal BN where
both the B and the N atoms are sp2 bonded forming layers similarly to graphite. The
main structures of theWBGsemiconductors are depicted in Fig. 3.1.Diamond,which
is the only elementalWBG semiconductor, crystallizes in the Fd3m space group. The
compound WBG semiconductors of the form MIVNIV, MIIINV and MIINVI crystal-
lize mainly in the zincblende (ZB) and wurtzite (W) structures with space groups
F 4̄3m and P63mc, respectively. The former is comprised of two interpenetrated fcc
while the latter by hcp lattices of M or N elements. In both structures each atom is
tetrahedrally bonded with 4 atoms of the other kind. The ZB and W structures are
similar when they are viewed along the (111) and (0001) axes, respectively. They
differ only in the sequence of the atomic planes as indicated in Fig. 3.1. More specif-
ically, the stacking sequence in the W structure is ABABA… while in the ZB is
ABCABCA…As a result the ZB and W polytypes have similar nearest neighboring
shell characteristics and therefore they can be hardly discriminated with extended X-
ray absorption fine structure (EXAFS) analysis. Some of the WBG semiconductors
exhibit polymorphism (or polytypism) and are stabilized in more than one structures
depending on the growth conditions. The most stable polytype of BN is the hexago-
nal. It crystallizes also in the ZB phase whereas the W phase is achieved under high
pressure conditions. The most characteristic case of polymorphism in WBG semi-
conductors is SiC that can be stabilized in more than 200 structures that differ mainly
in the sequence of the atomic planes resulting in differences in the band structure
as indicated in [3]. The only cubic polytype of SiC is the 3C and has an ABCABC
stacking sequence. The most common hexagonal type is the 6H. The number 6
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Table 3.1 Physical and structural properties of WBG semiconductors adopted from [1–6, 99]: Eg
is the energy gap (d stands for direct and i for indirect), ΘD is the Debye temperature at 300K, fi
is the bond ionicity and a, c, u are the unit cell parameters

Semi-con Type Eg(eV) ΘD(K) fi Space a (Å) c (Å) u

ductor Group

Diamond IV 5.5 (i) 1860 – Fd3m 3.57 – –

3C-SiC IV 2.4 (i) 1200 0.177 (0.394) F 4̄3m 4.36 – –

4H-SiC IV 3.2 (i) 1300 P63mc 3.07 10.05 –

6H-SiC IV 3.0 (i) 1200 P63mc 3.08 15.12 –

c-BN III–V 6.4 (i) 1700 0.256 (0.383) F 4̄3m 3.62 – –

h-BN III–V 5.2 (d) 323 P63/mmc 2.50 6.66 –

AlN III–V 6.2 (d) 970 0.449 (0.775) P63mc 3.11 4.98 0.382

F 4̄3m 4.38 – –

GaN III–V 3.4 (d) 600 0.500 (0.770) P63mc 3.19 5.18 0.377

F 4̄3m 4.5 – –

InN III–V 0.8 (d) 660 0.578 (0.859) P63mc 3.54 5.70 0.379

F 4̄3 m 4.98 – –

AlAs III–V 2.2 (i) 446 0.274 (0.367) F 4̄3m 5.66 – –

AlP III–V 2.5 (i) 588 0.307 (0.421) F 4̄3m 5.46 – –

GaP III–V 2.3 (i) 445 0.374 (0.361) F 4̄3m 5.45 – –

ZnSe II–VI 2.7 (d) 340 0.676 (0.740) F 4̄3m 5.67 – –

P63mc 4.00 6.54

ZnS II–VI 3.7 (d) 352 0.623 (0.764) F 4̄3m 5.41 – –

3.9 (d) P63mc 3.82 6.26 0.375

ZnTe II–VI 2.3 (d) 260 0.546 (0.560) F 4̄3m 6.10 – –

4.27 6.99 –

ZnO II–VI 3.4 (d) 370 0.616 P63mc 3.25 5.21 0.382

CdSe II–VI 1.9 (d) 230 0.699 (0.841) F 4̄3m 6.05 – –

1.8 (d) P63mc 4.30 7.01 0.368

CdS II–VI 2.6 (d) 210 0.685 (0.794) F 4̄3m 5.82 – –

2.5 (d) P63mc 4.14 6.71 0.377

A number of properties vary between samples or films grown under different conditions. The
ionicity values are according to Phillips [7] while those in parentheses correspond to local density
approximation calculations by N. E. Christensen et al. [8, 9]

indicates the number of double (Si-C) atomic planes in the stacking sequence. Zig-
zag lines drawn in the

(
112̄0

)
plane as these shown in Fig. 3.1, are often used for the

identification of the polytype. Controlling the stacking sequence of the SiC layers
might be proved a useful method for band-gap engineering taking into account that
the Eg varies with the polytype (see Table3.1). The fractional positions of the M
and N type atoms in the unit cell for the various structures adopted by the WBG
semiconductors are:
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Fig. 3.1 Structures adopted by the WBG semiconductors. A, B and C denote the close-packing
planes of the atomic basis in the unit cell (or equivalently the Si-C diatomic layers). The black
zig-zag lines are used for the determination of the SiC polytype where the number indicates the
double layers in the stacking sequence in the (112̄0) plane

In the case of the W structure the u-parameter, otherwise called internal struc-
tural parameter, corresponds to the displacement of the N atom sublattice relative
to the M atom sublattice along the c-axis. The ideal values for the c/a ratio and the
u-parameter are

√
8/3 = 1.633 and 3/8 = 0.375, respectively. In this case the near-

est neighbor (nn) distances within the 1st and the 2nd coordination shells are equal.
However, deviation of the c/a ratio and u-parameter from the ideal values results in
slight distortion of the tetrahedra.
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Fig. 3.2 Part of the periodic
table that contains the
elements related to the
formation of WBG
semiconductors. The
electronic configuration and
the energy of the absorption
edges are also included for
each element

The part of the periodic table that contains the elements that participate in the
formation ofWBG semiconductors is shown in Fig. 3.2. The electronic configuration
and the core electron binding energies are also indicated for each atom. Both hard
and soft X-rays are utilized for the study of semiconductors by means of XAFS
(for the experimental aspects see Sect. 1.3.1). Application of the fluorescence yield
mode is advantageous compared to the transmission mode in the case of thin layers
grown epitaxially on substrates. It is also useful for the electronic discrimination
of edges which are very close each other as for example for the rejection of the O
parasitic signal and the Ga-L-edge due to 2nd order monochromator diffraction from
the N-K-edge spectra of GaN. Electron yield detection is also used but charging
effects due to the WBG character might result in spectra distortion as shown in
[12, 13].

The core-hole lifetime, τ , that is the period of time during which the hole formed
in a core shell after the absorption process remains empty, is an important parameter
that affects the quality of the near edge XAFS spectra—traditionally the terms near-
edge X-ray absorption fine structure (NEXAFS) and X-ray absorption near edge
structure (XANES) are used when soft or hard X-rays, respectively, are utilized.
Thus, the primary cause of natural broadening of the NEXAFS peaks is the natural
width Γ = �/τ which increases with Z. For the first row elements, Γ is in the
order of 0.1eV resulting in NEXAFS spectra with very fine structure allowing the

http://dx.doi.org/10.1007/978-3-662-44362-0_1
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observation of core-exciton peaks and vibronic transitions as it will be discussed in
the following. Another interesting issue in semiconductors that crystallize in hexag-
onal space groups is the polarization dependence of the spectra due to the linear
polarized character of Synchrotron Radiation. The main application of XAFS for
the study of WBG semiconductors is the determination of structural parameters and
the partial density of empty states in the conduction band. In addition to that it
provides information on how these characteristics are affected by alloying, implan-
tation, annealing, pressure, temperature, crystal size, polarization, strain, presence
of defects and growth conditions.

3.2 XANES Characterization

The small core-hole broadening of the K-edges of N, O, B and C results in very
fine structure of the near edge spectra. The NEXAFS spectra at the Al-K and
Ga- and In-L-edge are also taken into consideration. Contrary to optical absorp-
tion that provides the joint density of states (DOS) in the valence and conduction
bands, NEXAFS provides directly the DOS in the conduction band since the initial
state is a core state with well defined quantum numbers. However, selection rules
impose the projection of the density of states to a specific orbital of the absorbing
atom providing the partial DOS. Furthermore, core-hole relaxation effects should be
also considered since they affect the energy of the final state (see Sect. 1.2).

In order to compare spectra recorded at the same edge of different samples,
from the same sample after processing (irradiation, annealing etc.) or recorded at
different angles of incidence, the spectra should be normalized after subtraction of a
proper, usually linear, background. The normalization can be done to the edge jump
(see Sect.1.4.1) or equivalently to the atomic limit that is the energy where nei-
ther NEXAFS transitions nor EXAFS oscillations occur. The latter is helpful when
good quality EXAFS spectra can not be recorded. According to Bianconi [14], the
atomic limit is roughly defined as the energy that corresponds to the photoelectron
wavenumber, k, with wavelength, λ, equal to the distance of the absorbing atom to
its first neighbors i.e. kR∼2π .

3.2.1 Polarization Dependent Measurements

The linear polarization of Synchrotron Radiation is important for the study of
semiconductors that crystallize in theW or hexagonal structure, since angular depen-
dent measurements provide information on the type of the final state. The spectra of
(0001) wurtzite AlN, GaN and InN recorded at the N-K-edge exhibit strong polariza-
tion dependence as discussed in [15]. Representative spectra recorded at near-normal
and near-grazing incidence as well as at the magic angle, are shown in Fig. 3.3. The
magic angle is approximately 55◦ with respect to the sample surface and its meaning

http://dx.doi.org/10.1007/978-3-662-44362-0_1
http://dx.doi.org/10.1007/978-3-662-44362-0_1
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Fig. 3.3 Angular dependent N-K-edge NEXAFS spectra of (0001) wurtzite group-III nitrides

will be discussed later in this Section. The sample was positioned vertically and thus
the c-axis was lying on the horizontal plane. The sample was rotated around a ver-
tical axis so that the angle between the impinging beam and the c-axis was varying.
The spectra shown in Fig. 3.3 exhibit a strong angular dependence, which is also
referred as polarization dependence or linear dichroism. Such an angular depen-
dence is not observed in samples with cubic symmetry, in powder or amorphous
samples as well as in polycrystalline samples with random orientation of crystallites.
Some of the NEXAFS peaks in the spectra shown in Fig. 3.3 appear more intense at
near-grazingwhile others at near-normal incidence. The peaks correspond tomaxima
of the partial DOS in the conduction band. In a different approach, due to the small
mean free path of the photoelectron that limits the sensitivity of XAFS to regions of
about a nm or less, the bonding environment of the absorbing atom can be considered
in a molecular orbital approach, taking into account the point symmetry around the
absorbing atom. However, the electronic states for such a molecule, which is the
tetrahedron around the absorbing atom, are modified by the potential of the crystal.
Thus, it can be considered that the NEXAFS peaks correspond to transitions from
the 1s state of the N atom to final states of antibonding molecular orbitals with p
character of the tetrahedron formed due to sp3 hybridization.

The position of the NEXAFS peaks can be determined after proper fitting. A step
function can be used to take into account the transition probability to final states in
the continuum whereas a number of Gaussians is used to account for the transitions
to final bound states of antibonding molecular orbitals as it is proposed by Stöhr [16].
Representative fitting of a NEXAFS spectrum of W-GaN recorded at 80◦ is shown
in Fig. 3.4. The type of the final p-state of the NEXAFS peaks can be deduced from
the angular dependence of the area under the peaks. More specifically, as described
in Chap.1 (see (1.3)), the absorption coefficient, μ, is proportional to the transition
rate between the core level |i〉and the final |f〉 states given by the equation, assuming
the validity of the dipole approximation:

μ ∝ ∣∣〈f| ε̂ · �r |i〉∣∣2 ρ (3.1)

http://dx.doi.org/10.1007/978-3-662-44362-0_1
http://dx.doi.org/10.1007/978-3-662-44362-0_1
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Fig. 3.4 Fitting of N-K-edge
NEXAFS spectrum of GaN
recorded at near-normal
incidence

Table 3.2 Character table of the C6v point group symmetry as defined in [17]

C6v E 2C6 2C3 C2 3σv 3σd

A1 1 1 1 1 1 1 z x2 + y2, z2

A2 1 1 1 1 −1 −1 Rz

B1 1 −1 1 −1 1 −1

B2 1 −1 1 −1 −1 1

E1 2 1 −1 −2 0 0 (x, y)(Rx, Ry) (xz, yz)

E2 2 −1 −1 2 0 0 (x2−y2, xy)

whereρ is the density of empty final states and ε̂ is the polarization vector of theX-ray
beam. The operator ε̂ · �r projects the orbitals along the direction of polarization of the
beam. Therefore, in crystalline solids, the dipole matrix element, and consequently
the intensity of the NEXAFS peaks, depends on the angle of incidence of the beam.
The angular dependence of the NEXAFS peaks can be explained using group the-
ory as indicated in [16, 17]. Contrary to X-ray diffraction that due to translational
symmetry depends mainly on space group symmetry, spectroscopy is interpreted in
terms of point group symmetry operations. The point symmetry of theW structure is
C6v and Table3.2 is its character table. Since x2+y2, z2 that represents a spherically
symmetric distribution, forms a basis of the A1 irreducible representation, the 1s
initial state is an a1 state. Due to dipole selection rules, the final state should be a p
state and thus it should transform either like the A1 (in the case of a pz orbital) or
like the irreducible representation E1 in the case of px , py orbitals since x and y are
basis functions of E1. Mixing of orbitals occurs when they belong to the same irre-
ducible representation. An electric dipole transition is allowed if the direct product
of the initial and final states is or contains the irreducible representations to which
x, y, z belong. Since A1 ×A1 =A1 and A1 ×E1 =E1 the allowed transitions are the
1a1 → a∗

1 and 1a1 → e∗
1. The a1∗ state, which results from mixing of s and pz

orbitals, can be considered as a vector orbital (electronic charge distribution along
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Fig. 3.5 Angles defining the
orientation of a molecular
orbital relative to the sample
and the polarization vector of
the impinging X-ray beam.
For vector orbitals, M points
towards the direction of
maximum electron charge
density along the orbital’s
axis. In plane orbitals, M is
normal to the electron charge
distribution

the z axis) and will be strongest when the electron field vector is parallel to z, i.e. for
grazing incidence in c-plane GaN. The e1∗ final state, which results from mixing of
px and py orbitals, can be considered as a plane orbital and will be strongest when
the electron field vector is parallel to the (x, y) plane, i.e. for normal incidence. The
peaks P1, P3 and P6 shown in Fig. 3.4 correspond to transitions to final vector (s, pz)

orbitals while P2, P4, P5 to (px , py) plane orbitals. Similar angular dependence has
been observed in AlGaN and InGaN alloys in [15, 18, 19]. The angular dependence
of the N-K-edge NEXAFS spectra has been applied for the determination of the
orientation of GaN crystallites formed by nitridation of GaAs layers by Lübbe et al.
[20] and for the study of the effect of thickness of InN layers on the orientation of
the microcrystallites [21].

The intensity of theNEXAFSpeaks depends on the angle between the polarization
vector of the beam and the electron charge distribution of the orbital. The angles that
define the orientation of a vector orbital, M, or a plane orbital with the normal to
the planar electron charge distribution represented by M, are shown in Fig. 3.5. The
matrix element of a NEXAFS resonance in 3.1 in the case of a (s, pz) vector or a
(px , py) plane orbital depends on the angle δ between the electric field vector E and
M. More specifically, the absorption cross section is given by the equation:

μ (δ) = μ0

4π

[
1 + 1

2
βm

(
3 cos2 δ − 1

)]
(3.2)

where μ0 is the photoabsorption cross section for random bond orientation and βm
takes the value −1 for transitions from a 1s initial state to final π states and the value
2 for transitions to final σ states, as indicated in [16, 22]. According to Stöhr et al.
[22], in order to take into account the orientation of the orbital relative to the sample,
the term cos2δ can be written as:

cos2 δ = cos2 θ cos2 α + sin2 θ sin2 α cos2 φ + 2 sin α cosα sin θ cos θ cosφ (3.3)
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where φ is the azimuthial angle, as shown in Fig. 3.5. In bulk samples the angle φ

can take any value. Moreover, in samples with the c-axis normal to the surface, the
normal to the sample surface is parallel to a rotation axis of sixth order. The mean
values of cosφ and cos2 φ in the range 0–2π are 0 and 0.5, respectively. Therefore,
3.2 transforms to:

μ = μ0

4π

[(
1 − βm

2
+ 3

4
βm sin2 α

)
+ 3

2
βm

(
1 − 3

2
sin2 α

)
cos2 θ

]
(3.4)

In 3.4 for θ = 54.73◦, an angle that is calledmagic angle, the absorption cross section
takes the value μ0/4π and therefore becomes independent of the orbital orientation
i.e. angle α. Thus, the directions of maximum electron charge density can be deduced
by fitting the angular dependence of the intensities of the NEXAFS peaks using 3.4,
after normalization with corresponding values from the spectra recorded at the magic
angle.

The hexagonal polytype of BN exhibits a more prominent angular dependence
compared to nitrides that crystallize in the W structure due to the characteristic sp2

bonding that results in a layered structure as described in [23, 24]. According to
Brown et al. [25] the point symmetry of hexagonal BN is D3h and is expected to
exhibit dichroic absorption in a similar way as W crystals with C6v point symmetry,
as it is observed by Brouder [26]. Transitions from the initial 1s state are to final
states with (px, py) contribution (σ ∗ states) or to states with pz character (π∗ states).
The vector orbitals π∗ can be described as vectors parallel to the c-axis and normal
to the hexagonal rings (see Fig. 3.1). The N- and B-K-edge spectra of hexagonal BN
recorded at different angle of incidence, θ , are shown in Fig. 3.6. The c-axis was
normal to the sample surface. In the B-K-edge spectra a sharp peak is observed at
192eV whereas broader peaks appear above the energy of 197eV. The intensity of
the former decreases drastically with the angle of incidence. Similarly, in the N-K-
edge spectra the peaks that appear just above the absorption threshold, at ∼401 eV,
lose intensity as the angle of incidence increases. Muramatsu et al. [23] used discrete
variational—Xα molecular orbital calculations for the density of unoccupied states
and identified the π character of the final states for the transitions around 192 and
401eV at the B- and N-K-edge, respectively. The complete disappearance of these
peaks at normal incidence has been observed by Moscovici et al. [24] in the case of
highly oriented pyrolytic BN with the c-axis normal to the surface, verifying the pz

character of the final states.
The angular dependence of the NEXAFS spectra can be also approached by

taking into account the orientation dependence of the absorption tensor M in
μ ∝ ε̂ · M · ε̂ = ∑

jk M jkε jεk where the vector ε̂ = [sin θ cosϕ, sin θ sin ϕ, cos θ ]
describes the polarization of the X-ray beam. M jk ∝ ∑

f 〈ψi |r j
∣∣ψ f

〉 〈
ψ f

∣∣ rk |ψi 〉
are the tensor elements of the absorption tensor M that sums over the dipole transi-
tions to all final states. Another method for the study of the angular dependence that
utilizes spherical tensors can be found in the paper by C. Brouder [26].
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Fig. 3.6 B-K- (top) and
N-K- (bottom) edge angular
resolved NEXAFS spectra of
hexagonal BN. Reprinted
from Spectrochimica Acta A,
Vol. 59, Y. Muramatsu, T.
Kaneyoshi, E. M. Gullikson,
R. C. C. Perera,
Angle-resolved soft X-ray
emission and absorption
spectroscopy of hexagonal
boron nitride, pages
1951–1957, © (2003), with
permission from Elsevier

3.2.2 Polymorphism and Multiphase Materials

The N-K-edge NEXAFS spectra of the W polytypes of the binary compounds AlN,
GaN and InN shown in Fig. 3.3, reveal that the NEXAFS spectra are fingerprints
of the cation bonded to the absorbing atom. A closer inspection of the part of the
spectrum around the absorption edge, reveals that as the atomic number of the cation,
Z, increases (from AlN to InN), the absorption edge shifts towards lower energies
indicating a red shift of the conduction band minimum associated with the smaller
Eg (see Table3.1). Furthermore, the absorption edge becomes steeper as the Z of
the cation decreases. This variation could be related to the smaller curvature of the
conduction band minimum resulting in larger effective mass, m∗

e , of the electron
around the band minimum. Values of m∗

e/m0 equal to 0.3, 0.2 and 0.1 for AlN, GaN
and InN, respectively, were reported in [27–29].

The NEXAFS spectrum is not only fingerprint of the group-III element bonded
to N but also of the symmetry. Although the nearest neighboring coordination of the
W and ZB GaN polytypes is quite similar (see Sect. 3.3.1), the N-K-edge spectra
exhibit differences. The spectra of the W and ZB polymorphs of GaN are compared
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Fig. 3.7 N-K-edge NEXAFS
spectra of W and ZB
polytypes of GaN recorded at
the magic angle and at near
normal incidence. The
spectrum of a mixed phase
sample can be simulated as a
weighted average of the
spectra of the W and ZB
phases

Fig. 3.8 C-K-edge NEXAFS
spectra of SiC polytypes. The
spectra of the cubic (3C)
polytype do not depend on the
angle of incidence contrary to
the spectra of the hexagonal
(6H) that exhibit
characteristic angular
dependence. The spectra were
kindly provided by Dr.
Maddalena Pedio, Instituto
Officina dei Materiali
IOM-CNR Laboratorio
TASC, Italy

in Fig. 3.7 for near normal incidence (θ = 80◦) and incidence at the magic angle in
order to avoid polarization effects. The C-K-edge NEXAFS spectra of the 3C and
the 6H polytype of SiC are shown in Fig. 3.8 and their differences are discussed by
Pedio et al. [30]. In a similar way toGaN, the 6H polytype exhibits prominent angular
dependence. Furthermore, although the nn bonding configuration of the atoms is the
same in all the SiC polytypes, the different long range order affects significantly
the energy gap (see Table3.1) as well as the electronic structure that is evidenced
by the different energy positions of the maxima of the spectra shown in Fig. 3.8.
However, the spectra exhibit strong similarities in the region above 295eV (∼15eV
above the absorption edge). Comparison of the NEXAFS spectra recorded at the
Si-L3 and C-K-edges of the 3C and 4H polytypes can be found in [31]. The authors
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discuss the differences between the spectra of the two polytypes in relation to their
band structure characteristics. Particularly the position of the absorption edge in SiC
was found to be sensitive to the variations of the energy gap of the various polytypes
because the valence bandmaximum remains unaffected, as it is verified by combined
X-ray emission and absorption measurements by Lüning et al. [32].

The observed differences in the NEXAFS spectra of the various semiconductor
polymorphs can be used for the estimation of their percentage in mixed-phase sam-
ples using the method of linear combination fitting of the spectra (see Sect. 1.4). For
example, growth of GaN on (0001) Al2O3 substrates results in the stabilization of
the W polytype. ZB GaN has been grown on (100) Si whereas an attempt to grow
hexagonal GaN on (111) Si resulted in samples with large concentration of stacking
faults, i.e. introduction of ABC stacking regions (ZB phase) in the ABAB (W phase)
sequence. The NEXAFS spectrum of the mixed phase sample is fitted as a weighted
average (linear combination) of the spectra of the ZB and W polymorphs in Fig. 3.7.
The linear combination of spectra approach is applicable due to the localized char-
acter of the NEXAFS technique that stems from the small mean free path of the
photoelectron compared to the excitation volume of the beam. The latter can be esti-
mated by the information depth, which for measurements in the fluorescence yield
mode can be calculated using the methodology described by Tröger et al. [33] and
the cross section of the beam projected on the sample surface. Determination of the
component percentage in mixed phase samples by means of the linear combination
method using spectra recorded at different angles of incidence reduces the uncer-
tainty. A similar procedure has been followed for the determination of the hexagonal
and ZB phases in BN films using both spectra recorded at the N- and B-K-edges by
Zhou et al. [34].

Another example on the application of the linear combination of spectra is the
determination of the percentage of sp2 bonded C in diamond-like films. The amount
of the sp2 phase in the sample is usually determined by the growth conditions. The
ratio of diamond (sp3) to non-diamond (sp2) carbon affects the film properties like
energy gap, electrical conductivity, optical transparency, hardness etc. as discussed in
[35, 36]. The NEXAFS spectra of diamond, highly oriented pyrolytic graphite
(HOPG) and amorphous carbon are illustrated in Fig. 3.9. The different symmetry
and bonding configuration of C results in significantly different NEXAFS spectra.
The peak that appears at ∼285eV is assigned to 1s → π∗ transitions to antibond-
ing states of carbon and is characteristic of the sp2 configuration. The intensity of
this peak in the HOPG exhibits strong polarization dependence, similarly to the
corresponding peak in BN (see Fig. 3.6). The 1s → π∗ peak is also present in the
spectra of amorphous carbon, although the rest of the spectrum is characterized by
the absence of fine structure at energies higher than 290eV. The same behavior is
also observed in samples with no preferential orientation. Therefore, the presence
of a peak at ∼285eV in the spectra of diamond-like materials is a fingerprint of the
existence of sp2 bonded C. Fayette et al. [36] reconstructed the NEXAFS spectra
of diamond-like materials prepared by chemical vapor deposition as a linear com-
bination of three reference samples: diamond, amorphous carbon and HOPG. As in
the case of W nitrides, in order to avoid the polarization dependence of the HOPG

http://dx.doi.org/10.1007/978-3-662-44362-0_1
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Fig. 3.9 C-K-edge NEXAFS
spectra of natural IIA
diamond, highly oriented
pyrolytic graphite (HOPG)
and amorphous carbon films
prepared by ion-beam
sputtering. Reprinted figure
with permission from L.
Fayette, B. Marcus, M.
Mermoux, G. Tourillon, K.
Laffon, P. Parent, F. Le
Normand, Phys. Rev. B, 57,
14123 (1998). © (1998) by
the American Physical
Society

reference on the angle of incidence, the reference spectrum should be recorded at
the magic angle. It should be pointed out that the NEXAFS spectra are advantageous
compared to Raman spectra for the determination of the sp2/sp3 ratio in carbon
thin films, since the X-ray absorption cross section for both carbon hybridizations is
the same and NEXAFS is not very sensitive to particle size effects as described in
[37, 38].

3.2.3 Core Exciton in Diamond

The excitation of an atom after the absorption process results in the formation of
excitons that can be considered as the interaction of photoelectron with the 1s core-
hole. In semiconductors with high dielectric constant, the electron-hole interactions
are strongly screened.According toBassani [39] the resulting excitons are ofWannier
type and they can be described by a hydrogen-like model. Absorption that involves
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excitonic states can be observed in the near edge spectra of diamond, since the C-K-
edge core-hole width is smaller than 0.1eV, as reported in [16] and thus smaller than
the binding energy of the exciton. The observation of excitonic absorption is allowed
provided that good experimental resolution has been achieved and the materials are
of good quality. Such a C 1s excitonic absorption appears as a very sharp peak at
about 289eV in the spectrum of diamond shown in Fig. 3.9. Morar et al. [40] fitted
the near edge region of the XAFS spectrum of diamond in order to determine the
energy of the excitonic transition using the theoretical absorption probability �(hν)

convoluted with a Gaussian lineshape, so as to take into account the experimental
broadening:

Φ(hν) ∝
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where hν is the photon energy, ΔEex is the ground state excitonic binding energy,
Γ is the Lorentzian width, ECBM is the conduction band minimum energy and
γ = ΔEex/

√
E′ − ECBM. The first term represents a series of discrete excitonic

states of quantum number n whereas the second, transitions to the continuum assum-
ing a parabolic band shape around the conduction band minimum. In both terms
convolution with Lorentzian lineshapes is applied in order to account for the core-
hole broadening. The modeling revealed the value of ΔEex = 189 meV which is in
very good agreement with the value theoretically predicted assuming a hydrogen-
like model for the core exciton in diamond. As reported in [41, 42], the excitonic
peak in diamond is very sensitive to the presence of defects and lattice disorder and
disappears even after implantation with low-energy ions at low fluences where the
NEXAFS peaks assigned to the density of empty states remain unaffected. Annealing
of the implanted diamond was not proved adequate to recover the excitonic states
indicating that core excitons are very sensitive to the crystallinity and the absence of
defects. Therefore, as proposed by Coffman et al. [37], the intensity of the exciton
peak can be used as an indicator for the assessment of the quality of the diamond
films.

3.2.4 Ion Implantation and Defects

Ion implantation is used for semiconductor doping and synthesis as well as for
electrical isolation. It is also used for the study of damage accumulation in crystalline
materials. Extended discussion on disordered semiconductors studied by XAS can
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Fig. 3.10 N-K-edge
NEXAFS spectra of
implanted GaN recorded at
the magic angle: a as-grown
sample and implanted with
fluences b 5×1013 c 1× 1015

d 5×1015 and e
1×1017 cm−2. (b–d) Indium
implants at 700 keV, 77 K and
e O implant, 70 keV, room
temperature. A magnification
of the spectrum around the
resonance RL2, recorded with
better energy resolution, is
shown in the inset

be found in Chaps. 7 and 8 while XAS studies of dopants in semiconductors are
discussed in Chap. 4.

The N-K-edge NEXAFS spectra of GaN subjected to implantation with O and In
ions are shown in Fig. 3.10. The main effects of ion implantation are:

(a) Broadening of the NEXAFS peaks as the implantation fluence increases due to
the increased lattice damage that results in locally different bonding modifica-
tions of theNatom (spectra a,b,c inFig. 3.10). In this case the spectrum represents
a statistic average of the spectra of the various bonding environments. Above a
fluence threshold the NEXAFS peaks smear out (spectrum d). From this point
of view, the NEXAFS spectra offer an experimental tool for the determination
of the amorphization fluence threshold.

(b) Emergence of resonance lines at energy positions that do not depend on the type
of the implant and can be attributed to transitions to empty defect-related states.
RL1 appears about 1.5eVbelow the absorption edgewhileRL2 at approximately
1eV above the absorption edge. RL1 has been attributed in [43] to the N split-
interstitial defect which is formed by two N atoms that occupy the same lattice
site. According to theoretical calculations by Neugebauer et al. [44], the inter-
action between the two N atoms results in the formation of empty states with
p component exactly in the middle of the gap. RL2 has been observed in the
spectra of GaN implanted with various ions in [45–47] and has been assigned
to 1s → π∗

g transitions of molecular nitrogen trapped in the GaN matrix in
[45–47]. It is asymmetric and exhibits a fine structure that can be simulated using
a number of Lorentzians which are equidistant. Petravic et al. [48] attributed the
fine structure of the peak to the vibronic character of the final states because
they combine changes in both the electronic and the vibrational state of the
N2 molecule. The formation of molecular nitrogen in the form of bubbles after

http://dx.doi.org/10.1007/978-3-662-44362-0_7
http://dx.doi.org/10.1007/978-3-662-44362-0_8
http://dx.doi.org/10.1007/978-3-662-44362-0_4
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implantation is also substantiated by transmission electron microscopy charac-
terization results reported in [49]. The area under the resonance lines can be in
principle related to the concentration of the corresponding defects in the sample.
N split-interstitials are formed at much lower implantation fluences compared
to N2 while the concentration of both increases with the fluence and is affected
by the type of the implant and the implantation energy and temperature [50].
Annealing at 800 ◦C for 15 s can effectively remove both implantation-induced
defects in In implanted layers. The N-K-edge NEXAFS spectra of disordered
GaN:O films were used in a similar manner by Ruck et al. [46] for the deter-
mination of the N2 content in the films. The broadening of the N2 1s → π∗

g
resonance in various compound semiconductors subjected to low-energy N ion
bombardment has been studied by Petravic et al. [48]. They found a direct rela-
tion of the width of the peaks that comprise the resonance line with the lattice
constant indicating that the broadening of the lines is related to the probability
of the electron to escape from the π∗ orbital to the semiconductor matrix.

The sensitivity of the NEXAFS spectra for the identification of defects has been
also demonstrated in BN by Jimenez et al. [51] and Caretti et al. [52]. The B-K-edge
NEXAFS spectra of hexagonal BN prepared in the form of powder and thin film
are shown in Fig. 3.11 along with the spectrum of an Ar+ sputtered powder sample.
The spectrum of the powder sample shows the characteristic 1s → π∗ resonance
(indicated with W) at 192eV of sp2 bonded B. However, in a thin BN film grown
by N+

2 assisted pulsed laser deposition (PLD), three additional peaks (denoted as
X, Y, Z in Fig. 3.11) appear at 192.6, 193.2 and 193.8eV, respectively, indicating
that this growth procedure results in defective layers. The peak W evolves in four
peaks (W-Z) in a similar way also in the Ar+ sputtered BN power. Furthermore,
implantation of BN films with N2

+ions was found to result in enhancement of the

Fig. 3.11 B-K-edge
NEXAFS spectra of
hexagonal BN in the form of
powder (as prepared and Ar+
sputtered) and a thin BN film
prepared by N+

2 assisted
pulsed laser deposition
(PLD). The figure is kindly
provided by Dr. Ignacio
Jiménez, Instituto de Ciencia
de Materiales de Madrid,
Spain
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intensity of the X-Z peaks. These peaks were attributed by Jiménez et al. [51] to
the formation of N void defects. In another interpretation, the decoration of these
voids with oxygen has been considered and the X-Z peaks were assigned to BN2O,
BNO2, BO3 bonding modifications, respectively. The proposed assignment is based
on the charge transfer from the B atom to its ligands due to the difference in their
electronegativities. According to Caretti and Jiménez [52], the substitution of a N
atom with an O results in a blue-shift of the 1s→π∗ resonance by about 0.6eV.

3.2.5 Near Edge Spectra Simulations

As mentioned in Chap.1, the near edge part of the XAFS spectrum is very sensitive
to multiple scattering and thus the path-by-path fitting of the spectra is not applicable
because it necessitates a lot of computing power and time. Therefore, simulations
are performed using various theoretical methods based on hypothetical structures.
Despite this drawback, the significance of the multiple scattering contributions ren-
ders XANES very sensitive in the bonding geometry even in the case of polymorphs
with similar nearest neighbor shell characteristics which are hardly distinguishable
by EXAFS.

In order to predict theoretically the NEXAFS spectra it is necessary to describe
the initial state, the final state and the transition probability based on 3.1. According
to selection rules imposed by the dipole approximation, in the spectra recorded at the
K edge, the final state is a p state and thus the projected partial density of empty states
should be considered. In the case of L edges, mainly d final states are probed since
the probability to probe states with angular quantum number � − 1, is considerably
smaller. However, according to de Groot [53], the presence of the core-hole distorts
slightly the empty DOS since the atom is in an excited state, is left with Z-1 electrons
and the core potential is slightly different. Therefore, quasi-particle models should
be applied (see Sect. 1.2.2). In crystalline semiconductors band structure calculation
methods can be employed. Furthermore, characteristics of the XANES spectra, e.g.
maxima, are often related to characteristics of band structure. For example the dip
at approximately 303eV in the XANES spectrum of diamond shown in Fig. 3.9, is
attributed in [54] to a secondary gap in its conduction band structure. On the other
hand, the use of multiple scattering calculations for a cluster of atoms around the
absorbing atom are less time consuming, there is no restriction to crystalline phases
and can predict well also the absorption cross section for transitions to the continuum.
A description of the theoretical methods used for the calculations of XANES can be
found in [55].

The ground state density of empty states, namely without taking into account
the core-hole effects, of BN, InN, GaN, AlN, ZnO, SiC, ZnS, CdS, GaN, CdSe
has been calculated using the self consistent orthogonalized linear combination of
atomic orbitals (OLCAO) in the local density approximation (LDA) byXu andChing
[56]. The same authors have reported the partial density of states of the W, ZB and
hexagonal polytypes of BN in [57]. Mizoguchi et al. [58] used the OLCAO method

http://dx.doi.org/10.1007/978-3-662-44362-0_1
http://dx.doi.org/10.1007/978-3-662-44362-0_1
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for the simulation of the K- and L3-XANES spectra of AlN, GaN, InN and ZnO.
In this case, the core-hole effects in the final state have been taken into account
and the matrix elements for the dipole transition were also calculated. Relatively
large supercells were used in order to minimize the interaction between the core-
holes and the polarization dependence of the spectra was also predicted. The K-
and L- edge spectra of group II-tellurides are compared with self-consistent linear
muffin-tin-orbital (LMTO) calculations by Kisiel et al. up to about 15eV above
the absorption edge [59] without the inclusion of core-hole corrections. Since this
method fails to determine accurately the position of the absorption edge, the energy
scales of the experimental and theoretical spectra should be aligned. Lambrecht et al.
[60] have used the LMTO method for the simulation of the Ga M2,3 and N-K-edge
NEXAFS spectra of GaN without taking into account core-hole effects. They also
reproduced the NEXAFS spectra from the glancing angle X-ray reflectivity spectra
using the Kramers-Kronig formulation. The WIEN2k code that employs the density
functional (DFT) augmented plane wave (APW) scheme has been also used for the
reproduction of the main features of the spectra of AlN and GaN taking also into
account core-hole and polarization effects by Magnuson et al. [61, 62]. The same
code has been used for the simulation of the C- and Si-K-edge spectra of the 6H
and 3C polytypes of SiC by Liu et al. [63]. Although the simulations agree with the
experimental spectra recorded at the Si-K-edge, at the C-K-edge the theory fails to
reproduce the spectra as far as the positions of the maxima and the relative intensity
of the peaks is concerned. The influence of various treatments for the inclusion of
core-hole effects in the Ga-K-edge spectra of GaP calculated using theWIEN2k code
were investigated by Li et al. [64].

Multiple scattering calculationswere performed in real-space clusters of a number
of atoms around the absorbing atom. Such calculations with clusters of about 100
atoms for the W and ZB polytypes of CdS were published by Levelut et al. [65]. The
differences in the spectra of the W and ZB polytypes were explained after taking
into account the contribution of distant neighboring shells in the absorption cross
section and their collinearity with the second shell (strong focusing effect). The
angular dependence of the spectra of the W polytype is also discussed [26]. Multiple
scattering simulations using the FEFF code [66] have been performed in the K- and
L- edge spectra of both Zn and S of the ZB and W polytypes of ZnS by Gilbert et al.
[67]. FEFF simulations that yielded very good agreement with the experiment have
been also performed in [68] for the W and the rocksalt phase of ZnO, the latter being
stabilized under high pressure. Clusters containing 27 and 93 atoms were used for
the self consistent field (SCF) and the full multiple scattering (FMS) calculations,
respectively. The effect of the value of the u-parameter on the Zn-K-edge spectra
of ZnO was investigated by means of FEFF by Haug et al. [69]. They reported that
variation of the u-parameter from 0.37 to 0.39 did not affect significantly the Zn-K-
edgeXANES spectra. FEFF simulations of theN-K-edge spectra of group III nitrides
have been also reported by Guo et al. [70] and Chassé et al. [71].
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3.3 EXAFS Characterization

3.3.1 Binary Compounds

The similarity of the W and ZB structures when viewed along the (0001) and (111)
axes, respectively, results in comparable nn shell parameters up to the fourth shell.
To be more precise, in the ZB phase the 4 and 12 atoms that comprise the 1st and
2nd shells, respectively, are equidistant to the central atom. Contrary to that, in a
binary compound MN that crystallizes in the W structure, the tetrahedron around
M (and N) is distorted with the N (M) atom that is located on the c-axis being at
the distance Rin

M−N = u · c and the other three, which are positioned in the base of

the tetrahedron and out of the c-axis, at a distance Rout
M−N =

√
a2
3 + c2

( 1
2 − u

)2
.

In the second nn shell, 6 atoms are located in the same plane (the basal, c-plane)
at a distance equal to Rin

M−M = a and three above and below that plane at distance

Rout
M−M =

√
a2
3 + c2

4 . The slight distortion of the tetrahedron and the splitting in the
distances in the 2nd nn shell for the W structure due to the deviation of the c/a and u
from the normal values can not be easily identified by EXAFS. However, acquisition
of EXAFS spectra at normal and grazing incidence results in enhancement of the
different shell contributions, depending on the angle between the polarization vector
of the X-ray beam and the bond direction, offering a method for the determination
of the two distances within the shell. Furthermore, in the case of thin films which are
often subjected to usually biaxial strain, the c/a ratio deviates further from the normal
value resulting in larger variation of the nn distances within one shell as reported in
[72, 73].

Due to the tetrahedral coordination of most of the WBG semiconductors, the
contribution of multiple scattering paths, mainly triangular paths, is generally small.
Especially when the 1st nn shell consists of light elements (e.g. N, P, O) the multiple
scattering contribution in the EXAFS region is even less significant as it has been
shown by Wei et al. [74]. The triangular paths DS1 and DS2, shown in Fig. 3.12, in
tetrahedrally coordinated semiconductors are expected to contribute in the Fourier

Fig. 3.12 Triangular
scattering paths in the ZB
structure (central atom: A)
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transform amplitude between the 2nd and 3rd nn shells. The situation is similar in
semiconductors that crystallize in the W structure although the slight distortion of
the tetrahedron results in a larger number of DS paths with smaller degeneracy. Com-
pared to GaP, where the DS contribution in the magnitude of the Fourier transform of
the spectrum recorded at the Ga-K-edge is small, in GaSb significant damping of the
second shell peak has been observed by Wei et al. [74]. Similarly, for the fitting of
the ZnSe EXAFS spectra reported in [75], only single scattering contributions were
necessary in both the Se and Zn-K-edges for k≥3Å−1. In case of negligible multi-
ple scattering contributions, provided that the nn shell contributions in the Fourier
transform magnitude are well discriminated and can be filtered without overlap, the
amplitude-ratio method can be implemented for the determination of the cumulants.

3.3.2 Effect of Temperature

As discussed inChap.1, theDebye-Waller factors can be considered as having a static
and a thermal component. The contribution due to static disorder is relatively small
in crystals with low defect concentration. The thermal component increases with
temperature and the rate depends on the strength of the bonds. A simple model that
relates the frequency of the thermal atomic vibrations with the Debye-Waller factors
is the Einstein model that assumes a unique frequency, ωE, for all the vibrational
modes in a lattice. The Einstein temperature is defined as ΘE ≡ �ωE/kB where �

and kB are the Planck and Boltzmann constants. According to the Einstein model the
dependence of the thermal component of the Debye-Waller factor, σ 2, can be fitted
using the equation:

σ 2 = �
2

2ΘEkBμ
coth(

ΘE

2T
) (3.6)

whereμ is the reduced mass of the corresponding atom pair. The values of σ 2 versus
temperature for the case of GaN, InN and ZnSe are fitted in Fig. 3.13 using 3.6 as
it also described in [76–78]. It is evident that for T→ 0, σ 2 → �

2ωE μ
, i.e. it is

inversely proportional to the effective mass of the atom pair. The value of ΘE for the
Ga-Ga interaction in GaN is found equal to 300 K and for the In-In interaction in InN
equal to 190K. In ZnSe, ΘE is found equal to 295K for the Zn-Se interaction (1st
nn shell) and 165K for the Se-Se interaction in the 2nd nn shell as reported in [78].
Dalba et al. [79] determined an Einstein temperature equal to 228 K for the Se-Cd
pair in wurtzite CdSe. Corrections due to anharmonicity of the atomic vibrations
are also discussed in the same paper. Anharmonicity effects become important as
the temperature increases and the inclusion of the fourth cumulant in the EXAFS
analysis becomes necessary, as it is discussed in Sect. 1.4.2. Further discussion of
thermal effects on the EXAFS spectra of semiconductors can be found in Chap.6.

http://dx.doi.org/10.1007/978-3-662-44362-0_1
http://dx.doi.org/10.1007/978-3-662-44362-0_1
http://dx.doi.org/10.1007/978-3-662-44362-0_6
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Fig. 3.13 Temperature
dependence of 1st and 2nd
nearest neighboring
Debye-Waller factors in GaN
and InN estimated by
Katsikini et al. [76, 77] and in
ZnSe determined by Diop et
al. [78]. The lines correspond
to fitting using the Einstein
model

3.3.3 Alloying

Alloying in group-III nitrides is an important issue since many applications in micro-
and opto-electronics necessitate tailoring of the materials properties, e.g. band gap,
unit cell parameters etc. EXAFS spectroscopy is well suited for the study of the
local bonding in alloys as it can detect local distortions and deviations of the nearest
neighbor distances from the average values predicted using the unit cell parame-
ters determined by X-ray diffraction (XRD). Application of XAFS for the study
of alloying in semiconductors is more extensively discussed in Chap.2. In random
nitride alloys, where the different type of group-III elements are randomly distrib-
uted in the cation sublattice, the main issue is the amount of deviation of the 1st
and 2nd nn distances from the values predicted by the virtual crystal approximation
(VCA). According to VCA, an alloy can be represented by a lattice that has the
average properties of the constituent binary pure semiconductors. Complications in
the EXAFS analysis might arise due to ordering, phase separation and strain in thin
films. A summary of the dependence of the nearest neighbor distances on the In
content in InxGa1−xN layers is shown in Fig. 3.14. The symbols indicate values that
were obtained by means of EXAFS analysis and are reported in [80–83] while the
solid lines correspond to theoretical calculations by Ferhat and Bechstedt [84] and
Saito and Arakawa [85]. The dashed line corresponds to the VCA values assuming
the validity of the law of Vegard.

The dispersion of the measured nn distances in Fig. 3.14 could be attributed to
uncertainties in the fitting of the EXAFS spectra as well as to the different growth
conditions and film thicknesses thatmight result in deviations from the stoichiometry,
biaxial strain, high concentration of extended defects, ordering or phase separation.
The latter is considered to be important in InxGa1−xN alloys with x> 0.4. According

http://dx.doi.org/10.1007/978-3-662-44362-0_2
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Fig. 3.14 1st and 2nd nn
distances of InxGa1−xN
alloys. Experiment: Squares:
In-N (top) and In-In (bottom),
circles: Ga-N (top) and Ga-Ga
(bottom), asterisks: In-Ga. O’
Donnel et al. [80] (green),
Katsikini et al. [81] (black),
[83] (red), Kachkanov et al.
[82] MOVPE (orange) and
MBE (blue) samples. Theory:
Ferhat & Behstedt [84] (black
line) and Saito & Arakawa
[85] (grey line). Dashed lines
correspond to the expected
values according to the VCA

to Fritsch et al. [86], the local ordering is also expected to result in slight deviations
from the expected values in the 1st nn shell distances. The results summarized in
Fig. 3.14 reveal that there is agreement between experimental and theoretical results.
The 1st nn distances deviate significantly from the values predicted by the VCA
and exhibit a bimodal behavior. Although the 2nd nn distances also appear to split
according to the type of the neighboring atom, the deviation from the VCA is smaller.
This behavior indicates that the change in the average unit cell parameter due to
alloying is locally accommodated by bond angle deformation rather than bond length
variation and can be attributed to the polar character of the bonds in group-III nitrides.
AlGaN alloys exhibit a similar behavior as it is theoretically predicted by Ferhat
and Bechstedt [84] and experimentally verified by Yu et al. [87]. XAS studies of
nitrogen—hydrogen complexes in hydrogenated GaAsN are reviewed in Chap.5
while studies of GaN and AlGaN nanostructures are discussed in Chaps.12 and 13.

3.3.4 Ion Implantation

The lattice damage induced by ion implantation is not only evident in the NEX-
AFS spectra, as discussed in Sect. 3.2.4, but also in the magnitude of the Fourier
transform of the EXAFS spectra. An example is shown in Fig. 3.15 for 6H-SiC
implanted at 77K with Na ions at fluences ranging two orders of magnitude. The
spectra were recorded at the Si-K-edge by Bolse [88]. In SiC both the Si and C atoms
are tetrahedrally coordinated. In the as-grown sample shown on the top, bonding

http://dx.doi.org/10.1007/978-3-662-44362-0_5
http://dx.doi.org/10.1007/978-3-662-44362-0_12
http://dx.doi.org/10.1007/978-3-662-44362-0_13
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Fig. 3.15 Si-K-edge radial
distribution functions of
6H-SiC implanted with Na
ions at 77K. Reprinted from
Nuclear Instruments and
Methods B, Vol. 148, W.
Bolse, Amorphization and
recrystallization of covalent
tetrahedral networks, pp.
83–92, © (1999), with
permission from Elsevier

contributions in the Fourier transform can be clearly discriminated up to the distance
of 9 Å. As the implantation fluence increases the intensity of the peaks in the Fourier
transform decreases. This effect is more pronounced at more distant shells. When
the fluence exceeds the value of 3.3×1015 cm−2, the formation of Si-Si bonds is
observed (an additional peak appears in the Fourier transform after the peak denoted
with CNN). Chemical effects have been also observed in GaN heavily implanted
with Si, where the formation of Si-N bonds has been detected in [89]. The use of
EXAFS for the study of disordered semiconductors is discussed in more detail in
Chaps. 7–9.

3.3.5 Effect of Pressure

EXAFS studies of semiconductors under high pressure provide information on bond
compressibility and transition to other phases along with their identification (see
Chap.9). According to Aquilanti et al. [90], binary semiconductors of the form
ANB8−N, i.e. those with atoms that have their outer shell filled with 8 electrons, when
subjected to compression are transformed from the four-fold coordinated structures

http://dx.doi.org/10.1007/978-3-662-44362-0_7
http://dx.doi.org/10.1007/978-3-662-44362-0_9
http://dx.doi.org/10.1007/978-3-662-44362-0_9
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(diamond,W, ZB) to six-fold (rocksalt, β-tin) and to eight-fold (CsCl) coordinated. A
systematic absence of the rocksalt or the β-tin phase is observed in the more covalent
or more ionic semiconductors, respectively. The nn distance, which is directly related
to the unit cell parameters, decreases monotonically with the pressure until an abrupt
change that signifies that a phase transition occurs. In the ZB structure, the 1st nn

distance is directly related to the a lattice constant since it is equal to
√

3
4a. In the

W phase, the 2nd nn shell distance is the average of two distances as discussed
in Sect. 3.3.1 whereas fitting of the 1st nn shell as well, provides information on
the u-parameter. The distance versus pressure dependence can be fitted using the
Murnaghan’s equation:

d = d0

(
1 + B′

0P

B0

)− 1
3B′

0 (3.7)

where B0 and d0 are the bulk modulus and the interatomic distance at ambient
conditions and B′

0 = dB
dP

∣∣
P=0. Table3.3 summarizes EXAFS results on the effect of

pressure on WBG semiconductors.
Decremps et al. [68] fitted both the 1st and 2nd nn neighboring shells of the W-

ZnO and found that the u-parameter is not significantly affected by the hydrostatic
pressure. De Campos et al. [92] determined the pressure transition from the ZB
to the rocksalt structure in nano-crystalline ZnSe at 15GPa that is 1.5GPa higher
than the transition pressure in the crystalline phase. The XANES spectra are also
sensitive in the application of pressure. They can be simulated using atom clusters
with coordinates modified according to the changes in the lattice parameters upon
pressure application. The linear combination of spectra can be also used for the
determination of the percentage of the low- and high-pressure phases in the pressure
region where the phase transition takes place as shown by Besson et al. [98].

Table 3.3 Phase transitions of WBG semiconductors identified by EXAFS and bulk modulus at
ambient conditions (B0) for the low-pressure phase

Material Phase at Phase transition B0 (GPa) Structure after References

ambient pressure (GPa) depressurization

ZnTe ZB 9.5 (cinnabar) 12 (rocksalt) 56 ± 5 ZB [91]

nc-ZnSe ZB 15 (rocksalt) 104.5 [92]

ZnS ZB 15 (rocksalt) 82 ZB [93, 94]

ZnO W 9 (rocksalt) 181 W [68]

GaN W 50 (rocksalt) 245 W [95]

GaP ZB 26 (β-tin or Cmcm) 87.4 Partially amorphous [96, 97]
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3.4 Summary

In this chapter, applications of XAFS spectroscopy for the characterization of wide
band gap semiconductors are presented. The effect of growth conditions, symmetry,
composition, polymorphism, ion implantation, temperature and pressure are dis-
cussed. Examples on theoretical modeling of the near edge part of the spectra are
also included.
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Chapter 4
Dopants

Federico Boscherini

Abstract The applicability of XAFS to the structural study of dilute atoms is one
of its main characteristics. It has been used extensively to study dopants in semicon-
ductors, providing in many cases a structural basis for the understanding of physical
properties. After a brief introduction to the use of XAFS in this field a review of the
literature will be presented, ranging from the pioneering studies of As in amorphous
Si to recent investigations on semiconductor systems of current interest.

4.1 Introduction to X-Ray Absorption Fine Structure
Investigations of Dopants

4.1.1 General Aspects

The study of dopants in semiconductors usingX-ray absorptionfine structure (XAFS)
is one of the fields which has best exploited the characteristics of the technique and
has contributed to its quantitative and qualitative development over the past 20years.
The application of XAFS to this field of investigation is essentially made possible
by the selectivity offered by appropriately choosing photon-in (absorption edge) and
photon-out (fluorescence line) energies.

In fact, one of the main characteristics of XAFS is its chemical sensitivity: by
tuning the impinging (photon-in) photon energy to the absorption edge of a particular
atom its local structure can be probed. By exploiting the broad energy interval of
synchrotron radiation sources in the vacuum ultraviolet, soft and hard X-ray ranges,
the K and/or L edges of most elements in the periodic table can be excited and
their local environment studied. Chemical sensitivity is not unique to XAFS (nuclear
magnetic resonance andMössbauer spectroscopy also exhibit it) but the applicability
to most elements is certainly notable.
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Appropriate choice of the type of decay channel of the photoexcited atoms
(fluorescence X-rays or Auger electrons) allows to isolate their contribution to the
total cross section, thus drastically reducing background and permitting to probe
the local structure of dilute elements. In the study of dopants in the bulk, thin films
or heterostructures fluorescence yield (FLY) detection is mostly used. In the FLY
detection mode the intensity of a certain energy region of the fluorescence radiation
(the “region of interest”) is measured as a function of the exciting photon energy;
as we will show in the next section, for dilute elements this measurement is directly
proportional to the X-ray absorption cross section of the excited atom. Electron yield
detection is also used when the dopant atoms are in the near surface region. Various
types of electron detection have been developed, among which are total electron
yield (TEY), partial electron yield (PEY) and conversion electron yield (CEY). A
grazing incidence geometry can be used to enhance surface sensitivity.

Thedopant concentrationwhich canbedetectedwithXAFSdepends on the atomic
number of the dopant and the matrix, brilliance of the photon source, experimental
set-up and detector; as a rough guide, EXAFS data with reasonable signal-to-noise
ratio canbeobtainedonvolumeor areal concentrations of the order of 1018 atoms/cm3

or 1015 atoms/cm2, respectively, while XANES data can be recorded on one order of
magnitude lower concentrations. This low concentration is a notable advantage of
XAFS compared to other techniques with structural sensitivity (for example to X-ray
diffraction, which is essentially inapplicable to dopants) but is considerably higher
than that which can be probed by some defect-sensitive but structurally insensitive
techniques such as deep level transient spectroscopy (DLTS). The main limitation of
XAFS to study dopants is the fact that it intrinsically measures the average structure
of all atoms of the photoexcited element; if these atoms are present in different
local atomic environments corresponding to different incorporation sites in the host
lattice, disentangling their contribution can be difficult. However, we note that use
of ab initio structural simulations in data analysis has allowed great advances in
tackling this problem (see especially work on As ultra shallow junctions reported in
Sect. 4.2.3).

4.1.2 Experimental Methods

4.1.2.1 Fluorescence Detection

As illustrated in Chap. 1, transmission measurement of XAFS is the most commonly
used experimental configuration. It relies on the measurement of the intensity of
monochromatic photons incident (I0) and transmitted (IT ) by a sample of thickness
x. The absorption coefficient μ (�ω) is related to the measured quantities by

μ (�ω) x = ln

[
I0 (�ω)

IT (�ω)

]
. (4.1)

http://dx.doi.org/10.1007/978-3-662-44362-0_1
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The experiment provides a quantity which is linearly dependent on the expression
on the right hand side of (4.1) and thus on the absorption coefficient, which is what
one must measure in an XAFS experiment.

In FLY detection [1], a photon detector is used to measure the fluorescence inten-
sity in a certain “region of interest” as a function of energy. In the most common
experimental geometry using horizontally polarized X-rays, the detector is placed in
the horizontal plane at right angles to the incident beam to minimize the intensity
of elastic scattering of the impinging X-ray beam; in this geometry, the intensity
of fluorescence photons, I f (�ω) of atom A embedded in a matrix M for a sample
thickness d, can be easily shown to be [2]:

I f (�ω) = I0 (�ω)
�

4π
εf

μA (�ω)

μtot (�ω) + μtot
(
�ω f

)
tan θ

× [
1 − exp

{− (
μtot (�ω) + μtot

(
�ω f

)
tan θ

)
d
}]

(4.2)

where εf is the fluorescence yield,� is the solid angle subtended by the detector, �ω f

is the energy of the fluorescence photons, θ is the angle between the impinging beam
and the sample surface and the total absorption coefficient is the sum of contributions
due to atomic species A and that due to the matrix M: μtot = μA + μM . Since μtot

depends on μA, (4.2) is not in general proportional to the quantity one wants to
measure, that isμA(�ω). This proportionality is recovered in two limiting cases: thin
samples (for which the series expansion of the exponential in (4.2) can be truncated
at the term linear in d, typically below 100nm) and for thick samples in which atom
A is dilute (μtot ∼= μM , a condition which depends on the angle θ but usually occurs
below a few atomic %). The latter condition is met by dopants in semiconductors
and is thus of interest for this chapter.

Different types of detectors for FLY mode have been used, but the most common
are based on hyper-pure Ge diodes or Si drift diodes (SDD) [3–5]. These detectors
often are in the form of multi-element arrays and have an energy resolution in the
range of 100–200eV at 6keV, a reasonable trade-off allowing a good counting rate
and efficient background rejection. Since pulse counting electronics is used, care
must be taken to avoid, or correct, dead-time effects [6].

The lowest concentration which can be measured in a FLY-XAFS experiment
ultimately depends on the magnitude of the inelastic scattering background in the
specific experimental geometry. Takeda et al. [7] have studied in detail the factors
which determine the lowest concentration which can be detected; they have come to
the conclusion that, for the specific case of the LIII edge of Er in GaAs or InP, the
lowest concentration measurable is 1–5×1014 atoms/cm2.

In the above description, core hole creation and emission of fluorescence radiation
are viewed as separate processes. This is an adequate approach for all cases we will
describe in this chapter but may fail in highly correlated materials in the near edge
region; in these cases it is necessary to describe the process as (resonant) inelastic
scattering (RIXS) [8]. In this context high resolution crystal spectrometers have been
developed which allow high energy resolution analysis of the spectrum of emitted
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photons. New variations of fluorescence detected XAFS have been developed, such
as use of Kβ detection [9] and use of only a portion of the fluorescence spectrum—so
called high energy resolution fluorescence detection (HERFD) [10]; these techniques
are useful when multiple oxidation or spin states of the excited atom are present and
might be of future interest in the study of dopants in semiconductors.

4.1.2.2 Electron Yield Detection

Following photoexcitation the core hole may decay with the emission of an Auger
electron; fluorescence and Auger electron emission are competing processes, the
probability of each summing to one. The Auger electron creates a cascade of lower
energy (“secondary”) electrons due to multiple ionization and inelastic scattering
processes. Various electron yield detection methods have been developed, depend-
ing on which electrons are detected and the detection method. The experimentally
simplest method, often used in the soft X-ray region and termed Total Electron Yield
(TEY), consists in measuring the drain current using an electrometer which connects
the sample to ground. A variation on TEY is Partial Electron Yield (PEY) in which
only electrons of a given energy range are detected, with the use of retarding grids
and electron detectors. In the hard X-ray range, cross-sections are smaller than at
lower energies and the most common method consists in recording the signal due to
radiationless decay using a He-filled ionization chamber in which the sample acts
as the anode [11–14]: He gas acts as an electron multiplier and an amplified sig-
nal is recorded from the cathode; this method is also termed Conversion Electron
Yield (CEY).

The main peculiarity of all electron detection modes is the surface sensitivity,
which is guaranteed by the limited electron mean free path. Hence, these modes are
particularly useful for the investigation of the near surface region or of interfaces.
Erbil et al. [15] have reported a detailed study of the depth sensitivity of TEY mode,
concluding that it depends on the range of the original Auger electrons and that
it generally is in the range of a few 100 to a few 1,000Å. Schroeder et al. [16]
have compared TEY and CEY in detail, concluding that the former is more surface
sensitive than the latter.

4.1.2.3 Electrical Detection

Some “non-conventional” methods to detect XAFS have been proposed, each with
its own advantages, limitations and pitfalls. We briefly review electrical detection
since it is the most relevant to dopants in semicondutors.

The electrical detection of XAFS has been investigated by some groups with the
objective of determining whether the local structure of only those atoms contributing
to the electrical signal due to defects could be determined, leading to an attractive
site-selective version of XAFS.

Photocurrent detected XAFS spectra have been reported by Boehme et al. [17]
and Hu et al. [18] for an Al–GaAs diode and for bulk GaAs, respectively. Their
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common conclusion is that these spectra contain, for these concentrated samples, the
same structural information as the more traditional transmission mode ones, once
corrections for sample thickness are taken into account.

Ishii et al. [19–21] have proposed a capacitance-detected version of XAFS, the
specific system studied being a Se-doped AlGaAs–Al diode in which the semicon-
ductor exhibits the so-called DX deep level electron trap. It is argued by these authors
that, since changes in capacitance are due to electrons localized in the traps, it is pos-
sible to determine the local structure of only those atoms at a short distance from the
trap itself. In fact, their spectra at the Ga edge recorded in the fluorescence and in the
capacitance mode exhibit significant differences. Ishii has also proposed variations
of the capacitance method; by varying the diode bias potential a depth selectivity
is proposed [22], while use of scanning capacitance probes is proposed to provide
lateral resolution on the length scale of the AFM [23–26].

The site-selectivity of capacitance-detected XAFS has been challenged in detail
byBollmann et al. [27]. These authors have examined samples exhibiting both theDX
deep level and antisite defects; spectra measured in the fluorescence and capacitance
mode do not show any significant differences. Also by modeling the X-ray induced
current and capacitance changes, Bollmann et al. conclude that, since the defect
centers can be ionized also by electrons (directly or indirectly) generated by core
ionization of atoms distant from the defect center themselves, no site-selectivity
results. It is clear that in order for this detection mode to be accepted by the scientific
community more work is necessary to resolve the issue of selectivity.

4.1.2.4 Grazing Incidence

In the X-ray range the index of refraction can be written as

n (�ω) = 1 − δ (�ω) + iβ (�ω) (4.3)

where both δ and β are positive and �1; δ and β describe dispersion and absorption
processes, respectively and are related by the Kramers–Kronig relations. For Si at
λ ∼ 1.2Å (�ω = 10keV) δ ∼= 9.8×10−6 and β ∼= 1.5×10−7. As a consequence of
the very small value of δ, an X-ray beam impinging on the flat surface of a sample
may undergo total external reflection if the angle of incidence (α, taken to be the
angle between the beam’s direction and the surface) is smaller than the critical angle,

αc = √
2δ. (4.4)

For Si at λ ∼ 1.2Å, αc ∼= 4.5mrad. For α < αc the reflectivity approaches 1 and
inside the sample the beam is confined to the near surface region; compact expressions
for the penetration depth � in the direction normal to the surface can be derived [28]
for three cases (the values listed are for Si at λ ∼ 1.2Å):



82 F. Boscherini

α � αc : � = 1
2k

√
2δ

≈ 2.2 nm

α = αc : � = 1
2k

√
β

≈ 26 nm

α = 10αc : � = α
2kβ ≈ 29µm

(4.5)

The last expression in (4.5) is just the usual penetration length determined by the
absorption coefficient (μ = 2kβ) projected on the surface normal. Moreover, it can
be shown that for α = αc the beam intensity at the surface is four times the intensity
of impinging beam. The reflectivity is a complicated function of α, δ and β, which
approaches 1 for α � αc and 0 α �αc. It is clear that a strong confinement of the
X-ray beam in the near surface region can be obtained by using grazing incidence.

The possibility of using grazing incidence to probe the surface region of materials
was illustrated by Parratt [29]. As far as XAFS is concerned, Barchewitz et al. [30]
were the first to record fine structure via the reflectivity, R (�ω), and to suggest the
relationwith the absorption spectrum. Subsequently,Martens andRabe [31] provided
an in-depth discussion, opening the way to what has been called the “RefleXAFS”
technique. The fine structure in R (�ω) is related to the “usual” XAFS spectrum χ (k).
However, it is not straightforward, in the general case, to obtain χ (k) from R (�ω)

since the latter quantity depends in a complicated way on both δ (�ω) and β (�ω);
of course, the “usual” XAFS spectrum is contained in β(�ω). A simplification arises
sufficiently far from the edge and for α < 0.8αc, since it can be shown [32] that

μ (�ω) = 1 − R (�ω)

1 + R (�ω)
(4.6)

A number of methods have been proposed to extract an XAFS spectrum from the
reflectivity, each with its advantages and limitations [31–34]. Instead of measuring
the reflectivity, FLY or TEY may be used, of course [35]; in the case of a dilute
or thin sample, a spectrum recorded in this way is directly proportional to μ(�ω)

and does not require corrections [36]. Grazing incidence XAFS is a powerful tool to
study the near surface region of samples and has been used also to study dopants in
semiconductors.

4.1.2.5 Micro-XAFS

The great improvements in the brightness of synchrotron sources has been the pos-
sibility of obtaining smaller focal spot sizes and to design instruments capable of
increasingly higher spatial resolution. In fact, XAFS spectra with spatial resolutions
near or below 1µmcan be recorded at a number of synchrotron radiation laboratories
(see for example [37]).

There is a great interest in performing XAFS with high lateral resolution
(micro-XAFS) [38] since it allows a new level of description of heterogeneous sam-
ples, combining microscopy with the atomic-scale structural information obtainable
fromXAFS;with sufficiently small focal spots the local atomic environment of single
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nanostructuresmight be determined.Applications ofmicro-XAFS to semiconductors
have been relatively limited so far, but it is expected they will be more numerous in
the future. Micro-XAFS is particularly useful when the samples investigated exhibit
lateral inhomogeneities and it is not surprising that many applications in the field of
semiconductors have been on samples the growth of which has yet to be optimized,
for example dilute magnetic semiconductors based on GaN, While photon-based
techniques might maybe never reach the sub-Å spatial resolution obtainable in elec-
tron microscopy, the advances in recent years have been really dramatic since they
involve many orders of magnitude improvement in spatial resolution. In the future,
micro-XAFS will certainly become a powerful tool in materials science, comple-
menting spatially averaged techniques which have been the key to the success and
widespread use of X-rays for structural studies.

4.2 A Review of XAFS Investigations of Dopants

The introductory textbook description of doping in semiconductors states that a for-
eign atom (e.g. As) with one electron more (or less) in the valence shell than the
matrix atoms (e.g. Si) occupies a substitutional lattice position; it is thus “forced” in
a bonding configuration which releases a charge carrier (an electron or a hole). The
reality is of course much more complex: foreign atoms often occupy non substitu-
tional positions and/or form complexes or precipitates which do not release charge
carriers; this occurs especially at high concentration, leading to charge carrier satu-
ration. XAFS has played an important role in elucidating, in selected cases, the real
local structure of dopants in semiconductors. In this section these studies will be
briefly reviewed; the selection of papers cited highlights the cases in which a good
understanding of physical properties has been obtained on the basis of XAFS (thus
going beyond a mere descriptive approach) and is in part the result of a personal
choice. We note that the application of XAFS to semiconductor heterostructures and
nanostructures [39] and the application of advanced XAFS methods in semiconduc-
tor science [40] have been recently reviewed.

4.2.1 Amorphous Semiconductors

Amorphous silicon (a-Si) and hydrogenated a-Si (a-Si:H) exhibit semiconducting
properties with lower carrier mobility with respect to crystalline Si. However, they
can be easily and cheaply deposited as thin films at low temperatures on a variety of
substrates, even on large areas. They are used in solar cells and thin film transistors
for liquid crystal displays.

Amorphous semiconductors lack long range order and in the case of group IV
materials their structure can generally be described as a random arrangement of
locally ordered tetrahedral units (see also Chap.7). Since in conventional wisdom it

http://dx.doi.org/10.1007/978-3-662-44362-0_7
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is long range order which imposes fourfold coordination to an atom (e.g. As or P)
which does not have four valence electrons, before 1975 it was believed that amor-
phous semiconductors could not be doped; a group III or group V impurity would
thus always have three nearest neighbors, following elementary valence chemistry.
The discovery that limited doping of hydrogenated amorphous silicon (a-Si:H) was,
in fact, possible opened the way to applications of this material. The pioneering
application of XAFS to this issue was extremely important to explain the structural
origin of doping and also to illustrate the capabilities of the technique (which at the
time was still in its infancy).

Knights et al. [41] studied As impurities in a-Si:H in the concentration range from
1 to 12%, with measurements actually performed in the transmission mode (fluo-
rescence detection was being developed at the same time); thin films were deposited
by chemical vapor deposition from silane/arsine mixtures. These authors showed
that while at the high concentration range As is always threefold coordinated with
decreasing As content some fourfold coordinated sites are found (this was deduced
from an increase in the average coordination number); the former sites are electrically
inactive while the latter are electrically active and are thus responsible for doping in
a-Si:H. Subsequent modeling studies [42, 43] showed that the number of electrically
active sites scale as the square root of the total impurity concentration, due to an
equilibrium between active impurities on one hand and inactive impurities plus Si
dangling bonds on the other.

As and Ga dopants ion implanted in a-Si:H in the concentration range 5 × 1019–
1021 atoms/cm3 were studied by Greaves et al. [44] using grazing incidence and
fluorescence detection. From an analysis of the envelope of the EXAFS oscillations
these authors were able to detect the presence, along with the threefold site, of the
structurally ordered, electrically active, fourfold site and to confirm the square root
dependence of their number on the impurity concentration.

The case of hydrogenated amorphous Germanium appears to be different. In
fact, Dalba et al. studied Ga, Sb and Bi dopants in a-Ge:H films deposited by radio
frequency sputtering in the concentration range 1.5 ×1018–4.5 × 1020 atoms/cm3

[45, 46]. They were able to explicitly show the change from threefold to fourfold
coordination but their data is not compatible with the equilibrium model described
for a-Si:H.

4.2.2 Crystalline Silicon: Bulk

The prototypical dopant system—arsenic in crystalline Si—has (not surprisingly)
been the object of numerous investigations. Pioneering studies were published by
an IBM group in 1986 [47] and 1988 [48]. Si (001) wafers were ion implanted at
100keV with doses 6× 1015–6× 1016 atoms/cm2 and were subsequently furnace or
laser annealed. Thefirst study focused on the issue of structural relaxation: the authors
found that the first shell As–Si interatomic distance was 0.06Å greater than the Si–Si
bond length in the crystal, while the second shell distance around As was very close
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to the value in Si bulk. This fact is not surprising since it has been well established
that semiconductor bonds are rather “stiff” (see also Chap.2). The second study was
among the first to combine ab initio structural calculations with XAFS. In the higher
concentration samples the authors detected a weak contribution due to As atoms in
the second coordination shell around As itself and related this to the formation of
dopant—vacancy complexes, specifically a Si vacancy surrounded by four As atoms:
(v-As4). A more complex picture emerged from a subsequent study by Allain et al.
[49] performedon similar samples. For annealing temperatures lower that 750 ◦C they
found the formation of inactive clusters involving about seven As atoms around one
vacancy while at higher annealing temperatures they suggest the coexistence of these
clusterswith SiAs precipitates. These studieswere important in showing the potential
of XAFS to study dopants; however, the conclusion would nowadays be judged as
merely indicative and a state of the art analysis would now attempt at reproducing
the full XAFS spectrum on the basis of a structural simulation (this has recently
been done for As dopants in Si ultra shallow junctions, which will be described in
the next section). An intrinsic difficulty in analyzing data from this system is that
vacancies affect the XAFS spectrum by reducing the apparent coordination number,
a parameter which is notoriously affected by a high uncertainty.

More recently, Koteski et al. [50] have focused on the issue of structural relaxation
around substitutional As in Si (concentration 4 × 1018 atoms/cm3), complementing
the experiment with ab initio density functional theory (DFT) calculations. Data
analyzed up to the fourth coordination shell confirmed an expansion of the first
coordination shell distance around As, in agreement with simulations.

An alternative explanation for charge carrier saturation in Si has been proposed by
a group fromBell laboratories [51]. They studied a set of Sb doped Si samples grown
bymolecular beamepitaxy in the concentration range 7×1019–1.5×1021 atoms/cm3;
data analysis was aided by total energy calculations of defect structures. These
authors propose that donor pair complexes which involve two separated but interact-
ing dopants with no Si vacancies are responsible for charge carrier saturation. Their
data analysis was based on qualitative comparison of the experimental spectrumwith
simulations of the XAFS signal based on the geometry of the proposed donor pair
complexes on the basis of ab initio simulations; this approach was in its infancy at
the time and would then be much extended and used in a more quantitative fashion.
The same group subsequently extended their study to “δ-doped” Si [52] in which
Sb dopants are confined to a quasi two dimensional layer. This technique allows to
obtain very high electrical activation. The electrical data correlates with the Sb L3
edge XAFS measurements which indicates reduced formation of donor pair com-
plexes in this case; in Fig. 4.1 we report free carrier densities versus Sb concentration
for various samples and in Fig. 4.2 the Fourier Transforms of some samples; the pres-
ence of donor pairs is indicated by the low amplitude of the second and third shell
peak between 3 and 4Å. XAS studies of complexes in Si and other semiconductors
are also discussed in Chap. 5.

http://dx.doi.org/10.1007/978-3-662-44362-0_2
http://dx.doi.org/10.1007/978-3-662-44362-0_5
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Fig. 4.1 Free carrier
densities in Sb doped Si: 3D
refers to usual doping in the
bulk while 2D refers to
“δ-doping”. Reprinted with
permission from [52]. © The
American Physical Society

Fig. 4.2 Corresponding
Fourier transforms of Sb L3
edge XAFS data; the reduced
intensity of the peak at
∼3.5Å is due to formation of
donor pair complexes.
Samples B and G are bulk
doped at low and high
concentrations, respectively,
while δ-4 and δ-5 are δ doped
samples. Reprinted with
permission from [52]. © The
American Physical Society

4.2.3 Crystalline Silicon: Ultra Shallow Junctions

In the continuing trend toward miniaturization of microelectronic components a
crucial recent issue has been to determine the best processing method for the fab-
rication of ultra shallow junctions (USJs) in Si; USJs are regions with greater than
equilibrium dopant concentrations confined to the top 10–20nm of the Si wafer
and which are required to have the sharpest possible concentration profile. USJ are
fabricated by very low (a few keV) ion implantation coupled to various annealing
treatments. XAFS has been able to elucidate the connection between the local struc-
ture of As and B dopants and their physical properties.
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ArsenicUSJs have been studied by fluorescence detected grazing incidenceXAFS
in similar studies performed in the same period of time (on the same beamline) by
d’Acapito et al. [53] and by Giubertoni et al. [54]. The two studies will be shortly
described separately and a brief common conclusion presented.

• Thefirst group [53] studied a set of samples deposited at 5keV (estimated projected
range 8nm) at a fluence of 1 × 1015 atoms/cm2 and subjected to various rapid
thermal annealing processes. Variation of the grazing angle allowed varying the
probe depth from 6 to 300nm. Interpretation of XAFS data was aided by ab
initio structural simulations of the equilibrium structure of substitutional As (AsSi )

and vacancy—As complexes involving from one to four As atoms (v-Asn). They
detected the presence ofmostlyAsSi accompanied to various amounts of v-Asn , the
relative fractions changing with distance from the surface; a considerable degree
of structural disorder was found in the top surface regions.

• The second group of investigators [54] combined XAFS and ab initio structural
simulations of defect structures with secondary mass spectrometry SIMS to mea-
sure the As concentration, sheet resistance measurements and Hall effect to mea-
sure the carrier concentration and thus the fraction of active As dopants. Samples
were obtained by implantation at 2 keV at a dose of 1 and 3 × 1015 atoms/cm2

followed by laser submelt annealing or rapid thermal annealing; the latter process
was followed by etching to remove the disordered topmost layers. The authors
were able to fit the EXAFS data with a linear combination of the signal expected
for AsSi and v-Asn defects and thus obtain relative fractions of these different
local As environments. They found a good correspondence between the fraction
of active As sites determined from transport measurements and the relative amount
of AsSi sites determined from EXAFS. This is illustrated by Fig. 4.3 in which the
Fourier Transforms of the As K-edge EXAFS for various implanted samples are
compared to a reference sample of substitutional As (topmost trace). The trace
at the bottom corresponds to an as—implanted and amorphized sample and the
intermediate ones to higher activation levels (3.4, 29.5 and 27.3% for samples 4,
2 and 3); it can be noticed that the lineshapes clearly become increasingly similar
to the reference as the active fraction increases from bottom to top. The same
group subsequently reported on the deactivation of the dopants following thermal
treatment [55].

Both studies just reported clearly show that As is generally present in a range
of local structures: AsSi, v-Asn (n = 1–4) defects and SiAs precipitates, the first
correlating well with the fraction of electrically active As (reasonable on the basis
of textbook physics!). It can be commented that these results could not have been
obtainedwithout a significant contribution of ab initio structural simulations; a simple
analysis based only on the determination of the average coordination numbers in the
first few coordination shells would certainly have failed to catch the details inherent
in the distribution of local environments in this rather complex system.

In the case of boron, USJs have recently been realized using an approach known
as solid state epitaxy regrowth; the dopant is implanted into a preamorphized
substrate and then activated during the recrystallization of the amorphous phase.
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Fig. 4.3 Magnitudes of the
Fourier transforms of As
K-edge EXAFS for As USJ in
Si. The various traces are
described in the text.
Reprinted with permission
from [54]. © The American
Institute of Physics

An active level of substitutional boron of about 2–4×1020 atoms/cm3 can be reached,
well above the solubility limit in the crystalline phase. The structural origin of the
significant fraction of electrically inactive B atoms above this activation level and the
determination of the processing step at which inactive B forms have been addressed
using B K-edge XANES by De Salvador et al. [56]. The B K edge is found at
a very low energy (190eV) at which XAFS investigations are quite few, due to a
number of technical problems which make such measurements rather challenging.
Samples were preamorphized with a Ge 20keV beam, implanted with B at 500eV
(1×1015 atoms/cm2) and subsequently thermally annealed. TheXANES experiment
was combined with SIMS to determine the B concentration profile in the sample and
Rutherford Basckscattering Spectrometry (RBS) to probe the thickness of the amor-
phous layer. By correlating the spectral signature of B sp2 hybridized orbitals with
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the position of the amorphous–crystal interface it was possible to demonstrate that
B dimers [57] are responsible for charge carrier saturation, that they form in the
amorphous matrix and then are transferred to the crystalline one. This study shows
how a rather simple spectral interpretation based on molecular orbital description
can be applied in the field of semiconductors. We close this section by noting that
Sahiner et al. [58] have detected Ge–B bonding in this system.

4.2.4 Solar Grade Silicon

In recent years the demand for high purity Si has increased to the point of exceed-
ing supply; in the field of photovoltaics, alternative solutions have thus been sought,
one being the use of “solar grade silicon” which contains much higher concentrations
of transition metal impurities. Since these impurities decrease charge carrier diffu-
sion lengths and thus the efficiency of solar cells, ways to reduce these detrimental
effects have been sought. In this context, micro XAFS investigations performed by
Buonassisi et al. [59] have been very important in suggesting a processing recipe

Fig. 4.4 Micro fluorescence maps and micro-XANES of two types of Fe precipitates in solar grade
silicon. Reprinted with permission from [59]. © Nature publishing group
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which minimizes the adverse effects of metal impurities. This paper shows how
XAFS measurements can provide an explanation of a processing technique.

The authors use a highly focussed X-ray beam to perform in combination fluores-
cence mapping, X-ray beam induced current (XBIC) and XANES spectroscopy with
a high spatial resolution. Their main result is illustrated in Fig. 4.4, which reports the
spatial distribution and XANES spectra of two types of metal defect in commercial
solar grade Si: rather small (20–30nm) and densely packed Fe silicide nanoprecip-
itates and bigger (several µm) and sparsely distributed Fe oxide precipitates. The
relative abundance of these two kinds of defect can be controlled by the cooling
rate of the crystal from the melt, a slower cooling rate producing the bigger and
sparsely distributed oxide precipitates. Electrical measurements showed that in this
case carrier diffusion lengths are a factor of four higher than for a samplewith densely
packed, small precipitates, thus indicating the best processing route. These micro-
XAFS studies are important as they provide a structural and chemical foundation for
the processing recipe which leads to the optimization of transport properties. Also,
they have illustrated the power of microbeam X-ray techniques in the characteriza-
tion of inhomogeneous semiconductor materials. There has been much progress in
the field recently, as testified by the construction of dedicated experimental stations,
for example at the ESRF [60].

4.2.5 Gallium Arsenide

The site of Si dopants in GaAs has been the subject of thorough investigations
published in 1993 and 1995 by Schuppler et al. [61, 62]. At the time, electrical
deactivation in GaAs was thought to be due to an “autocompensation” mechanism
which originates in the amphoteric nature of the Si dopant inGaAs; a substitutional Si
on a Ga site acts as a donor while a substitutional Si on an As site acts as an acceptor
and both sites are possible. In the conventional wisdom at the time, deactivation
was thought to be due to the presence, at high concentrations, of both sites for Si.
Schuppler et al. were able to convincingly demonstrate that Si dimers and small
clusters are also present and contribute significantly to deactivation.

The papers by Schuppler et al. are an excellent example of application of XAFS
to a complex materials science problem. The samples were specifically deposited
to solve the issue at hand, the challenging XAFS measurements (a weak Si Kα

signal nearly superposed to a strong background due to Ga and As Lα lines) were
made possible by the use of advanced detectors and experimental set-up and the data
analysis relied on the comparison with specially designed reference compounds.
Nowadays this study would have been aided by (or maybe even relied on) refined
structural and spectral simulations; nevertheless, the direct and empirical approach
of these papers published nearly 20years ago is very convincing.

In the first paper [61] the authors studied a set of eight samples deposited by
MBE, half of them deposited onGaAs(001) substrates and the others onGaAs(311)A
substrates; at low concentrations the incorporation site is known to be a substitutional
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Ga site in the former case and a substitutional As site in the latter. For each substrate,
four concentrations were investigated: below, at, above and well above the critical
concentration of 1×1018 atoms/cm3 (labeled L, M, H and VH in the figures). The Si
K-edge XANES spectra (reproduced in Fig. 4.5) clearly illustrate the changing local
environment of Si: for both sets of samples a single site at low concentrations is found
while at higher concentrations the spectra suggest a more complex structure. While
the spectral evolution is compatiblewith the presence of bothAs andGa substitutional
sites the authors found that it was impossible to fit the highest concentration samples
with only these two contributions. The issue was solved in the 1995 paper [62] with
the use of EXAFS spectra of the samples and of a set of SiGe random alloy reference
compounds; SiGe alloys (see also Chap.2) can serve as a reference for the local
coordination of Si in GaAs in view of the similarity of backscattering function of
Ga, Ge and As. In Fig. 4.6 the Fourier Transforms of selected data is reported; it
is apparent that the very high concentration sample has a signal very similar to the
Si0.20Ge0.8 sample, demonstrating that significant Si–Si bonding occurs at very high
concentrations.

Formation of Si dimers and clusters was also found in GaAs δ-doped layers and
Si/GaAs superlattices by Boscherini et al. [63]. The samples consisted in multiple
periods of Si layers separated by GaAs spacer layers deposited by MBE, specifically

Fig. 4.5 Si K-edge XANES
for Si doped GaAs, deposited
on GaAs(001) and
GaAs(311)A substrates as a
function of Si concentration.
Reprinted with permission
from [62]. © The American
Physical Society

http://dx.doi.org/10.1007/978-3-662-44362-0_2
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Fig. 4.6 Fourier transforms
of Si K-edge EXAFS for the
very high concentration
sample deposited on
GaAs(001) and selected SiGe
alloys. Reprinted with
permission from [62]. © The
American Physical Society

deposited to perform the XAFS experiment; the equivalent thickness of the Si layers
ranged from 0.02 to 4 monolayers and the number of periods from 500 to 40. Also in
this case the presence of a considerable number of Si–Si bonds (never less than two
bonds out of the four nearest neighbors) was unambiguously detected by analysis of
the EXAFS data.

The related system consisting of Mn δ-doped GaAs has been recently studied
by d’Acapito et al. [64]. This system is of interest for the development of ternary
magnetic semiconductors. In samples grown at 300 ◦C Mn was found to always
occupy a substitutional Ga site. Of interest in this study is that the authorswere able to
overcome the difficulty of distinguishing between Ga and As nearest neighbors from
EXAFS (the backscattering functions are very similar) by analyzing the XANES
spectrum with the aid of ab initio spectral simulations in the real space multiple
scattering approach [65, 66]; the simulated XANES is very different for Ga and As
substitutional sites—a consequence of the difference charge densities which strongly
affect scattering of low energy near edge electrons. In samples grown at a 450 ◦C the
authors detected the initial formation of MnAs precipitates. Interestingly, co-doping
with Be causes the formation of a new defect site—Mn interstitials; this is due to the
shift of the Fermi level and to the reduction of the formation energy for such defects.
XAS studies of GaMnAs are discussed in detail in Chap. 15.

We close this section by citing two papers [67, 68] which report studies of the
incorporation mechanism of N in GaAs using high resolution N K-edge XANES, a
method which will be discussed in more detail in the next section.

4.2.6 Zinc Oxide

ZnO is a direct and wide band gap (3.3eV) semiconductor which has recently
attracted considerable interest as a possible optoelectronic material. ZnO is inex-
pensive, mechanically hard, and bulk substrates are available. One major limitation
in the the wide-scale use of ZnO for device applications is the difficulty to dope it

http://dx.doi.org/10.1007/978-3-662-44362-0_15
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Fig. 4.7 Experimental (a)
and simulated XANES
spectra for (b) N on an O site,
(c) N2 on an O site, (d) N in a
tetrahedral interstitial, (e) N
in a Zn site, and (f) N in an
octahedral interstitial. The
gray band around 400eV
shows the expanded scale of
Fig. 4.5b for reference.
Reprinted with permission
from [69]. © The American
Physical Society

p type. Nitrogen is widely considered to be the most promising p-type dopant due
to its similar size to oxygen but while there have been reports of p-type doping in
the literature, they have been plagued by lack of reproducibility. N K-edge XANES
experiments by Fons et al. [69] have contributed to explaining why this is so.

The authors studied samples grown by MBE on ZnO substrates with a N concen-
tration of 3 × 1020 atoms/cm3. Half of the samples were subjected to rapid thermal
annealing. The N K-edge (∼400eV) XANES spectra, recorded with a windowless
Ge detector, were analyzed with the help of ab initio DFT simulations of the equi-
librium structure of various incorporation sites of N in ZnO and subsequent spectral
simulations in the full multiple scattering approach. The main results are reported in
Figs. 4.7 and 4.8. In Fig. 4.7 the experimental spectrum for an as—deposited sample
(trace a) is compared to simulations for N in various sites, as detailed in the figure
caption; it is clear that the best comparison is for N in a substitutional O site. In
Fig. 4.8 an expanded view of the spectrum is shown for an annealed sample and
compared to that of a molecular N2 standard; the fine structure in the spectrum is due
to vibrational splitting of the electronic transitions. It is clear that annealing causes
formation of N2 bubbles. Overall this study showed that N does in fact occupy a sub-
stitutional O site where it acts as an acceptor but that it is rather unstable. This result
has been confirmed in its main conclusions by another experiment [70] performed
on samples grown by thermal oxidation of Zn3N2. From the methodological point
of view this study highlights two important aspects. Firstly, despite very low fluores-
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Fig. 4.8 N XAFS data for (a)
a molecular nitrogen standard
and an RTA ZnO:N film with
the electric vector directed
along the (b) c axis, (c) 45 ◦,
in the (d) ab plane, and (e) as
grown at 45 ◦. Reprinted with
permission from [62]. © The
American Physical Society

cence yields, soft X-ray XAFS is feasible even at low concentrations with advanced
instrumentation; secondly, ab initio structural and spectral simulations of XANES,
which are sensitive to the three dimensional structure around the photoexcited atom,
are a powerful tool to determine the incorporation site of dopants in semiconduc-
tors. In the specific case this study shows the presence of molecular nitrogen can be
detected using high resolution K-edge XANES due to the vibrational splitting. This
feature has been used in a more recent study of N ion implanted in ZnO [71].

Recently there has been a great deal of interest in doping ZnO with magnetic
ions in order to obtain dilute magnetic semiconductors. These studies are reviewed
in Chaps. 5, 13 and 16.

4.2.7 Other Semiconductors

We close this chapter by briefly reporting work on semiconductors which have been
less investigated.

Cadmium telluride has the zincblende structure, a direct band gap of∼1.5eV and
is used in thin film solar cells, IR and room temperature X and gamma ray detector.
Mahnke et al. [72] have comparatively studied the local relaxations aroundAs (accep-
tor), Se (isoelectronic) and Br (donor) dopants in CdTe in the dilute limit in which
no clustering or compensation mechanisms occur. They find that the first shell bond
length between the dopant and the nearest neighbors varies significantly with respect

http://dx.doi.org/10.1007/978-3-662-44362-0_5
http://dx.doi.org/10.1007/978-3-662-44362-0_13
http://dx.doi.org/10.1007/978-3-662-44362-0_16


4 Dopants 95

to the Cd–Te bond length, in good agreement with first principles calculations. For
the case of Br they present preliminary evidence for the formation of the so-called
A center (a Cd vacancy associated to the donor atom). More recently, Fraboni et
al. [73] have coupled electrical measurements with Ge K-edge XANES to study the
variation of the Ge local environment with concentration and annealing treatments.
These authors were able to detect Ge clustering from the XANES lineshape at con-
centrations of the order of 1 × 1016 atoms/cm3and correlate it to the formation of
electrically active deep donor traps, one located 0.31eV below the conduction band
edge and the other one at midgap, with an activation energy of 0.82eV. This is one
of the few examples in which the local structure determined from XAFS has been
directly correlatedwith the electrical signature of a particular defect. Doping of II–VI
semiconductors is also discussed in Chaps. 12, 13 and 16.

Gallium nitride is a mechanically hard and stable, wide gap (∼3.4eV) semicon-
ductorwhich crystallizes in thewurtzite structure. It is usedmainly in optoelectronics
and for high power transistors. A preliminary report on Si doping has been reported
byLi et al. [74], who suggested the formation of Si3N4 precipitates for concentrations
of the order of 4×1019 atoms/cm3. A quite extensive study of O dopants in GaN has
been published by Katsikini et al. [75]. O is a common contaminant in GaN and in a
N substitutional site acts as a donor. These authors studied samples grown by MBE
implanted with 70keV O ions at fluences from 1 × 1015 to 1 × 1017 atoms/cm2;
the higher fluence implantation was found to completely amorphise the sample.
The spectra were interpreted on the basis of simulations performed in the multiple
scattering approach assuming various models: O interstitial, O substitutional in N
sites, Ga and N vacancies, and various polymorphs of Ga2O3. The lattice disorder
was modelled by displacing atoms from their equilibrium positions by adding to
their Cartesian coordinates random numbers that belong to normal distributions. The
authors concluded that in the low fluence limit, the O atoms occupy interstitial sites
preferentially in the empty channels aligned to the c-axis and in the atomic planes
containing the Ga atoms, at intermediate fluence more N atoms are displaced from
their positions which are then occupied by substitutional O and finally at the high-
est fluence a GaOxNy phases is formed. XAS studies of GaN and other wide band
gap semiconductors are also presented in Chap.3 while Eu and Mn doping of GaN
nanostructures is discussed in Chaps. 12 and 13, respectively.

There have been numerous investigations of transitionmetal dopants in GaN since
this is possible route to obtaining a dilute magnetic semiconductor. These studies are
review in Chap.15.
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Chapter 5
Complexes and Clusters

Gianluca Ciatto

Crystalline semiconductors often contain more complex defective structures than the
simple point defects which may be generated, for example, by intentional doping.
These structures can be homogenously distributed in the semiconductor matrix and,
in several cases, can dramatically modify the material properties with important im-
plications in technological applications. In this chapter, we illustrate several examples
in which XAS, coupled with state-of-art simulation tools, was able to gather impor-
tant information on complexes and clusters and, in some case, to directly resolve
their three-dimensional structure.

5.1 Definition of Complexes and Clusters

Before starting any discussion on this subject, it is worth defining well what we are
talking about. In this chapter, as “complex” we define a configuration in which two
or more atomic “entities” are correlated one with the other in a particular geome-
try. An “entity” can be an impurity or dopant atom intentionally or unintentionally
incorporated in the lattice, a vacancy, or also an atom of the semiconductor matrix.
However, at least one of the two entities constituting the complex is different from a
matrix atom located in its crystallographic site. Therefore, a single dopant, or inter-
stial, or vacancy, does not constitute a complex since a correlation between at least
two entities is needed; co-doping with two atomic species does not automatically
generate complexes unless they are related to each other in a definite short-range
configuration. In the following sections, we will show several examples in which the
formation of complexes dramatically affects the physical properties of the materials
(optical band gap, lattice parameter, magnetism, etc.) and illustrate the potential of
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X-ray absorption spectroscopy (XAS) for solving defect-complexes structures. Of
course, a complex is characterized by the relative orientation of its constituent ele-
ments in the real space (interatomic distances and angles), therefore there is a strong
interest in applying X-ray absorption near edge structure (XANES) since it is more
sensitive to the three-dimensional structure of defects than extended X-ray absorp-
tion fine structure (EXAFS), which to a large extent performs a one-dimensional
projection of the structure on the interatomic distance axis.

The definition of “cluster” is probably different from what the reader expects:
in fact, we do not mean a situation in which a new separate phase, different from
the matrix one, precipitates in the sample. This is the case, for example, for the
formation of metallic clusters in magnetic semiconductors, which will be addressed
in Chaps. 14–16. In contrast, in this chapter, the term “clustering” (“anticlustering”)
identifies the situation in which like-atoms tend to get closer (farer) from each other
conserving the same crystallographic structure. In a ternary semiconductor alloy with
a mixed sublattice of the kind AxB1−xC (see also Chap. 2), these phenomena can be
quantified by the Cowley’s short range order parameters [1]:

α j = 1 − Pj

x

where Pj is the probability of finding an A atom being jth nearest-neighbor of a B one
in the mixed sublattice. αj > 0 indicates an association of like atoms (clustering),
while αj < 0 indicates an association of unlike atoms (anticlustering). For completely
random alloys, α j = 0 for any value of the j index (i.e. for any atomic shell in
the mixed sublattice). Deviations from random atomic distribution, driven by strain
energy modifications, have been predicted for ternary semiconductor alloys such
as GaAsN and GaInN via large supercell calculations and are expected to strongly
affect the emission properties of the materials [2]. We will show that XAS, and in
particular EXAFS, is a powerful tool for seeking and quantifying such deviations.

5.2 Modeling and Data Analysis Approaches

5.2.1 Conventional XAS Analysis of Complexes/Clusters

Most of the EXAFS works on crystalline semiconductors available in literature em-
ploy a data analysis based on the path fitting approach described in Chap. 1. The
starting model structure, used to calculate the effective scattering amplitude and
phase shifts of single and multiple scattering paths, is often taken from crystallogra-
phy and, when dealing with ternary or more complex alloys, the structures of two or
more binary (or ternary) constituent compounds may be used as a model for scatter-
ing path generation. Therefore, since in ternary/quaternary alloys local interatomic
distances neither are identical to values they have in the constituent compounds nor

http://dx.doi.org/10.1007/978-3-662-44362-0_14
http://dx.doi.org/10.1007/978-3-662-44362-0_16
http://dx.doi.org/10.1007/978-3-662-44362-0_2
http://dx.doi.org/10.1007/978-3-662-44362-0_1
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do they follow the Vegard’s law (Chap. 2), the model is usually not effective in
reproducing the experimental distances. Therefore, interatomic distances have to be
varied freely in the least-square fit, along with the Debye-Waller (DW) factors, in
order to obtain a satisfactory agreement with the experimental data.

Although it is a priori possible to use this strategy in the analysis of complexes and
clusters, this has some limitations related to the total number of variables of the fit. In
fact, complexes or clusters models usually need additional variables to be described
and in some case combinations of different local environments are mandatory in
order to reproduce well the experimental data. If too many variables are used in the
fit, strong correlations among them can dramatically affect the accuracy of structural
parameters evaluation, increasing the error bars. This imposes to fix or restrain the
maximum number of cumulants for each scattering path, which can be done using
more realistic models (based on valence force field or density functional theory
calculations), as explained in the following.

Also in the simulation of XANES spectra, often non-relaxed atomic clusters are
used as input file for calculations performed by using, for example, the FEFF or
FDMNES [3] programs. However, in the case of complex or cluster formation, the
local environment is often strongly distorted and the different three-dimensional
arrangement of the atoms with respect to the defect-free material affects the multiple
scattering paths, which are particularly important in this spectral region. Hence, even
for XANES, a better agreement between calculated and measured spectra is normally
obtained by employing properly relaxed input clusters.

In the examples presented in this chapter, conventional analysis has been em-
ployed in the EXAFS (but not XANES) analysis of Mn–H complexes in GaMnAs
(Sect. 5.3.2), in the study of defect complexes in (Er,O)-doped Si (Sect. 5.3.4), and
to look for S clustering in ZnSSe (Sect. 5.4.2).

5.2.2 Valence Force Field-Based XAS Analysis
of Complexes/Clusters

Valence force field (VFF) calculations are an ideal and relatively simple tool to
evaluate the local distortions of the bond lengths around a substitutional impurity
in zincblende semiconductors. The VFF approach has been already introduced in
Chap. 2, thus we remind to that chapter for an introduction to the method. In this
chapter, VFF calculations have been applied to the quantitative analysis of clustering
and anticlustering phenomena. In the examples reported in Sect. 5.4, the static dis-
placement of the atoms from the average crystal sites was determined by minimizing
the Keating’s potential within the strategy formerly proposed by Glas for the analysis
of transmission electron microscopy experiment [4]. In this strategy, the positions
of all atoms inside a large cluster are relaxed via numerical minimization of the
many-variables potential function. Clusters of 20 atomic shells around the absorber
are used in order to generate the input files for calculation of the theoretical EXAFS

http://dx.doi.org/10.1007/978-3-662-44362-0_2
http://dx.doi.org/10.1007/978-3-662-44362-0_2
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signals (which is performed by FEFF). Nonrandom input clusters corresponding to
“clustering” situations are obtained by placing like-atoms around the absorber one
to realize the particular short-range order (SRO) of interest. In order to establish the
boundary conditions necessary for VFF minimization, these clusters are embedded
into much larger crystals consisting of 30 cubic unit cells in each direction. In the
embedding part of the crystal, atoms are placed at random. The equilibrium atomic
positions of all the atoms in the large crystals are found by minimizing the VFF
energy.

This VFF approach has considerable advantages with respect to a conventional
analysis since it not only permits a more precise calculation of the effective scattering
phase shifts, but can also reproduce the broadening of the distance distribution caused
by structural disorder when some SRO configuration breaks the symmetry of the
perfect random crystal. In the analysis of a sample series characterized by clustering
(anticlustering), if one possesses a reference sample with similar structure in which
SRO does not exist or is negligible, it is possible to estimate the systematic error done
by the multiple scattering code in the calculation of the phase shifts along with the
thermal part of DW factors from the reference sample and then fix it in the analysis
of the series. Since the determination of bond lengths and distances distribution done
by VFF is good enough, no more variable for the interatomic distances and DW
factors is a priori necessary in the fit, which results in negligible correlation between
the few remaining variables (weight of different possible SRO configurations and
energy edge shift) and in smaller error bars on the extracted SRO parameters. Even
in the calculations of XANES spectra in the full multiple scattering (FMS) approach,
VFF-relaxed input clusters allow one to obtain a convincingly improved agreement
with the experimental spectra of alloys with mixed atomic shells.

5.2.3 Density Functional Theory-Based Analysis
of Complexes/Clusters

Even if the VFF approach described above is rather powerful in some case, its appli-
cation range remains quite limited. In fact, it works only for substitutional impurities
and requires knowledge of the force constants and/or elastic constants of the binary
constituent alloys. If on the one hand VFF is useful in analyzing clusters, on the
other hand the formation of complexes is normally more difficult to deal with. A
complex usually features the presence of one or more atoms in non-substitutional
position and, sometimes, binary constituent alloys do not exist. This is the case, for
example, of the hydrogen complexes in GaAsN or GaMnAs discussed in Sects. 5.3.1
and 5.3.2, where force constants relative to the N–H or Mn–H bond stretching are
not available. In other cases, vacancies are involved in the complex structure, which
induce important modifications of the local structure and orbitals distribution with
respect to a simple substitutional defect (Sect. 5.3.3).
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In these situations, ab initio calculations are necessary in order to generate a
model cluster with a realistic relaxation of the atomic positions. At this scope, in
several examples reported in Sect. 5.3, density functional theory (DFT) methods
were used under different approximations: local density approximation (LDA) was
used in case of p valence orbitals, while spin-polarized approaches based on the
Hubbard U (GGA+U) [5] approximation were used when dealing with 3d orbitals.
A supercell approach using separable ab initio pseudopotentials [6, 7] was employed,
geometry optimization was performed by fully relaxing the atomic positions in 64-
atom supercells with the PWSCF or VASP code. When the DFT-generated clusters
were used as an input for XANES simulations in the FMS approach, supercells were
repeated eight times in order to obtain large clusters of about 500 atoms. The use of
large clusters is in fact mandatory to reproduce the region of the absorption spectrum
close to the edge, where the photoelectron mean-free path can reach a few tens of
angstroms.

As for the VFF approach, the relaxed interatomic distances calculated by DFT are
given as input to the FEFF and FDMNES codes to calculate the EXAFS backscatter-
ing amplitudes and phase shifts in multiple scattering mode, or the XANES spectra
in the FMS mode. The DFT approach has all the advantages of the VFF in terms of
variables minimization in the EXAFS fit and it is more flexible, at the cost of more
sophisticated and time-consuming theoretical calculations.

5.3 Complexes

In this section, we present some examples in which XAS demonstrated to be a very
useful tool for addressing the structure of defect complexes in crystalline semicon-
ductors. The chosen examples cover complex formation in III–V epilayers (N–H
complexes in GaAsN and M–H complexes in GaMnAs), in II–VI (Co–O vacancy
complexes in ZnCoO) and group-IV materials (Er at O-decorated multi-vacancies
in Si). The selection is, however, not exhaustive and XAS has been useful in other
cases, for example in the study of As-decorated vacancy defects in As-doped Si [8]
(discussed in Chap. 4) or Cl–Zn vacancy complexes in Cl-doped ZnSe [9]. Most of
the examples described in the present chapter, which are the outcome of rather re-
cent research, have in common the coupling between XAS and state of art theoretical
calculations aimed at extracting more information on the complex structure.

5.3.1 Nitrogen–Hydrogen Complexes in Dilute Nitrides

Dilute nitride alloys, such as GaAsN and InGaAsN, are semiconductors characterized
by strong and counterintuitive modifications induced by nitrogen on the physical
properties of the host lattice: a large reduction of the optical band gap [10], and
an atypical behavior of the electron effective mass [11] as a function of nitrogen

http://dx.doi.org/10.1007/978-3-662-44362-0_4
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Fig. 5.1 a
Photoluminescence (PL)
spectrum of untreated (black),
hydrogenated (red) and
annealed (blue)
GaAs0.9878N0.0122 samples; b
XRD rocking curves taken
around the (004) crystal plane
reflection on the same
epilayers
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concentration. The band gap reduction renders these materials particularly attractive
both for the manufactory of vertical-cavity laser emitting at the minima of absorption
in silica optical fibers [12] and as 1-eV gap component in high-efficiency multi-
junction solar cells [13]. Even more surprisingly, the dramatic effects of nitrogen
incorporation can be fully reversed via hydrogenation of the samples by a low energy
ion gun [14, 15].

In Fig. 5.1, the most important effects on the optical and structural properties
of hydrogenation on a 300 nm-thick GaAs1−yNy (y ∼1 %) epilayer grown by solid
source molecular-beam epitaxy (MBE) on GaAs(001) substrate are shown [15, 16].
Figure 5.1a shows photoluminescence (PL) spectra taken on the epilayer before and
after hydrogenation. The intense band that peaked at 1.21 eV in the bottommost
spectrum, recorded on the untreated sample, is due to carriers recombining in the
GaAs1−yNy layer. The much less intense band at 1.42 eV is caused by carrier recom-
bination in the GaAs buffer layer. Hydrogen irradiation changes dramatically the PL
(middle spectrum). No carrier recombination can be observed from the GaAs1−yNy
band-gap energy and the wavelength of all emitted photons is blueshifted at the band-
gap energy of GaAs. In Fig. 5.1b the (004) X-ray diffraction (XRD) rocking curves
(RCs) of the as grown epilayer (bottommost curve), and of the same sample after
hydrogenation (middle curve) are shown. By comparing the RCs of the as-grown and
of the hydrogenated samples, it is clear that the hydrogenation process is the origin
of the GaAs1−yNy epilayer (004) Bragg-peak shift from larger to smaller angles with
respect to the substrate peak. The original epilayer tensile strain, due to the insertion
of substitutional N in GaAs, is indeed reversed into a compressive one.

In summary, hydrogenation brings about a reopening of the optical band gap,
passivating the effects of nitrogen and an enlargement of the alloy lattice parameter.
It also turns out (topmost curves) that both effects can be reversed by a long ther-
mal annealing at 325 ◦C. Such effects are technologically relevant since hydrogen
is present in most growth processes and mass-production steps of semiconductor
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Fig. 5.2 Sketch of the most stable N–H complexes.

devices (for example, in MOCVD growth). Moreover, the possibility of obtaining
structures with lateral band-gap variation on the micrometer scale by hydrogenat-
ing dilute nitrides using patterned masks has been recently demonstrated [17] and,
with an improvement of miniaturization, hydrogenation will have the possibility
to produce nanostructures with in-plane confinement, with potential impact in the
engineering of optical circuits.

The effects of H irradiation in GaAsN, InGaAsN, and GaPN have inspired many
theoretical studies aimed at discovering the origin of the experimental observa-
tions [18]. Considering the reactivity of H and N atoms and the reversibility of
the phenomena, the most intuitive explication is provided by the formation of mi-
croscopic hydrogen–nitrogen complexes which sufficiently low dissociation energy
to be released by a moderate thermal annealing. Different mono hydrogen–nitrogen,
dihydrogen–nitrogen, and multi-hydrogen complexes have been proposed by several
groups over the years and the most relevant examples are sketched in Fig. 5.2. For a
long time it has been believed that an in-line dihydrogen–nitrogen complex, named
N–H∗

2, was responsible for hydrogen-related effects in dilute nitride. In this com-
plex, two strong Ga-HBC and N–HAB bonds are formed, which involve, respectively,
a HBC atom in bond center (BC) position between the Ga and N atoms and a HAB
atom in the opposite position with respect to the same nitrogen atom (antibonding
position, AB). In fact N–H∗

2 is supposed to cause a blue shift of the optical band gap
and an enlargement of the alloy lattice parameter.

The hypothesis of the N–H∗
2 complex was defied by infrared absorption (IR)

measurements [19] which showed that, if on the one hand the local vibrational mode
related to the Ga-N bond disappears in GaAsN after H irradiation, on the other hand
no experimental evidence exists for the Ga-HBC mode, contrary to the expectations of
the N–H∗

2 model. Moreover, IR detected instead two N–H stretching modes due to a
same N–H complex. At the same time, theoretical studies based on computation of the
defect energetics proposed that a new dihydrogen complex may form in hydrogenated
GaAsN [18]. This complex consists of two HBC atoms bound to a single N atom.
The complex (indicated as C2v in Fig. 5.2), has a quasi C2v-symmetry since one of
the HBC ions is located off the N-Ga axes. The C2v complex can lead to a recovery
of the band-gap energy, while the recovery of the lattice parameter is more complex
and depends on the charge state of the complex.
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In order to understand which N–H complex actually forms in the alloy, it was
evident the need of a technique able to provide more direct and quantitative informa-
tion on its local structure than IR spectroscopy: the following shows that N K-edge
soft X-ray absorption spectroscopy was the eligible tool to address this scientific case.
In this section we present XANES measurements performed on the branch line of the
ALOISA beamline of the ELETTRA synchrotron radiation facility in Trieste, Italy.
The energy dependence of the N absorption cross section was monitored by recording
the intensity of N Kα fluorescence using a windowless hyperpure Ge detector. The
XANES spectra were simulated in a real-space FMS approach using the FEFF code.
As described in Sect. 5.2.3, atomic coordinates for each N–H complex model were
taken from DFT calculations [18], repeating eight times a 64-atoms supercell. The
method was first tested on H-free GaAs1−yNy: Fig. 5.3a shows a comparison of the
nitrogen K-edge XANES experimental spectrum for a GaAs0.986N0.014 sample with
a simulation based on the atomic coordinates obtained by calculations. The corre-
spondence between the “well known” experimental spectrum and the simulated one
is excellent, which demonstrates the soundness of the approach to investigate “un-
known” structures, as that of hydrogenated GaAs1−yNy, testing different proposed
models and comparing the relative calculated XANES with the experimental one.

Figure 5.3b shows the experimental N K-edge XANES for a hydrogenated
GaAs0.986N0.014 sample along with simulations for the N–H complexes introduced
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Fig. 5.3 a Experimental and simulated N K-edge XANES for as grown GaAs0.986N0.014 before
exposure to hydrogen. b Experimental N K-edge XANES for hydrogenated GaAs0.986N0.014 (top)
and corresponding FMS simulations based on the atomic coordinates calculated via DFT in pres-
ence of the most stable monohydrogen– and dihydrogen–nitrogen complexes sketched in Fig. 5.2.
Modified from [20]
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above. The variations of the XANES lineshape when simulating the different N–H
complexes are evident and testify to the sensitivity of the method to H-driven changes
in the local environment of nitrogen. It is straightforward that only the C2v complex
reproduces the main features of the experimental spectrum; in particular the fact that
the absorption coefficient does not decrease suddenly after the white line but rather
exhibits an extra peak between 405 and 408 eV.

Quite the reverse, the simulations for the monohydrogen–nitrogen complex
(N–HBC) and the N–H∗

2 dihydrogen–nitrogen complex show large discrepancies
with the experimental XANES spectrum: this means that these structural models
are incorrect and can be discarded. These results gave firm evidence that the N–H
complex forming in hydrogenated GaAsN has C2v symmetry [20] and accounted
for the existence of two N–H stretching modes related to a same N–H complex, as
suggested by IR measurements and some theoretical work.

Details on the XAS investigation of the effects of epitaxial strain, the charge state,
the presence of H satellites and bond lengths in these hydrogenated samples can be
found in other literature papers [21, 22]. Here, we want to point out that the DFT-
based XANES method allows a much more direct comparison between experiment
and simulation than IR spectroscopy: in fact a full comparison of the experimental
spectrum (energy position of the spectral features, relative intensities and width)
with the simulations is possible, which renders an accidental agreement with the
experimental data extremely improbable. Moreover, XANES inherently probes all
the atomic geometries present, weighing the contribution of each one to the average
spectrum with its relative abundance, thus avoiding the interpretative problems of IR
due to the varying cross sections of vibrational modes.

5.3.2 Manganese–Hydrogen Complexes in GaMnAs

Ga1−xMnxAs (see also Chap. 15) is a ferromagnetic semiconductor of interest for
applications in spintronics devices [23], in which the spin degree of freedom of the
charge carriers can be used to enhance the capabilities of conventional electronics,
combining semiconducting and magnetic properties. In this alloy, which follows the
Dietl’s dilute magnetic semiconductor model [24] for relatively low x, both the lo-
calized magnetic moments as well as the itinerant holes mediating the ferromagnetic
coupling between them are introduced by manganese acceptors [25]. Post-growth
hydrogenation has been proposed as a way of switching off or influencing the mag-
netism in this material [26]: in fact the conductivity in Ga1−xMnxAs films can be
reduced by several orders of magnitude upon exposure to hydrogen plasma [27, 28].
The decrease in conductivity goes with a loss of the ferromagnetic behavior [26, 29],
which is not surprising since ferromagnetism is carrier-mediated in this alloy. Since
Mn is naturally an acceptor in Ga1−xMnxAs, while H acts as an amphoteric impurity
[30], the decrease in carrier concentration can be a priori caused either by a compen-
sation of the Mn acceptors by H donors or to a passivation of the Mn acceptors by the
formation of electrically neutral Mn–H complexes. Even if the loss of conductivity

http://dx.doi.org/10.1007/978-3-662-44362-0_15
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and the accompanying loss of ferromagnetism upon hydrogenation in Ga1−xMnxAs
were reported by several groups, the local microscopic structure of hydrogen in this
material has remained an open question for a long time.

Different spectroscopic techniques have been used to investigate the possible for-
mation of acceptor-hydrogen complexes in Ga1−xMnxAs. Secondary ion mass spec-
trometry (SIMS) measurements of hydrogenated Ga1−xMnxAs samples showed that
Mn and H concentrations are identical within experimental uncertainty, which sug-
gested some association between the two atoms [28]. Infrared absorption (IR) spectra
of hydrogenated and deuterated samples revealed absorption maxima at 2,143 and
1,546 cm−1, respectively, which are compatible with the local vibrational As-H and
As-D stretching modes. IR results were considered as an evidence for the forma-
tion of complexes involving manganese and hydrogen [27, 28], while the relative
lattice location of the two atoms remained controversial; two main hypotheses were
advanced (sketched in Fig. 5.4): in the first (Mn–Hbc), H is at bond-centered site in
between the acceptor and a neighboring As atom, while in the second (Mn–Hab) H
is in antibonding configuration with respect to the same atoms.

DFT calculations privileged the first configuration, which minimizes the total
energy and gives calculated local vibrational modes in agreement with the experi-

Fig. 5.4 a Off-axis bond-centered configuration (Mn–Hbc) and b antibonding configuration
(Mn–Hab) of the Mn–H complex with the bond lengths calculated by Goss and Briddon [31, 32].
c Expected radial distribution function for the Mn–Hbc configuration and d for the Mn–Hab one.
(Reprinted with permission from [33]. Copyright 2008 by the American Physical Society. http://
prb.aps.org/abstract/PRB/v78/i23/e235208)

http://prb.aps.org/abstract/PRB/v78/i23/e235208
http://prb.aps.org/abstract/PRB/v78/i23/e235208
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mental ones [31, 32]. Electron paramagnetic resonance (EPR), which is sensitive to
the symmetry of the field of the Mn2+ atoms (from which information on the position
of the H may be inferred), rather suggested the Mn–Hab configuration [33]; however
this technique only works at the dilute limit and cannot be used to study samples
with Mn concentration equal to some percent since the spectra broaden due to the
interaction of neighboring Mn2+ centers.1

Bihler et al. addressed the issue of Mn–H complexes in hydrogenated Ga1−x Mnx

As by Mn K-edge XAS [33]. Measurements were performed at the BM29 beamline
of the European Synchrotron Radiation Facility (ESRF) in fluorescence mode on
0.03 < x < 0.05 epilayers grown by low-temperature MBE [34].

Hydrogenation2 was carried out via remote dc deuterium plasma operated at 0.9
mbar, with the sample heated to 170 ◦C. Annealed control samples were prepared
in the same way, but with the hydrogen plasma switched off to study the influence
of the temperature on the treatment. The authors measured two sample series with
x=0.039, for each series they investigated an as-grown piece, a hydrogenated piece,
and a reference annealed piece obtained as detailed above.

EXAFS can give important information on the local structure of Mn–H complexes
in Ga1−xMnxAs and help in discriminating between the two main models proposed.
In fact, for the bond-centered complex configuration (Fig. 5.4a) theory predicts an
extension of the accompanying Mn-As distance, resulting in a significant change in
the radial distribution function of the Mn atom, which should show a double peak
(Fig. 5.4c). In contrast, in the anti-bonding configuration (Fig. 5.4b), small changes
of the distance distributions are predicted with respect to the pure substitutional Mn
impurity in GaAs (Fig. 5.4d).

Figure 5.5a shows the Fourier transforms (FTs) of the Mn K-edge EXAFS spec-
tra for an as grown, hydrogenated and annealed sample. Three clear peaks can be
distinguished corresponding to the first three neighbors shells of the central Mn. It
is evident that all the FTs are virtually identical except for a reduced magnitude
of the nearest As-neighbor peak at (apparent) distance around 2.2 Å for the hy-
drogenated sample, which suggests a minor role of H in modifying the interatomic
distances distribution. Based on that, a conventional data analysis (see Sect. 5.2.1)
was employed, using a zincblende GaMnAs model cluster to generate theoretical
backscattering amplitudes and phase shifts, and leaving the first three shells inter-
atomic distances and DW factors free of varying in the fit. Figure 5.5b shows the
values for structural parameters extracted from the best fits: the amplitude reduction
in the FT after hydrogenation mentioned above is accounted for by the significant
increase in the first shell DW factor of the hydrogenated sample. The second and third
shell DW factors also increase, testifying to an increase in local structural disorder
after hydrogenation. Besides, there is also a slight increase in the first shell distance

1 Note that a Mn concentration exceeding 1 % is needed to achieve ferromagnetism in GaMnAs.
2 Readers may view, browse, and/or download material for temporary copying purposes only,
provided these uses are for non-commercial personal purposes. Except as provided by law, this
material may not be further reproduced, distributed, transmitted, modified, adapted, performed,
displayed, published, or sold in whole or part, without prior written permission from the American
Physical Society.
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Fig. 5.5 a Comparison of the Fourier transforms of the Mn K-edge EXAFS of an as-grown,
a hydrogenated, and an annealed reference sample. Inset shows the relative kχ(k) spectra. The
dashed curves are fits to the measured data. b First, second and third shell (from top to bottom)
Mn-centered interatomic distances and Debye-Waller factors for two Ga1−xMnxAs samples as
determined from the fits to the spectra. (Reprinted with permission from [33]. Copyright 2008 by
the American Physical Society. http://prb.aps.org/abstract/PRB/v78/i23/e235208)

upon hydrogenation, while all parameters of the annealed reference sample remain
the same as those of the as-grown samples within the error bars.

What is very important to point out is that best fit for the hydrogenated sample
is obtained by using the same model as for the H-free sample in which all nearest
neighbors of Mn have the same distance: allowing one of the NNs to have a longer
distance does not improve the fit quality. For the Mn–Hbc complex, one would expect
an additional peak or shoulder on the higher distance side of the FT nearest neighbor
peak, similar to the additional peak of the radial distribution shown in Fig. 5.4c. The
fact that this was not observed ruled out the hypothesis of Mn–Hbc as the majority
complex configuration in GaMnAs. In contrast, EXAFS results are in agreement with
the one-peak structure of the radial distribution function predicted for the Mn–Hab
configuration (Fig. 5.4d). We refer to the same paper [33] for an explication of how
Mn K-edge XANES, coupled to FMS simulations performed following the same
strategy as in the previous section, confirms the EXAFS result. In summary, XAS
supports the hypothesis of Mn–Hab as the majority complex at relatively high Mn
incorporation, despite the theoretical prediction of the Mn–Hbc one. The results
reported in this section demonstrate the great complementarity between XAS and
EPR, which, instead, better addresses the dilution limit.

http://prb.aps.org/abstract/PRB/v78/i23/e235208
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5.3.3 Cobalt–Oxygen Vacancy Complexes
in Zn1−xCoxO

Zn1−xCoxO, like Ga1−xMnxAs presented in the previous section, belongs to the
family of dilute magnetic semiconductors (DMS). Among DMS, compounds based
on ZnO (such as Zn1−xCoxO and Zn1−xMnxO, see also Chap. 16) are especially
appealing since they exhibit ferromagnetism (FM) above room temperature [35]
(i.e. in conditions favorable to the production of devices) and have low toxicity.
Despite this great potential for spintronics applications, the origin of FM in dilute
ferromagnetic oxides (DFO) has been mysterious for years.

In DFO the established theory of carrier-mediated magnetism [24] does not apply
because the correlation between carriers and magnetism is not evident. Experimental
and theoretical studies have attributed FM in these systems to a variety of origins
including intrinsic defects, nonhomogeneity of the dopant spatial distribution, hydro-
gen contamination, or secondary phases. Recently, some theoretical works attributed
an important role to oxygen vacancies (VO) [36, 37]. In fact, while isolated VO are
deep donors, they can generate electronic states close to the conduction band when
at complex with 3d impurities: FM is achieved when these states are occupied by
electrons from a shallow donor. Despite a number of experiments attempted to re-
veal the presence of VO in DFO, a convincing experimental demonstration of their
existence was missing for a long time.

XAS, along with soft X-ray circular magnetic dichroism, was widely employed
in the study of DFO, in particular to look for possible presence of small metallic Co
clusters or nanoclusters, invisible to XRD, and other minority phases [38, 39] which
may provide un unwanted spurious contribution to the magnetic properties of the
samples.3 A detailed discussion of the role of metallic impurities in semiconductors
and the problematic of spurious phases will be given in Chaps. 13 and 16. In this
section, instead, we focus on a more neglected aspect: the study of VO-related defects
in Zn1−xCoxO.

Some preliminary attempts to verify the existence of VO in DFO via O, Co and
Zn edge XAS at fixed incidence angle were not able to provide a clear answer to
the question [40–42]. In a recent work, Ciatto et al. [43] exploited the polarization
dependence of Co K-edge XANES to study the formation of VO in wurzite single-
phase Zn1−xCoxO epilayers. Angle-dependent XANES measurements, performed at
the SAMBA beam line of the SOLEIL synchrotron in fluorescence detection mode,
were coupled with spin-polarized DFT calculations of VO-containing structures. As
described in Sect. 5.2.3, the relaxed interatomic distances calculated by DFT were
used both as an input to simulate the Co K-edge XANES in FMS approach and to
calculate the experimental amplitudes and phases for the analysis of the EXAFS
region. Samples were measured both with the electric field vector (E) // c and with E
⊥ c (c being the axis of symmetry of the hexagonal lattice). Figure 5.6 shows XANES

3 Of course, the magnetism originating from spurious phases does not qualify the material as
a magnetic semiconductor and should be eliminated or at least reduced in order to obtain good
quality samples.

http://dx.doi.org/10.1007/978-3-662-44362-0_16
http://dx.doi.org/10.1007/978-3-662-44362-0_13
http://dx.doi.org/10.1007/978-3-662-44362-0_16
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Fig. 5.6 Co K-edge XANES
taken on Zn1−xCoxO
epilayers with E // c (dotted
line) and FMS simulations
(continuous line); a indicates
“annealed in oxygen”.
Modified from [43]
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taken on two selected samples with different Co concentration at E // c (green and red
bottommost spectra): the valley between features 1 and 2, evident in the spectrum of
the x = 0.02 sample, disappears in the spectrum of the x = 0.04 one.

Moreover, the amplitude of feature 3 is smaller for x = 0.04. Instead, for
E ⊥ c, only minor changes are observed (not shown). The variations of the XANES
for E // c go along with a change of magnetic properties: magnetization versus field
(H) measurements (Fig. 5.7) show that saturation magnetization is remarkably higher
for x = 0.04. For the wurtzite group and K-absorption edges, due to the directionality
of the p-components of the final state, with E // c XANES is sensitive to variations of
the electronic density along the c axis. Therefore, the experimental results can be ex-
plained by a defective local configuration which differs from a pure substitutional Co
by a modification of the electronic charge distribution along c. One of the stable VO
configurations (according to DFT calculations) is the complex sketched in Fig. 5.8:
in this case the O vacancy is located in a nearest-neighbor position with respect to a
Co atom, and the Co and VO positions define a direction parallel to the c axis. For
the resulting complex (Co-VO), a reduction in total energy with respect to the initial
state (isolated Co plus simple VO) is calculated. It turns out that this complex is also
responsible for the appearance of empty levels close to the conduction band [43].

FMS XANES simulations are reported in Fig. 5.6 (continuous line): The spec-
trum of the x = 0.04 sample is reproduced well by replacing 30 % of substitutional
Co atoms by Co-VO complexes, while the spectrum of the x = 0.02 one is better
reproduced without VO. In order to confirm that FM is related to VO, the x = 0.04
sample was annealed in oxygen to fill the VO: the resulting XANES and magneti-
zation curves are reported in Figs. 5.6 and 5.7, respectively (blue line). The valley
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Fig. 5.7 Magnetic hysteresis
cycle for the same epilayers
as in the previous figure.
Modified from [43]

Fig. 5.8 Sketch of the
Co-VO complex used in the
simulations

between features 1 and 2 reforms after annealing in oxygen; in parallel, saturation
magnetization decreases to one-third of the original value. The observation of larger
magnetic moments in the sample where a larger percentage of Co-VO complexes
are detected strongly suggested a VO-related mechanism for FM. This could be pro-
vided by the formation of a partially filled donorlike band, realized by the concurrent
presence of Co-VO complexes and shallow donors.

The FTs of the Co K-edge EXAFS spectra taken on the same samples at the magic
angle (∼35◦ incidence angle) in the k-range 4.8–13 A−1 are shown in Fig. 5.9. The
possibility of using the accurate values calculated by DFT for the atomic positions
and distance distribution from the absorber, as anticipated in Sect. 5.2.3, allowed
to minimize the number of fit variables and perform a fit weighting three different
model structures: Co-VO complexes (the relative paths of which are all multiplied
by an amplitude reduction factor y), metallic Co (weighted by w), and substitutional
Co (weighted by 1-y-w). In this case, the variables fitting the thermal part of the DW
factors and the differences between actual and model distances were constrained to
assume the same values for the Co-VO complex and Co substitutional contributions,
whereas the interatomic distances and DW factors of the metallic contribution, to-
gether with the S2

0 many body factor, were fixed to the values extracted from the data
analysis of an experimental Co foil. The fits performed following this procedure are
superimposed to the data in Fig. 5.9 (circles).

The relative fraction of the different local environments extracted from the fit are
shown in Table 5.1: while the error bars on y are relatively large due to the lower
sensitivity of EXAFS to the presence of Co-VO complexes with respect to XANES,
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Fig. 5.9 Fourier transform of
the Co K-edge EXAFS
spectra (continuous line) and
fits (circle) obtained
weighting three Co local
configurations, as explained
in the text. Inset
Background-subtracted
EXAFS spectra. Modified
from [43]
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Table 5.1 Co-VO complex
fraction (y) and Co metal
fraction (w) extracted from
the fit of EXAFS data

Sample Co-VO (%) Co metal (%)

X = 0.04 (a) 9 ± 14 0.3 ± 1.9

X = 0.04 18 ± 14 3.7 ± 2.1

X = 0.02 0 ± 14 0.1 ± 1.8

conversely, very small error bars are obtained when measuring the percentage of Co
atoms involved in metallic parasitic phases (with respect to the total Co atoms).

The values extracted for w are rather small, testifying to the high quality of Co
substitutional incorporation in the matrix, and enable quantitative considerations on
the origin of RT FM: considering the Co atomic magnetic moment, Co metallic
nanophases would still only be able to account for (at most) 13 % of the observed
magnetism in the x = 0.04 sample. These results lead to discard the presence of Co
nanoclusters, invisible to XRD, as the main source of FM in Zn1−xCoxO.

The results presented in this section provided direct evidence of the existence of
cobalt-oxygen vacancy complexes in high-structural quality Zn1−xCoxO epilayers
having a specific spatial orientation, and that a larger percentage of these complexes
lead to an enhancement of room temperature FM. This suggests an active role of
these microstructures in the origin of the measured macroscopic magnetic moment,
in agreement with recent theoretical models of DFO.
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5.3.4 Erbium at Oxygen-Decorated Vacancies
in (Er, O)-Doped Silicon

Doping silicon with erbium opens interesting perspectives for optoelectronic applica-
tions [44] since the 4I13/2 −4 I15/2 optical transition occurs at wavelength of 1.54µm,
close to one of the minima of absorption in silica optical fibers. This transition is nor-
mally forbidden by electric dipole selection rules, but when Er atoms are embedded
in a matrix which renders their environment non centrosymmetric (as it may be the
case of the inclusion in Si crystals). This possibility makes Er-doped Si interesting
in the manufactory of devices which couple optical and electronic functionalities on
the same platform. The main problem with this system from the technological appli-
cations standpoint is the low solubility of Er, which is around 2 × 1016 atoms/cm2,
concentration level which is insufficient for device fabrication. A viable route to
increase the active ion concentration is provided by co-doping with O; in this way
Er atoms bind to O ones and concentrations as high as 1019Er atoms/cm2 can be
obtained without precipitation of Er silicates. A strong emission at 1.54µm has been
indeed observed in co-doped samples for Er/O ratio=1:10 [45].

Different possible crystallographic sites have been theoretically proposed for Er
in (Er, O) co-doped Si. According to the calculations of some groups the hexagonal
interstitial site (Hi)would be more stable, while other studies suggested incorporation
in tetrahedral interstitial sites (Ti ) [46]. From the experimental standpoint both EPR
[47] and Rutherford back-scattering spectroscopy (RBS)/channeling [48] indicated
a coexistence of the two sites (Hi , Ti ), in contrast they put a 5 % maximum limit to
the incorporation in tetrahedral substitutional sites (Ts).

EXAFS is intuitively a very suitable technique to study the local environment of
impurities in a matrix (see also Chap. 4), and the first applications of the technique to
the present case revealed that Er is normally six fold coordinated to O atoms in doped
Si, with Er–O distance of 2.24–2.26 Å [49, 50]. If these first attempts adopted the
single scattering approximation in the data analysis and focused on the first atomic
shells around Er, more recently D’Acapito et al. performed a multiple scattering
analysis to extract more information on the higher coordination shells and bond
angles distribution [51]. In this last work, the authors studied (Er, O)-codoped Si
samples obtained both with MBE and ion implantation, by acquiring Er L3-edge
spectra in fluorescence detection mode at the Gilda CRG beamline of the ESRF.

Figure 5.10 shows a typical absorption spectrum on a MBE-grown sample, while
the inset shows the relative EXAFS Fourier Transform. The latter is characterized
by the presence of a main peak just below 2 Å, related to the Er–O bond plus a
second peak at apparent distance of 3.2 Å, originating from the second shell Er-
Si coordination. The authors employed a conventional data analysis (Sect. 5.2.1),
generating the theoretical signals from a crystallographic Er2Si2O7 clusters, but then
used the potentiality of the GNXAS code to better define the bond angles formed by
the constituent atoms. Experimental data were reproduced using a first shell single
scattering Er–O path with variable occupancy, distance and DW factor, and a Er–O–
Si multiple scattering (MS) path described by the first shell variables plus the Si-O

http://dx.doi.org/10.1007/978-3-662-44362-0_4
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Fig. 5.10 X-ray absorption
coefficient typically measured
on (Er, O)-doped Si. Inset FT
of the EXAFS data performed
in the 2.4–8 Å range with a k2

weight. (Reprinted with
permission from [51].
Copyright 2004 by the
American Physical Society.
http://prb.aps.org/abstract/
PRB/v69/i15/e153310)

Fig. 5.11 Example of fit
performed on one of the
samples. The contributions
from the Er–O and Er–O–Si
atomic configurations are
shown along with the
experimental data and best fit
(total). The two bottommost
curves show the residual
when using the full model or
only the first Er–O shell in the
fit. (Reprinted with
permission from [51].
Copyright 2004 by the
American Physical Society.
http://prb.aps.org/abstract/
PRB/v69/i15/e153310)

bond length and DW factor plus an angular θEr−O−Si parameter with associated DW
factor. Second shell Er-Si bond length and DW factor, instead, were derived from the
variables listed above. In order to limit the maximum number of variables some of
the parameters (the angular DW factor and the O-Si distance) were defined for one
of the samples and kept fixed in the analysis of the others.

Figure 5.11 shows an example of fit of the EXAFS spectrum for one of the
samples. The fit is superposed to the experimental data, and the contributions of
single and MS paths to the fit are illustrated in the uppermost part of the figure. The
two bottommost curves represent the residual signals when the fits (obtained using the
full model or the first shell only, respectively) are subtracted from the experimental

http://prb.aps.org/abstract/PRB/v69/i15/e153310
http://prb.aps.org/abstract/PRB/v69/i15/e153310
http://prb.aps.org/abstract/PRB/v69/i15/e153310
http://prb.aps.org/abstract/PRB/v69/i15/e153310
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Fig. 5.12 Sketch of the local
structure of Er located at the
centre of an O-decorated ring
hexavacancy. (Reprinted with
permission from [52].
Copyright 2004 by the IOP.
http://iopscience.iop.org/
0953-8984/14/36/310)

data. The similarity of the first-shell residual and the MS signal is evident, as well
as the improvement in residual minimization when the MS is employed. Hence,
MS paths bring about a better agreement with data from which a refinement of the
structural model can be obtained. If on the one hand the authors found expected
values for the first shell structural parameters (coordination number around 5–6, and
Er–O bond length around 2.24 Å), on the other hand they found appreciably longer
Er-Si distances than the expected ones (3.6 Å vs. 2.5–3.0 Å), both for the Hi and Ti

site hypothesis.
Actually, the extracted Er-Si distance is more similar to that expected for the

substitutional site Ts ; however, the fact that the Ts was ruled out by EPR and RBS data
opened a controversial. Conciliation between the apparently different experimental
results was provided by the hypothesis of formation of a specific defect complex in
which Er atoms are located in a Hi site sitting in the middle of a O-decorated V6
hexavacancy (Fig. 5.12) [52].

According to ab initio calculation [53], this vacancy has a center-to-silicon dis-
tance of 3.9 Å, sufficient to host a centered ErO6 cluster in which the Er-Si distance
is expected to be around 3.9 Å: this value is close to the estimation done by EXAFS.
This result is yet another demonstration of the potential of this technique for the
study of the three-dimensional structure of simple defect complexes in crystalline
semiconductors; the application to the study of dopants in Si is discussed in Chap. 4.

5.4 Clustering and Anticlustering

In this section, we present examples of applications of XAS to the analysis of clus-
tering/anticlustering phenomena in crystalline semiconductors. In case of GaAsBi
alloys, Bi clustering can be detected and quantified by XAS. Clustering and anti-
clustering have here the meaning explained at Sect. 5.1 and a review of the vast
literature about heterogeneous inclusions and cluster formation in semiconductors,
even at the microscopic [54] and nanoscopic scale range [55] is out of the scope of
this section.

http://iopscience.iop.org/0953-8984/14/36/310
http://iopscience.iop.org/0953-8984/14/36/310
http://dx.doi.org/10.1007/978-3-662-44362-0_4
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5.4.1 Bismuth Clustering in GaAsBi Epilayers

In Sect. 5.3.1 we introduced the technological importance of dilute nitride semicon-
ductors in the manufactory of long-wavelength infrared devices on GaAs substrates
such as 1.3–1.55 µm emitters and 1 eV band-gap components for multijunction so-
lar cells. Unluckily, there are several intrinsic drawbacks limiting their utilization in
devices, such as the low electron mobility [56] and short carrier diffusion lengths,
which led scientists to look for alternative semiconductor alloys. One of the novel
routes proposed was the incorporation of bismuth into GaAs [57].

GaAs1−x Bix alloys grown by MBE present good structural quality and strong
photoluminescence emission without need of annealing up to x = 0.1 [58]. Bi in-
corporation (at odds with N) perturbs the valence-band maximum instead of the
conduction band minimum [59], which does not affect the electron mobility [56].
Moreover, Bi redshifts the band gap by more than four times as much as Sb or In
enabling easier access to the useful wavelengths [60]. However, the origin of the
properties of dilute bismides remains unclear: the giant reduction of the band gap
is in disagreement with predictions [61] and the efficient PL emission is surprising,
considering the low growth temperature which uses to produce defects [62].

It is well known that SRO affects the optical properties of dilute nitrides: for ex-
ample, In-N preferential binding blue shifts the band gap of Inx Ga1−x As1−yNy [63],
and N (In) clustering induces a redshift in GaAs1−x Nx (Inx Ga1−x N) [2]. Similarly,
in GaAs1−x Bix , Bi impurities may correlate and affect the emission, and the presence
of Bi clusters, similar to N, is likely to induce shallow bound states in the band gap.

The issue of clustering in GaAs1−x Bix epilayers grown by MBE on GaAs substrate
has been addressed by Bi L2-edge EXAFS [64] in fluorescence mode, selecting the
Bi Lβ1 emission line. The experiment was performed at the BM29 beamline of the
ESRF. Figure 5.13 shows the FTs of the EXAFS spectra (transformation range =
3.2–12.4 Å−1) for three samples with different Bi concentration.

Comparing the FTs of samples A (x=1.2 %) and B (x=1.9 %), it is evident that
the second shell peak is strongly damped in the latter, while the amplitude of the
first and third shell peak is almost unchanged: since thermal disorder is supposed to
be alike (the temperature was constant in the experiment), this suggests a different
distribution of Bi and As atoms in the second shell of Bi. As for sample C (x=2.4 %),
the amplitude of the first shell Fourier peak is almost identical to that of sample
A, while second and third shell peak amplitudes and shapes change, suggesting a
different organization of the Bi neighbors.

In order to analyze these data, the VFF strategy described in Sect. 5.2.2 was used;
this is particularly suitable in this case since the main models at test do not involve
a deep modification in the structure symmetry but only a redistribution of the atoms
in the V-group mixed atomic shell. In this approach, the spectrum of the lowest con-
centration sample (A), where Bi clustering is less probable, was used as a reference.
Therefore, in the fit of sample A (Fig. 5.14, bottom), a random distribution of the an-
ions was assumed and the best fit values of unique DW variables for each shell were
determined from the minimization routine. In contrast, all interatomic distances were



5 Complexes and Clusters 119

Fig. 5.13 Fourier transform
of the Bi L2-edge EXAFS
signal for three
GaAs1−x Bix/GaAs epilayers
with x = 0.012 (A), 0.019 (B)
and 0.024 (C). The three main
peaks are labelled. Inset
Background subtracted
K∗χ(K) spectra. (Reprinted
with permission from [64].
Copyright 2008 by the
American Physical Society.
http://prb.aps.org/abstract/
PRB/v78/i3/e035325)
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Fig. 5.14 Experimental and
simulated Fourier
transformed EXAFS spectra
for samples A (bottom) and B
(top). The fits are based on
clusters with either a random
distribution of Bi atoms or a
predominance of Bi pairs.
(Reprinted with permission
from [64]. Copyright 2008 by
the American Physical
Society. http://prb.aps.org/
abstract/PRB/v78/i3/
e035325)
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fixed to the VFF-calculated values: varying the distances in the fit to counterbalance
possible systematic errors done by FEFF in the phase shifts calculations was not
necessary. The DW factors determined from the analysis of sample A were fixed in
the analysis of the other two samples.

As for sample B (Fig. 5.14, top), if the DW factors are fixed to the values deter-
mined for sample A, it is evident that the second shell peak cannot be reproduced well

http://prb.aps.org/abstract/PRB/v78/i3/e035325
http://prb.aps.org/abstract/PRB/v78/i3/e035325
http://prb.aps.org/abstract/PRB/v78/i3/e035325
http://prb.aps.org/abstract/PRB/v78/i3/e035325
http://prb.aps.org/abstract/PRB/v78/i3/e035325
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Fig. 5.15 Experimental
Fourier-transformed EXAFS
spectrum for sample C
(continuous black line, top
and bottom) and fits
performed for clusters with a
random anion distribution, a
Bi tetramer (see sketch in the
inset), and a combination of
different local configurations
as detailed in the text.
(Reprinted with permission
from [64]. Copyright 2008 by
the American Physical
Society. http://prb.aps.org/
abstract/PRB/v78/i3/
e035325)
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by a random model (red open circles).4 In contrast, experimental data for samples
B and C can be fitted by considering a combination of three different local config-
urations: a next-nearest-neighbor Bi pair (inset of Fig. 5.14), a Bi tetramer (inset of
Fig. 5.15), and a random Bi distribution. In the tetramer configuration, the central
Bi atom is surrounded by three Bi next-nearest-neighbors, in a way that all Bi atoms
are next nearest neighbors of each other. The procedure consists of simulating the
EXAFS spectra by a weighted sum of simulated spectra for each configuration and
using the relative weights as free variables in the fit.

In the case of sample B, an excellent best fit is obtained (Fig. 5.14, top, blue filled
squares) with 94±17 % Bi pairs and 6±17 % Bi tetramers (0 % random). This result
supports the formation of Bi pairs when the Bi concentration increases from 1.2 %
to 1.9 %.

When a Bi pair forms, the damping of the second shell is caused by the broadening
of the Bi-As distance distribution and not only by the presence of a Bi-Bi EXAFS
path: according to VFF calculations, the Bi-As distances are spread over 0.086 for
the pair versus 0.022 Å for the random model.

In the case of sample C, a fit with the random model (Fig. 5.15, top, red open
squares) fails to reproduce the second and third shells of the experimental FT (contin-
uous black line). In case of tetramer formation, the interatomic distances are strongly
perturbed by the presence of the Bi next nearest neighbors in the second shell: ac-
cording to the VFF calculation, the Bi-Ga first shell distances spread over 0.061 Å
and the Bi-As second shell ones over 0.10 Å. The fit with the tetramer model (top,

4 Increasing the second shell Bi-As DW factor by 25 % provides an apparently satisfactory fit;
however, our aim is to go beyond this purely phenomenological procedure and to identify the actual
configuration responsible for the signal damping.

http://prb.aps.org/abstract/PRB/v78/i3/e035325
http://prb.aps.org/abstract/PRB/v78/i3/e035325
http://prb.aps.org/abstract/PRB/v78/i3/e035325
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olive open diamonds) is effective in reproducing the amplitude of the third shell and
the region between the second and third shells where part of the Bi second shell
signal is also found. In contrast, it fails in reproducing the amplitude of the whole
second shell peak. By fitting with the same combination as for sample B, the best fit
(bottom, blue filled circles) is obtained with 37 ± 19 % Bi tetramers and 0 ± 4 % Bi
pairs (63 % random): such combination produces a good agreement with the exper-
imental FT.5 Other defects, such as interstitials or Bi heteroantisites, do not account
for the modifications of the spectra [65].

It is important to note that in the present approach it is not necessary to make the
DW factors vary in order to account for the different structural disorder in samples
with different Bi concentration: once the correct SRO configuration is found, this
accounts itself for the structural part of distances distribution broadening, while the
thermal part is approximated by the DW of the reference sample A. A limitation of
this approach is that it assumes that the damping of the signal in the mixed shell is
entirely due to the realization of the specific SRO configurations: if other sources
of distance broadening summed up, this would bring about an overestimation of the
pair/tetramers concentrations extracted from the fits.

The results presented in this section gave evidence of an evolution from a random
distribution of Bi anions to Bi pairing and clustering as the Bi concentration increases
in GaAs1−x Bix . As for N pairing in GaAs1−x Nx [2], it is probable that Bi clustering
has an important role in the giant band gap bowing observed in GaAs1−x Bix . Fur-
thermore, Bi clusters could play the role of exciton trap in analogy to the mechanism
proposed for Inx Ga1−x N [66], accounting for the PL enhancement observed in dilute
bismides. In fact, later studies have shown that the most efficient optical emission is
observed in correspondence of the highest clustering [67].

5.4.2 Absence of Clustering in GaAsSbN and ZnSSe

In contrast with the case of Bi impurities in GaAs1−x Bix , in several other ternary
and quaternary alloys clustering phenomena do not occur or are very small. Even
in this case, XAS can be very useful to verify the randomness of the material. One
example is given by GaAsSbN alloys, which are also important semiconductors
for applications in optoelectronics. When post-growth treated by thermal annealing,
GaAsSbN alloys show a remarkable blueshift of the band gap as a function of the
annealing time [68] which is not trivially due to N diffusion out of the active layer.
Clustering/anticlustering of Sb or N atoms driven by thermal annealing could provide
an explanation for the observed blue shift since their effect on the optical properties
of III–V semiconductors has been predicted [2], as already anticipated.

The issue of Sb clustering in GaAsSbN and possible evolution as a function of
growth conditions and annealing has been addressed by Sb K- and L3-edge XAS

5 Note that agreement is better than that obtained using any other combination involving different
SRO configurations, including other tetramers, triplets with Bi atoms set in a row or in a triangle.
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performed in fluorescence mode at the BM29 and ID26 beamlines of the ESRF [69].
This enabled to evaluate the relative occupancy of As, N, and Sb in the second atomic
coordination shell of Sb. Data analysis was performed using a VFF strategy similar
to that adopted in the previous section, using GaAsSb reference samples to untangle
the structural component of the DW factor related to the introduction of N atoms in
the crystal from the thermal one. The results obtained [69] demonstrated that there is
no Sb clustering in GaAsSbN and the anions are roughly randomly distributed in the
mixed shell even if, in some case, a moderate trend over Sb-N preferential association
is observed. They also showed that annealing does not affect appreciably the Sb local
environment, therefore Sb clustering cannot be at the origin of the band gap blue shift.
The PL blue shift upon annealing could be attributed to homogenization of initial
nanometric spatial fluctuations of N concentration [70].

Similar results were found by Maruyama et al. [71] on a II–VI semiconductor alloy,
ZnSx Se1−x , which is another interesting direct-wide gap system for optoelectronic
applications. By using S K-edge EXAFS performed in fluorescence mode at the
beamline (BL)-11B of the Photon Factory Synchrotron, the authors investigated
the relative atom occupancy in the mixed second shell around S. By employing a
conventional analysis strategy (Sect. 2.1) and Fourier filtering to isolate the second
shell signal, they measured the ratio of the number of S atoms to that of Se ones and
found the value of 0.057/0.942, in good agreement with the ratio between S and Se
concentrations (x=0.06, 1 − x = 0.94). This result gave the indication that there is
no S clustering in the alloy and that S and Se atoms are randomly distributed.

5.5 Summary

In this chapter we have provided several examples of application of XAS to the
analysis of defect complexes and clustering in crystalline semiconductors of high
technological interest. If EXAFS has been recognized, since its early development,
to be a very important tool in the analysis of the local geometric arrangement of
dopants and point defects in semiconductors, the extension to the study of composite
defects is more recent. In fact, this required the enhanced sensitivity of XANES to the
three-dimensional structure of the complexes and reliable simulations of the spectral
region in which the multiple scattering expansion of the XAS cross section does not
converge. The success of the method in the examples here reported depends on the
high brilliance of third generation synchrotron sources which allowed the recording
of high-quality spectra from dilute systems, the availability of reliable theory and
computer codes able to accurately simulate the XAS spectra, and the trustworthiness
of DFT and VFF methods in achieving accurate results on the microstructure of
defect complexes and in mimicking SRO configurations.

Last but not least, the scientific cases presented in this chapter underline the
strong complementarity of XAS with other spectroscopic techniques more tra-
ditionally employed in the study of defect complexes structure such as infrared
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absorption spectroscopy, Rutherford back-scattering spectroscopy/channeling, and
electron paramagnetic resonance.
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Chapter 6
Vibrational Anisotropy

Paolo Fornasini

Abstract The mean square relative displacement parallel to the bond direction
(parallel MSRD) is directly measured by the EXAFS Debye-Waller exponent. For
crystals, the comparison of the thermal expansions measured by EXAFS and by
Bragg diffraction allows one to obtain also the perpendicular MSRD. The ellipsoid
of relative thermal displacements is anisotropic with respect to the bond direction for
all studied systems. The quantitative study of anisotropy gives original insights on the
local lattice dynamics and can be exploited to investigate the vibrational mechanism
of negative thermal expansion in crystals. The basic theory is here reviewed and the
results of some recent experimental studies on crystals with the diamond-zincblende
structure are critically compared.

6.1 Introduction

The comprehension of the effects of thermal disorder on extended X-ray absorption
fine structure (EXAFS) has been progressively refined since the Seventies. In the first
pioneering works [1, 2], the Debye-Waller exponent σ 2 was identified as the mean
square relative displacement (MSRD) parallel to the bond direction and expressed
in terms of eigenfrequencies and eigenvectors of the dynamical matrix of crystals.
The difference between the Debye-Waller factors of EXAFS and of diffraction due
to correlation effects was stressed and the correlated Debye and Einstein models
were introduced. The relevance of asymmetry in the nearest neighbour distance
distribution was early thereafter recognised [3]; a parametrised model based on the
cumulant expansion was introduced [4, 5], which proved to be particularly effective
when dealing with relatively weak thermal disorder. Various theoretical treatments
were developed, based on different approches [6–15].

In the last years, the increase of experimental accuracy and the progress of analysis
techniques led to the possibility of detecting the difference between the local thermal
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expansions measured by EXAFS and by Bragg diffraction in crystals and to the
consequent evaluation of the perpendicular MSRD [16, 17]. As a result, it is now
possible to reconstruct the ellipsoid of relative thermal vibrations of the absorber
and backscatterer atoms, which has been found to be disc-shaped with respect to
the bond direction in all systems studied up to now. The degree of anisotropy of
the relative ellipsoids, which depends on the difference of correlation parallel and
perpendicular to the bond, gives original insights on the local lattice dynamics and
has been exploited to study the local origin of negative thermal expansion in crystals
[18, 19].

An updated introductory treatment of thermal effects in EXAFS spectra can be
found in [20]. Here, after a synthetic theoretical introduction (Sect. 6.2), an account
is given of recent experimental results concerning the effects of thermal vibrations in
some selected semiconductors (Sect. 6.3). The difference between bond-lengthsmea-
sured by EXAFS and Bragg diffraction is discussed in Sect. 6.4 and the applications
to the study of negative thermal expansion in crystals is presented in Sect. 6.5.

6.2 Theory

The information available from a single-scattering analysis of EXAFS spectra is
intrinsically one-dimensional. For a given coordination shell, EXAFS samples an
effective distribution P(r, λ) = ρ(r) exp(−2r/λ)/r2, where ρ(r) is the real dis-
tribution of inter-atomic distances and λ(k) is the photo-electron mean free path
(Chap. 1). For relatively weak thermal disorder, both distributions, real and effective,
can be parametrised in terms of their cumulants [4, 5] Ci and C ′

i , respectively. The
relation between Ci and C ′

i can be expressed by a recursion formula [21]; in practice,
the difference is generally significant only for i = 1. The leading cumulants can be
obtained by a careful analysis of EXAFS spectra, better if measured as a function
of temperature [16, 17]. (Note that, due to a different convention, the cumulants of
the real and effective distribution are elsewhere labelled as C∗

i and Ci , respectively
[16, 17, 21]).

We review here the connection between the cumulants Ci of the one-dimensional
real distribution of distances and the structural and dynamical properties of a three-
dimensional crystalline system.

LetR0 be the distance between absorber and backscatterer atoms (a and b, respec-
tively), ideally frozen at their rest positions, and let ua and ub be their instantaneous
vibrational displacements with respect to the rest positions, due to zero-point plus
thermal energy. The instantaneous inter-atomic vector distance r can be expressed as

r = R0 + �u, (6.1)

where �u = ub − ua is the relative displacement. It is convenient [22] to consider
the projections of �u along the bond direction �u‖ and in the perpendicular plane

http://dx.doi.org/10.1007/978-3-662-44362-0_1
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r

RA

B

Fig. 6.1 Schematic representation of the relation between the equilibrium distance R and the
instantaneous distance r = R+�u between the absorber atomA and the backscatterer atom B. The
ellipsoid of relative displacements is light grey. Equation (6.2) project the relative instantaneous
displacement �u (arrow) along the R̂ direction (thick line) and in the perpendicular plane (dark
grey)

�u⊥ (Fig. 6.1), defined by the following equations:

�u‖ = R̂0 · �u, �u2⊥ = �u2 − �u2‖ . (6.2)

An EXAFS spectrum corresponds to sampling, by a large number of photo-
electrons, a correspondingly large number of instantaneous configurations created
by zero-point and thermal motions. The quantities measured by EXAFS are thus
expressed as canonical averages.

6.2.1 Average Distance

The average inter-atomic distance, directly measured by the first EXAFS cumulant
C1, is [17]

C1 = 〈r〉 � R0 + 〈�u‖〉 + 〈�u2⊥〉/2R0, (6.3)

where R0+〈�u‖〉 = Rc is the crystallographic distance, measured by Bragg diffrac-
tion experiments. In the harmonic approximation, 〈�u‖〉 = 0 and there is no crystal-
lographic thermal expansion. For an anharmonic crystal, the term 〈�u‖〉 increases
with temperature, and accounts for the crystallographic expansion.

In terms of the average vector positions of the absorber and backscatterer atoms,
〈ra〉 and 〈rb〉, respectively, the average distance measured by EXAFS and the crys-
tallographic distance have different expressions:

〈r〉 = 〈|rb − ra |〉 Rc = |〈rb〉 − 〈ra〉| , (6.4)

Rc being the distance between average atomic positions. Equation (6.3) shows that
the average distance 〈r〉 is always larger than the crystallographic distance, owing to
the presence of the perpendicular MSRD in the last term. Moreover, the difference
increases with temperature, so that the thermal expansion measured by EXAFS is
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larger than the thermal expansion measured by Bragg diffraction or by dilatometric
techniques. For nearest-neighbour atoms, the two distances 〈r〉 and Rc have been
recently referred to as “true” and “apparent” bond-lengths, respectively, and their
temperature dependencies as true and apparent bond expansions [23]. The possibility
of directly measuring the true bond expansion by EXAFS represents the solution of
an old crystallographic problem,which has been for a long time faced by approximate
models, such as the riding model or the TLS model [24].

6.2.2 Parallel MSRD

The second cumulant C2, say the variance σ 2 of the distribution of distances, corre-
sponds to a good degree of accuracy to the mean value 〈�u2‖〉, and is now generally
referred to as parallel MSRD [25]:

C2 = σ 2 = 〈�u2‖ 〉 =
〈[

R̂ · (ub − ua)
]2〉

. (6.5)

The parallel MSRD can be expanded into the sum of three terms [1]

〈�u2‖ 〉 = 〈(R̂ · ub)
2〉 + 〈(R̂ · ua)2〉 − 2 〈(R̂ · ub)(R̂ · ua)〉. (6.6)

The first two terms are the independentmean square displacements (MSD) of atoms a
and b along the bond direction,which can be calculated from the atomic displacement
parameters (ADP) obtained by the refinement of Bragg diffraction patterns [26]. The
third term, the displacement correlation function (DCF), depends on the correlation
of atomic motions. The correlation term DCF is relatively large for the first shell
and significantly smaller for the second and outer shells, reducing to zero at large
distances.

In the harmonic approximation, the parallel MSRD of a crystal is connected to
the eigenvalues ω(q, s) and eigenvectors w(q, s) of the dynamical matrix by

〈�u2‖ 〉 = 1

N

∑
q,s

〈|Q(q, s, t)|2〉
∣∣∣∣
(
wb(q, s)eiq·R

√
mb

− wa(q, s)√
ma

)
· R̂

∣∣∣∣
2

(6.7)

where q are the normal mode wavevectors, s are the branch indexes, N is the number
of primitive cells and Q(q, s, t) is the normal coordinate of mode (q, s). The parallel
MSRD peculiarly depends on the phase relations between eigenvectors, on their
projections on the bond direction R̂ and on the inter-cell phase relation eiq·R.

Equation (6.7) is of no practical use in EXAFS analyses. The temperature depen-
dence of the parallel MSRD can be satisfactorily fitted to a correlated Debye Model
[1, 2, 27]
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σ 2
D = 3�

ω3
Dm

ωD∫
0

dω ω coth
�ω

2kT

[
1 − sin(qD R)

qD R

]
, (6.8)

where qD is the radius of the Debye sphere and the Debye frequency ωD is the only
parameter of the model. The Debye frequency corresponds to a Debye temperature
�D = �ωD/kB . For copper, as generally expected for monatomic Bravais crys-
tals, the Debye temperatures of different coordination shells are reasonably similar
[17] and in good agreement with the Debye temperatures of specific heat and of
X-ray diffraction. For crystals with more than one atom per primitive cell, such as
tetrahedral semiconductors, different Debye temperatures are expected for different
coordination shells.

Alternatively, the temperature dependence of the parallel MSRD can be fitted to
an Einstein model [2]:

〈�u2‖ 〉 = (�/2μω‖) coth(�ω‖/2kT ) (6.9)

where μ is the reduced mass of the absorber–backscatterer atomic pair and the
Einstein frequencyω‖ is the only parameter of themodel. The Einstein frequencies of
different coordination shells are expected to be different also for monatomic Bravais
crystals. The advantages of the Einstein model are its simplicity and the possibility
of obtaining an effective force constant k‖ = μ(ω‖)2, which measures the strength
of the bond between the absorber and backscatterer atoms embedded in the three-
dimensional system. The force constant k‖ refers to an effective pair potential that
depends on the statistically averaged influence of all the other atoms and cannot be
identified with the force constant of a single-bond potential [28].

The extent of correlation of the vibrations of absorber and back-scatterer atoms
can be measured by a dimensionless function of temperature [29, 30]

φ‖(T ) = 〈(R̂ · ub)
2〉 + 〈(R̂ · ua)2〉 − 〈�u2‖ 〉

2[〈(R̂ · ub)2〉〈(R̂ · ua)2〉]1/2 . (6.10)

A value φ‖ = 0 corresponds to a completely uncorrelated motion of the two atoms.
Values φ‖ = 1 and φ‖ = −1 correspond to atomic motions perfectly in phase and in
opposition of phase, respectively.

6.2.3 Perpendicular MSRD

The perpendicular MSRD 〈�u2⊥ 〉 cannot be directly obtained from EXAFS spectra.
It can however be calculated by inverting (6.3), provided Rc = R0+〈�u‖〉 is known
from Bragg diffraction measurements.

In the harmonic approximation, the perpendicular MSRD of a crystal can be con-
nected to the eigenvaluesω(q, s) and eigenvectorsw(q, s) of the dynamicalmatrix by



132 P. Fornasini

an expression similar to (6.7) [31]. It is worth remembering that different dynamical
matrices can exist, sharing the same eigenfrequencies but with different eigenvec-
tors [32]. The reproduction of parallel and perpendicular MSRDs, experimentally
obtained from EXAFS, represents a peculiar test for the phase relationships between
eigenvectors obtained from model calculations or ab initio [33].

The temperature dependence of the perpendicular MSRD 〈�u2⊥〉 is reproduced
by an Einstein model [31]

〈�u2⊥ 〉 = (�/μω⊥) coth(�ω⊥/2kT ) , (6.11)

the only difference with respect to (6.9) being that μ is substituted for 2μ to account
for the different dimensionality (projection along a line andwithin a plane for parallel
and perpendicular MSRD, respectively). Also the perpendicular Einstein frequency
can be connected to an effective force constant k⊥ = μ(ω⊥)2. Finally, a perpendic-
ular correlation function can be defined by substituting 〈�u2⊥〉/2 for 〈�u2‖〉 in the
numerator of (6.10):

φ⊥(T ) = 〈(R̂ · ub)
2〉 + 〈(R̂ · ua)2〉 − 〈�u2⊥ 〉/2

2[〈(R̂ · ub)2〉〈(R̂ · ua)2〉]1/2 . (6.12)

The division of 〈�u2⊥ 〉 by 2, here and in the following, projects the perpendicular
MSRD along one direction.

6.2.4 Relative Vibrational Anisotropy

The knowledge of both parallel and perpendicular MSRDs allows one to reconstruct
the ellipsoid of relative thermal vibrations of the pair of absorber and backscatterer
atoms (assuming that the perpendicular vibrations are isotropic within the plane
perpendicular to the bond). For all systems up to now investigated, the ellipsoid of
relative vibrations has always been found to be anisotropic and disc-shaped, say
〈�u2⊥〉/2 > 〈�u2‖〉.

The degree of anisotropy of relative vibrations is measured by the ratio
γ = 〈�u2⊥〉/2〈�u2‖〉. Since parallel and perpendicular MSRDs are characterised
by different Einstein frequencies, the ratio γ is generally temperature dependent
(Sect. 6.3, Fig. 6.4). A temperature-independent measure of anisotropy, correspond-
ing to the asymptotic behaviour of γ for T → ∞, is the ratio of parallel to perpen-
dicular effective force constants, ξ = k‖/k⊥ [34]. For perfectly isotropic relative
vibrations, ξ = 1. The anisotropy of relative vibrations is a consequence of the
different degree of correlation of atomic motion parallel and perpendicular to the
bond.
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6.3 Experimental Results on Vibrational Anisotropy

The comparison of the bond thermal expansions measured by EXAFS and by Bragg
diffraction has been done for a number of different systems characterized by different
structures: copper [17], germanium [16] and crystalswith the structures of zincblende
[19, 21, 35, 36], cuprite [26], delafossite [34]. Relative values of both parallel and
perpendicular MSRDs with respect to a reference temperature have been obtained,
according to (6.3) and (6.5), as:

δ〈�u2‖〉 = δC2, δ〈�u2⊥〉 = 2Rc(δC1 − δRc). (6.13)

Absolute values of the MSRDs have been calculated by fitting Einstein correlated
models (6.9) and (6.11) to the temperature dependence of the experimental data
[31]. The MSRDs from EXAFS have been compared with the uncorrelated MSDs
from diffraction, when available. Parallel MSRD are also shown as a function of
temperature for ZnSe, GaN and InN in Chap. 3 and for Ge and InP in Chaps. 7 and
8, respectively.

6.3.1 The Case of CdTe

An example particularly suitable to illustrate the effects of thermal disorder on
EXAFS of semiconductors is represented by CdTe, for which high quality EXAFS
data were measured from liquid helium to room temperature at both the Cd and Te
K edges [19]. The availability of data measured at two different edges, at different
times and different synchrotron beamlines and the comparison of results obtained by
different data analysis procedures allowed a self-consistent evaluation and discussion
of the uncertainty of results [37].

The coefficient of apparent thermal expansion of the Cd–Te distance in CdTe,
proportional to the lattice expansion, is negative below T � 65K, and above
150K is nearly constant, αapp � 4.3 × 10−6 K−1 [38, 39]. The coefficient of
true expansion, measured by EXAFS [19], is instead positive at all temperatures,
αtru � 18 × 10−6 K−1, much larger than αapp (Fig. 6.6, right).

The first-shell parallel MSRD 〈�u2‖〉 and the halved perpendicular MSRD

〈�u2⊥〉/2 of CdTe are shown in the left panel of Fig. 6.2, together with the sum
of theMSDs of Cd and Te, 〈(R̂ ·uCd)

2〉+〈(R̂ ·uTe)
2〉, calculated from the diffraction

data of [40]. The MSDs and MSRDs are well fitted by Einstein models (dashed lines
in Fig. 6.2). The ratio of perpendicular to parallel MSRDs is a measure of anisotropy.
By comparing theMSRDswith the sum of theMSDs, one can connect the anisotropy
with the degree of correlation.

The MSRDs have the dimension of an area. They are suitable quantities for
lattice dynamical interpretations, in view of their Einstein-like behaviour, which
tends asymptotically to the classical linear behaviour at high temperatures. More

http://dx.doi.org/10.1007/978-3-662-44362-0_3
http://dx.doi.org/10.1007/978-3-662-44362-0_7
http://dx.doi.org/10.1007/978-3-662-44362-0_8


134 P. Fornasini

0

1

2

3

4

0 100 200 300

T (K)

M
S

R
D

s 
(1

0-2
 Å

2 )
CdTe XRD

||

0.00

0.05

0.10

0.15

0.20

0 100 200 300

S
ta

nd
ar

d 
de

vi
at

io
ns

 
 (

Å
)

T (K)

||

Fig. 6.2 Left panel Parallel MSRD (circles) and halved perpendicular MSRD (diamonds) for
the first shell of CdTe; solid and open symbols refer to the Te and Cd edges, respectively; the
squares are the sums of the Cd and Te MSDs from [40]. The dashed lines are the best-fitting
Einstein models. Right panel Parallel and perpendicular standard deviations σ‖ = [〈�u2‖〉]1/2 and
σ⊥ = [〈�u2⊥〉/2]1/2

Cd Te

XRD

EXAFS

Fig. 6.3 Pictorial representation of the thermal ellipsoids for CdTe at 300K. The inter-atomic
distance is R = 2.8Å. The standard deviations are σCd = 0.15Å and σTe = 0.13Å for the MSDs
and σ‖ = 0.085Å and σ⊥ = 0.18Å for the MSRDs

direct physical insight is given by the standard deviations σ‖ = [〈�u2‖〉]1/2 and

σ⊥ = [〈�u2⊥〉/2]1/2, which have the dimension of length and directly measure the
size of the relative thermal ellipsoids. The standard deviations for the first shell of
CdTe are shown in the right panel of Fig. 6.2: the non negligible extent of zero-
point vibrations with respect to thermal effects is evident. Standard deviations can
be visually represented in real space. A pictorial comparison of the information from
diffraction and from EXAFS is given in Fig. 6.3, where the absolute and relative
thermal ellipsoids for the temperature of 300K are shown on the same scale of the
inter-atomic distance.

The anisotropy, measured by the ratio γ = 〈�u2⊥〉/2〈�u2‖〉, depends on temper-
ature (Fig. 6.4, left panel). The high-T asymptotic value of γ is ξ = k‖/k⊥ = 4.6
for CdTe. An alternative measure of anisotropy is the ratio of the standard deviations
σ⊥/σ‖, which for CdTe tends asymtpotically to ξ1/2 = 2.14 (also shown in Fig. 6.4,
left panel).
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Fig. 6.4 Left panel anisotropy of the relative vibrations in CdTe measured by the ratios between
theMSRDs (circles) and between the standard deviations (diamonds); solid and open symbols refer
to Te and Cd K edges, respectively. Right panel correlation functions φ‖(T ) (continuous line) and
φ⊥(T ) (dashed line) calculated from the Einstein models best fitting the MSDs and MSRDs for the
first shell of CdTe

The anisotropy of relative vibrations depends on the different degree of correla-
tion along the bond direction and within the perpendicular plane, measured by the
φ(T ) functions of (6.10) and (6.12), respectively. Since the experimental values of
MSRD and MSD had been measured at different temperatures, the correlation func-
tions φ(T ) have been evaluated using the best-fitting Einsten models; the results are
shown in Fig. 6.4 (right panel). The high-temperature asymptotic value for the paral-
lel correlation, φ‖ = 0.82, is significantly higher than the value for the perpendicular
correlation, φ⊥ = 0.2.

6.3.2 Comparison of Diamond and Zinblende Structures

The possibilities offered by the study of parallel and perpendicular MSRDs are
highlighted by the comparison of different crystals with the diamond or zincblende
structure.

6.3.2.1 First Coordination Shell

The nearest-neighbours effective force constants k‖ and k⊥ and the anisotropy para-
meter ξ = k‖/k⊥ are listed in Table6.1 as a function of both the ionicity [41] and
the ratio of the masses of the heavier to the lighter atom, Mh/Ml . Copper is added
in the first column for comparison.

For the diamond-zincblende crystals, a clear correlation exists between ionicity
and the effective force constants: both parallel and perpendicular force constants
decrease when the ionicity increases (Fig. 6.5, top left). For the tetrahedral semicon-
ductors, the parallel force constants (solid circles) are much larger than the perpen-
dicular force constants (solid squares). For copper, the difference between parallel
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Table 6.1 Parallel and perpendicular Einstein effective force constants k and anisotropy parameters
ξ = k‖/k⊥ for the first shell of some selected systems, compared with ionicity and mass ratio

Cu [17] Ge [16] GaAs [35] InP [36] CdTe [19] CuCl [21]

Ionicity [41] 0 0 0.31 0.421 0.675 0.746

Mh/Ml 1 1 1.07 3.71 1.421 1.791

k‖ (eV/Å2) 3.2 8.5 7.02 6.65 3.71 1.4

k⊥ (eV/Å2) 2.6 2.9 1.85 1.11 0.81 0.26

ξ = k‖/k⊥ 1.2 2.9 3.8 6.0 4.6 5.4
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Fig. 6.5 Results for the first shell of crystals with the diamond or zincblende structure. Top panels
parallel (solid circles) and perpendicular (solid squares) force constants (left) and correlation func-
tion at 300K (right), plotted as a function of ionicity; the dashed lines are a guide to eye. Bottom
panels anisotropy parameter ξ1/2 as a function of both ionicity (left) and of mass ratio (right). In
all panels, the open symbols are the values for Cu

and perpendicular force constant is instead quite small (open symbols). The first-shell
parallel force constant is much larger in germanium than in copper. This difference,
which decreases when the ionicity increases in the other tetrahedral semiconduc-
tors, can be attributed to the difference between the totally or partially covalent
bonds of tetrahedral semiconductors and the metallic bond of copper. The first-shell
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perpendicular force constant is instead very similar in Ge and in Cu, and, for the other
tetrahedral semiconductors, still decreases when ionicity increases. This behaviour
can be qualitatively attributed to the open structure of semiconductors, which favours
the perpendicular relative vibrations of neighbouring atoms in spite of the relative
bond rigidity. The smaller lateral rigidity of the metallic bond with respect to the
covalent bond is compensated by the closer packing of the fcc structure.

The anisotropy parameter ξ1/2 exhibits an average positive trend as a function
of ionicity (Fig. 6.5, bottom left). The scattering of data with respect to a smooth
behaviour can be correlated to the different mass ratios Mh/Ml of the studied com-
pounds: the larger the mass ratio, the larger the anisotropy (Fig. 6.5, bottom right).
For copper, the relative thermal vibrations are only weakly anisotropic, ξ1/2 � 1.1
(open circles).

The parallel and perpendicular correlation functions φ(T ) evaluated for
T = 300K are shown in Fig. 6.5 (top right). The parallel correlation (solid circles)
is stronger than the perpendicular correlation (solid squares), and quite indepen-
dent of ionicity, while the perpendicular correlation exhibits an average decreasing
trend. For copper, the parallel correlation (open circle) is only slightly larger than
the perpendicular correlation (open square).

The anisotropic behaviour of relative atomic vibrations for some systems has been
recently reproduced by the ab initio calculations performed by Vila et al. [33]. The
calculated values of the asymptotic ratios

lim
T →∞ 〈�u2⊥〉/〈�u2‖〉 = 2ξ

are 2.36 for Cu at 500K and 7.2 for diamond lattices at 600K, in agreement with
the experimental values: 2.2 for Cu, from 5.8 to 12 for tetrahedral semiconductors
(Table6.1).

6.3.2.2 Outer Coordination Shells

Further information can be obtained from the analysis of the parallel MSRD of the
outer coordination shells.

The parallel effective force constants k‖ and the Debye temperatures �D for
the different pairs of absorber-backscatterer atoms are listed in Tables6.2 and 6.3,
respectively. In the Debye model for the tetrahedral semiconductors, an extended
first Brillouin zone has been considered.

For copper, the Debye temperatures of the different shells are very similar, while
for the tetrahedral semiconductors the Debye temperatures are strongly dependent
on the shell, the most significant difference being between the first and the second
shell (Table6.3). The differences of force constants between the different shells
are still stronger for tetrahedral semiconductors, and not negligible even for copper
(Table6.2).
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Table 6.2 Parallel effective force constants k‖ (in eV/Å2) for the first and outer shells of different
crystals

Shell Cu [17] Ge [16] GaAs [35] InP [36] CdTe [19]

1 3.20 8.15 7.02 6.65 3.71

2 1.97 2.48 2.30 0.91

2.68 2.09 1.29

3 2.40 2.18 1.75 1.74 0.85

4 2.33

For the 2nd shells of binary compounds, the first and second lines refer to the lightest pair (Ga–Ga,
Cd–Cd) and to the heaviest pair (As–As, Te–Te, In–In), respectively

Table 6.3 EXAFS Debye temperatures (in K) for the first and outer shells of different crystals

Shell Cu [17] Ge [16] GaAs [35] InP [36] CdTe [19]

1 328 460 402 416 228

2 283 299 230 114

240 171 126

3 322 290 195 203 105

4 321

For the 2nd shells of binary compounds, the first and second lines refer to the lightest pair (Ga–Ga,
Cd–Cd) and to the heaviest pair (As–As, Te–Te, In–In), respectively

Table 6.4 Correlation functions φ‖ and φ⊥ at T = 300K for different crystals

Shell Cu [17] Ge [16] GaAs [35] InP [36] CdTe [19] CuCl [21]

φ‖ 1 0.46 0.77 0.76 0.82 0.83 0.82

2 0.14 0.18 0.32 0.33

0.44 0.42 0.41

3 0.24 0 0.14 0.37 0.27

4 0.23

φ⊥ 1 0.36 0.37 0.18 0 0.13 −0.2

For the 2nd shells of binary compounds, the first and second lines refer to the lightest pair (Ga–Ga,
Cd–Cd) and to the heaviest pair (As–As, Te–Te, In–In), respectively

The values of the parallel and perpendicular correlation functions for the first shell
and of the parallel correlation function for the outer shells, evaluated at T = 300K,
are listed in Table6.4. For Cu and CdTe, good quality experimental MSD data are
available in the literature [40, 42, 43]. For GaAs and Ge we refer to theoretical
calculations [44, 45]. For InP, the perpendicularMSRDvalues are quite scattered, and
the comparison is made with the experimental MSD data of [46]. For CuCl, the data
are limited to the first shell, perpendicular MSRD values at 300K are extrapolated
from the values below 100K and the comparison is madewith an average of available
MSDdata [21]. In spite of the difficulty in assessing the accuracy of experimental and
theoretical data, some qualitative properties are evident in Table6.4. The first-shell
parallel correlation is much stronger in tetrahedral semiconductors than in copper;
the correlation is instead comparable for the outer shells.
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Table 6.5 Difference C1 − Rc (10−3 Å) between the nearest-neighbours bond distance measured
by EXAFS and by Bragg diffraction at low and room temperature

T(K) Cu [17] Ge [16] GaAs [35] InP [36] CdTe [19]

10 1.3 1.5 1.6 1.2 1.8

300 3.8 3.9 5.8 9.5 11.5

The value for Ge at 300K is erroneously quoted as 8×10−3 Å in Table3 of [37]

6.4 True and Apparent Bond Expansion

Once the absolute values of the perpendicular MSRD of the first shell have been
evaluated, one can attempt to gain a better quantitative evaluation of the difference
between the true and apparent bond distances and thermal expansions, as per (6.3).
In Fig. 6.6, the true and apparent bond expansions of GaAs and CdTe, evaluated with
respect to the low-temperature crystallographic distance, are compared.

The values of the difference between true and apparent distances of some sys-
tems at low and room temperature are listed in Table6.5. The differences depend
on the extent of the perpendicular MSRD, and increase with the decreasing of the
perpendicular force constant k⊥ as well as with the increase of temperature. The
discrepancy between true and apparent distances should be taken into account when
calibrating EXAFS simulations against model systems of known crystallographic
structure. When accuracies of the order of some 0.001 Å are sought, a calibration
can be misleading if the effect of perpendicular vibrations is neglected.

6.5 Negative Thermal Expansion Crystals

The sensitivity of EXAFS to local dynamics, in particular to vibrational anisotropy,
can be exploited to study the local mechanism at the origin of negative thermal
expansion (NTE) in some crystals. A number of tetrahedral semiconductors (such
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as Si, Ge, GaAs, CdTe, InP, CuCl [47]) exhibit lattice NTE within a restricted
low-temperature interval, and some more complex framework structures are charac-
terised by lattice NTE within extended temperature intervals [48–50].

According to the phenomenological approach ofBarron [23], the net lattice expan-
sion is the result of a competition between two contributions: (a) a positive bond-
stretching contribution due to the anharmonicity of the effective pair potential and
(b) a negative contribution due to tension effects connected to atomic movements
perpendicular to the bond. When the tension effects prevail over bond stretching, the
crystal exhibits NTE.

Conventional techniques, such as dilatometry and Bragg diffraction, are sensitive
only to the lattice thermal expansion, and cannot distinguish the bond stretching
from the tension effects. These two effects can be distinguished by complemen-
tary EXAFS measurements: the temperature dependence of the average distance 〈r〉
directly measures the positive bond expansion due to the stretching effect, while the
perpendicular MSRD is connected to the tension effect.

Several crystals with different structures and characterized by different NTE
strengths have been recently investigated by EXAFS: diamond-zincblende struc-
tures [16, 19, 21, 35], cuprite structures [26], delafossite structures [34]. The lattice
thermal expansion is isotropic with respect to the crystallographic axes in the cubic
structures (diamond-zincblende and cuprite) and anisotropic in the delafossite struc-
ture, where it is negative along the c axis and positive in the perpendicular plane.

The EXAFS results confirm the possibility of distinguishing bond stretching from
tension effects. For all considered systems, the bond thermal expansion, measured
by the first EXAFS cumulant, is always positive; moreover, the stronger is the lattice
NTE, the larger is the positive bond expansion. Within each family of isostructural
compounds (diamond/zincblende, cuprite, delafossite) a stronger NTE corresponds
to a smaller value of both parallel and perpendicular effective force constants as well
as to a larger value of the relative vibrational anisotropy ξ .

According to EXAFS results, the bond stretching and tension effects can be sep-
arately quantified but are nevertheless in some way entangled. When the ionicity
increases, the directional rigidity of the bond is reduced, the perpendicular effective
force constant k⊥ decreases and the perpendicular MSRD becomes larger. In a rela-
tively open structure such as zincblende, larger vibrations perpendicular to the bond
make possible also larger parallel vibrations (smaller parallel effective force constant
k‖) and a larger bond expansion.

It is of interest to compare the directional properties of the absolute atomic vibra-
tions, measured by Bragg diffraction, with those of the relative vibrations, measured
by EXAFS. The relative thermal ellipsoids are always anisotropic with respect to
the bond direction, even for cubic systems where the atomic ellipsoids are spherical
for symmetry reasons. In the layered delafossite structures, Cu atoms belonging to
a layer are linearly coordinated to two O atoms along the c axis; the NTE along the
c axis is connected to the anisotropy of the thermal ellipsoids of Cu atoms, whose
vibrations are stronger within the plane normal to the c axis than along the c axis.
Correspondingly, also the relative vibrations of the Cu–O atomic pair monitored
by EXAFS are anisotropic, the ellipsoid being disc-shaped perpendicular to the
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c axis [34]. The relative anisotropy measured by EXAFS for the Cu–O pair is
however larger than the anisotropy of atomic Cu vibrations. It seems thus that the
relative vibrational anisotropy is a more general property to be connected to NTE
than the absolute atomic anisotropy.
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Part II
Disordered Semiconductors



Chapter 7
Amorphous Group IV Semiconductors

Mark C. Ridgway

Abstract The amorphous Group IV semiconductors are of technological
significance and scientific importance. As an example of the former, amorphous
Si has widespread use in thin-film transistors while, as an example of the latter,
structural determinations of amorphous Ge are invaluable in assessing the validity
of Continuous Random Network models. The application of XAS to the study of
the elemental and binary amorphous Group IV semiconductors is now described and
we demonstrate XAS is an ideal technique to study the structural and vibrational
properties of these materials. A commonality in amorphous phase structure is appar-
ent including an increase in disorder and bondlength and a decrease in coordination
number relative to the crystalline phase.

7.1 Introduction

Crystalline semiconductors are used extensively in the fabrication of electronic and
photonic devices. As Chaps. 2–6 readily demonstrated, the application of XAS to
these materials has been crucial for the understanding of their structural and vibra-
tional properties. While the use of amorphous semiconductors is not as widespread
as that of their crystalline counterparts, important applications certainly exist such
as thin-film transistors (TFTs) formed from amorphous Si for use in display screens.
Short-range order (SRO) is intrinsic to both crystalline and amorphousmaterials and,
as a probe of SRO, XAS is thus equally applicable to both phases. In this chapter,
we now review the application of XAS to the amorphous Group IV semiconductors
including Si, Ge, SiC and Si1−xGex. For brevity, the hydrogenated Group IVs are
not covered.
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7.2 Structure of Amorphous Semiconductors

The structure of a covalently-bonded amorphous solid was first considered in detail
by Zachariasen [1] with the Continuous RandomNetwork (CRN)model. Comparing
crystalline and amorphous phases, the CRN model necessitates that the amorphous
phase retain the same coordination number (CN) and bondlength without the intro-
duction of dangling bonds. Following both Zachariasen [1] and Zallen [2], Fig. 7.1
shows photographs of two-dimensional ball-and-stick models of the crystalline and
amorphous phase. The periodicity leading to long-range order (LRO) is readily appar-
ent on the left yet by definition necessarily absent on the right. The CN (in this case
3 atoms) and bondlength are the same for both phases. The bondangle is 120◦ for the
crystalline phase and distributed about 120◦ for the amorphous phase. The ring size
is six for the crystalline phase and distributed about six for the amorphous phase.
Clearly the crystalline and amorphous phases share common SRO.

For an amorphous semiconductor, Polk [3] was an early pioneer in constructing a
three-dimensional CRN with four-fold coordinated atoms that satisfied the Zachari-
asen criteria. Significantly, the bondstrain did not increase as a function of CRN
size demonstrating such an approach was indeed appropriate. By enabling a small
variation in the bondlength, the bondstrain was reduced yielding a decrease in the
width of the bondangle distribution. The ring sizes were distributed over five-, six-
and seven-fold. The structural disorder in such a model was largely contained in
the bondangle distribution as consistent with the energetically more favourable bond
bending over bond stretching in covalently-bonded semiconductors (see Chap.2).

Following on from the early work of Polk, more recent, computationally-intensive
examples of the construction of CRNs appropriate to amorphous semiconductors are
those of Djordjevic et al. [4] and Barkema and Mousseau [5]. Figure7.2 shows
a ball-and-stick model of tetrahedral amorphous diamond from Djordjevic et al.
[4]. Surprisingly, the authors reported “there are no major differences between [the
structures of] amorphous C and amorphous Si”. Barkema and Mousseau [5] utilized
a modified version of the Wooten-Winer-Weaire algorithim to create 1,000-atom

Fig. 7.1 Illustrative ball-and-stick models of (left) crystalline and (right) amorphous structures

http://dx.doi.org/10.1007/978-3-662-44362-0_2
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Fig. 7.2 Computer-generated
model of a tetrahedral
amorphous diamond
structure. (Reprinted figure
with permission from
Djordjevic et al. [4].
Copyright (1995) by the
American Physical Society.
http://link.aps.org/abstract/
PRB/v52/p5685)

configurations with bondangle distributions consistent with experimental data and an
average coordination number of four atoms. As described below, XAS has been used
extensively to assess the validity of many structural models. The current section has
been purposefully general and historical. The subsequent presentation for the amor-
phous Group IV semiconductors will include brief descriptions of current, materials-
specific structural models for comparison with experimental results, including both
XAS and complementary non-XAS derived data.

7.3 XAS of Amorphous Semiconductors

A commonality will be readily apparent in the XAS spectra of the amorphous semi-
conductors that follow, the origin of which is now illustrated. Figure7.3 shows
time-lapsed photographs of the two-dimensional crystalline and amorphous mod-
els depicted in Fig. 7.1 as they are rotated about a central atom which we nominate
as the absorber. As above, SRO is intrinsic to the two structures, yielding the well-
defined, inner-most ring that appears when either model is rotated. In contrast, LRO
is present only in the crystalline model. Therein, the atoms that comprise a given ring
have the same radial distance to the absorber, yielding the additional well-defined
rings of greater radii upon rotation. LRO is absent in the amorphous model and upon
rotation the rings beyond the first now appear progressively blurred. Such smearing
results from more broadly distributed or, equivalently, non-unique radial distances
to the absorber.

http://link.aps.org/abstract/PRB/v52/p5685
http://link.aps.org/abstract/PRB/v52/p5685
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Fig. 7.3 Rotating ball-and-stick models of the (left) crystalline and (right) amorphous structures
shown in Fig. 7.1

In an XAS experiment of an amorphous semiconductor, the smearing illustrated
above typically manifests as a dramatic reduction in the scattering contribution from
atoms beyond the nearest neighbour (NN) due to the presence of structural and/or
thermal disorder. Both forms of disorder lead to non-unique radial distances to the
absorber and, as a consequence, coherency of the scattered wave is lost and the phase
shift between outgoing and scattered spherical waves at the absorber is non-unique.
This is well illustrated in Fig. 7.4 which compares XAS spectra of crystalline and
amorphous Ge [6]. In Fig. 7.4a, the EXAFS spectrum is single frequency for the
amorphous phase due to scattering from only the NN shell and multi-frequency
for the crystalline phase due to the superposition of scattering contributions from
the NN shell and beyond, including second and third nearest neighbour (2NN and
3NN, respectively) shells. Consequently, the Fourier-transformed (FT) spectra of
Fig. 7.4b exhibit a single peak for the amorphous phase and multiple peaks for the
crystalline phase. The presence of increased disorder in the amorphous sample results

(a) (b)

Fig. 7.4 a EXAFS and b FT EXAFS spectra comparing crystalline and amorphous Ge. (Reprinted
figure with permission from [6]. Copyright (2000) by the American Physical Society. http://link.
aps.org/abstract/PRB/v61/p12586)

http://link.aps.org/abstract/PRB/v61/p12586
http://link.aps.org/abstract/PRB/v61/p12586
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in a reduction in amplitude of the NN peak and the entire loss of the 2NN and
3NN peaks apparent in the crystalline sample. Clearly, there is sufficient disorder to
completely damp out scattering contributions in the amorphousmaterial frombeyond
the NN. This feature typifies XAS spectra of amorphous semiconductors. None-the-
less, confirmation with a complementary technique such as transmission electron
microscopy (TEM) coupled with electron diffraction (ED) is always recommended
to rule out the presence of a small crystalline fraction at a concentration below the
sensitivity of XAS.

7.4 Preparation of Amorphous Group IV Semiconductor
Samples for XAS

Careful preparation of samples, whether crystalline or amorphous, for anXAS exper-
iment is essential to extract data of the highest quality. The influences of total thick-
ness, thickness uniformity, homogeneity and continuity are well known. Common
techniques for the preparation of amorphous semiconductor XAS samples include
evaporation, sputtering and ion implantation all of which have characteristic advan-
tages/disadvantages. For example, evaporation and sputtering are efficient means of
depositing thin, amorphous layers onto X-ray transparent material such as Kapton.
Thereafter samples can be cut and stacked to achieve the optimum thickness. How-
ever, pin-holes (evaporation) and voids (sputtering) are common artefacts. While ion
implantation can circumvent these problems, this process and the subsequent separa-
tion of an amorphised layer from an underlying bulk crystalline substrate is of greater
complexity. None-the-less, many material-specific ion implantation protocols have
been developed [7] with the goal of producing the ideal XAS sample.

Subsequent to either deposition or amorphisation, the amorphous-phase structure
is likely to be in an energetic state (herein termed “unrelaxed”) above that of the
minimum-energy configuration. However, the intrinsic, minimum-energy configura-
tion (herein termed “relaxed”) can be approached and ideally attained via thermally-
induced relaxation which reduces point-defect and dangling-bond concentrations.
Annealing temperatures and times sufficient for relaxation, yet insufficient for recrys-
tallization, require experimental determination for a given material. As illustrated
below, this process has been investigated and successfully applied to a variety of
amorphous semiconductors and XAS has proven invaluable as a tool in identifying
the atomic-scale processes operative during structural relaxation.

7.5 Amorphous Group IV Semiconductors

7.5.1 Amorphous Si (a-Si)

Crystalline Si forms the basis of the vast majority of electronic devices in use
today. During the fabrication process, a-Si is commonly formed or deposited via ion
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Table 7.1 Structural parameters of c- and a-Si showing bondangle distribution mean ϑ , RMS
bondangle distribution mean �ϑ , fraction of atoms CNm with CN m and average coordination
number CNave

Crystalline Stich et al. [8] Kim and Cooper Mousseau Bernstein

Lee [9] et al. [10] and Barkema [11] et al. [12]

ϑ (deg) 109.5 108.32 106.7 107.38 109.32 109.1

�ϑ (deg) 0 15.5 16.3 15.2 9.74 11

CN3 (%) 0 0.2 3.2 4.7 3.5 0.93

CN4 (%) 100 96.6 82.8 92.6 96.0 97

CN5 (%) 0 3.2 12.5 1.6 0.5 1.9

CN6 (%) 0 0 1.68 0 0.46

CNave(atoms) 4 4.03 4.28 3.96

implantation or sputtering, respectively. Given the physical properties of the amor-
phous phase can influence device performance, the structure of a-Si has been exam-
ined in detail both theoretically and experimentally with a multitude of calculation
and characterization methods brought to bear on this material of such technological
and scientific significance.

Theoretical determinations of the atomic-scale structure of a-Si are numerous
with molecular dynamics (MD), density functional theory (DFT) and reverse Monte
Carlo (RMC) the most frequently utilised calculation methodologies. In general, the
majority of studies report a-Si exhibits near four-fold coordination with increases in
the width of the bondlength, bondangle and ring-size distributions. Table7.1 com-
pares structural parameters of a relaxed CRNmodels of a-Si determined by a variety
of authors [8–12].

Table7.1 demonstrates SRO is indeed maintained in a-Si with the majority of
atoms retaining four-fold coordination and an average CN of very close to four
atoms. As above, the broadening of the bondangle distributions is readily apparent.

A notable non-XAS determination of the structure of a-Si is that of Laaziri et al.
[13] who reported a high-energy X-ray diffraction (XRD) study of the radial dis-
tribution function (RDF) of a-Si formed by Si ion implantation of a crystalline Si
substrate. Figure7.5 shows a high-resolution RDF of a-Si before and after relax-
ation. The latter introduces a small increase (non-perceptible in the figure) in the
CN from 3.79 ± 0.01 to 3.88 ± 0.01 atoms while the bondlength remains unal-
tered at ∼2.35 Å. A greater change upon relaxation is apparent in the 2NN peak at
∼3.8 Å plus that at∼4.7 Å, the latter attributed to dihedral bond ordering. Figure7.5
clearly demonstrates two advantages of XRD relative to XAS when performed over
a sufficiently large range of scattering vector (in this case to 60 Å−1): the CN can
be determined with great accuracy and structure in the amorphous phase beyond the
NN can be characterized.

While the performance of XRD experiments such as those of reference 13 is
complex in terms of sample preparation, measurement and analysis, the execution
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Fig. 7.5 High-resolution
RDF of a-Si determined by
XRD before (“as-implanted”)
and after (“annealed”)
relaxation. (Reprinted figure
with permission from [13].
Copyright (1999) by the
American Physical Society.
http://link.aps.org/abstract/
PRL/v82/p3460)

of an XAS experiment at the Si K-edge is also complicated by several factors. The
edge energy of 1.839keV necessitates a sample end-station with a vacuum or He
environment. Unfortunately, the Si K-edge is intermediate between the energy ranges
typically covered by soft and hard X-ray beamlines and as a consequence appropriate
“tender” beamlines are scarce relative to their common hard X-ray counterparts.
Also, the reduced X-ray penetration depth at the Si K-edge effectively precludes
transmission measurements and requires removal of the native SiO2 surface layer
immediately prior to the experiment. Finally, data analysis is complicated by a KL
multi-electron excitation 0.124keV beyond the K-edge. A protocol to account for
the multi-electron excitation has been described by Wakagi et al. [14].

Examples of experimental XAS studies of a-Si include Filipponi et al. [15], Wak-
agi et al. [14], Glover et al. [16] and Glover [17] with samples prepared by either
sputtering [14, 15] or Si ion implantation [16, 17]. Figure7.6 shows spectra from
Glover et al. [16] including XANES, EXAFS and Fourier-transformed data, all as a
function of ion fluence. The crystalline-to-amorphous phase transformation is read-
ily apparent with the loss of multiple-scattering contributions in the XANES spectra,
the dominant single-frequency oscillation in the EXAFS spectra and the loss of scat-
tering contributions from beyond the NN in the FT spectra. In the latter, scattering
from next NNs is absent for ion fluences of 1× 1015/cm2 and beyond, consistent
with amorphous-phase formation.

The data extracted from Fig. 7.6 was analysed with the Cumulant Method as
described in Chap.1 and the resulting structural parameters are shown in Fig. 7.7.
Within experimental error, no ion fluence dependence is apparent beyond the amor-
phisation threshold of 1× 1015/cm2 with the CN less than four (3.78± 0.16 atoms),
the bondlength (2.351 ± 0.005 Å) unchanged relative to crystalline material and
the Debye-Waller Factor (DWF) (0.0048 ± 0.0005 Å2) increased significantly as
consistent with the disorder inherent in the amorphous phase. Note that the third
cumulant (C3), the third moment of the inter-atomic distance distribution, is non-
zero, indicative of an asymmetric deviation from a Gaussian inter-atomic distance

http://link.aps.org/abstract/PRL/v82/p3460
http://link.aps.org/abstract/PRL/v82/p3460
http://dx.doi.org/10.1007/978-3-662-44362-0_1
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Fig. 7.6 a XANES, b
EXAFS and c FT EXAFS
spectra c for Si as a function
of ion fluence. (Reprinted
from [16], Copyright (2003),
with permission from
Elsevier)

(a)

(b)

(c)

distribution. In contrast, C4 (symmetric deviation) was zero (not shown). These XAS
results agree well with those presented previously including both theory (MD) and
experiment (XRD). Note that the XAS and XRD measurements were performed on
a-Si prepared by ion implantation to eliminate artefacts. While the a-Si structural
parameters exhibited no ion fluence dependence, we will show next that such is not
the case for a-Ge due to an ion-induced amorphous-to-porous transformation.

7.5.2 Amorphous Ge (a-Ge)

The first transistor was fabricated from Ge and this material retains intrinsic advan-
tages over Si in terms of hole mobility. Historically, the integration of Ge into elec-
tronic devices was impeded by an electrically-poor, water-soluble oxide but with



7 Amorphous Group IV Semiconductors 153

Fig. 7.7 Structural
parameters for a-Si including
a CN, b bondlength, c DWF
and d C3 as a function of ion
fluence. (Reprinted from [16],
Copyright (2003), with
permission from Elsevier)

(a)

(b)

(c)

(d)

the recent advent of alternative dielectrics the use of Ge is now increasing rapidly.
For example, the channel region for the p-FETs in future CMOS devices is likely
to be formed from elemental Ge (with that for n-FETs formed from InxGa1−xAs).
Knowledge of the atomic-scale structure of a-Ge is clearly of absolute necessity.

Like a-Si, disorder in a-Ge is entirely structural. Theoretical predictions of the
structure of a-Ge have progressed significantly since the ball-and-stickmodel of Polk
andMD is now the most common calculation methodology. As an example, we show
the ab initio MD simulations of Kresse and Hafner [18] where a-Ge was produced
by a rapid quench from the melt. Structural parameters are listed in Table7.2.

Clearly the bondangle distribution is broad and the CN is less than four. The nature
of the bonding defects is apparent in Fig. 7.8 which shows the electron density for
three-, four- and five-fold coordinated atoms in a-Ge. The bondangle distribution
means for the three- and five-fold coordinated atoms (100.3◦ and 103.7◦, respec-
tively) are significantly lower than the tetrahedral value while the RMSwidths (16.6◦
and 25.7◦, respectively) are broader. Furthermore, the bondlength (2.58 Å) associ-
ated with the five-fold coordinated atom is considerably higher than the tetrahedral
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Table 7.2 Structural
parameters of c- and a- Ge
showing bondangle
distribution mean ϑ , RMS
bondangle distribution mean
�ϑ and fraction of atoms
CNm with CN m [18]

Crystalline Relaxed amorphous

ϑ (deg) 109.5 108.5

�ϑ (deg) 14.9

CN3 (%) 0 6.3

CN4 (%) 100 90.6

CN5 (%) 0 3.1

Fig. 7.8 Electron density plots for three-, four- and five-fold coordinated atoms in a-Ge. (Reprinted
figure with permission from [18]. Copyright (1994) by the American Physical Society. http://link.
aps.org/abstract/PRB/v49/p14251)

Fig. 7.9 High-resolution
RDF of a-Ge before
(“ as-implanted”) and after
(“annealed”) relaxation.
(Reprinted figure with
permission from [19].
Copyright (2012) by the
American Physical Society.
http://link.aps.org/abstract/
PRL/v108/p255501). The
calculated curve (red) is the
sum of contributions from
NN, 2NN (green) and 3NN
(blue) plus the average
density convoluted with an
error function (dashed)

value (2.46 Å). As demonstrated below, these theoretical predictions will aid in the
interpretation of XAS data.

Prior to describing an XAS example, Fig. 7.9 shows a RDF determined from
XRDmeasurements [19]. The CNs associated with the NN and 2NN are 3.68±0.02
and 10.2 ± 0.3 atoms, respectively, while their bondlengths are 2.429 ± 0.001 and
3.890 ± 0.006 Å, respectively. The magnitude of the 2NN CN is consistent with

http://link.aps.org/abstract/PRB/v49/p14251
http://link.aps.org/abstract/PRB/v49/p14251
http://link.aps.org/abstract/PRL/v108/p255501
http://link.aps.org/abstract/PRL/v108/p255501
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a 3NN contribution. The authors concluded that only first-principles-based models
that calculate the electron density, such as those shown above, are appropriate for
the identification of 2NN and 3NNs. The significant difference between spectra in
the range 4.5–5.0 Å before and after relaxation was attributed to dihedral ordering.
The relaxation process was considered a combination of defect annealing enabling
the expansion of once-compressed tetrahedrons and a reduction in the width of the
bondangle distribution.

Ge was not only the basis of the first transistor but also of some of the first quanti-
tative XASmeasurements [20] and since that time a-Ge has been studied extensively
withXAS.Recent examples includeWakagi et al. [21],Dalba et al. [22, 23], Filipponi
et al. [24], Ridgway et al. [6, 25], Glover et al. [26] and Glover [17].We now focus on
the latter four reports where samples were once again fabricated by ion implantation
to inhibit artefacts. Figure7.10 shows the NN bondlength and C3 for ion implanted
a-Ge as a function of ion fluence and compares structural parameters before and after
relaxation. Data analysis was performedwith the CumulantMethod. Note that all ion
fluences were in excess of the amorphisation threshold and thus Fig. 7.10 illustrates

Fig. 7.10 a NN bondlength
and b C3 for a-Ge as a
function of ion fluence
comparing unrelaxed
(“as-implanted”) and relaxed
(“annealed”) samples.
(Reprinted from [25],
Copyright (2001), with
permission from Elsevier)

(a)

(b)
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Fig. 7.11 Reconstructed
inter-atomic depth
distribution for a-Ge as a
function of ion fluence before
and after (“annealed”)
relaxation. (Reprinted from
[25], Copyright (2001), with
permission from Elsevier)

the evolution of the amorphous phase structure (and not the crystalline-to-amorphous
phase transformation). The subtle yet discernable changes in bondlength and C3
readily demonstrate not only the power of this form of analysis but also the technique
in general. The ion-fluence-dependent trends apparent in Fig. 7.10 were attributed to
the implantation-induced increase in the fraction of defective atomic configurations
in the amorphous phase. Most importantly, Fig. 7.10 demonstrates that upon ther-
mal annealing, both the bondlength and C3 relax to ion-fluence-independent values.
Equivalently, relaxation induces a common atomic-scale structure in a-Ge formed by
ion implantation independent of the implantation parameters. This common struc-
ture is best illustrated with the reconstructed inter-atomic depth distribution shown
in Fig. 7.11. Clearly, in an unrelaxed state, the distributions for the two ion fluences
differ significantly, most notably in asymmetry. Upon relaxation, differences are
effectively indiscernible. (Note that the distributions for the low ion fluence sample
before and after relaxation were near identical.)

As noted in Chap.1, XAS is an effective means of probing both the structural and
vibrational properties of material, the latter achieved via measurement-temperature-
dependent experiments performed over a range of ∼300 ◦C or more. Typically, the
first four cumulants are determined then fit with a correlated Einstein Model. The
separate contributions of structural (static) and thermal disorder can then be iden-
tified. This form of analysis has been applied to a-Ge with examples that include
Crozier and Seary [27], Dalba et al. [22, 23] and Filipponi et al. [24]. Figure7.12
from Dalba et al. [23] compares the temperature dependence of C2, the second
moment of the inter-atomic depth distribution, for c- and a-Ge while Table 7.3
compares Einstein frequencies from several studies. The slightly higher Einstein
frequency measureable in c-Ge is indicative of stiffer bonding in the crystalline
phase. Measurement-temperature-dependent experiments of c-Ge are also presented
in Chap.6.

http://dx.doi.org/10.1007/978-3-662-44362-0_1
http://dx.doi.org/10.1007/978-3-662-44362-0_6
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Fig. 7.12 Measurement-
temperature-dependence of
C2 for c- and a-Ge.
(Reprinted figure with
permission from [22].
Copyright (1995) by the
American Physical Society.
http://link.aps.org/abstract/
PRB/v52/p11034)

Table 7.3 Einstein frequency comparison of c- and a-Gewhere * indicates an average of two values

Einstein frequency (THz)

Crystalline Ge [22] 7.50 ± 0.2

Amorphous Ge/Evaporated [22] 6.90 ± 0.2

Amorphous Ge/Sputtered [23] 7.36 ± 0.2*

7.5.3 Amorphous SiC (a-SiC)

Wenowmove frommono- tomulti-elementalGroup IV semiconductors and consider
the two examples of SiC and Si1−xGex. The former has excellent thermal conduc-
tivity which enables applications in high-power, high-voltage electronic devices.
Crystalline SiC is also a common substrate for the growth of GaN for use in photonic
devices such as LEDs and is found in the cubic zincblende structure (3C/β-SiC)
and polytypes of the hexagonal wurtzite structure (6H/α-SiC). Bonding is purely
heteropolar with separate Si and C sub-lattices. For the amorphous phase, we will
show that XAS is ideally suited to identify both heteropolar (Si–C) and homopolar
(Si–Si) forms of bonding, the latter commonly referred to as chemical disorder. For
the crystalline phase, XAS measurements are presented in Chap.3.

Yuan and Hobbs [28] used MD simulations to investigate the influence of chem-
ical disorder on the stability of structural disorder during the amorphisation of SiC
by ion implantation. Their variable parameter was chemical disorder χ where χ

is the ratio of C–C to C–Si bonds. For crystalline SiC, χ = 0 given the absence
of homopolar bonds. Yuan and Hobbs identified a chemical disorder threshold of
0.3-0.4 for the amorphisation of SiC, a result consistent with earlier modelling [29]
that demonstrated structural disordering in the absence of chemical disordering could

http://link.aps.org/abstract/PRB/v52/p11034
http://link.aps.org/abstract/PRB/v52/p11034
http://dx.doi.org/10.1007/978-3-662-44362-0_3
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Fig. 7.13 RDF of a-SiC
comparing unrelaxed
(“as-irradiated”) and relaxed
(800 ◦C-annealed) samples.
(Reprinted figure with
permission from [30].
Copyright (2002) by the
American Physical Society.
http://link.aps.org/abstract/
PRL/v89/p55502)

not be achieved. These authors [28] concluded that amorphisation of SiC by ion
implantation was enabled by the presence of homopolar bonding created by anti-site
replacement events and Frenkel-type defects.

Ishimaru et al. [30] reported a structural determination of a-SiC using ED.
Figure7.13 shows the experimentally-determined RDF of a-SiC formed by ion
implantation. Both heteropolar and homopolar bonding in the NN shell are read-
ily apparent with bondlengths of 1.51 Å (C–C), 1.88 Å (Si–C) and 2.38 Å (Si–Si).
The C–C bondlength is consistent with that of diamond and graphene while the Si–C
bondlength is equal to that in the crystalline phase. Structural relaxation induces a
decrease in homopolar bonding with a concomitant increase in heteropolar bonding.
The greater reduction in Si–Si bonding relative to C–C bonding is consistent with the
greater bond energy of the latter. Figure7.13 readily demonstrates that one process
operative during structural relaxation of a-SiC is a reduction in homopolar bonding
while a second is potentially point defect annihilation [30].

The complexities of XAS measurements in the soft X-ray energy range may
be a contributing factor to a reduced number of experimental reports for a-SiC.
None-the-less, examples include Kaloyeros et al. [31] and Bolse et al. [32] and we
now use an example from the latter. Figure7.14 shows FT EXAFS spectra measured
at the Si K-edge illustrating the crystalline-to-amorphous transformation induced in
α-SiC by Na ion implantation. As the ion fluence increases, note the progressive
decrease in NN (C) and 2NN (Si) amplitudes due to enhanced structural disorder.
Upon comparison with the a-Si spectrum (bottom), a Si–Si contribution at a radial
distance intermediate between the NN and 2NN peaks in the c-SiC spectrum is
apparent and representative of homopolar bonding within the NN shell of a-SiC.
At the highest ion fluence, scattering contributions from beyond the NN shell are
not observed as consistent with amorphous phase formation. Supported by Com-
plementary Raman measurements, the authors concluded that the NN peak is the
superposition of heteropolar (Si–C) and homopolar (Si–Si) bonding contributions.
Once again, theory (MD) and experiment (Ed and XAS) agree well and verify the

http://link.aps.org/abstract/PRL/v89/p55502
http://link.aps.org/abstract/PRL/v89/p55502
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Fig. 7.14 FT EXAFS
spectra of the crystalline-
to-amorphous phase
transformation in α-SiC as a
function of ion fluence.
(Reprinted from [32],
Copyright (1999), with
permission from Elsevier)

presence of homopolar bonding in a-SiC. Note that the amorphous phase was formed
by ion implantation for both the theoretical and experimental components.

7.5.4 Amorphous Si1−xGex (a-Si1−xGex)

Crystalline Si1−xGex alloys havewidespread use in electronic devices and often com-
prise the source/drain regions in FETs. The material is deposited in either a strained
or relaxed state with the latter then serving as a template upon which strained Si
is deposited. Si and Ge are completely miscible across the entire Si1−xGex compo-
sition range and thus c-Si1−xGex alloys, including the c-Si0.5Ge0.5 stoichiometry,
lack separate Si and Ge sub-lattices in contrast to c-SiC as discussed above. As
a consequence, all NN and next NN shells surrounding the absorbing atom in an
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Fig. 7.15 a Total and b
partial (Ge–Ge, Si–Ge and
Si–Si) bondlengths in
a-Si1−xGex as a function of
Ge composition derived from
MD simulations. (Reprinted
figure with permission from
[33]. Copyright (2003) by the
American Physical Society.
http://link.aps.org/abstract/
PRB/v68/p235207)

(a)

(b)

XAS experiment of c- and a-Si1−xGex are multi-elemental. For c-Si1−xGex, XAS
measurements and theoretical calculations are presented in Chap. 2.

Ishimaru et al. [33] performedMD simulations designed in part to assess whether
the a-Si1−xGex alloys exhibited phase separation, chemical ordering or randommix-
ing within the NN shell. Indeed, the latter was confirmed with Si–Si, Si–Ge and
Ge–Ge configurations apparent. As the Ge fraction increased, the mean and width of
the bondangle distribution decreased and increased, respectively, suggesting higher
Ge fractions yielded higher network distortion. Figure7.15 shows total and par-
tial bondlengths as a function of Ge fraction [33]. The total bondlength increases
smoothly as a function of Ge fraction, from elemental Si to elemental Ge, in a
Vegard-like manner while the partial bondlengths (Si–Si, Si–Ge and Ge–Ge) differ
in magnitude in a Bragg-Pauling-like manner and exhibit only weak composition
dependence (see also Chap.2).

Non-XAS measurements of the structure of a-Si1−xGex include XRD determina-
tions of the RDF [33] (for Si0.5Ge0.5 only) and Raman measurements of the Si–Si,
Si–Ge and Ge–Ge vibrational modes [34, 35]. A linear dependence on Ge fraction
was reported for the Si–Si and Si–Ge frequencies [35]. Both the XRD and Raman
results were consistent with a random mixing of the two elements within the NN
shell.

Examples of XAS measurements for the a-Si1−xGex alloys include Minomura
et al. [36] and Ridgway et al. [37] and results from the latter are now presented.

http://link.aps.org/abstract/PRB/v68/p235207
http://link.aps.org/abstract/PRB/v68/p235207
http://dx.doi.org/10.1007/978-3-662-44362-0_2
http://dx.doi.org/10.1007/978-3-662-44362-0_2
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Fig. 7.16 Ge–Ge and Ge–Si
bondlengths as a function of
Ge composition for Si1−xGex
alloys. Symbols are data for
the amorphous sample and
solid and dotted lines
represent linear fits for
amorphous and crystalline
samples, respectively. Dashed
line represents a theoretical
prediction using a** = 0.707
[38]. (Reprinted figure with
permission from [37].
Copyright (1999) by the
American Physical Society.
http://link.aps.org/abstract/
PRB/v60/p10831)

To enable transmission measurements, a sophisticated sample preparation proto-
col was developed involving deposition of c-Si1−xGex on Si-on-Insulator substrates,
amorphisation by Si ion implantation followed by separation of the a-Si1−xGex layer
from the c-Si substrate by selective chemical etching. Figure7.16 shows Ge K-edge
measurements of the Ge–Si and Ge–Ge NN bondlengths as a function of Ge frac-
tion, comparing amorphous and crystalline alloys. In general, the bondlengths in
the amorphous phase exceed those in the crystalline phase, consistent with previous
results for a-Si and a-Ge. Despite the error bars, the composition dependence of
the Si–Ge bondlength appears weaker than that of Ge–Ge, entirely consistent with
the MD simulation of Ishimaru et al. [33]. Also included in Fig. 7.16 is a theo-
retical prediction from Mousseau and Thorpe [38] based on a topological rigid-
ity parameter a** calculation of 0.707. This parameter has values of 0 and 1 at
the Vegard and Bragg-Pauling limits, respectively. In the Vegard limit, Si1−xGex
alloys exhibit one, composition-dependent bondlength while, in contrast, three,
composition-independent bondlengths result in the Bragg-Pauling limit (see also
Chap.2). Figure7.16 demonstrates a mixed character is intrinsic to a-Si1−xGex
alloys. The magnitude of the topological rigidity parameter however indicates
Bragg-Pauling character dominates as consistent with the energetically more favou-
rable bond bending over bond stretching in covalently-bonded semiconductors. Note
also the similarity in slope for a given bond when comparing amorphous and crys-
talline material, consistent with a phase-independent prediction for the topological
rigidity parameter [38]. ThisXASdetermination of the structure of a-Si1−xGex yields
excellent agreement with MD simulations [33] and first-principles calculations [38]
and furthermore readily demonstrates the capabilities of XAS as an analytical tech-
nique.

http://link.aps.org/abstract/PRB/v60/p10831
http://link.aps.org/abstract/PRB/v60/p10831
http://dx.doi.org/10.1007/978-3-662-44362-0_2
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7.6 Summary

This chapter has sought to review XAS measurements of the amorphous Group
IV semiconductors with the inclusion of complementary theoretical and non-XAS
measurements for comparison. The applicability of XAS to both crystalline and
amorphous materials is clearly advantageous and enables detailed comparison of the
structure of the two phases. In general, there is a commonality in the structure of the
amorphous Group IV semiconductors with an increase in disorder and bondlength
and a decrease in coordination number relative to the crystalline phase. Within the
amorphous phase, structural, thermal and, with the appropriate materials system
(SiC), chemical forms of disorder are readily discernable and quantifiable. This
ability to probe both structural and vibrational properties makes XAS an invaluable
tool in the study of the amorphous Group IV semiconductors.
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Chapter 8
Amorphous Group III–V Semiconductors

Mark C. Ridgway

Abstract Structural disorder is common to the amorphous Group IV and III–V
semiconductors as manifested by an increase in bondlength and Debye-Waller fac-
tor and a decrease in coordination number relative to the crystalline phase. A second
component of disorder, unique to compound semiconductors, is chemical disorder
in the form of homopolar bonding. In this chapter, the application of XAS to the
characterisation of both structural and chemical disorder in the amorphous Group
III–V semiconductors is described with an emphasis on the identification and quan-
tification of homopolar bonding.We show chemical disorder is characteristic of these
materials, comprising ∼5–15% of all bonds, and also demonstrate that XAS is an
ideal technique for such studies.

8.1 Introduction

While in a crystalline form the Group III–V semiconductors have multiple appli-
cations in electronic and photonic device fabrication, in an amorphous form their
technological usage is much reduced. None-the-less, the amorphous Group III–V
semiconductors have been studied extensively with XAS. The driving force behind
such investigations has largely been scientific as opposed to technological with
assessments of the validity of structural models as a significant focus. Compared
to their elemental amorphous Group IV semiconductor counterparts, disorder in the
binary amorphous Group III–V semiconductors is more complex. Specifically, dis-
order may now have both structural and chemical components, the latter in the form
of homopolar bonding (which is forbidden in the crystalline phase). As we discuss
below, the application of XAS has been crucial for the identification and quantifi-
cation of chemical disorder. In this chapter, we now review XAS of the amorphous
Group III–V semiconductors including both Ga- and In-based materials. Such a
wide scope of materials can never be all inclusive and thus the amorphous ternary
and quaternary Group III–Vs are not covered.
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8.2 Structure of Amorphous Group III–V Semiconductors

In Chap.7, the Continuous Random Network (CRN) model of Zachariasen [1] was
introduced followed by the three-dimensional CRN of four-fold coordinated atoms
constructed by Polk [2]. The Polk model, with a ring-size distribution spanning
five-, six- and seven-fold, is clearly applicable to the elemental amorphous Group IV
semiconductors. Disorder is purely structural and largely contained in the bondangle
distribution as consistent with the energetically more favourable bond bending over
bond stretching in covalently-bonded semiconductors (see Chap. 2). However, the
presence of odd-membered rings inhibits the applicability of the Polk model to the
binary amorphous Group III–V semiconductors given homopolar bonding is then
mandated. The non-zero ionicity of the Group III–V semiconductors is such that
homopolar bonding comes at the cost of Coulomb energy while restricting the ring-
size distribution to only even-membered rings comes at the cost of elastic energy (as
the potential configurations to minimize distortion in the bondangle and bondlength
distributions are then limited). While a CRN similar to that of Polk but without odd-
membered rings was successfully constructed by Connell and Temkin [3], it is the
balance between the Coulomb and elastic energies that will ultimately determine the
structure of the amorphous Group III–V semiconductors [4].

A more recent example of the now computer-generated construction of an amor-
phous Group III–V semiconductor model is that of Lewis et al. [5] who utilised
molecular dynamics (MD) coupled with a rapid quench from the melt. Figure8.1
shows the resulting structures for crystalline and amorphous InP (c-InP and a-InP,
respectively). Upon close inspection, homopolar bonding is visible in the latter. As
described below, XAS has been used extensively to not only identify but quantify
the extent of homopolar bonding in amorphous Group III–V semiconductors and as
such has been instrumental in assessing the validity of structural models including
the pioneering works of both Polk and Connell-Temkin. While the current section

Fig. 8.1 The atomic-scale structure of a c-InP and b a-InP. Figure drawn with data from [5]

http://dx.doi.org/10.1007/978-3-662-44362-0_7
http://dx.doi.org/10.1007/978-3-662-44362-0_2
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has been intentionally general, the subsequent presentation for the amorphous Group
III–V semiconductors will include brief descriptions of current, materials-specific
structural models for comparison with experimental results, including both XAS and
complementary non-XAS derived data.

8.3 Preparation of Amorphous Group III–V Semiconductor
Samples for XAS

As noted in Chap.7, careful preparation of samples for an XAS experiment is essen-
tial to extract the best data possible. Relative to their Group IV counterparts, the
preparation of amorphous Group III–V semiconductor samples is more fraught with
difficulty. Historically, samples were prepared by depositing amorphous layers onto
X-ray transparentmaterial using flash evaporation.Unfortunately, the volatility of the
Group V component often led to significant deviations from the desired stoichiom-
etry and differences in experimental results from group to group. More recently, ion
implantation has been used to negate such artefacts. Typically, a surface layer of
several microns in thickness is amorphized with a multi-energy, multi-fluence ion
implantation protocol and then separated from an underlying bulk crystalline sub-
strate via selective chemical etching. A variety of material-specific ion implantation
protocols are described in [6].

The non-equilibrium nature of the deposition and amorphization processes is such
that the amorphous-phase structure will initially form in an energy state higher than
that of the minimum-energy configuration. (We call the high-energy state “unre-
laxed”). However, thermal annealing can effectively reduce point-defect, dangling-
bond and homopolar bonding fractions within the amorphous phase such that the
intrinsic, minimum-energy configuration can be approached. (We call the minimum-
energy state “relaxed”). The annealing conditions required to attain the relaxed
amorphous-phase structure are material-specific and great care must be exercized
so as to induce relaxation but not recrystallization.

8.4 Amorphous Ga-Based Group III–V Semiconductors

8.4.1 Amorphous GaN (a-GaN)

Crystalline GaN has both electronic and photonic applications where the for-
mer includes high-power, high-frequency and high-temperature devices. The direct
bandgap ofGaNyields far brighter emission than that of the indirect bandgap SiC and
the development of blueGaNLEDs has enabled the realisation of full-colour displays
and white LEDs. MD simulations of a-GaN identified a large, state-free optical gap
and weakly-delocalised band tails prompting suggestions of potential applications

http://dx.doi.org/10.1007/978-3-662-44362-0_7
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Table 8.1 Structural parameters for a-GaN from two different models of Cai and Drabold compar-
ing the fraction of homopolar bonding (N–N and Ga–Ga), the fraction of Nm and Gam atoms with
CN m and the average CN for N and Ga [8]

Model N–N Ga–Ga N3 N4 Ga3 Ga4 Ga5 CNN CNGa

(%) (%) (%) (%) (%) (%) (%) (atoms) (atoms)

c-GaN 0 0 0 100 0 100 0 4 4

a-GaN LDA I 0 0 3 97 6 91 3 3.97 3.97

a-GaN LDA II 0 0 9 91 9 91 0 3.91 3.91

for the amorphous phase [7]. Clearly, accurate atomic-scale determinations of the
structure of a-GaN are thus of critical importance and both theoretical and experi-
mental examples are now presented.

Cai and Drabold examined the properties of a-GaN with first-principles calcu-
lations [8]. Given the high ionicity of GaN, homopolar bonding is expected to be
minimal in this materials system and indeed this is borne out theoretically. Table8.1
shows structural components for several different means of modelling. Short-range
order is clearly retained in the amorphous phase with both elemental components
having coordination numbers (CNs) near four-fold. The most abundant configura-
tional defect for both Ga and N is a three-fold coordinated atom. The bondangle
distributions for Ga–N–Ga and N–Ga–N (not shown) are centred in close proximity
to the tetrahedral angle. The authors of [8] note that their “work focuses primarily
on ideal a-GaN … [and] ion-bombarded samples are … likely to exhibit far more
disorder.” Indeed the MD simulations of Nord et al. [9] for the structure of a-GaN
produced by ion implantation identified the formation of both long, weak Ga–Ga
bonds (though not solid Ga metal) as the precursor to amorphization plus N2 dimers
in segregated gaseous N. Odd-membered rings (three- and five-fold) were domi-
nant in the ring-size distribution as consistent with a significant homopolar bonding
fraction.

Ishimaru et al. [10] reported electron diffraction (ED) results for ion-implanted
GaN samples. Given c-GaN is highly radiation-resistant, ion implantation was per-
formed at low temperature (60 K) to successfully stabilize the amorphous phase.
Nitrogen-filled bubbles were readily apparent with TEM though metallic Ga precip-
itates were not observed. Figure8.2 compares the pair distribution function (PDF) of
a- and nanocrystalline (nc-) GaN. The dominant peaks at 1.9 and 3.2 Å are consistent
with the nearest neighbour (NN) and second nearest neighbour (2NN) bondlengths
in the heteropolar-only crystalline phase while in the a-GaN spectrum the peaks of
lesser magnitude at 1.5 and 2.6 Å are, respectively, homopolar N–N and Ga–Ga
bonding. Samples in this study were not subjected to any form of thermally-induced
structural relaxation which, as the authors noted, could potentially have led to a
reduction in homopolar bonding fraction.

To our knowledge, XAS measurements for stoichiometric a-GaN in the absence
of a large fraction of stabilising impurities such as O have not been reported. Experi-
ments have been performed for ion-implanted GaN with large amorphous and small
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Fig. 8.2 PDF of a- and
nc-GaN. (Reproduced with
permission from [10],
Copyright 2011, AIP
Publishing LLC)

Fig. 8.3 FT EXAFS spectra
for c- and implanted
(“irradiated”) GaN.
(Reprinted from [11],
Copyright (2006), with
permission from Elsevier)

nanocrystalline components at both the Ga (Ridgway et al. [11]) and N (Katsikini et
al. [12] and Deenapanray et al. [13]) K-edges. Figure8.3 shows Fourier-transformed
(FT) EXAFS spectra recorded at the Ga K-edge comparing implanted and c-GaN
[11]. TEM revealed the presence of both N2-filled bubbles and GaN nanocrystallites
interspersed within an amorphous matrix with the nanocrystallite fraction estimated
at ∼10%. Comparing the FT EXAFS spectra, N nearest neighbour (NN) and Ga
second nearest neighbour (2NN) peaks are apparent for both implanted and c-GaN.
The Ga 2NN peak for the implanted sample is due in part or in whole to the presence
of nanocrystallites. Unambiguous evidence for a Ga component in the NN shell was
lacking suggesting the stoichiometric imbalance associated with N2-filled bubble
formation was not accommodated by Ga–Ga homopolar bonding in the amorphous
phase or metallic Ga precipitation. As Table8.2 demonstrates, it is a significant
reduction in CNGa that accommodates the stoichiometric imbalance. Measurements
at the N K-edge complement those performed at the Ga K-edge. For implanted GaN,
Katsikini et al. [12] identified the presence of the N split-interstitial and, at very high
Si ion fluences sufficient to induce significant non-stoichiometry, N dangling bonds.

While the two theoretical studies presented above differ considerably, such differ-
ences can be understood by the extent of (computer-generated) structural relaxation.
Comparing the experimental ED and XAS studies, differences are also apparent
and again are potentially the result of the extent of (thermally-induced) structural
relaxation. As the majority of authors comment, sufficiently relaxed a-GaN samples
should ideally have a common atomic-scale structure.
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Table 8.2 Structural parameters determined at the Ga K-edge for c- and implanted GaN including
bondlength, Debye-Waller Factor (DWF), CN and Ga-Ga bonding fraction [11]

NN bondlength (Å) NN DWF (Å2) CNGa (atoms) Ga–Ga fraction (%)

Crystalline GaN 1.955 ± 0.018 0.0051 ± 0.0024 4 (fixed) 0

Implanted GaN 1.952 ± 0.004 0.0055 ± 0.0009 2.61 ± 0.23 0

8.4.2 Amorphous GaP (a-GaP)

CrystallineGaP finds applications in red, orange and green LEDs and as a component
in multi-junction solar cells. Applications of a-GaP are limited but include diodes
[14]. None-the-less, the atomic-scale structure of a-GaP has been studied in detail
experimentally for comparison with other amorphous III–V materials.

To our knowledge, theoretical calculations of the structure of a-GaP have not been
reported. Such calculationswould clearly be of value givenGaPhas an ionicity (0.37),
and thus potentially chemical disorder, intermediate between that of the well-studied
GaN (0.50) and GaAs (0.31).

A recent determination of the structure of a-GaP using a technique with sufficient
sensitivity to provide a meaningful comparison with XAS is unfortunately lacking
and thus we proceed directly to XAS measurements. As above, a-GaP has been well
studiedwith examples that includeTheye et al. [15],Udron et al. [16], Elgun et al. [17,
18] and Ridgway et al. [11, 19]. Note these three groups utilised flash evaporation,
sputtering and ion implantation, respectively, for the preparation of their amorphous
phase samples. In [15, 18] measurements were performed at both the Ga and P
K-edges. However, their conclusions differed dramatically: chemical disorder was
reported by Theye et al. and Udron et al. yet not by Elgun et al. The Ga K-edge
measurements of Ridgway et al. [11], as shown in Fig. 8.4, were consistent with
chemical disorder. Scattering beyond the NN is not visible, typical of amorphous
semiconductors. Table8.3 compares the structural parameters of a-GaP determined
by the three groups. The differences maywell reflect the different sample preparation
protocols.

Fig. 8.4 FT EXAFS spectra
for c- and a-GaP. (Reprinted
from [11], Copyright (2006),
with permission from
Elsevier)
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Table 8.3 Structural parameters determined at the Ga and P K-edges for a-GaP [15–19]

Ga K-edge Ga-P bondlength Ga–Ga bondlength CNGa CNGa

(Å) (Å) (P atoms) (Ga atoms)

Theye [15], Udron [16] 2.37 ± 0.01 2.42 ± 0.03 3.2 ± 0.3 0.8 ± 0.3

Elgun [17, 18] 2.33 ± 0.02 Not reported 3.9 ± 1.4 Not reported

Ridgway [11, 19] 2.378 ± 0.025 Not reported 3.43 + 0.75 0.43 ± 0.4

P K-edge P–Ga bondlength P–P bondlength CNP CNP

(Å) (Å) (Ga atoms) (P atoms)

Theye [15], Udron [16] 2.37 ± 0.01 2.15 ± 0.01 2.9 ± 0.3 0.8 ± 0.3

Elgun [17, 18] 2.31 ± 0.01 Not reported 4.0 ± 0.8 Not reported

8.4.3 Amorphous GaAs (a-GaAs)

Crystalline GaAs is the most widely used compound semiconductor in photonic
devices (laser diodes, for example) but also has common usage in electronic devices
(monolithic microwave integrated circuits, for example). GaAs is often alloyed with
Al and In as the ternary III–V alloys AlxGa1−xAs and InxGa1−xAs to tune the
alloy bandgap to application-specific requirements. Amorphous GaAs has limited
applications though solar cells have been suggested as one potential use [20].

Theoretical predictions of the atomic-scale structure of a-GaAs are numerous
with examples that include Fois et al. [21], Molteni et al. [22, 23], Seong and Lewis
[24], Mousseau and Lewis [4, 25] and Ebbsjo et al. [26]. With one exception, there
is general agreement that homopolar bonding is present at a level of <14% of all
bonds. Table8.4 lists structural parameters for a-GaAs from selectedmodels wherein
a broadening of the CN, bondlength and bondangle distributions is apparent. Using
an alternative inter-atomic potential, Ebbsjo et al. [26] created a CRN comprised of
only even-membered rings (four-, six- and eight-fold) and as a consequence chemical
disorder was zero. Their calculated static structure factor was in good agreement with
the XRD measurements of Udron et al. [27] though there is an appreciable spread in
the bondangle distribution.

The atomic-scale structure of a-GaAs has been studied by XRD with exam-
ples that include Shevchik and Paul [28], Temkin [29] and most recently Udron
et al. [27]. Using unrelaxed samples of Ga0.48As0.52 formed by flash evaporation,
Udron et al. [27] concluded a-GaAs was chemically ordered with∼10% of As atoms
having three-fold coordination, the natural coordination state of elemental As.

A XAS measurement of a-GaAs is intrinsically complicated by the similarity
in scattering strengths of the two constituents which can inhibit an unambiguous
determination of both the presence and fraction of homopolar bonding. None-the-
less, a-GaAs has been well studied with XAS, examples include Del Cueto and
Shevchik [30], Theye et al. [15], Udron et al. [27], Baker et al. [31], Ridgway et al.
[11, 19, 32] and Glover [33]. We now focus on the results of Glover, the most
sophisticated of the analyses reported thus far.
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Table 8.4 Structural parameter predictions for a-GaAs showing the fraction of atoms CNm with
CN of m, the average CN, the fraction of wrong bonds and the RMS bondangle deviation

Fois et al.
[21]

Molteni et al.
[22, 23]

Seong and
Lewis
[24]

Mousseau
and Lewis
[4, 25]

Mousseau
and Lewis
[4, 25]

Ebbsjo
et al. [26]

CN3 (%) 21.9 14 24.2 4.6 5.1 8.9

CN4 (%) 78.1 66 59.8 95.4 94.4 90.6

CN5 (%) 0 18 12.9 0 0.5 0.5

CN6 (%) 0 2.4 0 0 0

CN7 (%) 0 0.7 0 0 0

CNaverage
(atoms)

3.83 4.09 3.94 3.95 3.95 3.92

Wrong bonds
(%)

10.0 12.9 12.2 14.1 3.9 0

�θ (o) 17.0 17.0 11.0 10.8 21–22

The assumption of a Gaussian inter-atomic distance distribution in the presence
of significant structural disorder can yield large errors in structural parameter deter-
minations. However, given the aforementioned similarity in scattering strengths for
Ga and As, the Cumulant Method has been applied for the analysis of a-GaAs under
the reasonable assumption that the first shell surrounding either a Ga or As atom
can be treated as monoelemental even in the presence of homopolar bonding. Using
this approach, Glover [33] determined the first four cumulants (C1, C2, C3 and C4,
respectively) of the inter-atomic distance distributions for both Ga and As absorbers
in a-GaAs, thus accounting for both asymmetric (C3) and symmetric (C4) deviations
from a Gaussian distribution. Samples were prepared by ion implantation with equal
ion fluences of Ga and As ions to maintain stoichiometry. Figure8.5 shows recon-
structed inter-atomic distance distributions at both edges from which it is apparent
that the spectra are asymmetric yet differ, primarily as a consequence of positive
and negative values of C4 for Ga and As absorbers, respectively. Whilst some ion-
fluence-dependent evolution was apparent for an As absorber, such was not the case
for a Ga absorber. Supported by simulations, Glover postulated that this evolution
was potentially the result of increasing chemical disorder.

Glover also examined the influence of thermal annealing and, typical of the amor-
phous semiconductors, structural relaxation was observable in a-GaAs. While the
amplitude-dependent parameters (CN, DWF and C4) did not change upon anneal-
ing to 200oC, the phase-dependent parameters (bondlength and C3) did. Table8.5
compares the structural parameters of c-GaAs and relaxed a-GaAs. As expected, the
bondlengths andDWFs for a-GaAs exceeded those for c-GaAswith the CNs decreas-
ing below four atoms. Differences between the parameters measured for Ga and As
absorbers are apparent. The lesser value of CNAs relative to CNGa was attributed to
a greater fraction of three-fold coordinated As atoms and was consistent with theo-
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Fig. 8.5 Reconstructed
inter-atomic distance
distributions for a-GaAs
measured at the Ga (red) and
As (blue and turquoise) edges
as a function of total ion
fluence [33]. No ion fluence
dependence at the Ga edge
was measureable hence only
one spectrum is shown. A
c-GaAs spectrum (black) is
included for comparison

Table 8.5 Structural parameters for c- and relaxed a-GaAs [33]

c-GaAs/Ga edge c-GaAs/As edge a-GaAs/Ga edge a-GaAs/As edge

CN (atoms) 4 (fixed) 4 (fixed) 3.79 ± 0.1 3.60 ± 0.1

Bondlength (Å) 2.448 (fixed) 2.448 (fixed) 2.467 ± 0.002 2.470 ± 0.002

DWF (x10−3 Å2) 1.8 (fixed) 1.8 (fixed) 4.4 ± 0.6 3.2 ± 0.6

C3 (x10−4 Å3) 0 0 0.6 ± 0.3 0.7 ± 0.3

C4 (x10−5 Å4) 0 0 0.6 ± 0.2 −0.8± 0.2

rectical predictions [4, 25]. Clearly greater disorder is associated with a Ga absorber
than an As absorber. While non-quantified, Glover also concluded that chemical
disorder must be present in a-GaAs.

8.4.4 Amorphous GaSb (a-GaSb)

GaSb in a crystalline form has a broad range of applications across the electronics
(high-speed transistors and microwave devices), photonics (IR detectors, LEDs and
lasers) and photovoltaic (thermophotovoltaic generators) sectors. At present, we are
unaware of applications of GaSb in an amorphous form. None-the-less, fundamental
studies of the atomic-scale structure of a-GaSb are of value to validate future theoret-
ical models and for comparison with other amorphous Group III–V semiconductors.

While theoretical predictions of the structure of a-GaSb are lacking (to the best of
our knowledge), the low ionicity of this material leads one to intuitively anticipate an
above average wrong bonding fraction. A variety of characterisation techniques have
been applied for experimental determinations of the structure of a-GaSb. An early
report on a-GaSb (and other amorphous semiconductors) by Shevchik and Paul [28]
using samples produced by sputtering and characterizedwith XRD concluded a CRN
model was applicable to this material and the presence of five-fold rings implied the
presence of wrong bonding. More recently, a-GaSb was prepared by Barkalov et al.
[34] using solid-state amorphization of metastable high-pressure phases heated at
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atmospheric pressure. Their neutron diffraction (ND) measurements at atmospheric
pressure yielded mean NN bondlength and CN values of 2.66 Å and 3.88 atoms,
respectively, and a bondangle of 108.6o. The RDF of a-GaSb derived by Barkalov
et al. from ND exhibited significantly less spread in the NN bondlength distribution
than that extracted from XRD by Shevchik and Paul leading the former authors to
conclude that samples prepared by solid-state amorphization were more chemically
ordered than those prepared by sputtering. Samples of a-GaSb have also been pro-
duced in-situ in an electronmicroscope byYasuda and Furuya [35] using high-energy
(2 MeV) electron irradiation of c-GaSb. These authors reported chemical and struc-
tural disordering became more difficult to achieve as the irradiation temperature
increased. Like SiC (see Chap.7), amorphous phase formation in a-GaSb appears to
proceed via the production of chemical disorder that subsequently stabilizes struc-
tural disorder. Dias da Silva et al. [36] brought multiple analytical techniques to bear
on a-GaSb and from IR and Raman measurements concluded that the thermally-
induced relaxation of a-GaSb proceeded via the reduction in both structural and
chemical disorder.

While the advantages of ion implantation for the preparation of amorphous XAS
samples have been much extolled in this chapter, this technique is not the most
appropriate for a-GaSb (and a-InSb). Ion implantation of the antimonides induces not
only a crystalline-to-amorphous transformation but also a concomitant continuous-
to-porous transformation [37, 38], the latter resulting in a dramatic increase in surface
area. In a-GaSb samples, oxidation of the surface/near-surface Ga component yields
not only a significant oxide fraction but Sb–Sb homopolar bonding within the oxide
layer [37]. This Sb–Sb homopolar bonding cannot be differentiated from that in the
sub-surface a-GaSb and thus inhibits quantification of chemical disorder within the
amorphous phase [37, 39].

XAS measurements of stoichiometric a-GaSb are scarce, potentially the result
of non-stoichiometric samples produced by flash evaporation and/or the porosity
produced by ion implantation.We thus focus on the report of Sapelkin et al. [40] using
samples produced by solid-state amorphization. Figure8.6 shows isolated EXAFS
and FT EXAFS spectra of a-GaSb at both the Ga and Sb edges. Beating is readily
apparent in the Ga edge EXAFS spectrum consistent with a mixed first shell which
is indeed borne out with CNGa comprised of 3.4 ± 0.3 Sb atoms and 0.7 ± 0.5 Ga
atoms. At the Sb edge, wrong bonding was “close to zero” but as the authors note
the similarity in Ga-Sb and Sb–Sb bondlengths impedes quantification. Relative
to c-GaSb, an increase in bondlength was measureable at both edges for a-GaSb.
Examination of the FT EXAFS spectrum recorded at the Sb edge however reveals
the presence of a 2NN scattering contribution which is atypical of the amorphous
semiconductors and prompts the question as to the presence of a small but non-
negligible crystalline component within the sample. These suspicions are further
bolstered by a CumulantMethod analysis of this spectrumwherein the authors report
C3 and C4 values “of amorphous (and crystalline) GaSb are close to zero”.

http://dx.doi.org/10.1007/978-3-662-44362-0_7
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Fig. 8.6 (Top) isolated
EXAFS and (bottom) FT
EXAFS spectra for a-GaSb
measured at 78K (Ga) and
80K (Sb). (Reprinted figure
with permission from [40].
Copyright (1997) by the
American Physical Society.
http://link.aps.org/abstract/
PRB/v56/p11531). Solid and
dotted lines are data and fits,
respectively.

8.5 Amorphous In-Based Group III–V Semiconductors

8.5.1 Amorphous InN (a-InN)

Crystalline and poly-crystalline InN have a broad range of applications in electronics
(high-power, high-frequency transistors), photonics (LEDs and laser diodes) and
photovoltaics (solar cells). For the latter, InN is typically alloyed with GaN to yield
a band-gap best matching the solar spectrum. XAS studies of crystalline InxGa1−xN
alloys are presented in Chap.3. Reports on the atomic-scale structure of a-InN are
scant but do include several theoretical and experimental contributions as discussed
below.

Cai and Drabold [41] performed Density Functional Theory (DFT) calculations
to generate structural models of a-InN. Table8.6 lists the structural components gar-
nered from a 250-atom model. Overall, short-range order is clearly maintained in
the amorphous phase with both In and N atoms largely retaining four-fold coordi-
nation though a non-negligible fraction are either under- or over-coordinated. The
bondangle distributions are centred close to the tetrahedral angle though are broad
with FWHM of 28 and 34o for In-N-In and N-In-N, respectively. Partial pair corre-
lation functions are shown in Fig. 8.7 [41]. Note the small N–N homopolar bonding
contribution at a radial distance of ∼1.5 Å. The authors concluded that a-InN was
largely chemically ordered as supported by the very small fraction of odd-membered
rings.

Amorphous InN has been produced experimentally by high-pressure cycling [42].
Raman Spectroscopy measurements showed a similarity in peak positions for sam-
ples of crystalline wurtzite and “recovered material” (considered amorphous based
on XRD measurements). This led the authors [42] to suggest that short-range order
was indeed maintained in amorphous InN.

To our knowledge, an XAS measurement of a-InN has surprisingly not been
reported. If sufficiently present, chemical disorder should be readily identifiable given

http://link.aps.org/abstract/PRB/v56/p11531
http://link.aps.org/abstract/PRB/v56/p11531
http://dx.doi.org/10.1007/978-3-662-44362-0_3
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Table 8.6 Structural parameters for a 250-atom model of a-InN [41]

N3 (%) N4 (%) N5 (%) In2 (%) In3 (%) In4 (%) In5 (%) CNN (atoms) CNIn (atoms)

c-InN 0 100 0 0 0 100 0 4 4

a-InN 8.8 87.2 4 0.8 8 88 3.2 3.95 3.94

Fig. 8.7 Partial pair
correlation functions for 250-
and 64-atom models of a-InN.
(Reprinted figure with
permission from [41].
Copyright (2009) by the
American Physical Society.
http://link.aps.org/abstract/
PRB/v79/p195204)

the anticipated differences in heteropolar and homopolar bondlengths and scattering
strengths of In and N. Such a measurement would be of much value in assessing the
validity of the theoretical model described above.

8.5.2 Amorphous InP (a-InP)

Crystalline InPhas numerous applications in the electronics (high-frequencydevices),
photonics (laser diodes) and photovoltaics (solar cells) industries. Regarding pho-
tonics, READE [43] states “InP can provide all-in-one integrated functionality
that includes light generation, detection, amplification, high-speed modulation and
switching, as well as passive splitting, combining and routing. The same material
can be used to make high-speed modulators, switches, amplifiers and detectors, or
just passive waveguides for interconnecting these diverse devices.” Given such wide-
spread usage, investigations of the structure and properties of both c- and a-InP are
clearly warranted.

Lewis et al. [5] used MD to examine the structure of a-InP with the amorphous
phase attained via a quench from the melt. Partial and total radial distribution func-
tions (RDFs) are shown inFig. 8.8 and readily demonstrate the presence of homopolar
bonding with P–P and In–In correlations apparent at 2.19 and 2.81 Å. The differ-
ence in homopolar bondlengths is consistent with the difference in size of the two
elemental components and the proportion of homopolar bonding is 8.4%. The het-
eropolar bondlength in the amorphous phase (2.51 Å) exceeds that in the crystalline
phase (2.45 Å), a common trend for Group III–V semiconductors as we have seen

http://link.aps.org/abstract/PRB/v79/p195204
http://link.aps.org/abstract/PRB/v79/p195204
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Fig. 8.8 Partial and total
RDFs for a-InP. (Reprinted
figure with permission from
[5]. Copyright (1998) by the
American Physical Society.
http://link.aps.org/abstract/
PRB/v57/p1594)

Table 8.7 Comparison of partial and total CNs for c- and a-InP [4]

CNInIn
(atoms)

CNInP
(atoms)

CNPP
(atoms)

CNIn
(atoms)

CNP
(atoms)

CNaverage
(atoms)

c-InP 0 4 0 4 4 4

a-InP 0.34 3.91 0.38 4.25 4.29 4.27

previously. Table8.7 comparesNNCNs for c- and a-InP. Surprisingly, both elemental
components in a-InP have CNs> 4 atoms which thus explains the abnormal increase
in density upon amorphization (despite the aforementioned increase in bondlength).
Lewis et al. concluded that while heteropolar bonding is clearly dominant in a-InP,
a significant fraction of homopolar bonding (and odd-membered rings) is indeed
present.

Early measurements of the structure of a-InP using XAS (for example, Flank et al.
[44],Udron et al. [45],Bayliss et al. [46] andBaker et al. [47–49]) and alternative tech-
niques such as ED (Gheorghiu et al. [50]) were complicated by non-stoichiometric
samples. None-the-less, the presence of homopolar bonding was typically reported.
More recently, the application of ion implantation for XAS sample preparation elim-
inated non-stoichiometry-related artefacts and, as we demonstrate below, enabled
detailed and exacting studies of the structural and vibrational properties of a-InP by
Glover et al. [51], Glover [33], Azevedo et al. [52, 53], Ridgway et al. [19], Schnohr
et al. [54, 55] and Schnohr [56]. Given the difference in scattering strengths of the
two components, this material is ideal for the study of homopolar bonding and hence
an assessment of the validity of various theoretical models. As a consequence, a-InP
is now arguably the most thoroughly studied amorphous Group III–V semiconductor
using XAS.

Glover et al. [33, 51] combined heterostructure growth, selective chemical etching
and ion implantation to produce stoichiometric a-InP for XAS analysis. Figure8.9
shows a FT and back FT EXAFS spectra recorded at the In K-edge with the fit-
ted In-P and In–In scattering contributions shown. CNInP, CNInIn and CNIn val-
ues of 3.56, 0.60 and 4.16 atoms, respectively, were determined in addition to an
increase in heteropolar bondlength upon amorphization. The homopolar fraction was
14 ± 4%. Such results agree well with the theoretical predictions of Lewis et al.

http://link.aps.org/abstract/PRB/v57/p1594
http://link.aps.org/abstract/PRB/v57/p1594
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Fig. 8.9 FT EXAFS (right)
and back FT EXAFS (left)
spectra for a-InP recorded at
the In K-edge, showing the
separate In-P (red) and In–In
(black) scattering
contributions [33]

[5]. For ion fluences above that required for amorphization, an ion-fluence depen-
dence was apparent in selected structural parameters, most notably the heteropo-
lar bondlength that increased with an increase in ion fluence (not shown) [33].
This demonstrates the need for thermally-induced structural relaxation to attain the
minimum-energy, ion-fluence-independent configuration of the amorphous phase.
Note that Glover [33] also performed complementary measurements at the P K-edge
where P–P homopolar bonding was readily apparent. Surprisingly, the P–P homopo-
lar bonding fraction was approximately twice that measured for In–In at the In–K
edge.

Azevedo et al. [52, 53] studied the subtle, temperature-dependent, structural-
parameter variations in a-InP associated with the thermally-induced relaxation
process. Figure8.10 shows the partial CN, bondlength and DWF as a function of
annealing temperature. Recrystallization of the amorphous phase, as inferred from
the appearance of a 2NN scattering contribution in the FT EXAFS spectrum (not
shown), began at a temperature between 200 and 237oC. For temperatures ≤200oC,
Fig. 8.10 demonstrates the amorphous phase becomes more “crystalline-like” as
the annealing temperature increases. Equivalently, CNInP increases (approaches 4
atoms) at the expense of CNInIn (approaches 0 atoms) while both the bondlength
and DWF decrease. Structural relaxation in a-InP thus involves the reduction of
chemical and structural disorder. Most importantly, Azevedo et al. clearly demon-
strated that chemical disorder in the form of homopolar bonding is characteristic of
the minimum-energy, structurally-relaxed configuration of a-InP and is thus not a
preparation-specific artefact.

Unlikemost semiconductors, crystalline InP can be rendered amorphous by either
elastic or inelastic ion-solid interactions, the former characterized by ballistic atomic
displacements while the latter consists of atomic excitation and ionization. Schnohr
et al. [54, 56] compared the atomic-scale structure of a-InP amorphized by these
two processes, examining both unrelaxed and relaxed states. Despite the vastly dif-
ferent means of forming the amorphous phase, no significant structural differences
were measureable as attributed to a common melt and quench process governing
amorphization.

Schnohr et al. [55, 56] subsequently extended the application of XAS to amor-
phous semiconductors well beyond the norm, performing a detailed analysis of the
vibrational properties of a-InP using a correlated Einstein model and measurement-
temperature-dependent experiments. Figure8.11 shows the NN DWF for the het-
eropolar In-P bond in a-InP with results for c-InP included for comparison. The
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Fig. 8.10 Partial CNs,
bondlength and DWF for
a-InP as a function of thermal
annealing temperature.
(Reprinted figure with
permission from [52].
Copyright (2003) by the
American Physical Society.
http://link.aps.org/abstract/
PRB/v68/p115204)

Fig. 8.11 DWF as a function
of measurement temperature
for a-InP formed by elastic
(LEI) and inelastic (SHI)
processes in unrelaxed (asirr)
and relaxed (rel) states. For
comparison, c-InP is included
(bottom). (Reprinted figure
with permission from [55].
Copyright (2009) by the
American Physical Society.
http://link.aps.org/abstract/
PRB/v79/p195203)

temperature dependence for the two phases is clearly similar. As above, the relaxed
samples exhibit a slightly lower, more crystalline-like DWF relative to unrelaxed
samples. The offset in the c-InP and a-InP data is the result of differences in struc-
tural disorder which is greater in the amorphous material. Table8.8 lists a selection
of parameters. The Einstein temperatures of the crystalline and amorphous phases
are similar, as above, though slightly higher in the former as consistent with stiffer
bonding. Table8.8 thus readily demonstrates that while thermal disorder in the two
phases is comparable, structural disorder is much greater in the amorphous phase.

http://link.aps.org/abstract/PRB/v68/p115204
http://link.aps.org/abstract/PRB/v68/p115204
http://link.aps.org/abstract/PRB/v79/p195203
http://link.aps.org/abstract/PRB/v79/p195203
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Table 8.8 Einstein temperatures (θE) andDWFs for a-InP formed by elastic and inelastic processes,
in unrelaxed and relaxed states [55]

θE In−P (K) DWFIn−P (static)
(10−3 Å2)

θE In−In (K) DWFIn−In (static)
(10−3 Å2)

c-InP 392 ± 8 0.0 ± 0.2

a-InP
(inelastic/unrelaxed)

370 ± 10 3.1 ± 0.2 260 ± 20 3.9 ± 0.3

a-InP
(inelastic/relaxed)

382 ± 10 2.6 ± 0.2 240 ± 20 3.9 ± 0.3

a-InP
(elastic/unrelaxed)

369 ± 10 3.1 ± 0.2 260 ± 20 3.0 ± 0.3

a-InP
(elastic/relaxed)

384 ± 10 2.9 ± 0.2 270 ± 20 3.1 ± 0.3

Finally, from a consideration of the uncorrelated mean square displacement (MSD)
measured by XRD and the correlated mean square relative displacement (MSRD)
measured by EXAFS, Schnohr et al. [55] suggested that atomic vibrations parallel to
the bond direction in a-InP were, like c-InP, correlated. Such behaviour is consistent
with the approximately six-to-seven fold difference in the force constants for bond
stretching and bond bending [57, 58] as discussed in detail in Chap.6.

8.5.3 Amorphous InAs (a-InAs)

The small bandgap of c-InAs is such that applications of this material include IR
detectors and terahertz radiation sources. In the former, advantages are achieved by
operation in the photovoltaic mode where the low-frequency 1/f noise characteristic
of materials such as HgCdTe is inhibited. We are unaware of specific applications of
a-InAs.

Theoretical considerations of the structure of a-InAs include those ofO’Reilly and
Robertson [59] and more recently Wang et al. [60]. The DFT calculations performed
by the latter authors yielded the structural parameters listed in Table8.9. Again, four-
fold coordination is retained in the amorphous phase with a small fraction of atoms
either under- or over-coordinated.

Early non-XAS experimental studies of a-InAs focussed on the applicability of
the CRN model and the identification of homopolar bonding. These included the

Table 8.9 CN and the fractions of three-, four- and five-fold coordinated atoms in a-InAs [60]

CNaverage (atoms) CN3 (%) CN4 (%) CN5 (%)

c-InAs 4 0 100 0

a-InAs 3.99 1.56 97.66 0.78

http://dx.doi.org/10.1007/978-3-662-44362-0_6
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Fig. 8.12 a EXAFS and b FT EXAFS spectra comparing c- and a-InAs (solid and dashed lines,
respectively). (Reprinted from [63]. Copyright (2002), with permission from Elsevier)

Fig. 8.13 a FT EXAFS and b back FT EXAFS spectra for a-InAs showing the separate As–In
(dashed line) and As–As (dotted line) scattering contributions. (Reprinted from [63], Copyright
(2002), with permission from Elsevier)

XRD and Raman measurements of Shevchik [61] and Wihl et al. [62], respectively.
The latter authors reported the presence of As–As bonding.

More recently, Azevedo et al. [53, 63] have performed XAS measurements of
a-InAs formed by ion implantation. This material is well suited to such analysis
given both the In and As K-edges are generally readily accessible. Figure8.12a [63]
shows EXAFS spectra measured at the As K-edge comparing c- and a-InAs. For
the latter, the single frequency oscillation is consistent with scattering from a single
shell only and this is borne out in the FT EXAFS spectrum of Fig. 8.12b. As seen
throughout this chapter, this trait is typical of amorphous semiconductors. In the FT
and back FT spectra of Fig. 8.13a and b, respectively, the separate As–In and As–As
contributions and the resulting fits are indicated.

Structural parameters extracted from analysis at both the As and In K-edges are
listed in Table8.10 [63]. The heteropolar bondlength increases upon amorphiza-
tion. As anticipated from the two different frequencies visible in Fig. 8.13b, different
homopolar bondlengths are measureable. Again, short-range order is retained in the
amorphous phase with near four-fold coordination for both In and As atoms. Com-
paring the DWFs of c- and a-InAs, that of a-InAs increases by a factor of two upon
amorphization. The disorder associated with homopolar bonds clearly exceeds that
of heteropolar bonds by a similar factor. This combination of structural and chemical
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Table 8.10 Structural parameters for c- and a-InAs [63]

Crystalline InAs Amorphous InAs

Bondlength In–As (Å) 2.617 ± 0.006 2.626 ± 0.006

Bondlength In–In (Å) 2.86 ± 0.04

Bondlength As–As (Å) 2.45 ± 0.02

CNInAs (atoms) 4 3.3 ± 0.2

CNAsAs (atoms) 0 0.5 ± 0.1

CNInIn (atoms) 0 0.7 ± 0.2

DWF In–As (Å2) 0.0019 ± 0.0002 0.0033 ± 0.0003

DWF In–As (Å2) 0.007 ± 0.001

DWF In–In (Å2) 0.008 ± 0.001

disorder makes a-InAs a proto-typical example of an amorphous III–V semiconduc-
tor while the ready identification of both forms of disorder again demonstrates the
applicability and value of XAS to these materials systems.

8.5.4 Amorphous InSb (a-InSb)

Like c-GaSb, the small bandgap of c-InSb yields applications as IR detectors for use
in thermal-imaging cameras and missile guidance systems while the high electron
mobility enables applications that include transistors with high switching speed and
low power consumption. A potential use of a-InSb may be in optical discs to achieve
resolution beyond the diffraction limit [64].

Theoretical predictions of the atomic-scale structure of a-InSb include DFT cal-
culations byWang et al. [60, 65] andMD simulations by Rino et al. [66]. Figure8.14
shows the total and partial pair correlation functions for a-InSb reported by Wang
et al. [65]. In–In and Sb–Sb homopolar bonding is readily apparent at radial dis-
tances comparable to those of the pure metals. The fraction of homopolar bonds was
estimated at ∼13% with bondlengths RSb−Sb > RIn−Sb > RIn−In. Table8.11 com-
pares structural parameters derived from DFT [60, 65] and MD [66] plus an early

Fig. 8.14 Total and partial
pair correlation functions for
a-InSb. (Reprinted from [65],
Copyright (2010), with
permission from Elsevier)
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Table 8.11 Structural parameters for a-InSb

CNaverage (atoms) CN3 (%) CN4 (%) CN5 (%)

c-InSb 4 0 100 0

a-InSb, Wang [60, 65] 3.97 2.73 97.27 0

a-InSb, Rino [66] 4.23

a-InSb, Shevchik [28] 3.82

Fig. 8.15 FT EXAFS spectra
measured at the In K-edge
comparing (left) c- and
(right) a-InSb. (Reproduced
with permission from [67],
Copyright 2010, AIP
Publishing LLC)

experimental XRD [28] result. Again, near four-fold coordination is retained in the
amorphous phase of a-InSb.

In addition to the XRD measurement referred to above, other non-XAS determi-
nations of the structure of a-InSb include Raman measurements by Wihl et al. [62].
Therein, homopolar bonding (Sb–Sb) in a-InSb was identified (though not quanti-
fied).

To our knowledge, the only XAS measurements of the structure of a-InSb are
those of Krbal et al. [67]. Such an experiment is hampered by the same difficulties
experienced for a-GaAs. Though the K-edges of both absorbers are readily accessi-
ble, their similarity in scattering strength impedes determinations of the homopolar
bonding fraction. The FT EXAFS spectra measured at the In K-edge and shown in
Fig. 8.15 are once again characteristic of a crystalline and amorphous semiconduc-
tor comparison. While scattering from multiple shells is apparent for the crystalline
phase, scattering is limited to a single shell for the amorphous phase. Near four-fold
coordination was retained in the amorphous phase and the bondlength was greater
than that of the crystalline phase. Superior fits were achieved with the addition of a
5–10% homopolar bonding component, indeed suggesting the presence of In–In and
Sb–Sb bonding. Comparing crystalline and amorphousmaterial, the authors reported
a higher density for the latter, an atypical result for semiconductors (excluding a-InP)
and an unanticipated result given the CN and bondlength data. The higher density
for the amorphous phase was attributed to the presence of homopolar bonding. We
note that Krbal et al. also reported Einstein temperature determinations (θ

crystalline
E =

236 ± 3 K and θ
amorphous
E = 221 ± 2 K) that were consistent with those of other

Group III–V semiconductors presented in this chapter where θ
crystalline
E > θ

amorphous
E

as attributed to weaker bonding in the amorphous phase.
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8.6 Summary

XAS measurements of the amorphous Group III–V semiconductors have been pre-
sented with the inclusion of additional theoretical and experimental results for com-
parison.Disorder in thesematerials is both structural and chemical. The former yields
an increase in bondlength and Debye-Waller factor and a decrease in coordination
number relative to the crystalline phase while the latter, in the form of homopo-
lar bonding, comprises ∼5–15% of all bonds. While thermally-induced relaxation
reduces both structural and chemical disorder as the amorphous-phase structure
approaches the minimum-energy configuration, chemical disorder appears intrinsic
to these materials. With the capability of characterizing both forms of disorder, XAS
is clearly well suited for the study of the amorphous Group III–V semiconductors.
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Chapter 9
Semiconductors Under Extreme Conditions

Andrea Di Cicco and Adriano Filipponi

Abstract The importance of exploring physical properties and phase transitions of
semiconductors under extreme conditions of high pressure P and/or high temperature
T are illustrated using basic thermodynamic concepts. The specific role of XAS in
the investigation of amorphous or liquid systems is addressed with emphasis on its
unique sensitivity to the short range order. Current techniques for the performance
of high-pressure and/or high temperature XAS measurements are briefly reviewed.
Examples of XAS results on simple systems such as liquid and amorphous selenium
and germanium are discussed.

9.1 Introduction

The richness and variety of polymorphic phase diagrams displayed by several ele-
mental and compound semiconductors is a manifestation of the complexity of the
interatomic interactions. Understanding the properties and the nature of the various
existing stable or metastable condensed matter states deserves therefore a particular
interest and importance.

The relevant parameters that are more easily controllable from the exterior to
define the sample thermodynamic state are the temperature T and hydrostatic pres-
sure P . Here we assume that the sample is in thermodynamic equilibrium which
implies that all thermodynamic parameters are well defined and do not vary in time
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since the statistical distributions for the microscopic variables have reached a station-
ary equilibrium profile. In this conceptual framework stability issues are conveniently
discussed in terms of the Gibbs free energy that for (P, V, T ) thermodynamic sys-
tems is defined as:

G(T, P) = U (T, V ) − T S(T, V ) + PV (T, P) (9.1)

where U (T, V ) is the internal energy, S(T, V ) is the entropy of the thermodynamic
system and V (T, P) is the volume expressed in terms of the independent equilibrium
state variables through the equation of state. The total differential of G is dG =
−SdT + V d P . The Gibbs free energy has the property that �G ≤ 0 in spontaneous
processes occurring in contact with an environment at constant (T, P). If two or more
competing phases exist for a given system the corresponding Gibbs free energies
Gi (T, P) should be compared to establish which phase is energetically favored and
stable. For the stable phase i : Gi (T, P) < G j (T, P), ∀ j �= i and all other phases
are metastable. By performing the above comparison as a function of T and P one
obtains information on the phase diagram of the substance and in particular important
indications on the boundaries of the stability regions for each phase. The variation
of one or both thermodynamic state parameters through one of these boundaries
induces a phase transition in the sample.

A qualitative understanding of the role of the thermodynamic state parameters
T and P for determining phase transition boundaries can be appreciated looking
at (9.1). By increasing the temperature parameter T the term −T S contributes to
lowering G in a way that is more effective for the states with a greater entropy
S. Similarly the increase of pressure P favors the phases with a smaller specific
volume through the term +PV . Thus the change of the state parameters induces
phase transitions which allow one to access states of greater entropy, when T is
increased, or greater atomic packing when P is increased.

The above considerations explain the importance of the experimental capability
to vary the environmental parameters T and P in a sufficiently wide range. This
opens up a two dimensional world with respect to the standard experiments at ambi-
ent conditions (T � 300 K, P � 0.1 MPa). The existence, nature, characteristics
and stability (or metastability) boundaries of the different existing phases provide
important information on the nature of the interaction and improves our understand-
ing of the system and prediction capabilities. This (T, P) range usually involves the
so called extreme thermodynamic conditions which are the subject of the present
chapter.

For condensed phases where the volume is mostly determined by the atomic
sizes, a useful P range to induce phase transitions extends to at least several tens
(if not hundreds) of GPa, which is a range reachable with current high-pressure
experimental techniques. Semiconducting phases are often associated with relatively
open crystal structures in which the atoms are linked by strongly directional covalent
bonds. In these cases a relatively moderate pressure in the few GPa range may induce
transitions towards slightly more compact structures possibly with a lower gap or
metallic nature. The entropic difference between solid and liquid phases establishes
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the melting line of the solid phases of the substance which can be reached by suitably
tuning the temperature parameter.

In general higher temperatures favor higher entropy states associated with a larger
degree of disorder. These include also higher disordered crystalline or amorphous
covalent structures. Disordered structures are often metastable states generated by
vapor deposition or high pressure amorphization processes where the limited diffu-
sion prevents the system to reach the stable crystalline state and a quenched disorder
is obtained. As a result elemental or compound semiconductor often display highly
polymorphic phase diagrams with a variety of stable and metastable phases occurring
in the experimentally accessible thermodynamic state range.

Investigating the physical properties of the observed phases provides basic fun-
damental information. This knowledge usually includes structural, dynamical and
electronic properties. X-ray diffraction clearly represents a fundamental technique
to probe structural properties and is particularly suited for single crystal samples or
crystalline powder where the long range crystalline order produces Bragg reflections,
but also for disordered phases where the diffraction pattern associated with the struc-
ture factor provides information on the radial distribution function. In this context a
major role is also played by the X-ray absorption spectroscopy (XAS) [1]. The X-ray
absorption cross-section at and above the main core hole absorption edges contains
important information on: (1) the local structural order around the photoabsorber
atomic species in terms of short range properties of the radial distribution function
and possibly from higher order distribution functions through the multiple scatter-
ing effects; (2) the transition cross-section to low-lying unoccupied electronic states
revealing changes in their density and matrix elements.

The main relevant characteristics of this spectroscopy in this context are: (a)
conceptually similar experiments and data types are collected independently of the
sample state: (the substantial blindness to long range crystalline order makes crys-
talline and disordered phases data relatively similar and directly comparable); (b)
The atomic selectivity allows one to probe the sample properties even if it is con-
fined in a cell and the cell just contributes with a smooth absorption background. In
the case of compounds/alloys, also in the diluted limit, the element selectivity allows
one to measure structural properties around minority atomic species (also in the 1 %
or lower concentration range) where all other structural techniques will fail.

For all the above reasons XAS has played and will play an important specific role
in the investigation of amorphous or liquid systems [2] for its sensitivity to the short
range structural order including potential information on triplet correlations and sen-
sitivity to important electronic properties. In the following paragraphs we shall briefly
review some of the techniques used to obtain XAS spectra under extreme conditions
and a few selected examples of applications to elemental disordered semiconductors.
The necessary short account here contained is mainly related to the direct experience
of the authors and can not be exhaustive. Several other important XAS applications
to semiconducting materials under pressure can be found in the cited literature and
references there contained.
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9.2 Experimental Set-Ups at Scanning Energy Beamlines

Energy scanning X-ray Absorption Spectroscopy beamlines still represent the option
which guarantees the collection of spectra with the best signal to noise ratio and
energy resolution performances. The best and most stable instruments are those
which exploit a continuous spectrum synchrotron radiation source such as the one
generated by a bending magnet or a wiggler. The energy scan is performed by rotating
a double crystal monochromator and the choice of the Bragg reflection determines
the flux-resolution trade-off. X-ray mirrors are often used to improve focalization
conditions and for harmonic rejection purposes together with possible crystals detun-
ing. Two fundamental aspects involve the set-ups usable for extreme conditions: (1)
the beamline has to be compatible with sample environment (cell/devices) able to
generate the required extreme conditions; (2) the beamline has to be equipped with
suitable ancillary techniques for the required sample characterization.

High-temperature high-vacuum experiments are relatively easy to perform with
a variety of resistive heating furnaces [2, 3] and the only concerns regard T homo-
geneity and possible sample reaction/contamination. High pressure conditions on
the other hand present considerable experimental challenges. In order to reach ideal
hydrostatic conditions the sample has to be confined in an environment made of a
pressure transmitting medium upon which external forces are acted in the presence
of suitable X-ray windows. Both windows and pressure transmitting medium mate-
rials (in addition to the sample) contribute to the absorption level and may reduce
considerably the useful flux increasing the relative harmonic contamination.

However, the most important limitation regards the usage of X-ray windows.
When a single crystal window, such as diamond, is inserted in the beam at a fixed
orientation a sequence of Bragg reflections will occur at discrete energy values which
satisfy the Ewald sphere construction. As a result a considerable part of the beam
intensity will be deviated from the transmitted beam direction for a set of discrete
energy values through the scan, appearing as additional narrow absorption peaks in
the spectrum. Apart from relatively narrow low energy regions of usability, absorption
spectra in the presence of single crystal windows are spoiled by the presence of these
artifacts. As a result diamond anvils cells are hardly usable on these beamlines and
suitable experimental techniques based on polycrystalline confinement gasket mate-
rials are recommended. Recent advances in the usage of nanocrystalline diamonds
and the possibility of extreme focusing in XAS beamlines could soon overcome some
of those drawbacks (see for example [4–6]).

The most suitable technique for moderate pressure large volume investigations
was developed as a modification of the original toroidal gasket technique [7] and
exploits the Paris-Edinburgh press [8] with the usage of doubly conical gaskets
as first employed at LURE [9] and successively further developed at ESRF-BM29
[10, 11]. A typical sample assembly for high-pressure XAS measurements using
those devices is shown in Fig. 9.1. The reduced gasket lateral size is required to
increase X-ray transmission and limits the maximum pressure to about 6–8 GPa. Gas-
kets are manufactured from sintered rods of a Boron-epoxy mixture which guarantees
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Fig. 9.1 Schematic drawing of the (cylindrically symmetric) sample section showing a 7 mm diam-
eter boron-epoxy gasket, graphite heater (C), and its internal cavity filled with a sample. The dimen-
sions in mm refer to the parts as assembled prior to pressurization. The real parts are shown in the
picture

a sufficient strength and low X-ray absorption. The sample is placed in a mm-size
internal cylindrical cavity surrounded by a thin graphite cylinder used for resistive
heating. The available volume exceeds the one normally required for X-ray absorp-
tion of bulk specimens which therefore have to be diluted in powder form with a soft
low-absorbing inert material such as for instance boron-nitride powder. Pressure is
applied along the vertical axis by two anvils with WC (tungsten carbide) insets. The
gasket progressively flows and widens with pressure up to about twice its original size
still maintaining a gap of a few tenths of mm between the anvils for the X-ray probe.
The low energy limit of this technique is typically the Cu K-edge, achievable with
small gaskets and focalized beam. Several fourth period elements, semiconducting
or involved in compound semiconductors, can be conveniently investigated.

Experiments under extreme conditions also require additional surrounding infor-
mation and in particular independent probes of the thermodynamic sample state
(P, T ). For the high pressure range this is a known issue related with the defini-
tion of the pressure scale and development of suitable calibration techniques. The
coupling of P and T and the difficulty of an in-situ implementation of the ruby
fluorescence method make this a relatively complicated issue. Thermocouples can
often be used for the temperature measurement. Knowledge of the thermodynamic
parameters is moreover not always sufficient to establish unambiguously the sample
state in particular when metastable states occur. Crossing a phase transition bound-
ary by increasing or decreasing pressure often results in an hysteresis loop owing to
the slow crystallization kinetic of the new phase especially at low temperature. An
undercooled liquid state may persist well below the equilibrium melting temperature
if crystalline nucleation is hampered by a large liquid/crystal interface energy. In all
these cases a simultaneous diffraction check of the nature of the crystalline sample
components is recommended [10, 11]. While taking XAS spectra at selected tem-
peratures does not always allow a clear identification of the sample phase, on the
other hand the phase sensitivity of XAS can be exploited by monitoring the sample
absorption at fixed energy on a significant spectral feature during continuous tem-
perature scans [12] where discrete jumps at first order phase transitions allow one to
pin the transition temperatures very effectively.



192 A. Di Cicco and A. Filipponi

9.3 Experimental Set-Ups at Energy-Dispersive Beamlines

Energy-dispersive XAS (ED-XAS) was conceived to collect XAS spectra in a static
geometrical configuration allowing short acquisition times on small-sized samples.
The original design employed a cylindrically bent triangular crystal to focus and
disperse a polychromatic X-ray beam onto the sample [13].

X-ray absorption spectra in energy-dispersive mode are usually obtained using a
linear photodiode array detector or a CCD measuring successively the incident and
transmitted flux of photons. The beam position (pixels) is successively correlated to
energy by means of standards.

Several synchrotron radiation facilities have developed ED-XAS dedicated beam-
lines (see [14] and references therein) and the method was applied quite successfully
in various fields including studies under high-pressure conditions. In fact, ED-XAS
was soon found to be well suited for studies at extreme conditions of pressure using
a diamond-anvil cell (DAC) [15, 16], where the strongly focusing crystal and the
absence of movements provide the necessary small and stable focal spot (see Fig. 9.2).
Bragg reflections from the diamond anvils, always affecting the quality of the XAS
spectra, can be usually removed from the energy range of interest by suitable posi-
tioning of the DAC. The pressure range that can be covered has a natural upper limit
defined by the size of the diamond culet, which is in turn limited by the size of the
focal spot.

Several improvements in the optical scheme (see for example [14] and references
therein) and in the DAC technology (diamonds of improved shape, drilled culets,

Fig. 9.2 Left photo of a membrane-DAC. Pressure is generated inflating a gas (helium) into the
membrane through a capillary. Right typical set-up for X-ray measurements under pressure: an
incoming X-ray beam is transmitted through the diamonds (anvils) and sample region so that
transmitted and scattered X-rays (shown only for selected angles for clarity) can be measured.
Depending on the maximum pressure achievable, sample size is in the 10–150 µm range
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Fig. 9.3 Left sketch of a typical ED-XAS beamline. The white beam coming from a storage ring
bending magnet is vertically focused by a bent mirror and dispersed bending a crystal. The sample
is placed at the focal point and the transmitted beam is collected by a position-sensitive detector.
Right sketch of a ED-XAS set-up including in-situ XRD diagnostics. The slit can be adjusted to
provide a quasi-monochromatic beam used to collect X-ray diffraction at the selected energy

nanocrystalline diamonds) [4, 17] allowed to reach pressures up to the Mbar regime
and extend XAS measurements even at relatively low photon energies (<7 keV).

The conventional optical scheme for ED-XAS is shown in Fig. 9.3. The spectrom-
eter is installed on a divergent synchrotron source. A bending magnet, for exam-
ple, naturally yields the necessary horizontal divergence (typically a few mrads) for
obtaining a wide energy dispersion. In this way, using reasonable radii of curvature
of the polychromator crystal, it is possible to collect XAS spectra extended hundreds
of eV above a selected core edge. XRD patterns collected in the same conditions,
without removing the DAC cell, are a useful, often mandatory, diagnostics for high-
pressure XAS measurements. The set-up shown in Fig. 9.3, using a large-area X-ray
detector (typically an image-plate) and an adjustable slit selecting poly- or quasi
mono-chromatic incident beams, is implemented in several beamlines and can be
easily used for this purpose (see for example [18] and references therein).

9.4 XAS of Amorphous and Liquid Se at High Pressures

Pure selenium is a semiconductor both in its stable solid and liquid phases at ambient
pressure, a property shared with only few other materials. It has peculiar structural
properties as it belongs to a class of polymorphic systems (S, Se, Te) where the inter-
play between strong covalent and metallic bonding for varying external conditions
is particularly important. Polymer-like chains can be found in different polymorphs
of these elemental substances in their various aggregation states (crystalline, liquid,
amorphous).

The application of external pressure in a class of substances including elemen-
tal semiconductors (like Se, Si, Ge) results in unusual and interesting phenomena,
such as pressure-induced polyamorphism, pressure-induced amorphization or nucle-
ation of crystalline seeds. The nature of the behavior of amorphous solids under
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pressure is complicated by their own metastability and presence of multiple disor-
dered structures, by the appearance of stable and metastable crystalline phases, and
by the possibility of irreversible relaxation of their properties and structure (see for
example [19] and references therein).

Selenium and related systems have been subject of many scientific investigations,
including XAS, aimed to elucidate the structural properties of the different phases
obtained at high pressures and temperatures. Several experiments have been recently
performed on amorphous Se (a-Se) at high pressure [20–22] and on liquid Se (l-Se)
at high temperature [23–25], with the aim of understanding their peculiar behaviour.

Amorphous Se (a-Se) has been studied by XAS at room pressure by several
groups, discussing local structure and photo-crystallization properties (see [26] and
references therein). XAS data collected up to about 10 GPa [20] have shown that
the Se–Se covalent bond length in a-Se slightly increases with pressure, changing
dramatically from about 2.36–2.40 Å just near the crystallization threshold (around
10 GPa). Further high-pressure Raman and X-ray diffraction experiments [21] on
a-Se are compatible with those observations, reporting also evidence of the presence
of various crystalline phases in the range of pressures 10.3–24.4 GPa. The nucleation
of competing crystalline phases at 10.4 GPa was also studied in details using time-
resolved X-ray diffraction (XRD) and tomography [22].

Several XAS experiments have been performed on liquid Se (l-Se) using different
techniques covering a wide range of pressures and temperatures. The first experi-
ments were carried out using polycrystalline sapphire cells allowing variable sample
thickness (from ∼30 µm or less for l-Se up to 20 mm for Se vapours) [23, 24, 27].
Pressures and temperatures up to about 2 kbar and 2,000 K can be reached using these
devices. XAS structural results indicated an apparent shortening of the bondlength
distance for increasing temperature, especially at the transition to the liquid phase
(from ∼2.36 to ∼2.33 Å upon melting). A specific XAS study of the semiconductor-
to-metal transition near the critical point of fluid Se (1,893 K, 385 bar) was also
carried out using this cell. Structural results using the cumulant expansion method
indicated a remarkable reduction of the interatomic distance along the chains in the
metallic disordered phase (down to 2.24 Å), and a reduction of the coordination
number at high temperatures. More recently, XAS experiments aimed to measure
l-Se at high pressure [25, 28, 29] were performed using large-volume cells (MAX90
and Paris-Edinburgh) in an extended range of pressures (up to ∼8 GPa) and tem-
peratures (up to ∼1,200 K). The authors reported a modification of the two-fold
chain structure associated with the covalent bonds at high pressures, possibly related
to a metalization process. As correctly stated in the original papers, deduction of
the structural parameters of these disordered phase is quite difficult using standard
EXAFS data-analysis methods.

Very recently, Se K-edge XAS experiments under pressure on l-Se and a-Se were
performed at the XAFS beamline at ELETTRA (Trieste, Italy) and at the ODE
beamline at Soleil (Saclay, France), with the aim of investigating the structure of
stable and metastable disordered states by accurate data-analysis of high-quality data.
These XAS data, complemented by Raman scattering experiments under pressure
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Fig. 9.4 Experimental
K-edge XAS spectra of liquid
(l-Se, T=720 K) and
amorphous (a-Se, T=300 K)
selenium, collected for an
external pressure of 1.5 GPa
with a Paris-Edinburgh press
(see text)

[30], have shown significant effects of metastability of various phases, including
nucleation of crystalline structures from a-Se and undercooled l-Se [31].

The a-Se and l-Se Se K-edge XAS structural signals reported in Fig. 9.4, obtained
at the XAFS beamline at ELETTRA [32] with a Paris-Edinburgh high-pressure cell at
1.5 GPa, show clearly a single leading oscillation associated with the first-neighbour
distribution. Those experiments included XRD diagnostics and the execution of
single-energy scans [12], confirming the Se melting curve and showing the pos-
sibility of measuring deeply undercooled Se. Looking at Fig. 9.4 we notice that the
main modification of the XAS signal is an amplitude reduction and a slight phase
difference for l-Se. The inter-chain signal is certainly very weak both in the solid and
in the liquid disordered phase, but modifications of the first-neighbour distribution
can be measured quite accurately by XAS.

Useful short-range structural information can be obtained by application of the
GNXAS data-analysis method [33–35]. The comparison of experimental and calcu-
lated best-fit XAS signals of l-Se at 1.5 GPa is shown in Fig. 9.5. The agreement with
the best-fit signal obtained by using an asymmetric Γ -like first-neighbor distribu-
tion is excellent, as shown by both the raw data (left) and Fourier transform (right).
The use of this distribution containing only an additional skewness parameter (as
compared to the Gaussian distribution) was shown to be very effective for solids and
liquids even at moderate temperatures [36–38]. In this particular case, XAS struc-
tural refinement can be safely limited to the first-neighbors as shown by the single
peak observed in the Fourier transform of Fig. 9.5. The best-fit structural parameters
of the Γ -like first-neighbour distribution resulted to be R ∼ 2.396 Å (average dis-
tance), σ 2 ∼ 0.0105 Å2 (distance variance), and β ∼ 0.7 (skewness), assuming a
fixed coordination number N = 2. However, individual parameters are useful only
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Fig. 9.5 Comparison between Se K-edge experimental (blue) and best-fit calculated (dashed, green)
XAS signals of l-Se. The left hand side panel reports the raw k2 EXAFS data. The right hand side
panel shows the Fourier Transform in the entire fitting range

to define the shape of the first-neighbor distribution that is measured very accurately
by XAS at short distances. As a matter of fact, the pair (or higher order) distribution
function is a meaningful physical quantity that can be reconstructed on the basis
of the XAS structural refinement, and easily compared with other experimental or
theoretical results.

The pair distribution function g(R) resulting from the XAS refinement is com-
pared in Fig. 9.6 ( right hand side panel) with the results of time-of-flight neutron
diffraction (ND) measurements (measured at lower temperatures T=538 K and
room pressure) [39]. The first peak of the g(R) shows remarkable differences with
the same curve obtained by neutron diffraction: it is narrower and more skewed,
reaching a maximum of about 3.8 instead of 2.6, although the average peak position
is roughly the same. However, as shown in Fig. 9.6 (left hand side panel) the struc-
ture factor S(k) reconstructed by XAS results is fully compatible with the original
S(k) neutron diffraction data [39]. This result shows that present XAS structural
results are reliable and match previous ND determinations. We have also verified
that the first peak of the g(R) obtained by ND can not reproduce our XAS results,
while the latter are obviously blind to the medium-range order information contained
in the original g(R). This confirms previous results (see for example [40]) showing
both the agreement with original S(k) data and the higher sensitivity of XAS to the
very short-range structure. The unique XAS sensitivity to the local structure and
bonding properties is then shown to be a very useful tool to investigate the transfor-
mation occurring in disordered semiconductors at high pressure.
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Fig. 9.6 Left hand side panel structure factor obtained by neutron diffraction measurements [39]
(squares) compared with the S(k) reconstructed by XAS. Right hand side panel pair distribution
function g(R) obtained by neutron diffraction [39] (squares) compared with the first-neighbour
distribution reconstructed by XAS (blue)

9.5 The Physics of Ge and Related Systems at High P and High T

Elemental Germanium is a fourth group semiconducting element characterized by
a rich polymorphic phase diagram [41]. The semiconducting phases include the
diamond structure stable at ambient conditions and up to about 8 GPa and to the
melting line with an anomalous dTm(P)/d P < 0 behavior owing to the lower
liquid density and a number of crystalline metastable phases found upon pressure
decompression from the β-Sn metallic phase. Metastable amorphous Ge (a-Ge) can
be prepared by a variety of vapor deposition techniques. It is stable up to a temperature
of about 400–500 K where nucleation to crystalline Ge (c-Ge) takes place. Retaining a
continuous random network structure with tetrahedral bonding a-Ge is a prototype for
a wide class of amorphous semiconductors. The Ge phase diagram with the stability
regions of the various phases up to moderate pressures is reproduced in Fig. 9.7. The
Ge liquid phase retains a partial ability to form covalent bonds in the melt resulting
in intermediate coordination numbers around 6–7. The interplay between covalent
bonding ability and metallic bonds was proposed to be at the basis for the existence
of a liquid–liquid phase transition in the unaccessible region of the metastable liquid
range (no man’s land).

Ge has been the subject of investigations since the early days of EXAFS spec-
troscopy [42]. The temperature parameter was exploited in a number of successive
studies to investigate thermal expansion and disorder [43, 44] up to the liquid phase
[36]. Evidence for a large undercooling ability of the liquid phase in micrometric
droplet samples was early recognized [36] and confirmed by temperature scanning
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Fig. 9.7 Phase diagram of
Ge in the range 0–12 GPa.
The region of stability of the
diamond c-Ge structure with
respect to the metallic β-Sn
phase and metallic liquid Ge
is reported. Metastable phases
include semiconducting a-Ge
and undercooled liquid Ge
down to about 200–300 K
below the melting line. The
proposed liquid phase
transition line in the no man’s
land is also reported

Fig. 9.8 Sequence of high
energy resolution XANES
spectra of the Ge K-edge of a
micrometric c-Ge powder
sample collected from
ambient temperature up to
and above the melting point
every about 80 K

techniques [12]. Investigations of the c-Ge phase were able to highlight the phonon
contribution to the first shell bond length distribution and to highlight the peculiar
EXAFS sensitivity to thermal expansion. High resolution XANES spectra at the Ge
K-edge contain important information on the evolution of the unoccupied p-like den-
sity of states and transition matrix element. A sequence of spectra collected every
≈80 K from ambient temperature up to the liquid phase at BM29 [10] is shown
in Fig. 9.8. The high stability and energy resolution of the double crystal Si (311)
monochromator allow to identify the evolution of fine details with T. The evident
shift of the absorption edge to lower energies with increasing T, highlighted in the
inset of Fig. 9.8, is associated with the progressive renormalization of the semicon-
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ductor band-gap by phonons [45]. A discontinuous shift and spectral change occurs
upon melting reflecting the metallic character of the liquid state. The quality of the
collected spectra is compatible with the application of core-hole lifetimes broadening
deconvolution techniques [46] which may provide a further insight into the nature
of the electronic states available for the transition.

EXAFS investigations of c-Ge and a-Ge with pressure were further performed
using energy scanning and energy dispersive beamlines [47–50]. With these experi-
ments not only the effect of the pressure compression on the first shell bond length
distribution was clearly determined, but also evidence for a metallization transition
in a-Ge analogous to the one occurring for c-Ge around 8 GPa was observed. The
relevance of these findings with the polyamorphism issue [48, 49] was discussed
in details. Moreover, the role of sample morphology and defect density in pressure-
induced phase transitions for inhomogeneous amorphous samples [49, 50] using a
combination of techniques were addressed.
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Chapter 10
Group IV Quantum Dots and Nanoparticles

Alexander V. Kolobov

Abstract This chapter describes the application of X-ray absorption spectroscopy
to group IV—predominantly Germanium—nanostructures. It starts with the descrip-
tion of importance of Ge nanostructures and the experimental methods to study them.
This is followed by the results, obtained for Ge quantum dots such as embedded Ge
nanoparticles and Ge quantum dots epitaxially grown on Si substrates, by using con-
ventional X-ray absorption spectroscopy as well as more sophisticated approaches
such as diffraction anomalous fine structure (DAFS). The chapter is concluded by
a description of potential future applications of X-ray spectroscopy, e.g. for pure
isotope studies, femtometer-precision X-ray absorption fine structure (XAFS), and
time-resolved studies.

10.1 Introduction

At the beginning, a few words about terminology should be said. We start with a
definition of a quantum dot (QD). Quantum dots are tiny particles, or nanoparticles,
of a semiconductor material, that range from 2 to 10–100 nm in diameter. From
the electronic perspective, a quantum dot is a portion of matter whose excitons are
confined in all three spatial dimensions. Exciton confinement in nanostructures was
discovered in the early 1980s [1]. To reflect the quantum nature of the nanostructures,
the term “quantum dot” was suggested [2].

The quantum confinement [3, 4] manifests itself as an increase in the bandgap of
quantum dots with respect to the bulk material of the same composition, i.e. one can
tune the band gap of a material by varying its dimensions, which opens new degrees
of freedom in manufacturing of semiconductor lasers and light emitting diodes. In
particular, the ability to precisely control the size of a quantum dot enables one to
determine the wavelength of the emission, which in turn determines the colour of light
the human eye perceives. Quantum dots can therefore be tuned during production
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to emit the colour of light desired. Ge QDs have also been considered for other
applications, including quantum computing [5].

Confinement in quantum dots can also arise from electrostatic potentials (gener-
ated by external electrodes, doping, strain, or impurities). Thus, while bulk Ge is an
indirect band gap semiconductor, stressed Ge grown, for example, on Si substrates
can posses a direct gap [6], thus opening a possibility to use Ge in light-emiting
devices. Recently, there were numerous reports on direct band gap photolumines-
cence in strained Ge (see e.g. [7]).

Quantum dots can be fabricated using different approaches. One way to produce
quantum dots is to confine small portions of a material within a foreign, usually
a wide band-gap matrix, e.g. by annealing a material that contains atoms of the
needed material, e.g. SiO2 co-sputtred with Ge. Subsequent annealing results in the
formation of embedded nanocrystals [8–11]. Other matrixes have also been used,
such as AlN [12]. Confinement of Ge nanocrystals in matrixes of opal and zeolite
have also been reported [13–15].

Self-assembled quantum dots can also nucleate under certain conditions during
epitaxial growth techniques, when a material is grown on a substrate to which it is
not lattice matched. The resulting strain produces coherently strained islands on top
of a two-dimensional wetting layer. This growth mode is known as the Stranski-
Krastanov growth mode. The islands can be subsequently buried by capping with Si
or another material. This approach has been successfully used to grow Ge QDs on
Si substrates with different substrate orientations [18–31]

Below in this review we shall use the terms ‘quantum dot’ and ‘nanostructure’
interchangeably. While often the term ’quantum dots’ preferentially refers to epi-
taxially grown Ge nanostructures, it should be kept in mind that from the electronic
perspective embedded nanocrystals are just as good quantum dots and in fact the
term “quantum dot” was first introduced to describe the embedded nanocrystals.

An optimal method to investigate the nanostructures depends on the kind of infor-
mation one is interested in. For example, to study optical properties, photolumines-
cence is usually used. Phonon confinement may be studied using Raman scattering.
For structural investigations, atomic force microscopy (AFM) and its derivatives can
be used to study the shape of epitaxially grown quantum dots (Fig. 10.1), while trans-
mission electron microscopy (TEM) is an effective tool to investigate the shape and
orientation of nanostructures (Fig. 10.2), be it epitaxially grown layers or embedded
nanocrystals. To investigate the local structure of quantum dots, two major tech-
niques used are Raman scattering and X-ray absorption spectroscopy. Application
of the latter is the main subject of this chapter.

10.2 Raman Scattering and Its Pitfalls

In the particular case of Ge quantum dots grown on Si substrates, Raman scatter-
ing has severe limitations, which makes X-ray absorption spectroscopy especially
valuable. Since readers of this chapter may be potential users of Raman scattering
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Fig. 10.1 Examples of AFM images of arrays of Ge QDs. a A 3D AFM image of 5 Ge dots grown
on a square Si mesa [16] and b An AFM image of an array of Ge islands on prepatterned Si(001)
surface [17]. Reproduced with permission from American Institute of Physics

Fig. 10.2 a A cross-sectional TEM image taken along the (011) azimuth of a sample with 10 Ge/Si
bilayers. The average island size is ca. 95 nm and the average height is 6–7 nm. The image shows
that the islands in the stack are located one above the other, have almost equal size and height in all
layers [32]. b A high-resolution TEM image of annealed Ge nanocrystals inside SiO2 in the vicinity
of the Si(100) interface. The image reveales that the nanocrystals are sperical and their presence
modifies the flatness of the SiO2/Si interface [10]. Reproduced with permission from American
Physical Society

or its results, we start this section by describing the limitations of Raman scattering
as applied to the study of Ge nanostructures, demonstrating some pitfalls of Raman
scattering.

There is a large number of papers where Raman scattering spectroscopy has been
used to investigate the structure of Ge nanostructures (see e.g. [33] and references
therein). Most authors report a Ge–Ge peak which is located at about 300 cm−1 as
well as a Ge–Si peak at about 400 cm−1 and a peak at about 435 cm−1 attributed
to the local Si-Si vibrations. It should be noted that silicon, which is usually the
substrate material, also possesses peaks in the Raman spectrum located at very sim-
ilar frequencies. This fact is, unfortunately, ignored in many studies. As a result,
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Fig. 10.3 Left panel Raman spectra of Si measured using an Ar-ion (top) [34] and a He-Ne laser
(bottom). The inset shows the major peak with high-resolution. Right panel The top two curves
are polarised Raman spectra from a sample that contains Ge nanowires grown on a Si substrate
[36] and the bottom curves are polarised Raman spectra for pure Si. One can see that in both cases
there is a pronounced—and very similar—polarisation dependence, generating some doubts as to
the correctness of the offered interpretation

Raman spectra obtained from Ge nanostructures (and attributed to Ge quantum dots)
are often dominated by a two-phonon peak originating from the silicon substrate,
leading to potential misinterpretations of the results.

While the Raman spectrum of silicon is dominated by a strong peak located at
520 cm−1, it also has a peak around 300 cm−1. The latter peak has been interpreted
as arising from a peak in the inverse lifetime of the zone-center optical photon.
Uchinokura et al. [34] revealed the complete structure which included the peak
located at about 300 cm−1 and two weaker features at 229 and 435 cm−1. In their
experiment, an Ar-ion laser was used and the result is shown in Fig. 10.3 (top) together
with a spectrum obtained using a He-Ne laser (bottom). While the ratio of the features
located at 229, 300, and 435 cm−1 is somewhat different for the two excitation
sources, possibly due to different background signals, the overall spectrum is not
influenced by the excitation light source. It was concluded that these peaks represent
a two-phonon spectrum and reflect the structure of a combined phonon density of
states.

This feature is strongly polarized [34, 35] as shown in the left panel of Fig. 10.3.
The latter fact must not be ignored when Raman scattering of strongly oriented Ge
nanowires is considered [36] since the apparent polarisation dependence attributed
to one-dimensional nature of the nanowires may be caused by the selectron rules
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of Raman scattering from the Si substrate, as seems to be the case for the example
shown in the figure.

Self-organized Ge quantum dots are often formed as a result of strain accumulated
due to the lattice mismatch. The strain is released due to the formation of islands
(the Stranski-Krastanov growth mode). The fact that the Raman peak shifts with
strain (to higher wave numbers for compressive strain) enables one to discuss—in
principle—the degree of strain relaxation on the basis of the peak position. The shift
of the peak position to lower wave numbers due to size effects allows one to check
whether quantum confinement is taking place.

At the same time, as to the differences in the reported position of the Ge–Ge
peak (300–305 cm−1) attributed to phonon confinement or stresses, we would like
to notice that the Si peak located in this energy region is in fact a doublet (see insert to
Fig. 10.3 (top)), the critical points being (299 cm−1) and (303 cm−1). The difference
between the two values is 4 cm−1, i.e., about the same as the scatter in the reported
values of the peak position. Under different experimental conditions either one or
the other can be dominant and lead to potential misinterpretation in terms of stresses
or quantum confinement.

Various examples of correct and erroneous interpretatations of the Raman signal
can be found in [33], titled “Raman scattering from Ge nanostructures grown on Si
substrates: power and limitations” and the interested readers are referred to this work.
A question arises whether there are ways to tackle this problem. Several solutions
can be suggested. Unfortunately, none of them is a complete remedy. One possibility
is to make use of resonant Raman scattering. Another possible way to differentiate
between the contributions from the Ge nanostructures and the substrate is to make
use of the polarization dependence of the silicon two-phonon peak described above.
While it may not work for Ge wires, which themselves are strongly oriented, it may
be an efficient way to investigate isotropic nanostructures such as QDs and embedded
nanocrystals. Finally, use of isotopes may serve to differentiate between the signal
coming from the Si substrate and Ge quantum dots but considering the cost of pure
isotopes this approach only has an academic interest.

From the above description it follows that use of Raman scattering for cases
where Si substrates are used—and such cases represent the majority—has severe
limitations. This makes X-ray absorption the most efficient way to investigate the
local structure of Ge quantum dots [37–39]. The rest of this chapter is dedicated
to a review of X-ray absorption study of epitaxially grown Ge QDs and embedded
nanoscrystals.

10.3 X-Ray Absorption Spectroscopy of Ge QDs
and Nanocrystals

In this section the results of experimental studies of Ge quantum dots (epitaxially
grown and embedded in insulating matrixes) using X-ray absorption spectroscopy
are described. The section sets in with the epitaxially grown quantum dots starting
with the uncapped QDs.
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10.3.1 Epitaxially Grown Uncapped Ge QDs

Uncapped Ge QDs were studies by X-ray absorption by different groups
and the main results agree rather well with each other. In what follows, we describe
the experimental results in close relationship with the conditions used to fabricate the
QDs. Direct comparison of the results is not always straightforward because different
growth methods and conditions were used but the trends are rather well reproduced
in different experiments.

Boscherini et al. [19, 20, 40] were the first to investigate the structure of epitaxial
Ge QDs using XAFS. In a series of publications, they reported on the local structure
of both Ge/Si(001) and Ge/Si(111) QDs grown under different conditions. For both
cases they found a pronounced Ge–Si intermixing. Below we describe their results
in more detail.

For the Si(001) substrate orientation, low pressure chemical vapour deposition
at 600 ◦C was used and samples with equivalent Ge thicknesses from 5.8 to 38 nm
were studied. In case of the Si(111) orientation, samples were grown in a temperature
range of 450–530 ◦C using physical vapour deposition in ultra high vacuum. The
equivalent Ge layer thickness was varied from 1 to ca. 20 nm.

Figure 10.4 shows the dependence of the partial Ge–Si coordiantion numbers
NGe–Si as a function of the equivalent Ge layer thickness. The partial NGe–Ge coor-
dination number can be easily calculated as 4—NGe–Si. For the Si(001) orientation,
the Ge–Si coordination number was found to be essentially unchanged. The authors
performed measurements for both parallel and perpendicular orientations but no
meaningful difference between the two cases could be detected.

For the Si(111) orientation, the authors found (Fig. 10.4) that with increasing
equivalent thickness of the Ge layer, the number of Si atoms surrounding Ge decreases
from 2 to 1. Therefore, the observed average intermixing is higher in sample in
which only a wetting layer is present (50 % Si average content). It was further found
(Fig. 10.5) that the Ge–Si coordination number decreased faster for the sample grown
at a lower temperature. The authors propose that the Si content in the islands is limited
both by the diffusion factor (the height of the islands can reach 50 nm), and by the

Fig. 10.4 Partial Ge–Si
coordination number for Ge
quantum dots grown on
Si(001) (after [20]) and
Si(111) (after [21]). The
growth conditions are
described in the text

Ge thickness (nm)
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Fig. 10.5 Average number of
Si atoms found around a Ge
absorber by fitting the
EXAFS data of the
Ge/Si(111) samples grown at
450 and 530 ◦C substrate
temperature [21]. Reproduced
with permission from
Elsevier

Fig. 10.6 Ge–Ge and Ge–Si
bond lengths for Ge/Si(001),
after [20]. Reproduced with
permission from American
Institute of Physics

fact that the lattice in the islands is more relaxed than in the wetting layer, reducing
the driving force for the intermixing.

It should be noted that while the observed difference in intermixing could be
related to the substrate orientation, it could also be caused by different equivalent
Ge layer thicknesses used in the two studies and the smaller thicknesses of Ge for
the case of Si(111) substrates may also partially account for the stronger intermixing
observed.

In Fig. 10.6 the Ge–Ge and Ge–Si bond lengths as a function of Ge equivalent
thickness are shown for the Si(001) substrate orientation. Measurements were taken
in two different polarisation geometries but no significant difference was found.
The authors conclude that the bond lengths remain essentially the same within the
studied range of equivalent thicknesses and correspond to an average composition
of Ge0.7Si0.3. The obtained results are in agreement with earlier work where the
composition dependence of the bond lengths in relaxed GeSi crystalline alloys has
been studied by XAFS [41–43] (cf. Fig. 10.7 and Chap. 2). At the same time, it
should be noted that as the equivalent thickness increases two parameters change

http://dx.doi.org/10.1007/978-3-662-44362-0_2
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Fig. 10.7 Ge–Ge and Ge–Si bond lengths in bulk relaxed Ge–Si alloys. Open symbols represent
the result of [42] and closed symbols are from [43]

Fig. 10.8 Ge–Ge NN distances measured by XAFS (dots with error bars). Continuous line linear
fit to the XAFS results obtained for strained mrGexSi1−x epilayers [22]. Dashed lines model for
SiGe/Si(001) [44] and experimental results for relaxed SiGe alloys [41]. The arrow indicates the
value of the Ge–Ge distance in a relaxed, bulk Ge; reproduced after [22] with permission from
American Physical Society

simultaneously, namely, the Ge concentration and the strain, which makes unam-
biguous conclusions difficult.

While for a relaxed crystal the Ge–Ge bond length increases with an increase
in Ge content, for strained layers an opposite dependence has been observed as
demonstrated in Fig. 10.8, where Ge–Ge bond length is shown as a function of average
Ge concentration for the Si(111) substrate orientation.

In a different study [24, 26], the samples were grown by solid source molecular
beam epitaxy on Si(100) substrates at a temperature of about 745 ◦C. On a 150 nm
Si buffer, six monolayers of Ge were deposited at a rate of 0.2 Å/s. On a Ge wetting
layer of about five monolayer nominal thickness, Ge islands form in the Stranski-
Krastanov growth mode. The islands were about 180 nm in diameter, about 12 nm in
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Fig. 10.9 XANES
(normalized fluorescence)
spectra for uncapped Ge QDs.
The fitting is performed with
the reference samples of bulk
Ge, Ge oxide, and
Ge0.006Si0.994 [24]

height, and had an areal density of 109 cm2. The sample with uncapped islands was
cooled down immediately.

It was found that Ge is partially oxidized with the fraction of Ge-oxide being
around 35 %. The formation of Ge-O bonds have also been reported in [45]. The
remaining Ge is coordinated to Ge and Si, the partial contribution of Ge–Ge and
Ge–Si bonds being, respectively, 25 and 40 %. Because of the large number of fitting
parameters, the accuracy in these numbers is on the order of ±10 %.

The Ge–Ge bond length equals 2.46 Å, i.e., the Ge fraction which exists as a Ge
phase, presumably in the QDs core, is unstrained. The result suggests that the QDs
are relaxed as a result of intermixing and/or oxidation which are conducive to the
more flexible network formation while most of the misfit strain is accommodated by
the alloyed region. Most likely this fact accounts for why the remaining Ge is stable
within the Ge phase.

In addition to EXAFS, the authors have also analyzed XANES spectra [26]. The
spectrum for the uncapped QDs (Fig. 10.9) was fitted by a linear combination of three
references with the partial weight of each component being as follows: bulk Ge, 25 %;
Ge-oxide, 30 %; Ge0.006Si0.994, 45 %. The fit reproduces well all the features of the
experimental spectrum and the obtained numerical values agree with the results of
the EXAFS data analysis.

10.3.2 Capped Ge QDs

As in the previous section, we describe individual results obtained by different groups
in relationship with the growth conditions.
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Fig. 10.10 Raw EXAFS
oscillations for the uncapped
and Si-capped Ge QDs
compated with those for bulk
Ge and a dilute solid solution
of Ge in Si [26]

In one study [26], the effect of the growth temperature on Si(100) was studied.
On a 150 nm Si buffer, 6 monolayers (MLs) of Ge were deposited at a rate of 0.2 Å/s
at a temperature of 745 ◦C. On a Ge wetting layer of about 5-monolayer nominal
thickness, Ge islands formed in the Stranski-Krastanov growth mode. The islands
were about 180 nm in diameter, about 12 nm in height, and with an areal density of
1 × 109 cm−2. The sample was subsequently capped by 90 nm Si deposited at a rate
linearly increasing from 0.05 to 0.5 Å/s. The capped sample revealed island-related
photoluminescence at low temperature at an energy of 0.89 eV which indicated a Ge
content of about x=0.5 in the center of islands [26]. In addition to the sample grown
at 745 ◦C, two samples were grown at lower temperatures. One sample was grown
at 510 ◦C and had a nominal thickness of 7 ML Ge, the dots had the hut shape and
are ca. 20 nm in diameter and 2 nm in height with 6 × 1010 cm−2 density. The other
sample with a nominal thickness of 8.5 ML Ge was grown at 550 ◦C. The islands
were larger (70 nm in diameter and 6 nm in height) and had a density of 5×109 cm−2.

Figure 10.10 compares raw EXAFS oscillations for the uncapped and Si-capped
Ge QDs grown at 745 ◦C. Also shown in the same figure for comparison are
EXAFS oscillations for bulk Ge and for a very dilute solid solution of Ge in sil-
icon (Ge0.006Si0.994). Visual comparison of the raw spectra already demonstrates
that capping drastically modifies the local structure around Ge species. One can also
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Fig. 10.11 XANES
(normalized fluorescence)
spectra for the Si-capped Ge
QDs. The fitting is performed
with the reference samples of
bulk Ge, Ge oxide, and
Ge0.006Si0.994 [24]

see a striking similarity between the spectra of the Si-capped Ge QDs and that of the
dilute Ge solid solution which suggests that very strong Ge/Si intermixing occurs.
Fitting of the first peak with both Ge–Ge and Ge–Si correlations yielded the Ge–Si
fractional coordination number, NGe–Si, of 3.9 ± 0.3 and the Ge–Si bond length of
2.37 ± 0.01 Å. The uncertainty in the obtained Ge–Si coordination number does not
allow one to completely exclude the presence of the Ge phase in the Si-capped dots.

A similar conclusion has been reached from fitting XANES spectra (Fig. 10.11).
The samples grown at different temperature have very similar XANES spectra and
reasonably good fits were obtained for Ge concentrations in a range of 5–30 %.
A very similar result was also obtained in [28].

The authors have also performed a curve fitting for shells higher than the first-
nearest neighbors and obtained the following values for the bond lengths: Ge–Si(1)
2.37 ± 0.02 Å, Ge–Si(2) 3.83 ± 0.02 Å, and Ge–Si(3) 4.50 ± 0.02 Å. These values
agree very well with the interatomic distances in the silicon crystal which are equal
to: 2.35, 3.84, and 4.50 Å, respectively (see also Chap. 2).

For the samples grown at lower temperatures the situation is different. The Ge
phase clearly exists. A somewhat larger fractional Ge–Ge coordination number
observed for smaller dots grown at the lowest studied temperature of 510 ◦C is easy
to understand since intermixing at lower temperature is much slower. The authors
estimate that the amount of Ge (and intermixed Si) in the QDs is about 40 % of the
total amount of deposited Ge atoms. Assuming that most of Ge–Si bonding is due to
interfaces, they propose that the Ge-rich phase exists as a core of the QDs. Taking the
observed average coordination number into account the authors estimate the average
Ge concentration in the QDs grown within the 510–550 ◦C range to be ca. 70 %.

A similar result for the lower growth temperatures was obtained in [29] where
the following growth conditions were used. The Si/Ge/Si structures were grown on
Si(001) substrates. The epitaxial Si buffer layer with the thickness of 100 nm was

http://dx.doi.org/10.1007/978-3-662-44362-0_2
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produced at the substrate temperature of 600 ◦C. In order to reduce the size of the
quantum dots, the temperature of Si buffer was decreased to 210 ◦C and then layers
of germanium with thickness of 6–25 ML were grown (1 ML of Ge corresponds to
ca. 1.4 Å). The structures were subsequently capped by the 20 nm Si layer formed
at the temperature of 430 ◦C. It has been shown that germanium quantum dots start
to form when the nominal thickness of the germanium layer exceeds 4 ML. The
planar density of the quantum dots in structures grown in similar conditions was
approximately 1011 cm−2.

From EXAFS analysis the authors found that in the Si/Ge/Si structure the core
of QDs consists of Ge atoms. There is some intermixing of Ge and Si atoms only at
the surface of the Ge QDs. For 12 ML sample it was found that the Ge–Ge bonds are
shorter and under compressive strain in comparison with the bond length in pure Ge.
With increasing of Ge layer thickness, partial stress relaxation occurs in QDs and
already for 20 ML sample the Ge–Ge bond length is in agreement with the Ge–Ge
bond length in Ge crystal (2.45–2.46 Å) [41–43].

In a similar study [23], the samples were deposited in an ultrahigh vacuum chem-
ical vapor deposition (UHV-CVD) reactor whose base pressure was in the low 10−10

Torr range. The Si(100) substrates, after preliminary outgassing, were cleaned at
1,100 ◦C in H2 atmosphere. Subsequently, a 500 nm-thick Si buffer layer was grown
from high purity silane at a deposition temperature of 800 ◦C. Then a Ge island layer
of 1.3 nm equivalent thickness was deposited at T=750 ◦C with a germane pressure
of 0.4 mTorr and no carrier gas. In order to investigate the evolution of the Ge islands
during the Si overgrowth, the islands were capped with Si layers having thickness
ranging from 1 to 33 nm. The growth rate was 1 Å/s, the silane pressure 0.7 mTorr,
and the deposition temperature T=750 ◦C.

It was found that the average Ge content x decreases from x=0.55 down to
x=0.25 upon increasing the silicon deposited thickness which is reflected by an
increased Ge–Si partial coordination number (Fig. 10.12), i.e. the average Ge content
drops at the early stage of the capping (less than 10 nm), and then levels off for larger
amounts of deposited silicon. Therefore, once the islands are intermixed and buried,
i.e., once a silicon layer thicker than 10 nm has been deposited over the islands, the

Fig. 10.12 An increase in the
partial Ge–Si coordination
number as a function of the Si
capping layer (plotted after
the tabulated data of [23])
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Fig. 10.13 Partial Ge–Si
coordination number for the
inverted hut structures as a
function of the Ge
wetting layer, plotted after the
tabulated data of [31]

Ge content x does not change anymore. The behaviour was qualitatively the same for
different capping temperatures but the saturated value of Ge content decreased with
the increased capping temperature. This suggests that, during the capping process,
the island shape and composition are stabilized as soon as the critical alloy fraction is
reached and the mass transport on the surface is inhibited. A further silicon deposition
results in a true Si cap layer [23].

Similar results were reported for the inverted hut nanocrystals [31]. In contrast
to the usual nanometer-sized Ge hut clusters commonly grown on top of Si layers
using the conventional Stranski-Krastanow self-organized growth mode, SiGe-alloy
nanocrystals can be formed beneath the Ge wetting layer and grown into the Si layer
in Si/Ge superlattices prepared in a low-temperature molecular beam epitaxy growth
mode, and exhibit inverted hut nanocrystal structures regularly spaced along the
Si/Ge interface. The EXAFS results obtained with varying Ge wetting layer thick-
ness provide a direct evidence that intermixing of Ge and Si atoms takes place in a
zone of about 13 monolayers on each side of the Si/Ge interface. The intermixing of
constituent atoms allows a mechanism other than the usual formation of misfit dislo-
cations to release the strain energy resulted from lattice mismatch between Si and Ge
at the interface. The average percentage of Ge neighbors being replaced by Si atoms
as a result of the presence of the Si/Ge interfaces and Si–Ge intermixing, decreases
from 47 to 7 % as the Ge layer thickness increases from 15 to 54 Å (Fig. 10.13).

The conclusion about strong Ge–Si intermixing in both uncapped and especially
Si-capped Ge QDs is in agreement with the results obtained using different other
techniques [46–49].

10.3.3 Ge Nanoislands Grown on Oxidised Si Surfaces

Ge QDs on oxidized surfaces were studied by XAFS spectroscopy for both
SiO2/Si(001) and SiO2/Si(111) substrate orientations.
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Fig. 10.14 Left STM images of Ge islands after 2.6 ML Ge deposition at a deposition rate of 0.5
ML/min on a 0.3 nm thick SiO2 film on the Si (111) substrate. The substrate temperature during the
Ge deposition was (top) 390 ◦C and (bottom) 450 ◦C. Insets show reflected high-energy electron
diffraction (RHEED) patterns of the islands, indicating that the islands are (top) nonepitaxial and
(bottom) epitaxial to the Si substrate. Left The XANES spectrum (normalized fluorescence) of
the nonepitaxial islands (top) is identical to that of bulk Ge, while that of the epitaxial islands
(bottom) has a shoulder at low energies characteristic of unoxidized Ge and a white line typical of
Ge-oxide [30]

In the study that used Si(111) substrates, an ultrahigh-vacuum chamber with a base
pressure of about 1×10−8 Pa was used [30]. Clean Si surfaces were prepared by flash
direct-current heating at 1,200 ◦C. To oxidize the surface, the sample temperature
was raised from room temperature to 620 ◦C for 10 min after oxygen had been
introduced into the chamber at a pressure of 2 × 10−6 Torr. The oxide film thickness
was estimated to be 0.3 nm and the oxide films were mainly composed of silicon
dioxide (SiO2). A Knudsen cell was used to deposit Ge that formed islands with a
base diameter of 7–8 nm and a height of 2–2.5 nm, with the island number density
of ≈2 × 1012 cm−2 as shown in Fig. 10.14 (left panel). It is essential that the islands
were epitaxial to the Si substrate when the Ge was deposited at temperatures higher
than 430 ◦C, and nonepitaxial at lower temperatures.



10 Group IV Quantum Dots and Nanoparticles 217

In the right panel, XANES spectra for both kinds of Ge islands are shown. One
can see that the spectrum for the nonepitaxial islands is identical to that of bulk Ge,
with no traces of Ge-oxide being detected. The spectrum for the epitaxial islands, on
the other hand, can be fitted as a sum of the metallic Ge and GeO2 spectra. The best
fit is obtained for the fraction of oxidized Ge atoms of about 50 %.

In the study that used Si(100) substrates [27], the samples were grown at 250 ◦C
on substrates that had 0.3 and 1.2 Å SiO2 coverage. After depositions the films were
annealed. After a certain temperature, a RHEED pattern appeared that was indicative
of the formation of three-dimensional objects. Ge dots grown though 1.2 nm thick
SiO2 were round shaped with a Ge content of ca. 60 % whereas those grown through
0.3 nm thick SiO2 were faceted and composed of almost pure Ge.

10.3.4 Embedded Ge Nanoparticles

Ge nanocrystals embedded in SiO2 were studied for both quartz and Si(100)
substrates. While the behaviour was almost similar, slight differences between the
substrates were detected (Fig. 10.15). It was found that Ge nanocrystals were predom-
inantly formed from the amorphous Ge phase, pre-existing in samples with higher Ge
concentrations. The formed nanocrystals were randomly oriented and had a Ge–Ge
bond length of 2.45 ± 0.01 Å, i.e. the crystals were relaxed.

Local structure of GeSi nanocrystals embedded in SiO2 prepared by co-sputtering
of Ge, Si, and SiO2 targets onto a Si(100) substrate and subsequent annealing was

Fig. 10.15 Left panel XANES spectra (normalized fluorescence) of as-deposited samples with
different low and high Ge content on different substrates (top pair) and XANES of reference samples
(bottom pair). Right panel Modification of XANES spectra upon annealing. Ge concentrations and
substrate materials are marked in the figure [10]
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also studied [9]. The formed nanocrystals, whose size depended on the annealing
temperature, were randomly oriented. The nanocrystals were found to consist of a
relaxed Ge core with a typical diameter of ca. 4 nm and the Ge–Ge bond length of
2.45 Å and of a GeSi outer shell, the Ge–Si bond length being 2.39 Å. The average
composition of the grown nanocrystals was estimated to be Ge0.75Si0.25.

10.3.5 Other-Than Ge Quantum Dots

While Ge K-edge energy value makes it easily accessible for X-ray absorption stud-
ies, XAFS measurements at other edges, e.g. K-edge of Si, were also done to inves-
tigate the local order of nanostructured samples [50, 51]. Sn nanocrystals embedded
into a SiO2 matrix have also been studied [52].

10.4 Beyond Conventional XAFS

10.4.1 Multiple Scattering Analysis of EXAFS

Multiple scattering effects on the analysis of EXAFS spectra of bulk polycrystalline
Ge and Ge nanocrystal distributions with mean sizes from 4 to 9 nm were studied in
[53]. It was shown that a complete description of the EXAFS signal up to the third
shell of nearest neighbours for both c-Ge and Ge nanocrystals is only achieved by
including at least two double scattering and one triple scattering path. The authors
argued that including only the most prominent double scattering path is insufficient
for accurately ascertaining the structural parameters of the second and third shells,
leading to unphysically small coordination numbers for the nanocrystals.

Inclusion of multiple scattering into the fitting procedure has also been done for Ge
QDs grown on Si(001) where multiple-scattering-EXAFS analysis was performed
to obtain the structural parameters from the first to third coordination shells [54].
It is unambiguously demonstrated that in the capping process much stronger Ge/Si
intermixing occurs at the temperature of 510 ◦C than at 300 ◦C. For the Ge dots capped
by Si at 300 ◦C, from the first shell bond lengths, RGe–Ge (2.43 Å) and RGe–Si (2.37 Å)
as well as the estimated bond angle distortion�θ (2.0◦) and�θ ′ (1.0◦), the local strain
in the nearest neighbor around Ge is mainly accommodated by the bond bending.
The observed Ge–Ge interatomic distances of the second (3.93 ± 0.03 Å) and third
(4.61 ± 0.04) shells in the islands are 0.07–0.08 Å shorter than the corresponding
values in c-Ge, indicating the accommodation of compressive strain by modifying the
higher shell Ge–Ge bonds. This implies that the mismatch strain in the Ge core of the
QDs appears mainly in the second and higher Ge–Ge shells (See also Chap. 2). For
Ge dots capped at 510 ◦C, Ge is strongly intermixed with Si, but the local structure of
the compressively strained pure Ge phase in the core of Ge QDs is hardly changed.

http://dx.doi.org/10.1007/978-3-662-44362-0_2
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10.4.2 Diffraction Anomalous Fine Structure Experiments

An X-ray spectroscopic, structural, and crystallographic method called the dif-
fraction anomalous fine structure technique (DAFS), which measures the elastic
Bragg reflection intensities versus photon energy combines the long-range order and
crystallographic sensitivities of X-ray diffraction with the spectroscopic and
short-range order sensitivities of X-ray absorption techniques. In the extended fine
structure region, DAFS provides the same short-range structural information as
EXAFS: the bond lengths, coordination numbers, neighbor types, and bond disorders
for the atoms surrounding the resonantly scattering atoms. In the near-edge region,
DAFS provides the same structural and spectroscopic sensitivities as XANES: the
valence, empty orbital and bonding information for the resonant atoms.

Because DAFS combines the capabilities of diffraction, EXAFS and XANES into
a single technique, it has two enhanced sensitivities compared to the separate tech-
niques, namely, (i) non-equivalent crystal site selectivity where DAFS can provide
EXAFS- and XANES-like information for the specific subset of atoms selected by the
diffraction condition and (ii) site selectivity, where DAFS can provide site-specific
absorption-like spectroscopic and structural information for the inequivalent sites of
a single atomic species within the unit cell. The major disadvantage of DAFS is a
rather complicated data analysis process. DAFS was successfully used to disentangle
strain and composition and to detect atomic ordering inside GeSi nanoislands grown
on Si(001) [55] as well as to selectively study local order in intermixed nanocrys-
talline and amorphous phases [56].

10.4.3 Femtometer Precision XAFS

While the accuracy in distance determination is usually considered to be ±0.01 Å,
significantly higher femtometer accuracy has been reported for the first, second and
third shells of Ge where meaningful differences were detected between 70Ge and
76Ge pure isotope samples [57].

10.4.4 Spectroscopy of Empty States

X-ray absorption spectroscopy has also been successfully applied to investigate
empty states in Ge/Si(111) epitaxial structures grown at room temperature. Based on
XANES analysis of L3-edge spectra, the authors conclude that initially the Ge layers
are amorphous. Upon annealing the behavior depended on the Ge layer thickness: for
thicknesses below 3 ML continuous intermixed films were formed while for larger
thicknesses three-dimensional islands were formed [58].
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10.4.5 Time-Resolved Studies

XAFS has a potential to investigate the kinetics of structural evolution of Ge with sub-
ns time resolution, for example under laser-induced heating, as has been demonstrated
by recent studies [59].

10.5 Summary and Outlook

In this chapter, use of X-ray absorption fine structure for investigations of group IV
quantum dots and nanocrystals has been described. For QDs grown on Si substrates,
both uncapped and capped, strong intermixing between Ge and Si takes place. In
most cases, structures often referred to as Ge QDs are in reality strongly intermixed
GeSi QDs. Growth and Si capping at lower temperatures tend to generate QDs with
a higher Ge content but epitaxial growth of pure Ge QDs remains a challenge. On
the other hand, embedded nanocrystals produced by annealing composite samples
can more readily generate the Ge-rich phase. Further progress in understanding the
structure and properties of Ge nanostructures can be expected from application of
more sophisticated X-ray absorption studies beyond conventional EXAFS/XANES,
such as use of DAFS or time-resolved experiments.
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Chapter 11
Group IV Nanowires

Xuhui Sun and Tsun-Kong Sham

Abstract X-ray absorption fine structure spectroscopy and related techniques such
as X-ray emission spectroscopy and X-ray Excited Optical luminescence play a
significant role in understanding the electronic structures of group IV semiconductor
nanowires. This chapter reviews how these techniques have been recently used to
reveal the unique properties of group IV semiconductor nanowires, especially silicon
and germanium, and their oxides. Other group IV nanowires, such as carbon and tin
nanowires are also noted.

11.1 Introduction

The emergence of group IV nanowires [1–7] as a class of unique materials that
are fundamentally interesting and technologically important has drawn consider-
able attention in X-ray absorption spectroscopy studies [8]. X-ray absorption fine
structure spectroscopy (XAFS) including X-ray near edge absorption fine structure
(XANES) [9] and related techniques such as X-ray emission spectroscopy (XES)
[10–13] and X-ray Excited Optical luminescence (XEOL) [14–16], play a unique
role in tracking the densities of states of the conduction band, the valence band and
defect states in group IV semiconductor nanowires [17, 18]. This chapter reviews
how these techniques have been recently used to reveal unique properties of group
IV semiconductor nanowires, especially silicon, germanium and their oxides. Other
group IV nanowires, such as carbon and tin nanowires will be noted. The emphasis
is placed on X-ray absorption spectroscopy and related studies, especially in the soft
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X-ray region. In addition to XANES, the use of X-ray emission, a photon-in photon-
out technique when the core level is just below the valence band is also noted.
A special technique, the X-ray Excited Optical Luminescence (XEOL) in both
energy and time domain, a unique photon–in photon-out probe in which the X-ray
energy absorbed by the specimen is transferred to a radiative de-excitation channel
in the optical region (UV, visible and near IR) via core hole cascade and secondary
processes, will be discussed in some details [19]. This capability is most suitable for
the investigation of light emitting nanomaterials [8].

11.2 Si and Ge Nanowires: Morphology and Structure Via
Top-down and Bottom up Strategies

Group IV nanowires can be prepared by “bottom-up” and “top-down” strategies.
The “bottom-up” strategy can be used to synthesize large super molecules of pre-
determined sizes and shapes by chemical means (e.g. via self-assembly) [20–23].
The “top-down” approach fabricates nanomaterials from bulk materials using novel
techniques such as electron beam, electrochemistry, X-ray lithography, nanoimprint,
nanomachining, etc. [24–27].

Many bottom-up techniques have been developed to produce bulk quantities of Si
nanowire (SiNW). Awidely used one is the vapor-liquid-solid (VLS)method [28], in
which silicon from a gaseous source is “dissolved” in the liquid phase of the catalyst,
in the form of a nanoparticle, forming a eutectic. Oversaturated silicon subsequently
crystallizes at the liquid-solid interface, promoting one-dimensional growth [1, 29].
A variant of the VLS technique is the solution-liquid-solid (SLS) process wherein
the gaseous source is replaced by a solution source [3].

Another commonlyused technique is the oxide-assisted growth (OAG)via thermal
evaporation of silicon suboxide [2, 30]. In theOAGmethod, oxides play an important
role in inducing the nucleation and growth of nanowires. Its major advantage is that
it does not require a metal catalyst which can affect the performance of nanowires
in a device.

Recently, several other top-downmethods have been developed to prepare SiNWs
from bulk Si such as lithography and etching, [31–33] and metal-catalyzed electro-
less etching (MCEE) [34–36]. Ordered arrays of specifically oriented SiNWs of
controlled size, density, and electronic properties can be easily produced on a Si
wafer by a combination of reactive ion etching (RIE) and lithography. For exam-
ple, Peng et al. reported that a wafer-scale SiNW array could be readily produced
via electroless etching at room temperature by simply immersing Si wafers into a
HF–AgNO3 solution [34].

Compared to Si, renewed interest in Ge as a material of choice for future elec-
tronics is more recent and is due to its significantly higher electron and hole mobility
than Si [37]; this is especially desirable as electronic devices are scaled down to
the sub-100nm regime. Therefore, Ge nanowires are expected to offer potential
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performance gain over Si-based planar and nanowire devices. Moreover, the exciton
radius of Ge (24.3nm) is larger than that of Si (4.9nm), which consequently leads
to more prominent quantum confinement effects [38]. However, strategies for the
synthesis of germanium nanowires are not as extensive as for Si. Several growth
methods such as laser ablation [1], vapor transport [39, 40], low-temperature CVD
[41, 42], and supercritical fluid-liquid-solid synthesis [43], have been developed.
In most cases, GeNW growth using Au nanoparticle as the catalyst benefits from
the low eutectic temperature of Ge-Au alloy (360 ◦C), and follows the VLS [28]
process. Low temperature synthesis helps reduce growth defects, prevents nanowire
from outgassing or deformation, and minimizes dopant diffusion where local doping
is strictly demanded in device design.

A systematic study of the effect of temperature on GeNW synthesis shows that
Ge nanowires can be produced within the temperature range of 410–850 ◦C using
Ge powder as the feeding source, following the metal-catalytic VLS mechanism
[7]. The morphology of GeNW thus produced exhibits significant dependence on
the growth temperature. Nanowires grown from 650 to 850 ◦C show low density
on the substrates with non-uniform diameter. The best growth of nanowires that
are straight, uniform in size and with high density (yield) is observed from 450 to
600 ◦C. Below 450 ◦C, in addition to nanowires, Ge particles appear with increasing
size as temperature decreases. Only Ge thin-film growth was observed from 380
to 340 ◦C. Two alternative industrial benign catalysts are indium (In) and antimony
(Sb). Similar to Au, both In and Sb exhibit eutectic behavior with Ge (In-Ge: 158 ◦C,
Sb-Ge: 587 ◦C), and have been used as both the catalyst and the dopant sources for
GeNW synthesis [44].

11.3 Soft X-Ray Spectroscopy: Yield Measurements, XANES,
XES and XEOL

11.3.1 X-Ray Absorption Fine Structure Spectroscopy

X-ray absorption fine structure spectroscopy (XAFS) is concerned with the mea-
surement and interpretation of the absorption coefficient above an absorption edge
[45]. In a free atom, as the incident photon energy is approaching the threshold of a
core level, it will excite the core electron to Rydberg states via dipole selection rules
(�l = ±1, where l is the angular momentum). Further increase in photon energy
excites the core electron to the continuum (ionization). Thus XAFS for free atom
will appear as a series of sharp peaks approaching the ionization threshold followed
by the edge jump and a featureless region beyond where the absorption coefficient
decreases monotonically with increasing photon energy.

When an atom is in a chemical environment, the Rydberg states are quenched, the
molecular and crystal potential sets up molecular orbitals and band states, respec-
tively; these states can be bound (such as the lowest unoccupied molecular orbital
(LUMO)), or quasi-bound (states trapped by the potential barrier, also known as
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Fig. 11.1 Si K-edge XANES
of Si and SiO2 nanowires; the
dotted line shows the first
resonance (known as
whiteline) of Si in Sio and
Si4+ oxidation state with a
separation of ∼6eV

multiple scattering states). The absorption coefficient above the threshold shows res-
onances ranging from several eV below the threshold up to∼50eV above the thresh-
old. This region is referred to as XANES or NEXAFS (Near Edge X-ray Absorption
Fine Structures) where one can observe energy shifts of the threshold due to different
oxidation state and resonances characteristic of coordination number, neighboring
atoms and local symmetry.

Figure 11.1 shows the Si K-edge XANES of Si and SiO2 nanowires illustrat-
ing the spectral feature (band-like states in Si and sharp resonance in SiO2) and
the sensitivity of the probe (a ∼6eV whiteline shift from element Si(0) to Si(IV))
[14, 15]. Beyond the XANES is the extended region known as EXAFS (Extended X-
ray Absorption Fine Structures) which exhibits sinusoidal oscillations arising from
the interference of the outgoing and backscattered electron waves of the outgoing
electrons with sufficient kinetic energy such that single scattering process dominates
[45]. Since the absorption edge is element specific, XANES will be element and
chemical specific, a most desirable capability for speciation and chemical analysis.

11.3.2 Soft X-Ray Absorption Measurements: Yield
and De-excitation Spectroscopy

XAFS in the hardX-ray energy region (e.g.>5keV) is often recorded in transmission
in which, the incident photon flux Io and the transmitted photon flux I through a
homogeneous sample with thickness t are measured. The absorption coefficient µ
can be obtained according to the Beer’s law,

I = Ioe
−µt (11.1)
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Table 11.1 Attenuation
length (t = 1/µ) of photon
energy at relevant edges of
group IV elements [46]

Element Edge (eV) Just below (µm) Just above (µm)

C K (284) 2.5 0.088

Si L3,2 (100) 0.55 0.056

K (1840 ) 14 1.27

Ge L3 (1216) 1.57 0.24

K (11103) 67 9.2

Sn M5(484) 0.30 0.29

L3 (4156) 1.6 1.2

K (29205) 193 32

where µ = σ × ρ, µ is the absorption coefficient (cm−1), σ is mass absorption
cross-section in cm2/g and ρ is density in g/cm3; µ contains all information about
the local structure and bonding. In soft X-ray spectroscopy, we deal with very strong
absorption such that the X-ray only penetrates a shallow region of the specimen and
is totally absorbed; it is therefore undesirable or impossible to prepare such a thin
sample for transmission measurements. A rule of thumb for good statistics is to use
a sample thickness of one absorption length, also known as attenuation length (the
incident photon intensity falls off to 1/e of its initial value). The attenuation lengths
for group IV elements with edges of interest are shown in Table 11.1.

It is apparent fromTable 11.1 that themost interesting edges fall below 4keVwith
attenuation length in the micron to submicron range. Thus measurements at these
edges are often made with yield spectroscopy; that is that we use the products such
as electrons and photons and sometimes ions and even neutrals resulting from the
absorption tomonitorµ provided that the yield is proportional to Io(1−e−µt ), where
the yield is often total electron yield (TEY) and total fluorescent X-ray yield (FLY).
More recent studies utilizing Si solid state detector facilitates partial fluorescence
yield as well as inverse partial fluorescence yield [47]. TEY contains photoelectrons,
Auger electrons and to the largest extent secondary electrons from the thermalization
of energetic electrons in the specimen. Since electrons have short escape depths, thus
TEY is surface sensitive while FLY, which has an attenuation length typically two
orders of magnitude higher than that of electron, is bulk sensitive. Hence Soft X-
ray spectroscopy adds a new dimension in probing the depth profile of a specimen.
In addition, nanomaterials provide inadvertently other advantages: the reduction of
saturation effect in FLY and the truncation (confinement) of the thermalization track.
The latter plays a significant role in the site specificity of XEOLmeasurements. This
will be discussed further below.

It should be noted that yield measurement is generally valid in TEY and FLY
for thin samples (e.g. nanostructures) although FLY often suffers from saturation
effect if the sample is too thick. This can be amended by inverse fluorescence yield
[47]. Expansion of the exponent term, Io(1− e−µt ) gives a yield proportional to µt.
More details can be found in the literature [48]. For light emitting nanostructures,
we can track the absorption at an edge using XEOL in both the energy (selected
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wavelength) and the time domain (using the pulse structure of the synchrotron) [19,
49–51] providing another perspective for the study of energy transfer dynamics in
nanostructures.

When a shallow core electron is excited, the core hole decays immediately via
Auger and XES. We can track the decay using de-excitation spectroscopy. XES is
particularly useful when a shallow core level is directly below the valence band, for
example, the C 1s (K-edge) and the Si 2p3/2,1/2 (L3,2-edge) core levels [10, 12].
The core hole in C 1s and Si 2p are filled directly by valence electrons of p and s
character, respectively, emitting fluorescence X-rays, tracking the density of states
of the valence band. Thus XES yields the valence band density of states similar to
that of photoemission with two added advantages: first, it is core specific; that is that
for a compound composed of two or more elements, it can probe the contribution of
a specific element to the valence band; second, it is bulk sensitive. It has a very low
cross-section however and requires a high brightness source [11, 13].

Figure 11.2 shows the schematic of XANES, XEOL, XES and XANESwith PLY.
XES records the energy distribution of the fluorescence X-rays from the filling of
the core hole by electrons in the valence band via dipole transition. XEOL tracks
the energy transfer to the optical channel via a process in which the energetic elec-
trons (holes) are thermalised in the solid resulting in electrons at the bottom of the
conduction band and holes at the top of the valence band. The electrons and holes
can recombine to form an exciton which then decays radiatively emitting an optical

Fig. 11.2 Schematic of XANES (left panel) and corresponding de-excitation spectroscopy (right
panel); XEOL, XES, and XANES tracked with photoluminescence yield (PLY ) are also shown
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photon with energy near that of the band gap energy. This emission is often called
near band gap (NBG) emission for its energy is the difference between the band gap
energy and the binding energy of the exciton (EB−Eex ) and it is a fast process.When
defects are present, energy transfer to various optical channels within the band gap
can take place, emitting at longer wavelengths with a much longer life time. Finally,
XANES can also be monitored by PLY as shown in the right panel of Fig. 11.2. In
this case, the PLY can be the yield of all optical photons (zero order) or wavelength-
selected and the PLY-XANES either resembles that of the absorption in TEY or
exhibits variations such as distortion or even inversion depending on the origin of
the luminescence, which in turn depends on the absorbing atom and its environment,
the sample thickness and more importantly the size, morphology and crystallinity
of the specimen [48]. These situations are discussed below.

11.3.3 XEOL in the Time Domain

The perhaps most unique capability for the investigation of group IV nanowires is
XEOL in both the energy and time domain; the latter is often referred to as TR-XEOL
(time-resolved XEOL) or time-gated XEOL spectroscopy [19, 49–51]. A schematic
is shown in Fig. 11.3.

FromFig. 11.3, we see that the electron bunch produces a light pulse (green arrow)
which is used to trigger the start/stop, and the dark gap between the pulses is used to
track the luminescence (red arrow) excited by the X-ray pulse within a selected time
window; the top right graph shows the decay of all optical photons (zero order) and
a selected time window marked as horizontal bars (red for fast and blue for slow),
which can be used to track the optical yield, as shown on the far right.

Fig. 11.3 Schematic forTRXEOLusing the time structure of the synchrotron:Left panel an electron
bunch emits a short pulse (35ps at the CLS) with a dark gap between bunches (570ns at the CLS
for single bunch). Right panel Time-gated XEOL by selecting a time window (e.g. red and blue bar
for fast and slow window) of the decay curve within the dark gap
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By exciting the system of interest with varying photon energy across absorption
edges, we can preferentially inject the photon energy into a particular site of interest
andwatch how it is transferred to the optical channel in the time domain. This process
in turn reveals many properties of the nanostructures as is illustrated below in group
IV nanowires.

11.4 Si and Ge Nanowires and Related Materials: X-Ray
Spectroscopy Studies

11.4.1 Si Nanowires

We present below representative XANES and de-excitation (XES and XEOL) spec-
troscopy studies of Si NW. Cases include (i) SiNW from OAG bottom-up method,
(ii) SiNW from MCEE top-down method, and (iii) nanowire composites.

11.4.1.1 Bottom-up VLS Si Nanowires

SiNW prepared from SiO is typically coated with a thin layer of oxide which in
turn helps guide its growth direction [2, 30]. This material is light emitting under
the excitation of UV, electrons and X-rays. Figure11.4a summarizes the Si K-edge
results of such a SiNW, more appropriately a Si/SiO2 core/shell NW. Figure11.4b
shows the site specific emission with excitation energy that falls on the whiteline
(WL), a sharp resonance at the Si K-edge of Si and SiO2 [17].

It is apparent from Fig. 11.4a that the Si K-edge XANES recorded in TEY and
FLY exhibit characteristics of both Si and SiO2. The edge jump for elemental Si
increases markedly in the FLY compared to the TEY, confirming a core/shell struc-
ture. The XEOL in Fig. 11.4b shows that the specimen emits a wide range of optical
photons (blue-green-orange). Three bands at 460, 530 and 630nm are clearly dis-
cernible. It is well known that Si has an indirect band gap of ∼1.1eV (1,127nm)
and emission in the visible is forbidden. It is also recognized however that in nanos-
tructures, quantum confinement takes effect and the presence of surface oxide or
defects will also contribute to the luminescence [14, 15]. To identify the origin of
the luminescence, XEOL was excited at the WL of Si and SiO2. The result shows
that the branching ratio of 460 nm emission increases markedly at the SiO2 WL
(inset, Fig. 11.4b). This observation immediately points this band to a surface oxide
origin. A series of partial PLY (wavelength selected) XANES at the three emission
bands is shown in Fig. 11.4a. The PLY at 460nm exhibits the most intense SiO2 WL
and is attributed to surface SiO2, confirming the XEOL results. The 530nm PLY
shows little SiO2 WL and the largest Si/SiO2 WL intensity ratio, and is attributed
to the quantum confined silicon nanocrystals in the NW. The 630nm PLY exhibits
a Si/SiO2 WL ratio between that of 460 and 530nm yield and is attributed to the
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Fig. 11.4 a Si K-edge XANES of a core/shell Si/SiO2 NW recorded in TEY, FLY, and wavelength-
selected PLY; vertical linemarks the WL of Si and SiO2. b XEOL excited with photon energy from
below to above the Si K-edge and at the WL corresponding to the Si core and the SiO2 shell (top
right inset); the TEY XANES is also shown (top left inset) [17]

interfacial states between the Si nanocrystal and SiO2. A similar specimen, which
exhibits three similar XEOL bands at 477, 564 and 689nm, has been investigated by
TRXEOL [52]. The results are shown in Fig. 11.5.

From Fig. 11.5, we see that TRXEOL using a fast and a slow window yields
different emission patterns with different branching ratio (Fig. 11.5a, b). A step by
step tracking of the yield of the emission branches across the Si K-edge XANES
in 0.5eV steps shows that the Si and SiO2 whiteline intensity thus obtained varies
significantly: The 2.6eV and the 3.4eV emission within the slow window is respec-
tively, more and mostly oxide like, while the 2.2 and 1.8eV within the fast window,
is respectively, more and mostly Si like. In addition, the 1.8eV (689 nm) emission
yield shows a weak oxide whiteline at energy slightly lower than that of SiO2; this
is consistent with the presence of sub-oxide or Si/Si oxide interface confirming the
XEOL results observed in Fig. 11.4.

The Si/SiO2 core shell NW has been probed with XES. The left panel of Fig. 11.6
shows theSiLl XESexcited above theSiL3,2-edge. These data are to be distinguished
from pre-edge excitations where Resonant Inelastic X-ray Scattering (RIXS) takes
place; RIXS is beyond the scope of this article [11, 13]. Thus the XES resembles the
valence band from X-ray Photoelectron Spectroscopy (XPS) as shown in the right
panel of Fig. 11.6 [17].

Let us look at the left panel of Fig. 11.6 and compare the “SiNW as prepared”,
which has a Si/SiO2 core/shell structure, with the “SiNWHF” (oxide shell removed).
We see that the intensity of the band closest to the Fermi level is drastically reduced
indicating that this band in the as-prepared SiNW ismainly fromSiO2. A comparison
of the XES of the HF treated SiNW with that of the clean Si (100) confirms that the
oxide on the surface of the as-prepared SiNW has been removed by HF.
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Fig. 11.5 TRXEOL and Time-gated XANES of a core/shell Si/SiO2 NW: a With a slow window
(20–110ns), b With a fast window (0–5ns), the dark gap is 153ns (APS top-up mode). c Area under
the curvewithin the slow window is plotted as a function of excitation energy from 1835 to 1855eV
at 0.5eV steps. d Area under the curve within the fast window is plotted as a function of excitation
energy as in d [52]

We now compare the XES with the XPS shown in Fig. 11.6b. At first glance, the
spectra look very similar. Closer examination reveals subtle differences. First, the
XPS is more blurry than the XES (e.g. as prepared Si NW and PS), this is because
XPS is surface sensitivewhile theXES is bulk sensitive revealing the sharper features
of the more crystalline bulk. Second, the XES selection rule is dipole, and it is only
sensitive to Si 3s character involved in the bonding while XPS looks at all valence
electrons, i.e. the s and p of all elements (e.g. O and Si in Si oxide) with photon energy
dependent cross-sections. Thus XES complements XPS in revealing the electronic
structure of these materials.
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Fig. 11.6 Left panel XES excited with photon energy above the L3,2-edge. XES of interest are
“SiNW (as prepared)” (Si/SiO2 core/shell), SiNW (HF) with oxide shell removed, clean Si(100)
wafer and porous silicon, PS. Right panel XPS valence band of same sample of SiNW (as prepared
and HF treated) as well as references Si(100) and PS [17]. The smooth curves are drawn to guide
the eye

11.4.1.2 Top-down, Electroless and Chemically Etched Si Nanowires

The Si NWs discussed here were prepared by MCEE using a lightly and heavily B
doped p-type Si(100) wafer with the resistivity of 3–10 � cm (lightly doped), and
0.005–0.025 � cm (heavily doped), respectively, henceforth denoted LDNW and
HDNW [53]. It is found that silicon nanowires with a porous surface can also be
obtained [54–57].

Liu et al has studied the XANES and XEOL of the afore-mentioned system of
LDNW and HDNW and tracked their behaviour as the system underwent oxidation
in air at elevated temperature [53]. The results are summarized in Fig. 11.7. From
Fig. 11.7a, b, we observe (1) the as-prepared LDNW and HDNW are nearly oxide
free as little SiO2 WL is observed in both TEY and FLY; (2) HDNW, which has
a porous surface, is more susceptible to oxidation but to a lesser extent than PS as
expected and (3) the oxidation of all the nanostructure of Si is incomplete at 800 ◦C
as we can still see the Si resonance in the FLY of all the heated samples even though
the Si WL signal disappears in the TEY. It is not until the LDNW was oxidized at
1,000 ◦C for 6h, that the Si WL disappears from the FLY XANES and the sample is
fully oxidized and henceforth denoted SiO2 NW.

The most intriguing observation is the optical behaviour displayed in Fig. 11.7c.
It shows that the XEOL of all the oxidized samples exhibit spectroscopic fea-
tures which fall into three regions: (i) blue light at ∼460nm, (ii) orange light at
600–700nm, and (iii) a weak UV peak at ∼300nm (inset). The branching ratio also
varies. For LDNW-800, HDNW-800 and PS-800, the blue and orange emissions
have comparable intensity. For LDNW-1000, as shown in Fig. 11.7c, the main emis-
sion is at 460nm and the orange luminescence only appears as a weak broad peak,
and SiO2 NW only shows a single blue emission. The disappearance of the orange
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Fig. 11.7 a and b Si K-edge XANES recorded in TEY and FLY, respectively for LDNW and
HDNW at each stage of the oxidation together with porous silicon (PS); the vertical line marks
the WL of Si and SiO2. c XEOL excited at 1,900eV. The number after the dashed line denotes the
temperature (◦C). The sample labeled SiO2nw is LDNW oxidized at 1,000 ◦C for 6h whence the
element Si signal is absent at both TEY and FLY of the Si K-edge

emission in the completely oxidized nanowire confirms that these bands originate
from nanocrystallite Si and SiO2 interface which disappear upon complete oxidation
[17].

More details of the three luminescence regions have been investigated by focusing
on the HDNW-800 sample. Figure11.8 shows the Si K, O K and Si L3,2-edge data
for the HDNW oxidized at 800 ◦C, which is essentially a Si/SiO2 core shell system
with a porous surface.

Several interesting observations can be made from Fig. 11.8. First, HDNW-800 is
a Si/SiO2 core/shell structure with a thick SiO2 layer and the core is only detectable
using FLY at the Si K-edge but not at the Si L3,2-edge. Second, excitation at all edges
exhibit similar XEOL with 3 emission bands but different branching ratio. At the
Si K-edge, the ∼460 nm emission intensity increases relative to the ∼640nm as the
excitation varies from the Si WL resonance to that of the SiO2. This is consistent
with the observation in the SiNW discussed above (Fig. 11.1). At the O K-edge, the
∼640nm band is more intense and changes little below and at resonance. Third, the
PLY exhibits the most noticeable changes due to the variable penetration depth of
the excitation photon and the truncation of the thermalization track. For example
the PLY at the Si L3,2-edge are all inverted, this is due to a sudden change to a
very shallow penetration depth at resonance and the Auger electrons will more likely
escape without being completely thermalized, hence reducing the yield at resonance.
The 2-D display gives the overall emission properties across the entire region of
excitation, each horizontal slice gives a XEOL spectrum at a given excitation energy
and each vertical slice gives a wavelength select PLY XANES [58].

Finally, the most important observation is the comparison between XEOL from
bottom up SiNW and top-down SiNW. From Fig. 11.4 we observe that the Si/SiO2
core/shell SiNW exhibits three noticeable bands at 460, 530 and 630nm and a weak
UV band at ∼300nm. In Fig. 11.8, we see that the XEOL from HDNW-800, a
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Fig. 11.8 a Si K-edge, b O K-edge and c SiL3,2-edge XANES of HDNW oxidized at 800 ◦C and
e, f and g the corresponding XEOL, respectively. All XANES are in TEY, FLY and PLY (total
and wavelength selected). The 2-D display in () shows the entire data set of XEOL as a function
of excitation energy across the Si L3,2-edge, The XEOL of a horizontal cut at 120 eV excitation
energy is shown at the top [53]

highly doped SiNW oxidized at 800 ◦C and a Si/SiO2 core/shell system, the 530nm
emission is conspicuously missing or at best very weak. This emission band is
attributed to small and quantum confined Si nanocrystallites embedded in the
nanowire. This observation shows that such nanocrystallites are negligible if the
silicon nanowire is prepared from a top-down method, even in the case of Si NW
with a porous surface. It should be noted that for both LDNW and HDNW, their
as-prepared Si NW exhibits no luminescence prior to oxidation. The 300 and 460nm
bands are associated with defects in SiO2 and the 630nm band is largely associated
with the Si core and the Si-SiO2 interface [11, 53].

11.4.1.3 SiNW Chains and Heterostructures

We conclude the discussion on SiNW with two more cases in which SiNW is a
component in a nanocomposite. In one case, alternate SiNW and SiO2 sections of
a chain-like nanowire made by alternating the carrier gas pressure in the synthesis
is studied [59]. In the other, Si participates as a nanowire in a variety of CdSe-Si
nanocomposite [60, 61]. These systems can be conveniently tracked with XANES
and XEOL. Figure11.9 shows the most interesting XEOL features of these studies.
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Fig. 11.9 Left panel XEOL from an alternate Si, SiO2 chain-like nanowire (left inset) with excita-
tion energy at the Si and the SiO2WL resonance (right inset); the relative intensity of the 450–530nm
emission is noted [59]. Right panel TRXEOL from a biaxial CdSe-Si nanowire composite with a
fast (0–20ns) and a slow (20–150ns) time window. The inset shows the interface between CdSe
(dark) and Si (light) [60]

From the left panel of Fig. 11.9, we see that both elemental Si and Si oxide are
present. The XEOL displays the 460nm and the 530nm emission, attributable to
Si oxide and Si nanocrystallites in the nanowire, respectively. The 460nm intensity
increases markedly when excited at the SiO2 WL resonance confirming that this
emission originates from the oxide. The right panel of Fig. 11.9 shows the un-gated
and the TRXEOL from CdS-Si biaxial nanostructure excited at 1,000eV. It is inter-
esting that this system shows two very different and somewhat unusual emission
features with the band at the longer wavelength showing a narrower linewidth. The
fast window shows a dominant emission at longer wavelength which is the near
band gap emission of CdSe. The slow window shows only the 530nm band from the
quantum confined emission of Si nanocrystallites, trapped in the interface. This is
consistent with the observation shown in Fig. 11.4.

11.4.2 Ge Nanowires and GeO2 Nanowires

11.4.2.1 Ge Nanowires

TheGeNWXAFS exhibits similar oscillatory behavior as bulk Ge albeit with notice-
able broadening of the oscillations and reduction in amplitude relative to the sharp
features observed in bulk Ge attributable to disorder and degradation of long range
order due to the truncation of the lattice at ∼26nm (Fig.11.10) [18]. The Ge K-edge
XANES shows an interesting mismatch despite the similarity in the EXAFS. We see
a broad peak at the threshold (11,103eV) in bulk Ge, which narrows considerably
in GeNW. In addition, a sharp peak is seen in the GeNW XANES at 11,110eV. We
attribute the narrowing of the white line to confinement and the presence of the sharp
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Fig. 11.10 a Normalized XAFS of Ge nanowire and a Ge wafer; the inset shows the XANES
region, b FT of Ge EXAFS, the inset shows backtransform of the first shell [18]

peak to surface Ge oxide on the GeNW. The FT of the Ge K-edge EXAFS clearly
shows the first, second and third shell Ge-Ge distance of the bulk Ge. The GeNW
sample only shows one clearly identifiable peak at the first shell with nearly the same
position and a noticeable reduction in amplitude. The phase analysis shows that the
Ge-Ge interatomic distance in GeNW is slightly shorter than that in bulk Ge but
cannot be quantified with certainty.

The amplitude reduction is attributed to disorder and the presence of an oxide-
Ge interface in the GeNW. The Debye-Waller factor, exp [−k2σ 2], where σ is the
root mean square displacement, will damp the amplitude noticeably. The reduction in
amplitude of the filtered Fourier backtransform of the first shell for GeNW relative to
Ge is clearly displayed. It should be noted that amplitude reduction canbe seen even in
perfect nano single crystals; this is because the coordination number decreases at the
surface and interface of the crystal, which also introduces chemical inhomogeniety.

11.4.2.2 GeO2 Nanowires

Germanium dioxide (GeO2) has attracted much attention due to its unique electronic
and optical properties with potential applications in optoelectronics [62, 63], espe-
cially with one-dimensional nanowires [64, 65]. GeO2 also has a larger band bap
(5eV) than other transparent conductive oxides,making it attractive as a host for opti-
cal impurities for luminescent devices, from the ultraviolet-blue to the near-infrared
range [66]. Typically, GeO2 nanocrystals emit violet and blue photoluminescence
(PL) due to the oxygen vacancy or other surface defects [67, 68]. The nature of the
oxygen defects affects the luminescent property [69].

High quality single crystalline germanium oxide nanowires (GeONWs) have been
synthesized via a simple thermal evaporation method following a vapor-liquid-solid
(VLS)mechanism [65]. SEM image of the as-synthesizedGeONWs on a Si substrate
and a representative TEM image of a single GeONWwith uniform diameter of about
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Fig. 11.11 a SEM of GeONWs, b HRTEM and SAED of an individual GeONW. c Ge K-edge
XAFS of GeONW and GeO2 powder, the inset shows the XANES, d FT of the EXAFS with
backtransform shown in the inset, e Ge L3,2-edge of GeONW and Ge powder [65]

100nm along its entire length are shown in Fig. 11.11a, b, respectively. The EDS
analysis of an individual nanowire reveals that the nanowire is composed of only
germanium and oxygen with an atomic ratio close to 1:1.8. Thus the as-prepared
nanowires is GeOx(x = 1.8).

Figure 11.11c, d shows the Ge K-edge XAFS with the XANES in the inset and
the FT of the EXAFS (data range: k = 2–12 Å for GeO2 and GeONWs) with the
back transform shown in the inset, respectively. We can see from the XAFS that
the oscillation pattern for GeONWs resembles that of bulk GeO2 indicating that
they have essentially the same crystal structure. For GeONWs, the broadening of
the oscillations of the sharp features observed in bulk GeO2 is attributed to disorder.
The Ge K-edge XANES shows an interesting mismatch despite the similarity in the
EXAFS. We see a shoulder before the edge jump (11,110eV) in GeONWs, which is
absent in the GeO2. We attribute this shoulder to Ge with low oxidation states. The
FT of the Ge K-edge EXAFS in Fig. 11.11d clearly shows the first and second shell
Ge-O distance of the bulk GeO2. The GeONW only shows one clearly identifiable
peak of the first shell at nearly the same position with a noticeable reduction in
amplitude. Table 11.2 shows the coordination number and interatomic distance of
Ge-O in GeONWs by fitting the phase of the Ge-O first shell of GeONWs to that of
bulk GeO2. There is an obvious deficiency in coordination number in GeONWs (2.4
± 0.2) comparing to that of bulk GeO2 (4.0). The amplitude reduction is attributed
to the lack of long-range order due to the oxygen vacancies and a large surface area
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Table 11.2 The parameters for GeONWs using FEFF and IFEFFIT∗

Samples Shell CNa R(Å)b �σ 2(x10−3Å2)c �E0 (eV)

GeO2 (quartz) Ge-O 4.0 1.73 – –

GeONWs Ge-O 2.4 ± 0.2 1.74 ± 0.02 1.07 ± 0.21 5.21 ± 0.52

GeONWs (annealed) Ge-O 3.9 ± 0.4 1.74 ± 0.02 0.05 ± 0.10 7.75 ± 1.08
aCoordination number (CN)
bCoordination distance
cThe Debye-Waller factor accounting thermal vibrations and static disorder
∗The many body reduction factor (S20) was fixed to 0.98. R-space fit: �k = 2.0 to 12.0Å−1,
�r = 0.8 to 2.0 Å, 8 statistically justified free parameters [65]

Fig. 11.12 a XEOL excited across the Ge L3-edge, b XEOL excited across the O K-edge [65].
c XEOL spectra of the GeONWs before and after annealing excited at O K-edge (536.5eV) [65]

(reduced coordination number) in the nanosize GeONW. The Ge L3,2-edge XANES
of GeONWs compared to Ge powder is shown in Fig. 11.11e. The first resonance
(marked A) at the Ge L3,2-edge in Ge powder corresponds to the 2p to 4s transition
from the un-oxidized Ge and the second resonance (marked B) is characteristic of
Ge in an oxygen environment (GeO2) from surface oxidation of Ge. In GeONWs,
Ge L3,2-edge exhibits a sharp peak with a small edge at the A position due to the
presence of Ge with low oxidation states consistent with the Ge K-edge results. Peak
A is less intense at the Ge L-edge compared to the shoulder at the Ge K-edge due to
shallower penetration depth indicating that the low oxidation state is in the bulk of
the nanowire.

Figure 11.12a, b show the XEOL of the GeONWs excited at selected energies
across the Ge L-edge and O K-edge, respectively. The inset of the Fig. 11.12a, b are
the corresponding XANES. XEOL of GeONWs excited at both the Ge L-edge and
the O K-edge exhibit same broad PL emission band centered at 2.3 eV (540nm),
corresponding to the PL spectrum of individual nanowires excited by laser [65].
When excited at the pre-edge (1,214.0eV), the edge (1,219.4eV), and the post-edge
(1,234.0eV) of Ge, GeONW shows a weak PL, and the emission intensity decreases
with increasing excitation energy. However, when GeONWs were excited at the O
K-edge, (pre-edge (530eV), edge (536.5eV) and post-edge (555eV)), the emission
intensity is much stronger than that excited at Ge L-edge. We also see the strongest
emission at O K-edge (536.5eV), which is about 5 time stronger than that excited
at O K pre-edge, then PL weakens at O K post-edge excitation. From the above
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observation, we can immediately conclude that the strong green light emission at
2.3 eV peak is related to oxygen in GeONWs.

In order to confirm that the XEOL of GeONWs comes from the oxygen defi-
ciency, a thermal annealing of the as-synthesizedGeONWswas performed to remove
the oxygen vacancies in the GeONWs. The as-synthesized GeONWs sample was
annealed in air at 450 ∼ 500 ◦C for 1h. The XEOL of annealed GeONWs exhibits
a much more attenuated XEOL emission compared with that of as-synthesized
GeONWs. Ge K-edge XAFS of the annealed GeONWs compared with the as-
synthesized GeONWs shows that the shoulder in the XANES of as-synthesized
GeONWs arisen from the Ge with low oxidation state (mainly Ge3+) disappears.
TheXANESof the annealedGeONWs shows similar features as that of the bulk crys-
talline GeO2. The Fourier transform of the GeK-edge EXAFS of annealed GeONWs
clearly shows the first and second shells Ge-O distance as observed in the bulk
GeO2 and the amplitude restored significantly compared to that of as-synthesized
GeONWs. These observations confirm that the as-synthesizedGeONWswere further
oxidized to GeO2 NW with much of the oxygen vacancies replenished by thermal
annealing in air.

Finally, we use a study of GeONW deposited on a silica substrate to illustrate that
XEOL, in combination with probing depths either achieved by varying the excitation
photon energy or the angle of incidence, can be used to obtain the depth profile of
luminescence sites [70]. Relevant data are displayed in Fig. 11.13.

It is apparent fromFig. 11.13a that photonswith energy at theOK-edge and theGe
L32 − edge have different attenuation lengths. The average diameter of the GeONW

Fig. 11.13 a A schematic and attenuation length (top) of GeONW deposited on a silica
substrate with surface, bulk, and interface defects. The horizontal line denotes the average size of
the nanowire and the wavy arrow indicates the penetration depth of the photons, b PL of GeONW
at different excitation energies: XEOL in the vicinity of the O K-edge (530eV, full line) and the
Ge L3-edge (1220eV, dotted line). Three emission bands, marked as A, B, and C, are centered at
∼410nm (∼3.02eV, violet), ∼525nm (∼2.36eV, green), and ∼780nm (∼1.59eV, red), respec-
tively. Inset: XEOL at 1,110, 1,220eV (Ge L-edge) and 1,230eV (bottom to top). c XEOL from
the GeONW as a function of the angle of incidence at a fixed photon energy (1,220eV); relative
intensity of the violet (∼400nm), green (∼520nm) and red (∼780nm) components as a function
of angle is shown in the inset [70]
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is∼ 500 nmwhich is larger than the attenuation length of photon at the OK-edge but
smaller than the attenuation length at the Ge L3,2-edge. Thus O K-edge photons will
not be able to probe the GeONW-silica interface whereas the Ge L3,2-edge photons
will. If the luminescence sites have a depth profile, as in this case where the defects
are on the surface, in the bulk of the NW and at the GeONW-SiO2 substrate interface,
photons with different attenuation length will probe different regions of the sample.
From Fig. 11.13b we see a drastic difference in the XEOL between excitation at
the O K-edge and the Ge L3,2-edges (increasing penetration depth). The commonly
observed O defect peak at ∼540nm and the surface defect at ∼780nm are observed
at the O K-edge while at the Ge L3,2-edge, an intense peak at ∼400nm originated
from theGeO2 NW- SiO2 substrate interface emerges and becomes dominant. Above
the Ge L-edge, all three emission bands are clearly observed.

The variation of probing depth can also be tuned by changing the angle of inci-
dence to glancing, as shown in Fig. 11.13c. It is clearly seen that as the angle of
incidence (90◦ for normal incidence) is tuned towards glancing e.g. from 40 to 15◦
then 5◦, the branching ratio of the surface defect increases and the branching ratio
of the interface defect emission decreases drastically.

11.4.3 Other Group IV Nanowires (C and SnO2 Nanowire)

We present here two examples of nanowires of other group IV elements, C and
Sn. Although carbon nanotube (CNT) is perhaps the most fascinating pseudo 1-D
nanostructure, the discussion here is confined to nanowires. We will present the
XANES study of an amorphous carbon nanowire (CNW), which is a precursor of
CNT [71], and a 1-D structure of the nanoribbon (NR) [72] and nanowire (NW) of
SnO2 [73], an ideal candidate for sensor and Li battery applications.

Amorphous CNW is another variation of carbon based materials that can be
synthesized in large quantities [71]. Figure11.14 shows the C K-edge XANES of
CNW in comparison with those of a multiwall carbon nanotube (MWNT).

It is clear from Fig. 11.14 that CNW contains both sp2 and sp3 bonding and the
surface contains C-H and others, most likely carbonyl and carboxylic functionali-
ties (∼287–289eV) as well. The splitting in the π* resonance at ∼286eV in the
TEY is due to chemical inhomogeneity arising from distortion due to the presence
of surface species, which broadens in the FLY due to self-absorption; the σ* is
graphitic but shows no fine structures, indicating considerable disorder. The polar-
ization dependent study shows that there is noticeable texture in which the π* like
orbital are graphitic, thus the CNW can be a precursor of carbon nanotube or multi-
layer graphene.

Figures 11.15 and 11.16 show the morphology, Sn M5,4 and O K-edge XANES,
and XEOL, from SnO2 NR [72] and SnO2 NW [73] respectively.

The most interesting feature from Figs. 11.15 and 11.16 is that the Sn M5,4-edge
can be clearly tracked. Its pre-edge resonance at ∼485eV (Fig. 11.16) arises from
defects which are present mainly on the surface of the NR and in the bulk of SnO2
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Fig. 11.14 C K-edge XANES of CNW together with MWNT and HOPG in TEY and FLY (left
panel), and polarization dependent studies (right two panels); the inset in the left panel shows the
HRTEM of an amorphous CNW, the inset in themiddle panel depicts the orientation of the incident
beam with respect to the surface of the specimen [71]

NW grown on SS (Stainless Steel) but absent if the substrate is Cu. The TRXEOL in
Fig. 11.15 clearly reveals a fast decay channel at ∼450nm, which is not apparent in
the un-gated XEOL. Thus TRXEOL can be used to reveal the near band gap emission
of various nanomaterials. The substrate dependent growth, and electronic and optical
properties of SnO2 NW, can also be revealed with XANES and XEOL showing that
SS substrate induces bulk defect and near IR emission which again diminishes when
Cu substrate is used [73].

11.5 Summary and Outlook

We have illustrated in this chapter the interplay of group IV nanowires and X-ray
absorption spectroscopy, especially in the soft X-ray region where de-excitation
spectroscopy like XES, XEOL and TRXEOL can play an important role in their
characterization.We have noted that SiNW, depending on the method of preparation,
exhibits subtle difference in its electronic and optical behaviour in that the bottom up
method like VLS introduces nanocrystallites into the 1-D structure, which emits light
because of quantum confinement and interfacial effects while such effect are absent
from SiNW prepared from the top-down, electrode-less chemical etching method.
Similarly, substrate and preparation condition can be used to tune the properties of
nanowires as in the case of GeO2 NW on Si vs. GeO2 NW on silica, SnO2 NR versus
SnO2NW and SnO2 NW on SS vs. SnO2NW on Cu. Clearly XEOL in the energy
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Fig. 11.15 a SEM of SnO2 NR, inset show the XRD, b SnM5,4 and O K-edge, c SnM5,4 edge
enlarged, d TRXEOL from SnO2 NR with a set of time windows, (0–570ns is un-gated, dark gap
at the CLS in single bunch is 570ns) [72]

Fig. 11.16 SnO2 NWgrown on stainless steel (SS) and Cu substrate (Left panel) and corresponding
XANES at the Sn M5,4 edge, a and b and XEOL(in log plot), c and d respectively. The near band
gap and maximum emission wavelengths are noted [73]
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and time domain, together with XANES and XES, is a powerful tool to reveal many
properties of these and many other nanomaterials.

XEOL and TRXEOL experiments can now be conducted routinely. With the use
of a two dimensional XEOL scheme [74] and the application of optical streak camera
[75], this type of experiments can now be easily performed on many beamlines. We
fully anticipate further development in the technique and with it more widely spread
applications will emerge in the analysis of defects in light emitting materials.
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Chapter 12
Group III–V and II–VI Quantum Dots
and Nanoparticles

Alexander A. Guda, Mikhail A. Soldatov and Alexander V. Soldatov

By decreasing the size of semiconducting material the novel properties appear from
the increased surface/bulk ratio and quantum confinement effects. X-ray absorption
spectroscopy (XAS) can be applied to quantum dots and nanoparticles in-situ in the
colloid, on the substrate or inside a solid matrix. The structural information about
average size, phase composition, and growth orientation can be extracted from XAS
along with information about electronic and magnetic properties of pure and doped
nanostructures. In the chapter we shall describe the general properties of quantum
dots and their applications that will help to understand the tasks for spectroscopy.
Case studies will provide the information that is obtained from XAS complementary
to other methods.

12.1 Properties and Applications of Quantum Dots

Nanoparticle (NP) and quantum dot (QD) are regarded as zero-dimensional nanos-
tructures. The term “QD” is usually used for semiconductor nanoparticles and islands
where quantum confinement of electrons and excitons determines their properties.
Decades passed after the dependence of the spectral position of the exciton absorp-
tion lines of the nanosized CuCl crystals was attributed to the quantum size effect [1]
and three-dimensionally confined semiconductor quantumwells or zero-dimensional
semiconductor nanostructures showing discrete electronic states were named “QDs”
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Fig. 12.1 The changes in the
density of electronic states are
shown schematically for
different sizes of
semiconductors

[2]. However it is still a hot topic due to the recored-breaking pace of developments
in nanotechnology.

A QD can be thought of as an artificial atom, as its electron density of states
consists of a series of very sharp peaks, and its physical properties resemble, in many
respects, those of an atom in a cage. The discrete structure of energy states shown in
Fig. 12.1 leads to a discrete absorption spectrum of QDs, which is in contrast to the
continuous absorption spectrum of a bulk semiconductor. However these artificial
atoms are also expected to have some significantly different properties compared
with real atoms, as they can be filled with both electrons and holes [3].

The charge carriers inside QDs are confined in all three dimensions by the surface
and thus the size and shape of QDs determine the energy spectrum of electronic
levels [4]. It is possible to estimate the change of the QDs band gap energy with size
R by applying the simple model of spherical potential well:

E Q D
g ≈ Eg + π2

�
2

2meh R2 (12.1)

meh = memh

me + mh

where me and mh are the effective electron and hole masses correspondingly. The
ability to precisely control the size of a QD enables the manufacturer to determine
the desired emission wavelength.

The main advantages of QD include high quantum yields, broad absorption spec-
tra, size-tunable emission spectra, andgood resistance to chemical andphotochemical
degradation. QDs have the large surface which is highly reactive. Thus in colloids
they are stabilized with surface reactants. Usually the appropriate shell covers the
core of the QD in order to improve the photo-luminescence yield and prevent from
degradation. Unterminated dangling bonds on the QD’s surface can affect the emis-
sion efficiency because they lead to a loss mechanism wherein electrons are rapidly
trapped at the surface before they have a chance to emit a photon.
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Cadmium selenide has been used intensively as a cellular marker because CdSe
emits in the visible domain and is an excellent contrast agent. ZnS layer can be
used as a shell to protect the core from oxidation and also the leeching of CdSe into
the surrounding solution. QDs are more resistant to degradation than other optical
imaging probes such as organic dyes. Figure12.2 shows pseudocoloured images
depicting five-colour QD staining of fixed human epithelial cells. Each color was
used for labeling the nucleus, Ki-67 protein, mitochondria, microtubules and actin
filaments correspondingly. Right panel shows confocal fluorescence images of fixed
HepG2 cells stained with glutathione-capped CdTe QDs. Nucleoli and cytoplasm
were stained by QDs emitting green and red light correspondingly.

The possibility to tune the energy gap between electronic levels by changing the
size of QD explains the great interest to such objects from nanoelectronics, quantum
computing, light emitters and makes them desirable for solar cell use [7, 8].

Schematic explanation of the operation principle of the electron spin memory
device based on Ga(In)As QDs is shown Fig. 12.3 [9]. Resonant excitation produces
excitons in the QD. Axial electric field provided by the applied bias Vstore ionizes

Fig. 12.2 Fluorescence images of epithelial cells (left, courtesy of Quantum Dot Corp) and HepG2
cells (right) stained with QDs QDs of specified size. Adapted from [5, 6]

Fig. 12.3 Optically programmable electron spin memory using Ga(In)As QDs. Adapted from [9]
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excitons. The AlGaAs barrier above the QD layer inhibits electron escape from the
QDs and after charge separation, they are stored directly in the QDs. Readout is
provided by applying the forward biasing to the device. When holes drift back into
the QDs, they neutralize the stored charge. The polarization of generated photon
probes the electron spin orientation.

12.2 Synthesis

First QDs were CuCl nanocrystals grown during high-temperature heating in the
SiO2 matrix [1]. Self-assembledQDs could be fabricated during the epitaxial growth,
e.g. molecular beam epitaxy. QDs in material systems InAs/GaAs and InAs/InP are
formed in Stranski–Krastanow regime as shown in Fig. 12.4. This means that InAs,
is depositing layer-by-layer on the substrate with significantly mismatched lattice
parameter [10]. Due to the large strains in the structure part of this material forms
array of islands with diamond-like shape after the thickness of planar layer of InAs
exceeds the critical value (in case of InAs on top of GaAs it is 1, 7 monolayer).

Using the chemical beam epitaxy the QDs can be realized as layers inside
nanowires as shown in Fig. 12.5. Longitudinal quantization exceeding 10meV has
been observed in transport measurements on 50–70 nm diameter InAs nanowires
with two InP barriers [11]. Changing the dot size L allows designing QDs along a
nanowire with different specific spin splittings in a constant magnetic field. In future
this is expected to allow individual gate tunable spin splittings in a series of dots along
a nanowire which makes nanowire QDs containing a single electron spin interesting

Fig. 12.4 Stranski-Krastanow regime of InAs/GaAs formation process

Fig. 12.5 High-resolution
STEM image of a QD inside
a nanowire. L = 12nm is
defined as the length of the In
As segment between two InP
barriers with widths W1 and
W2. Figure adapted from [11]
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systems for the realization of cubits. Authors in [12] have shown the possibility to
produce QDs inside a homogeneous nanowire. By changing the InP crystal structure
from zinc-blende to wurtzite a system similar to one in Fig. 12.5 was formed.

A metal-organic chemical vapor deposition technique was used to for control-
lable growth of ZnO/MgO quasi core-shell QDs [13]. Silicon 〈111〉 wafers were
used as the substrates. Diethylzinc (DEZn), bis(methylcyclopentadienyl) magne-
sium ((MeCp)2Mg), and O2 were used as the zinc source, magnesium source, and
oxygen source, respectively. N2 was used as the carrier gas. The growth temperature
was 400 ◦C. The chamber pressure was maintained at 3 and 6Pa during the growth
of ZnO and MgO, respectively. An exciton emission from ZnO QDs was greatly
enhanced after the growth of MgO layer. TEM image of ZnO/MgO core shell QD is
shown in Fig. 12.6.

The easiest way to produce macroscopic quantities of QDs is the hydrothermal
synthesis. A unified approach through liquid–solid–solution (LSS) process can be
used to synthesize a broad range of nanocrystals—from noble metals to the semicon-
ductors [14]. Figure12.7 shows cadmium selenide QDs and their size distribution
after hydrothermal synthesis.

The QDs in colloid solution are covered by the layer of organic molecules which
prevents uncontrolled growth and agglomeration of the nanoparticles. When coated
with a suitable, chemically active surface layer, QDs can be coupled to each other or
to different inorganic or organic entities and thus serve as useful optical tags.

XAS can probe the chemical bonding between surface atoms and surfactants. The
ligand for the biological applications should possess a strong affinity for the QD
surface. Ligand exchange is the method used to replace the original hydrophobic
surface ligands on the QD surface with hydrophilic ligands or to attach to the QD
a cell-penetrating peptide in order to allow QDs penetration into the living cells
[15, 16]. Thiol groups as in Fig. 12.8 have been the most frequently utilized as
anchors on the QD surface since they have strong affinity with Cd and Zn. In order
to avoid surface reactants the in-water laser ablation can be used [17].

Fig. 12.6 Cross-sectional
TEM image of a selected
ZnO/MgO core-shell QD.
Adapted from [13]
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Fig. 12.7 CdSe nanocrystals and their size distribution. 300 particles were measured to get the size
distribution. Adapted from supplementary data of [14]

Fig. 12.8 Ligands attached
to the QD in colloid. a
trioctylphosphine
(TOP/TOPO) b monodentate
thiol; c bidentate thiol; d
histidine-appended peptides.
Adapted from [15]

Nanoparticles can be effectively produced by means of high-energy ball milling.
For example ZnS QDs with cubic phase have been prepared by mechanical alloying
the stoichiometric mixture of Zn and S powders at room temperature in a planetary
ball mill under Ar [18].

12.3 Methods to Study the QDs

The size distribution of QDs can be studied by direct methods such as electron
microscopy or atom probe microscopy. These methods allow studying the crystal
planes with atomic resolution as well as single dopants in semiconductors [19].
Indirect methods including X-ray diffraction, small-angle X-ray scattering, optical
scattering, optical absorption and emission can be used as well.
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Fig. 12.9 Correlation
between Ni coordination
number normalized to the
bulk value and total number
atoms in the nanoparticle.
Adapted from [20]

The X-ray absorption fine structure (XAFS) can be used to analyze the oxida-
tion state, crystal structure and size of QDs. This method is favorable for the local
defects inside QDs and when QDs of a small size are analyzed. The extended X-ray
absorption fine structure (EXAFS) contains information about coordination numbers
of absorbing atoms i.e. one can determine the first, second, third etc. coordination
numbers for a given sort of atoms in QD. Figure12.9 shows how first, second, third
etc. coordination numbers depend on the total number of atoms in QD [20]. These
curves represent a fit over wide range of densely packed nanoclusters with different
shape.

Coordination numbers decreasewhen the cluster size decreases and thus the values
obtained from EXAFS-analysis can be used to estimate the cluster size. Functions
for the first N1 and second N2 coordination shell approach much faster the values
from bulk compared with the higher coordination shells. Consequently, the accuracy
of the clusters size determination strongly depends on the number of atoms as well
as on the order of the coordination shell analyzed.

The near-edge X-ray absorption fine structure (NEXAFS) is a useful detection
method for crystal structure modifications in nano-scale systems. Gilbert et al. [21]
found that low energy L-edge absorption is sensitive to the structural transition from
wurtzite into zinc blende for ZnS due to high energy resolution obtained in the
experiment. Figure12.10 shows the corresponding experimental spectra above S L-
edge and Zn L-edge.

One can use different X-ray polarizations to study the crystal phases as well as
the growth direction of nanostructures. For the wurtzite structure with a preferential
direction, c-axis, one can observe X-ray linear dichroism (XLD) in contrast to the
case of zinc blende where X-ray absorption is isotropic [22]. In case of wurtzite
nanostructures the XLD signal will be present for the oriented nanowires while
nanoparticles and QDs shall not exhibit dichroism, as shown in Fig. 12.11.

The Zn K-edge was less sensitive to the W-ZB phase transformation. However in
case of high pressure transition into the NaCl phase the Zn K-edge X-ray absorption
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Fig. 12.10 Experimental NEXAFS of ZnS zinc blende and wurtzite polytypes. Adapted from [21]

Fig. 12.11 Polarization-
dependent X-ray absorption
spectra of zincite ZnO
isotropic spherical
nanoparticles and anisotropic
rod-like morphology.
Adapted from [23]

near-edge structure (XANES) spectra reveal striking differences [24]. Figure12.12
shows how Zn K-edge fine structure changes for the ZnO under different pressure.
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Fig. 12.12 Zn K-edge
XANES spectrum of bulk
ZnO as a function of applied
pressure. Adapted from [24]

12.4 Case Studies

The determination of the magnitudes of elastic deformations in thin layers and
nanocrystals by conventional methods of X-ray diffraction analysis or electron dif-
fraction techniques is limited by their sensitivity and by the absence of long-range
order in such systems. EXAFS and XANES spectroscopy methods, in which pow-
erful continuous-spectrum X-ray sources are used, provide a unique opportunity to
solve such problems. Using powerful synchrotron radiation, EXAFS and XANES
spectroscopies allow one to determine the local environment characteristics of atoms
(interatomic distances, coordination numbers, environment symmetry, types of
neighboring atoms, and Debye-Waller factors). Electron level shifts and charge state
of atoms can be analyzed as well..

12.4.1 Group III–V QDs and Nanoparticles

Variations in the microscopic structural parameters of Ge/Si, GaN/AlN, and
InAs/AlAs QDs such as interatomic distances, coordination numbers, and types of
neighboring atoms are determined by theEXAFS andXANES spectroscopymethods
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Fig. 12.13 The magnitude of
FT for the bulk GaN and the
GaN/AlN QDs at the Ga
K-edge. Adapted from [25]

[25]. A detailed description is given to GaN/AlN Ga K-edge EXAFS (Figs. 12.13
and 12.14 and 12.15) and InAs/AlAs heterosystems (Fig. 12.16).

The authors fit Fourier-filtered data with k- and k2 -weighting in the range of
photoelectron wave vectors from 3 to 14Å−1. The Fourier-filtered experimental
data in the ranges 1.0Å< R< 1.8Å and 2.5Å< R< 3.3Å for the first (N) and
the second (Ga) coordination spheres of Ga, respectively, were used to perform the
fitting procedure.

It is found that the Ga-N interatomic distance in the heterostructure with GaN
QDs decreases by ∼0.02Å in comparison with bulk GaN and is equal to ∼1.93Å.
The Ga–Ga interatomic distance in the heterostructure with GaN QDs decreases by
∼0.05Å in comparison with pure GaN and is equal to∼3.13Å. Further XAS studies
of GaN are presented in Chaps. 3 and 13.

Eu-doped GaN QDs embedded in AlN matrix have been studied by means of
EXAFS technique [26]. Each QD sample consisted of 10 stacked planes of GaNQDs
separated from one another by a 12nm-thick AlN spacer. Due to the large difference
in band gap energy between AlN and GaN, strong confinement of carriers in GaN
QDs is expected, which leads to a remarkable persistence of photoluminescence up to
room temperature.

To investigate Eu incorporation Eu L3 EXAFS experiments were performed at
the FAME beamline (BM30B) at the European Synchrotron Radiation Facility in
Grenoble. Spectra were recorded in fluorescence mode and samples were cooled
with liquid nitrogen. All recorded spectra clearly show two contributions in the L3
edge, corresponding to the Eu2+ edge and the Eu3+ edge. Eu2+ can be attributed
to the europium oxide monolayer that typically accumulates on the surface. Thus
EXAFS oscillations were extracted relative to the Eu3+ edge.

EXAFS results obtained for a sample with 2.7% Eu-doped QDs are presented in
Fig. 12.14. It is important to determine whether Eu has been substitutionally incorpo-
rated inside GaN or undesirable AlN doping occurred. The first coordination shell of
Eu both in AlN and GaN consists of nitrogen and thus one has to assess the chemical

http://dx.doi.org/10.1007/978-3-662-44362-0_3
http://dx.doi.org/10.1007/978-3-662-44362-0_13
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Fig. 12.14 Experimental and calculated Eu L3-edge EXAFS in R- and q-space for Eu doped GaN
QDs embedded in AlN matrix. Dashed line correspond to the simulation for Eu in GaN. Dotted
line is a simulation for Eu in AlN. Adapted from [26]

nature of the second nearest neighbor shell of Eu. Second shell consists of 12 Ga
for Eu inside GaN QDs and 12 Al inside the AlN matrix. These backscatterers are
easily distinguishable because of the large discrepancy in mass between Al and Ga.
The pseudoradial distribution in R (left part in Fig. 12.14) was obtained by taking
the norm of the Fourier transform of k3χ (k), with k ranging from 2.6 to 11.1Å−1.
Nitrogen and oxygen in the first coordination shell of Eu give rise to the small two
peaks between 1.0 and 2.1Å. Second shell gives rise to the peak at 2.6Å. EXAFS
analysis was conducted on this second peak by Fourier backtransform (right panel in
Fig. 12.14) with R ranging from 2.2 to 3.1Å. Backtransform spectra clearly indicate
that Eu is embedded into GaN QDs while poor agreement with experiment is found
for the model when Eu incorporates in AlN. Doping of GaN is also discussed in
Chaps. 4 and 13.

It was shown that EXAFS in total reflection geometry (ReflEXAFS) can be effec-
tive in determining the structure of InxGa(1−x)AsQDs grown onGaAs [27]. ReflEX-
AFS data from thin surface systems are not contaminated by anomalous dispersion
effects so they can be directly treated as conventional EXAFS spectra. In particular,
authors claim that it is possible to recognize the strained or relaxed state of the dots
as well as their composition by comparing theoretical models to experimental data
on first shell bond lengths. The Fourier transforms with the superimposed best fitting
curves are shown in Fig. 12.15 whereas the inset shows the raw EXAFS spectra.
Well defined first shell coordination is evident at approximately 2.25Å (value with-
out phase correction). XAS studies of unstrained InxGa1−xAs are also discussed in
detail in Chap 2.

Specific variation of XAFS method—capacitance XAFS was applied to study
the local structure of an As atom in the self-organized InAs QD arrays inside GaAs
matrix [28]. The X-ray-induced photoemission of confined electrons in a QD via
inner-shell absorption was detected by a capacitor and the photon energy dependence
of the capacitance provided the XAFS spectrum of the atom in the QD. It was found
that when the bias voltage applied to the system aligned the Fermi energy with the

http://dx.doi.org/10.1007/978-3-662-44362-0_4
http://dx.doi.org/10.1007/978-3-662-44362-0_13
http://dx.doi.org/10.1007/978-3-662-44362-0_2
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Fig. 12.15 Fourier
transforms of the k2-weighted
EXAFS spectra calculated in
the range k = 3 . . . 10 Å−1.
Inset show χ(k) data.
Continuous lines are the
experimental data, the dotted
lines are the best fits done in
R space in the range R = 1.5
. . . 2.7Å. InAs—bulk, WL-
wetting layer, Dots -QDs.
Adapted from [27]

Fig. 12.16 Proposed concept
for selective observation of
QD by the capacitance XAFS
method. Left typical sample
structure. Right expected
electron transition process in
the sample. Adapted from
[28]

quantum electronic level, the site-selectivity of XAFS could be enhanced. The peak
energy shift of about 1.5eV was observed in the site-selective XAFS spectrum of
an As atom in the system of QD. Theoretical simulations indicated that this energy
shift originated from the atoms in the point defect position at the boundary between
an InAs QD and a GaAs barrier layer [28].

The interface effect of InSb QDs embedded in SiO2 matrix was investigated by
XAFS (both of EXAFS andXANES regions) [29]. The EXAFS showed in Fig. 12.17
suggested the bond length of the Sb-In first shell of the InSb QD to be contracted
by about 0.02Å compared with that of the bulk InSb. Theoretical analysis of the Sb
K-XANES of InSb QDs embedded in SiO2 matrix made it possible to conclude that
the intensity increase and broadening of the white line peak were mainly due to the
increase of Sb p-hole occupation and the change of Sb intra-atomic potential affected
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Fig. 12.17 a Sb K-edge EXAFS functions k2χ(k) of the bulk InSb and the InSb QD. b Fourier
transforms of the bulk InSb and the InSb QD. Adapted from [29]

by the SiO2 matrix. Thus, the interaction between the InSb QDs and SiO2 matrix
resulted not only in slight lattice contraction of InSb QDs and structural distortion of
the interface, but also leaded to the significant change of the Sb intra-atomic potential
and the charge redistribution of Sb atoms.

12.4.2 Group II–VI QDs and Nanoparticles

Seehra et al. [30] reported size-dependent ferromagnetism in TOPO-capped (tri-
n-octylphosphine oxide) CdSe QDs observed by means of combined XANES and
EXAFS study. The article covers such points as measuring the number of unoccupied
states or d-holes on the Cd site for 2.8, 4.1, and 5.6nm CdSe QDs. It is shown that
this ferromagnetism is due to d-holes on the Cd site bonded to TOPO created by
experimentally observed charge transfer from Cd to TOPO.

The authors measured charge transfer from Cd to TOPO invoked in their inter-
pretation of ferromagnetism using XANES spectra of TOPO-capped CdSe QDs.
Figure12.18a shows an increase in the Cd K-edge white line intensity with QDs size
reduction indicating an increase in the number of unoccupied states above the Fermi
level. An increasing charge loss in the occupied states of Cd ion with decreasing
QDs size is also stated. The additional charge transfer to Se in CdSe QDs induced
by capping with TOPO lead to decrease in the lattice constant with decreasing QDs
size. Figure12.18b shows Fourier transform (FT) of the EXAFS k2χ data at the Cd
K-edge. It is claimed that weaker intensity of the oscillation for the smaller sizes
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Fig. 12.18 a Normalized and background corrected Cd K-edge XANES spectra for CdSe QDs. b
Fourier transforms amplitudes of the EXAFS k2χ data at the Cd K-edge for 2.8, 4.1, 5.6nm, and
bulk CdSe. Adapted from [30]

indicates more disordered local structure. It is also pointed out that the decrease in
the amplitude of the peak near 2.27Å in the FTs due to Cd–Se bond length with
decreasing size indicates reduction of the coordination number of Cd and increase
of the local disorder. Also the additional feature that is shown on the low energy
side is due to Cd–O bond for the smaller QDs. The paper claims that these obser-
vations strongly support the assumption of charge transfer between Cd and oxygen
that would deplete the otherwise full 4d10 band of Cd, creating holes and producing
a net magnetic moment for Cd atoms bonded to TOPO on the surface of the CdSe
QDs.

EXAFS has been applied to investigate a local structure for the CdSe/ZnSe QDs
grown by molecular beam epitaxy (MBE) and migration-enhanced epitaxy (MEE)
[31]. The article covers such points as the intermixing of Cd and Zn atoms, chemical
compositions and strain induced by cap-layer studied by means of EXAFS at the Cd
K-edge. The paper claims that from the qualitative analysis the number of oscillations
for QDs and the bulk CdSe is similar, however the second coordination shell between
3.5 and 4.5Å depicted in Fig. 12.19 is broader for the QDs in comparison to the bulk
one, suggesting the existence of more than one species’ of atoms in this shell.

Structural parameters for investigated and reference CdSe result from the fitting
analysis. It is reported that the first coordination shell in the QDs is composed by 4
Se near-neighbors, while the second one is composed by a mixture of Cd and Zn and
the coordination number is kept 12 as follows from the nominal zinc-blende lattice.
It is also reported that the Cd–Se bond length was determined as 2.61Å and the next-
neighbor distance Cd–Cd in the second coordination shell is larger by about 0.06Å
from that in the pure CdSe compound (4.31Å), whereas the bond length Cd–Zn was
found to be 4.18Å. It is also stated that the value of the Debye–Waller factor for
distances Cd–Se and Cd–Cd is similar to this found for reference CdSe compound.

The array of ZnO nanowires decorated by different-sized InP QDs were proposed
for splitting water with a substantially enhanced photocurrent. The conduction band
properties of ZnO nanowires with InP QDswas investigated by the ZnK-edge XAFS
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Fig. 12.19 The magnitude of FT for the bulk CdSe and the CdSe/ZnSe QDs at the Cd K-edge.
Adapted from [31]

Fig. 12.20 Band structure evolution of theZnOnanowires systemcoveredwith InPQDand changes
in the Zn K-edge X-ray absorption spectrum under illumination. Adapted from [32]

analysis for both solar illuminated and not illuminated cases [32]. It was found that
the orbital coupling occurred in the c axis direction of the ZnO nanowire. Because the
white line intensity of XANES is proportional to the density of unoccupied states of
the absorbing atoms these unoccupied states of the conductionbandcould enhance the
transition probability from valence band to conduction band as shown in Fig. 12.20.
Solar illumination of the system under the study made it possible to investigate
the contribution from photoelectrochemical response. ZnO decorated with InP QDs
had a significant increase in photogenerating electrons in the 4p orbital. One could
attribute this increase of photogenerating electrons to the absorption of InP QDs in
the visible region and the photogenerating electrons transfer from the conduction
band of InP to that of ZnO. The contribution of photoresponse from ZnO nanowires
or InP QDs could be distinguished by comparing the XAFS spectra collected under
illuminated and not illuminated conditions. Further XAS studies of ZnO nanowires,
both pure and doped, are reviewed in Chap.13.

http://dx.doi.org/10.1007/978-3-662-44362-0_13
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Cr-doped ZnSe QDs were studied by the Cr L2,3-edge XAFS analysis [33].
Because it is well established that the Cr ion can be incorporated into ZnSe with
variable oxidation states one should control the oxidation state of Cr ion inside the
ZnSe QD. The energy positions of the spectral features and the shape of the Cr L2,3-
edge of the x= 2.5% Zn1−xCrx Se QD in Fig. 12.21 allowed an assignment of the Cr
oxidation state as Cr3+ on the basis of a comparison to simulated L2,3-edge XANES
spectra from [34].

Chromium ion was found to be in the tetragonally distorted Oh site with a crystal
field of 10 Dq = 2.07eV due to pair formation of Cr octahedral by removal of three
Zn ions for each pair of Cr ions in the lattice. The analysis of the data obtained
made it possible to conclude that the sharing of the Oh edge by the Cr(III) ions in
the ZnSe lattice produces a minimally distorted site in the lattice analogous to spinel
inclusions in bulk metal chalcogenide structures [33]. XAS studies of Cr doped ZnTe
are discussed in Chap.16.

MicrobeamX-ray absorption near edge structure (µ-XANES) techniquewas used
for the analysis of the physicochemical changes of CdSe-ZnS core-shell QD in vivo
[35]. A specific kind of worms—namely Caenorhabditis elegans have been studied
to investigate the biological effects of QDs. Because in CdSe-ZnS core-shell QDs,
selenium atoms are located in the core encapsulated by a ZnS shell, its chemical state
changes only if the ZnS shell structure is degraded. Thus, the authors analyzed in situ
Se K-edge µ-XANES spectra of QDs within the worms. The Se K-edge XANES
of CdSe QDs mainly monitors the unoccupied p states of the Se element. It was
found that at positions where XRF mapping matches well with optical fluorescence
imaging, all the XANES spectra are similar to the original QDs with only slight
differences as shown in Fig. 12.22. Interestingly, XANES of QDs after digestion
where QDs fluorescence quenched showed obvious differences in intensity of some
peaks and the energy position of the peaks (mostly a shift to higher energy by about
2eV) and intensity of a shoulder gradually decreased. All these changes could be
together assigned to a transition to oxidized Se like in Na2SeO3 compound. Thus,
it was suggested that Se ion in the CdSe core is oxidized to SeO2−

3 after digestion
in a worm. The changes of Se XANES spectra may be attributed to the collapse of
core/sell structure after digestion, and the efficient protection of the CdSe core by
ZnS shell is destroyed after 24 h of digestion in a worm.

XAFS spectroscopy at Cd L3 edge and ab initio modeling of the experimental
spectra were used to investigate the effects of surface passivation on the unoccupied
electronic states of CdSe QDs covered with trioctylphosphine oxide (TOPO) or
hexadecylamine (HDA) ligands [36]. Authors indicate that nitrile impurities present
in the HDA bind to the surface of CdSe QDs during synthesis and lead to a mixing
HDA and nitrile surfactant coating. Thus QDs synthesized in HDA are referred to
as CdSeHDA/CN. It was found that there are considerable variations in the XAS
spectral features as a function of size. The spectra for bulk CdSe and the 25Å CdSe-
HDA/CN QDs are closely comparable but increasingly pronounced changes in the
absorbance are evident beyond the absorption edge as the QD radius decreases. The
dependence of the XAS data on size provides a strong indication that these spectral
variations are surface-related because the reduction in QD radius is accompanied by

http://dx.doi.org/10.1007/978-3-662-44362-0_16
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Fig. 12.21 Cr L2,3-edge
XAFS spectra [33]. a
experiment on Cr-doped ZnSe
QD and theory for
tetragonally distorted Oh
crystal field.
b XAFS simulations of Cr
ions in a perfect Oh field

a substantial increase in the fraction of surface Cd atoms and by a greater extension
of the surface contribution to the overall signal. The conclusion was done that the
surface ligands are primarily responsible for the differences in the shape of the XAS
spectra.

The ligand exchange results in profound changes to the XAS data as shown
in Fig. 12.23. XAS spectra demonstrate that the associated changes in unoccupied
electronic structure arise due to interactions between the nitrile moieties and surface
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Fig. 12.22 Elemental analysis and QD degradation in a worm hermaphrodite C. elegans. (A, B)—
optical fluorescence image (gray) versus X-ray fluorescence mapping of the whole worm exposed
in CdSe-ZnS QDs for 12 and 24h correspondingly. (C–F) similar images for the enlarged parts
of the worm body shown by the dashed lines in A and B. (G, I) - in-situ Se K-edge µ-XANES at
selected points a–e shown by arrows. X-ray spot size 5× 5 µm. Adapted from [35]

Cd atoms. A particularly interesting feature of CdSe QDs is that the studied ligands
primarily affect unoccupied electronic states several eV above the absorption edge
rather than in the gap, as onemight have predicted for surface states. This is consistent
with the fact that the optical properties are not affected yet there is a ligand dependent
change in the electronic structure, which could be responsible for the novel magnetic
properties of the QDs [36].

Electronic structure and atomic arrangement of CdSe QD doped with Cu were
studied by the Cu L3 and Se L3XAFS [37]. It was found that the L3-edge stays
at nearly a constant energy through the doping range of 2–15 molar percent. The
observation of a constant L3-edge energy (equal to the energy for CuI spectrum)
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Fig. 12.23 TheCdL3 -edgeXANES a as preparedCdSe-HDA/CNQDs following ligand exchange
withTOPOand as preparedCdSe-TOPOQDs following ligand exchangewith 90%HDA(including
nitrile contaminants). b 15Å CdSe-TOPOQDs following ligand exchange with DDN and reference
15Å CdSe-TOPO and CdSe-HDA/CN QD spectra. Adapted from [36]

indicates that the oxidation state of the Cu ions in the CdSe QD is Cu(I) through
all doping concentrations studied. This constant oxidation state is also an indication
for the fact that Cu ion in the CdSe QD is a highly localized defect with very little
charge transfer to the host lattice. The Se L3 absorption edge shows the shifts to
lower energy by 0.6–0.7eV when going from an undoped CdSe particle to a Cu-
dopedCdSe particle. This is consistent with the Se environment effectively becoming
“ionized” as the more electronegative Cu ion is substituted for a Cd site in the
CdSe lattice. It was also found that there is an evidence for statistical ion doping, as
opposed to ion clustering. The introduction of Cu+1 led to charge imbalances in the
nanoparticle, which produced deep trap levels due to Se vacancies [37]. Doping of
II-VI semiconductors is also discussed in Chaps. 4, 13, and 16.

QDs are sensitive to the optical radiation and can degrade under visible light
in the oxygen-rich atmosphere. A photoetching technique is commonly used for
controlled reduction of QD size. In order to understand a long-term photostability
of colloidal CdSe QDs they were suspended in toluene and stored in combinations
of light/dark and N2/O2[38]. By subjecting the CdSe suspension to air and light
oxidative transformations of the surface are accelerated. On the contrary, one can
minimize surface oxidation through storage in a dark environment under an inert
atmosphere. The protecting TOPO surface layer of QDs was decreased by washing
in a toluene suspension with methanol. Figure12.24 shows the Se K-edge XANES
spectra for the QDs with reduced protective layer before and after light exposition.

XANES spectrum can be recorded bymeasuringX-ray fluorescence orUV-visible
luminescence. Figure12.25 shows the optically X-ray excited optical luminescence

http://dx.doi.org/10.1007/978-3-662-44362-0_4
http://dx.doi.org/10.1007/978-3-662-44362-0_13
http://dx.doi.org/10.1007/978-3-662-44362-0_16
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Fig. 12.24 Se K-edge XANES spectra for the CdSe colloidal nanoparticles after four washes.
Comparison to spectra of CdSe and SeO2 samples suggests that photoetched samples are partially
oxidized. Adapted from [38]

Fig. 12.25 a XEOL spectrum of CdS QDs excited at 2474eV. b S K-edge XANES of CdS QDs
measured in total electron yield (TEY ), X-ray fluorescence yield (FLY ) and total photoluminescence
yield (PLY ) modes. Adapted from [39]

(XEOL) spectrum of CdS QDs [39]. It displays a blue-light maximum emission
at 465nm followed by a shoulder at 520nm. XEOL is very similar to the UV-
excited spectrum because they involve similar recombination of holes in the valence
band and electrons in the conduction band while only excitation process is different.
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Authors have found that blue band in XEOL is very stable for more than 2months
in the atmosphere, indicating that each QD in the dendrimer aggregates does not
degrade. When total UV-visible luminescence is counted as a function of an energy
incident X-ray beam, a photoluminescence yield (PLY) XANES can be measured.
Figure12.25b shows the S K-edge XANES spectra recorded in bulk-sensitive X-ray
fluorescence yield mode (TEY), surface sensitive total electron yield mode and PLY
mode. Since only sulfur sites that produce photoluminescence efficiently will be
responsible for the optical yield, the PLY spectrum provides information about the
local structure of sulfur species contributing to the luminescence of the QDs.

A high resonance at 2482eV in the TEY recorded XANES can be attributed to
the absorption of sulfur in the form of sulfate SO4

2− species it the nanometer-thick
sulfate layer around QDs. Intensity of this resonance is reduced in the bulk sensitive
FLY recorded XANES which reflects the CdS structure. Further reduction of the
intensity of the SO4

2− related resonance at 2482 eV is observed in PLY recorded
XANES. And an important conclusion can be made that it is the S2− species in CdS,
but not SO4

2− species that is responsible for the luminescence behavior of the QDs.
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Chapter 13
Group III–V and II–VI Nanowires

Francesco d’Acapito

Abstract In this contribution a review on the studies based on X-ray absorption
spectroscopy (XAS) on III–V and II–VI nanowires in the recent years is presented.
Examples of structural characterization of several systems like pure semiconductors
(mainly ZnO, ZnS, GaN) and dopedmaterials (with transition metals Co,Mn, Fe and
rare earth ions Eu, Er) are presented. XAS in the various cases has played amajor role
in explaining the observed physical properties or to validate new production routes.
Advanced data collection and analysis methods like micro-XAS, site selective XAS
via optical emission, comparison between XAS and results of structural modeling
have demonstrated to be valuable tools for a more complete understanding of the
XAS data.

13.1 Introduction

X-ray absorption spectroscopy (XAS) has revealed to be a powerful tool for the
structural characterization of semiconductor nanowires (NW) of the III–V and II–VI
families. A considerable effort has been devoted to ZnO and GaN NWs doped with
magnetic species (Co, Mn) for their attractiveness, as good candidates for room
temperature ferromagnetic semiconductors [1] whereas ZnO was also studied for
its interesting properties in chemistry and optoelectronics [2]. Further examples of
II–VI systems studied by XAS include ZnS and ZnSe binary alloys whereas among
III–Vs GaAs and InAs have been investigated.

Several peculiar aspects of XAS have been exploited for the various studies: the
chemical sensitivity has permitted the characterization of the incorporation sites of
dopants in the different host matrices [3] whereas the crystal-orientation dependence
of the absorption coefficient (linear dichroism) has evidenced structural details in
well orientedwires assemblies [4]. Advanced data collectionmethods recently devel-
oped have permitted a more complete description of the nanowire material like the
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microscopic studies on single wires based on X-ray nanobeams [5] or the use of
X-ray excited optical luminescence (XEOL) which demonstrated to allow site-
sensitive studies [59]. In situ studies coupled to rapid data collection (Quick-XAS)
have permitted a time resolved descrition of the formation of NWs [6].
In the following these investigations will be presented in detail in different sections
dedicated to III–V and II–VI systems with this last part largely dedicated to ZnO.

13.2 III–V Wires

13.2.1 GaAs and InAs

In the field of III–V diluted magnetic semiconductors (see also Chap.15) a series
of papers have been devoted to the use of Manganese at the same time as wire-
growth catalyst andmagnetic dopant forGaAs and InAswires. The possibility forMn
being incorporated in GaAs could lead to the realization of 1-Dimensional spintronic
devices. Indeed, a widely adopted method to produce NWs is by evaporating the NW
components on a substrate containing small particles of a metal. This one is called
VLS (Vapor Liquid Solid) process [7] and it has been used to describe the formation
of Si NWs using Au (see also Chap. 11). First, a layer of metallic nanoparticles (NP)
is deposited on a substrate, successively Si is added by evaporation and it is absorbed
by the NPs forming an alloy. When the concentration of Si exceeds the equilibrium
value for the growth temperature the NP will release this component that in turn
segregates in a crystalline wire stemming from the NP. The same principles can be
appliedwhen usingmanganese as catalyzer for the formation ofGaAs and InAswires
and indeed their formation has been evidenced in literature [8] in a temperature range
540–620 ◦C for GaAs or 370–410 ◦C for InAs.

In order to find if Mn enters the wire and which is its incorporation site, XAS
investigations were carried out on these systems by Martelli et al. [8] and d’Acapito
et al. [9]. The XAS studies have revealed that Mn is actually incorporated in the
GaAs structure with aMn-As bond length of 2.56–2.60 Å . This value is considerably
longer than the values observed in substitutional MnGa in GaAs (2.50 Å[10]) and
practically coincident with the distance observed in hexagonalMnAs (2.57Å). It was
then interpreted as the formation of MnAs nuclei (as no further coordination shells
were visible) in agreement with previous studies on Mn:GaAs thin films where a
long Mn-As distance appeared for annealing temperature above 550 ◦C [11] (see
also Chap.16).

An even clearer picture arose in a study by Jabeen et al. on InAswires catalyzed by
Mn [12] where the formation of extended (i.e. multiple coordination shells) crystals
of hexagonal MnAs was evidenced by XAS. These investigations have thus shown
the possibility of doping the wires with the catalyzer metal but the temperature range
for wire formation is sufficiently high to induce the formation of the unwantedMnAs
phase (in crystals or small nuclei) rather then the substitutional incorporation of Mn
in the Ga sites.

http://dx.doi.org/10.1007/978-3-662-44362-0_15
http://dx.doi.org/10.1007/978-3-662-44362-0_11
http://dx.doi.org/10.1007/978-3-662-44362-0_16
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Fig. 13.1 Fourier transforms of EXAFSdata ofMn-dopedGaAswires grown usingAu as catalyzer,
[9]. Both curves show a double peak in the first coordination shell testifying the presence of a heavy
backscatterer around Mn: Au. In the upper curve (sample grown at 540 ◦C) also a second peak at
higher R values is visible due to collinear chains Mn-Au-Mn typical of the MnAu structure that is
absent in the lower curve relative to the sample grown a 580 ◦C

Attempts to formMn-doped GaAs wires via the more conventional Au-catalyzed
wayhave been reported [9] inwhichMnwas added to thewires during the evaporation
stage. XAS has shown that in this case Mn forms an alloy with Au (cubic MnAu)
that, for lower growth temperatures (540 ◦C), can also exhibit a measurable degree of
chemical ordering (Fig. 13.1). In conclusion, Mn doping of GaAs or InAs is possible
but Mn forms predominantly a MnAs phase or intermetallic compound with Au
(when this metal is used as catalyzer) that prevents the observation of the (potentially
possible) MnGa sites in the wires.

13.2.2 GaN and AlGaN

Amore clear situation is found in the case ofMn-doped nitrides, in particular GaN. In
[13] by Farvid et al. Mn:GaNwires produced by Chemical Vapor Deposition (CVD),
were analyzedusingX-rayAbsorptionNearEdgeStructure (XANES). In this study, it
was possible first of all to determine the valence state ofMn in thewires looking at the
position of the half-absorption point of the normalized spectra compared with those
from model oxide compounds and retrieve an average state slightly more than 2+.
This means that Mn in the wires is a mixture of Mn2+ and Mn3+ states, at difference
with what was observed in the case of Mn:GaN thin films [14] where a dominant
Mn3+ phase was found. The XANES spectrum of Mn exhibited also a pre-edge
resonance at 6540.5 eV which is due to 1s-3d transitions that are partially allowed
in sites lacking centro-symmetry like the tetrahedrons [15]. From this observation it
was derived that Mn was substitutional for Ga in the structure.

In [16] by Baik et al. Mn:GaN wires were obtained by Au-catalyzed growth and
successively some specimens were exposed to nitrogen plasma in a radio-frequency



272 F. d’Acapito

Fig. 13.2 Effect of N2
plasma treatment on
Mn-doped GaAs wires from
[16]. The fourier transforms
of EXAFS spectra at the
Ga-K edge (bottom curve)
and Mn-K edge (middle and
upper curve) show that prior
the plasma treatment the Mn
spectrum exhibits broad
features whereas after the
treatment the Mn spectrum
strongly resembles that of Ga.
Reprinted with permission
from [16] © 2006 American
Institute of Physics

reactor. The exposure to the N plasma resulted in an increase of the ferromagnetic
(FM) response of the material and EXAFS provided an explanation for that. Indeed,
by comparing the XAS spectra of Ga-K edge of the wires, and the Mn-K edge of
the samples prior and after the exposure to the plasma, it was evident that in the
first case the Fourier Transforms of the spectra were markedly different and this was
interpreted as caused to the presence of secondary phases induced by a deficiency
of N in the wires. The exposure the the plasma re-established the N content to the
stoichiometric value and the FT took the same shape as the Ga-K edge demonstrating
in this way the incorporation ofMn as substitutional of Ga (Fig. 13.2). A further study
based on XANES and anomalous X-ray Diffraction, demonstrated the substitutional
location of Cu in GaN NWs [17] and its 2+ valence state so permitting to explain
the FM response of the material. The substitutional site is not always successfully
achieved as shown in a further study by Guda et al. [18] where tiny (50–70 atoms)
metallic Cu clusters were detected in AlN nanorods. Doping of GaN is also discussed
in Chaps. 4 and 12.

The potentialities of the linear dichroic response of NWs have been exploited in
[19] by Han et al. about GaN/ZnO core-shell rods studied at the Ga-K edge. Indeed
the fact of having assemblies of well-aligned wires of noncubic structure (wurtzite
in the presented case) permits the distinct study of bonds parallel or perpendicular to
the preferred growth direction (usually the crystallographic c axis). Namely for the
wurtzite structure the first shell of the cation is composed of 4 anions in a tetrahedral
arrangement one ofwhich lies along the c axis. The contribution from this bond can be
significantly enhanced adopting a data collection with the beam polarization vector
parallel to the c axis and completely suppressed when setting the beam polarization
parallel to the surface. A similar situation happens for the second coordination shell
which consists of 12 cations, 6 lying on the growth plane (i.e. perpendicular to

http://dx.doi.org/10.1007/978-3-662-44362-0_4
http://dx.doi.org/10.1007/978-3-662-44362-0_12
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the c axis) and 3+3 atoms above and below this plane. The contribution of the 6
plane cations can be suppressed in the case of beam polarization perpendicular to
the surface. Using a double data collection (i.e. with the X-ray beam polarization
vector parallel or perpendicular to the wires c axis) the authors have revealed a
marked dichroism in the XANES part of the Ga-K edge spectrum similar to what
was observed in epitaxial thin fims [20] so demonstrating the high orientation degree
of the wires. Moreover, the study of the bonds revealed that the structure of GaN was
in that case a slightly distorted wurtzite with a distortion more evident on the Ga-Ga
bonds rather than on the Ga-N bonds.

Site selectivity can be achieved by using a combined approach between X-ray
absorption and diffraction, a technique that is known as DAFS (Diffraction Anom-
alous Fine Structure) [21]. This method is based on the analysis of the intensity of a
given diffraction peak as a function of the X-ray energy when crossing the absorp-
tion edge of an element of the crystal under study. If the planes responsible for the
diffraction peak contain this element the peak will exhibit modulations similar to
EXAFS. The modulation are predominantly linked to the real part of the scattering
coefficient (at difference of the standard EXAFS that is linked to the imaginary part)
and the quantitative analysis of these data is not straightforward. Nonetheless, this
technique has been applied in the analysis of the structure of AlGaN NW grown
on AlN via Molecular Beam Epitaxy (MBE) [22]. This technique is preferable to
VLS in the production of some semiconductor materials because it guarantees that
no pollution from external sources (i.e. the catalyst metal in VLS) goes into the
wires. In this case the problem to solve was, as Ga diffuses much faster than Al, to
find the real composition of the AlGaN wires. The analysis of the diffraction peaks
around the AlN and GaN (105) reflections reported the presence of two peaks at
(h,k,l) = (1.02, 0, 5.05) [A region] and (1.03, 0, 5.12) [B region] corresponding to
Ga-rich and and Al-rich zones. Successively, the intensity of these two peaks was
collected as a function of the X-ray energy around the Ga-K edge. The oscillating
signal was then analyzed with a formalism similar to that used for EXAFS and the
local geometrical parameters (relative to Ga atoms in each of the two zones) were
collected. Apart from the technical difficulty, this procedure permits to distinguish
the Ga sites in two crystallographic different regions that would instead be averaged
in a conventional XAS analysis. The result was that the B region contained 45% of
Al (estimated through the analysis of the number of second neighbors of Ga) and
corresponded to the wires whereas the A region was considerably depleted in Al
(≈10%).

Information on the electronic structure can be retrieved by the analysis of the
XANES spectra at the cation L I I I edges i.e. in the soft X-ray regime. A study by
Chiou et al. [23] reported on the comparison of the Ga-K and N-K edges XANES in
GaN wires and thin films. The modulations of the absorption coefficient were less
marked for the wires at the N-K edgewhereas theywere larger at the Ga-K edge. This
observation was interpreted as an increased amount of unoccupied Ga-4p states and
occupied N-2p states that led the authors to suggest an increased electron transfer
from Ga to N in wires with respect to thin films. A later paper by Pao et al. [24]
on a wider variety of wires (InN, GaN, AlN) confirmed the previous observations at
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the cation-K edge whereas the N-K XANES of wires appeared to be more similar to
those of thin-films. This was explained by as an increased localization of the cation
(free) p orbitals in the wires with respect to the thin films. XAS studies of III-N
semiconductors are also presented in Chaps. 3 and 12.

13.3 II–VI Wires

13.3.1 ZnO

13.3.1.1 ZnO and MgZnO

Zinc Oxide is a particularly interesting material due to peculiar properties that make
it interesting in optoelectronics [25] and sensors [26] among others. This is the reason
why a considerable number of papers have appeared on this material and in particular
on its nanowire form. By exploiting its luminescent properties it has been possible
to derive interesting results using the X-ray excited optical luminescence (XEOL)
technique. XEOL is a particular data collection technique [27, 28] which derives the
absorption coefficientμ from the optical luminescence yield that follows the absorp-
tion of an X-ray photon in particular materials. The photo- and Auger- electrons
emitted in each absorption event produce a shower of lower energy electrons (that
extends far from the X-ray absorbing atom depending on the emission energy) in
the conduction band that eventually decay in the valence band by emitting a photon
either directly or via impurity or defect intra-gap states. As the intensity of this signal
is proportional to the number of the initial (photo-, Auger-) electrons, this is in turn
proportional to the absorption coefficient and will contain the XAS signal related
to the neighboring absorbing centers. The site selectivity between luminescent and
non-luminescent species under investigation can be achieved provided that the two
families are sufficiently (≈10nm [27] at low X-ray energies) spatially separated.
In general to guarantee site selectivity analyses in the soft-Xray regime are to be
preferred as the lower photon energy generate more localized secondary excitation
showers. In practical terms, the data collection is realized by taking the optical emis-
sion from the sample with a lens focusing on an optic fiber or directly to the entrance
slit of a wavelength dispersive monochromator. Different portions of the emission
spectrumcan be thus used for the data collection.When using sub-micrometric beams
XEOLhas been demonstrated to be a useful tool also for imaging luminescent species
as shown in a recent study of Martinez-Criado et al. on nano-LEDs based on InGaN
wires [29].

Site-selective experiments have been successfully carried out as that reported in
[30] by Rosemberg et al. In this study the authors considered Mgx Zn1−x O core
shell wires of two types: type I were wurtzite wires with growing Mn content from
the center to the boundary, in type II wires a wurtzite pure ZnO core was surrounded
by a Rocksalt shell with a high Mg content. A first part of the study concerned the

http://dx.doi.org/10.1007/978-3-662-44362-0_3
http://dx.doi.org/10.1007/978-3-662-44362-0_12
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Fig. 13.3 Zn-LI I I edge XANES spectra collected in X-ray fluorescence yield (XFY) or XEOL
modes from [30]. Here two cases are compared: panel (a) ZnO wires (type-I) ; panel (b) ZnO wires
cladded byMgO.While XFY is equally sensitive to any Zn site (so providing averaged information
on all the Zn present in the material) different optical emission bands can be relative to different
environments for the metal. Indeed, collecting the XEOL data at two different emission bands (367
and 271nm), permitted in the type-II case to evidence the presence of two distinct sites for Zn. The
emission at 367nm is associated to the wurtzite whereas that at 271nm comes from the Rocksalt
ZnO phase. Reprinted with permission from [30] © 2007 American Chemical Society

time properties of the optical emission. In all samples the analysis of the optical
luminescence at low temperature evidenced a line at 367nm with a very fast decay
time (<1ns) originating from band-edge excitons. In type II samples a considerable
emission from other bands (250–350 and 450–700nm) was also found with a much
longer decay time attributed to defect states. Collecting the data with a fast (0–3ns)
gating1 permitted to completely eliminate the defect states signal from the type-II
samples. This shows how, in addition to the wavelength selection, also the separation
of the signal in the time domain can contribute to the selection of the emitting sites.
The analysis of the Zn-LI I I edge XANES (Fig. 13.3) provided striking structural
information: the type-I samples measured using the 367nm emission presented a
spectrum identical to that of the X-ray fluorescence Yield and coinciding to that of
wurtzite ZnO. On the contrary, the analysis of type-II samples revealed the wurtzite
structure collecting the 367nm emission and a spectrum typical of Rocksalt ZnO
when collecting the signal at 271nm. The band previously attributed to defect states
(due to the fact that it has a longer decay time) was then due to the Zn atoms in the
Mg rich region in the shell portion of these wires. Mg-K edge gave an interesting
complement to this analysis, exhibiting a spectrum typical of cubic MgO in the
X-ray fluorescence of 270nm optical luminescence spectra and no structure at all
in the faint 370nm band. This further demonstrates that, within the dimensions of
the wire, i.e. about 30nm, the excitation created on the Mg sites was not capable
to reach the Zn luminescent sites of the core part thus assuring the local character

1 This supposes the availability of a pulsed source as frequently encountered in 3rd generation
synchrotrons: in this case the X-ray pulses were 80 ps wide with a repetition time of 153 ns.
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of the information. The summary of this investigation is that, by using XEOL on
luminescent materials, the combined use of wavelength- and time- domains permits
the separation of signals related to different parts (and in turn different sites) of the
sample under investigation.

XAS can provide not only static properties of the system under study but also their
kinematical behavior. This is achieved by using time-resolved data collection either
using fast scanningmethods (Quick-EXAFS, [31]) or parallel acquisition (Dispersive
XAS, [32]). In the field of ZnO nanowires the fast scanning technique was used by
McPeak et al. to elucidate the process of ZnO NW formation during Chemical Bath
Deposition (CBD) [6]. In the particular process taken into account, the deposition of
ZnO wires originates from an aqueous solution of zinc nitrate and hexamethylenete-
tramine (HTMA). The nitrate provides Zn2+ ions to the solution whereas HTMA
decomposes in formaldeide and ammonia. The latter compound reacts with water
giving rise to ammonium plus hydroxide ions. Eventually the reaction between Zn2+
and OH− leads to ZnO + water. If this is a coarse description of the process, it could
be supposed that intermediate complexes, namely Zn-hydrates, Zn-HTMA or Zn-
ammine, could be formed during the ZnO deposition. A time-resolved XAS study
at the Zn-K edge could in principle evidence the formation of these intermediate
phases. In this study the authors have realized a reactor where ZnO could grow
by CBD on the walls of an X-ray transparent (Kapton) tube. The tube was inter-
nally coated with CdO in order to act as seed for the ZnO growth and was heated
in order to study the reaction at different temperatures (in this case 60 and 90 ◦C
were used). A fast scanning setup permitted to collect 100 eV wide XANES spectra
in about 1.5min over a total reaction period of 2 hours. In this way, the collected
spectra changed in a continuous way from Zn2+ in water (actually, [Zn(H2O)6]2+
complex) to ZnO (Fig. 13.4). Successively, the data were analyzed via the Princi-
pal Component Analysis (PCA) in order to reveal the phases that enter into play in
the formation of the various XANES spectra. PCA [33] is a particular data analysis
procedure that, based on the Single ValueDecomposition algorithm, permits to deter-
mine how many distinct components are present in the spectrum of a mixed phase
sample. Successively, by testing several model compounds likely to be those forming
the material under study, the actual components participating to the reaction can be
determined. By applying PCA to the time resolved spectra and testing a wide variety
of Zn2+ compounds the authors came to the conclusion that only [Zn(H2O)6]2+
and ZnO were present in the spectra with a relative ratio depending on the reaction
time. This gave a first answer to the problem investigated, i.e. the ZnO deposition
happens without any detectable intermediate phase. By reproducing the individual
spectra as linear combination of these two phases it has been possible to follow their
evolution with time: namely it has been possible to evidence an incubation time of
about 8min during which Zn remains as ion in the water. Successively ZnO starts
growing first at a high rate corresponding to a nucleation-and-growth process and
then, once the nucleation centers were saturated, as linear growth until all the metal
ions in the solution have reacted. The regimes of nucleation and linear growth change
with the concentration of Zn2+ in the solution.



13 Group III–V and II–VI Nanowires 277

Fig. 13.4 In situ time
resolved Zn-K edge XANES
spectra of ZnO nanowire
growth by the chemical bath
deposition process ([6]). Data
relative at the process carried
out at 90 and 60 ◦C are
shown. The inset presents the
indicator IND function of the
PCA analysis: having a
minimum at 2 components
this means that only these two
phases contribute to the
spectra in the time evolution.
These two phases are
identified as being hydrated
Zn2+ ions and wurtzite ZnO
with no further contribution.
Reprinted with permission
from [6] © 2010 American
Chemical Society

The effects of preparation routes on the optical properties of ZnO wires were
also studied by Chen et al. [34] in the case of pure hydrothermal growth or with the
addition of ammonia and polyethileneimine (PEI). The analysis of the EXAFS data
revealed to the authors the presence of interstitial Zn in the first case and interstitial
O in the second case and this had a considerable effect on the optical properties of
the wires.

Also in the case of ZnO the possibility of growing NW assemblies with a defined
orientation with respect to the surface (i.e. with the growth direction coinciding with
the c axis and perpendicular to the surface) has permitted polarized studies. In a first
investigation [35] the data collection with the incoming beam polarization vector
parallel and perpendicular to the surface permitted a detailed analysis on NWs of
different length, revealing an increased disorder in the shorter ZnO bond (parallel
to the c axis) for the shorter wires. A technically similar study [36] has permitted
to investigate ZnO wires heavily implanted with N+ ions and revealing a partial
substitution of O neighbors of Zn with N.

The effect of the morphology of the wires on their electronic structure has been
studied by Chiou et al. [37] in a series of ZnOwires of different sizes (d = 150nm×
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l = 600nm, d = 80nm× l = 540nm, d = 45nm× l = 260nm) studied byXANES
at the Zn-K and O-K edges. The study, based on the analysis of the features of the
XANES spectra, revealed an increased number of O-2p and Zn-4p free states upon
NWdimension reduction that was interpreted as due to the increase of electron states
at the surface. A following paper by Sipr et al. [38] showed, based on theoretical
XANES calculation of the surface and bulk Zn and O atoms, that surface effects
should rather lead to an opposite result, leaving then open the interpretation of the
origin for this phenomenon. The same procedure based on differences on theXANES
spectra was used by Chiou et al. [39] to correlate the occupation of O-2p and Zn
4s/3d unoccupied states to the dimension of the Au particle used to catalyze the wire
growth. H.M. Chen et al. used the difference of XANES under dark and illumination
condition to explain the improved behavior of ZnO nanowires sensitized by InP
nanodots [40] (see also Fig. 12.19 in Chap.12) or Au nanodots [41] in materials for
the photolysis of water.

A final example will be presented here based on the use of submicron sized X-
ray beams (see also Sect. 13.3.1.2). Scanning Transmission X-ray Microscopy has
permitted the study of the interface in complex structures consisting in ZnS ribbons
with ZnO rods stemming from them [42]. This study was conducted in the soft X-ray
region at the Zn-LI I I , S-K and O-K edges using a 30nm wide beam. In this energy
region the focusing was achieved via a zone plate. The difference in edge position
for the Zn-LI I I edge in ZnS and ZnO permitted to realize chemical sensitive images
in order to choose the regions of interest (ROI) where to collect XANES spectra.
These, were collected along the axis joining one of the rods with the ZnS substrate in
order to detect the possible variation of the local order around the components of the
system. An abrupt change from ZnS-like to ZnO-like pattern was detected at the Zn
edge meaning that the interface between the two phases was sharper than the beam
size. But it was possible to reconstruct the origin of the rods as initiating from the
(001) Zn-terminated faces of the ZnS ribbon. Also the position of the edge, recorded
along the passage from the sulphide to the oxide, exhibited a sharp increase with no
hint of an extended inter-diffused region.

13.3.1.2 Dopants in ZnO

The possibility of producing 1-dimensional semiconductors has brought the idea of
adding dopants for the realization of real devices. Apart from conventional electric
doping (i.e. done with non-isoelectronic dopants in order to add carriers in the con-
duction band, see also Chap.4) also magnetic doping has been explored in the last
years as already mentioned in Sect. 13.2 and as discussed in detail in Chaps. 14–16.
A widely studied magnetic dopant for ZnO is Co (see also Chaps. 5 and 16) and
the possibility of introducing it in wires opens several possibilities in 1-D devices
for spintronics and optoelectronics. With the advent of new achromatic focusing
devices for hard X-rays [43] a new era opened in the field of micro-XAS. Indeed,
achromaticity is a key issue for XAS as this technique requires a wide (at least
500eV, corresponding to a �E/E variation of ≈5% at 10keV) energy range that

http://dx.doi.org/10.1007/978-3-662-44362-0_12
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http://dx.doi.org/10.1007/978-3-662-44362-0_16
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Fig. 13.5 XANES spectra
collected in two different
points of a single nanowire of
ZnO doped with Co [5]. The
similarity between the two
datasets (Zn-K and Co-K
edge) demonstrate that Co
substitutes for Zn in the
matrix. Reprinted with
permission from [5] © 2011
American Chemical Society

cannot be covered with chromatic devices like Fresnel Lenses. The improvement of
the technology of mirrors and in particular of the Kirckpatrick-Baez geometry has
led to the demonstration of the possibility of collection of extended XAS data in
sub-μm regions [44] of semiconductor devices. These concepts have been applied in
a recent study on Co-doped ZnO NW [5] by Segura-Ruiz et al. In this investigation,
Co:ZnO wires (length ≈7µm, diameter ≈170nm) grown on Si by the VLS method
were doped by ion implantation of Co and analyzed with an X-ray sub-μm beam of
dimensions 0.1 × 0.1µm2. A suitable sample orientation stage permitted to place
a single wire in the beam and to choose its orientation relative to the beam polar-
ization. A first step of the investigation consisted in collecting X-ray fluorescence
maps of single wires that are capable to provide a quantitative determination of the
metal content in the material. Based on these maps 3 different spots in the wire were
chosen to carry out the data collection at the Co-K and Zn-K edges in the XANES
(see Fig. 13.5) and EXAFS regions. XANES data at the Zn-K edge were collected
with the polarization vector parallel and perpendicular to the wire axis and showed
a markedly dichroic signal. This, as already mentioned in the previous sections,
comes from the fact that the wires have a noncubic crystal lattice and in particular
the observed signals were typical of the wurtzite structure. Also The XANES data at
the Co-K edge exhibited linear dichroism and revealed a marked analogy with that of
Co:ZnO in thin film form [45] demonstrating in this way that Co was substitutional
for Zn in the wire. The edge position showed that the dopant had a 2+ valence state. A
detailed analysis of the EXAFS data at the Zn-K edge revealed structural parameters
typical of wurtzite, i.e. with no major distortions as it could be expected after Co ion
implantation. This shows that the annealing process that followed the implant was
really effective in recovering the crystal damage.

An analogous study was presented some years before by Yuhas et al. on Co and
Mn doped ZnO wires produced by solution-based synthesis [3]. In that case a part
of the investigation was carried out in the soft X-ray regime where smaller beams
(about 40nm sized) were available for microanalysis. Transmission images taken
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in difference mode (i.e. taken at two different energies above and below the dopant
LI I I edge) permitted to visualize the wires and to choose points where to collect the
XANES spectra. These spectra demonstrated that the dopant (both for Co and Mn)
was in the 2+ valence state and that a non octahedral O cage was present around the
metal. These findings are consistent with the presence of the dopant in the tetrahedral
sites of Zn. A more stringent test on the incorporation site of the doping metals came
from the analysis of the EXAFS spectra at the Co-K and Mn-K edges. In this case
information about the first (metal-O) and second (metal-Zn) coordination shells could
be retrieved in a quantitative form although on an extended spatial region because
the beam spot was in that case considerably larger (5*5 µm2) compared to the soft-
X ray measurement. The analysis showed that Co produces a small distortion of
the first shell with respect to the Zn site (+0.6%) whereas Mn alters considerably
this bonds (+3.5%): this was interpreted by the authors as the origin of the simpler
incorporation of Co in ZnO (well above 10 at %) compared to Mn (no more than
a few at %). The dilution of the dopants and their occupation of the substitutional
site was put in relation with the observed magnetic properties i.e. the spins of the
dopants placed in crystallographic positions align with those of the carriers giving
rise to weak ferromagnetism in addition to paramagnetism as frequently reported on
those samples by magnetic measurements.

These experiments are a demonstration thatwith the brilliant synchrotron radiation
sources available nowadays andwith the use of efficient focusing devices it is possible
to push XAS spectroscopy (both in the near edge and extended regions) below the
1µm limit opening the possibility of investigation of single microstructures like
quantum dots, wires, biological cells [46].

The study presented in [47] by Guda et al. presented a different approach to
determine the site of Mn in ZnO. The Mn-K edge XANES (rather than EXAFS as
commonly carried out) was fitted to a structural model following the original proce-
dure presented in [48]. The geometrical results were then compared to a structural
modeling simulation (Density Functional Theory) in order to correctly interpret the
experimental data. The comparison between the experiment and the theory confirmed
the substitutional occupation ofMn in the ZnO lattice and its 2+ valence state. Substi-
tutional occupation of TransitionMetals (TM) in ZnOwas found in further structural
results on Co ([49]), Fe ([50]), Mn ([51]) and Ni [52].

The behavior of Cu as a magnetic impurity for ZnONWs has been investigated by
Kataoka et al. in [53]. Here NWs obtained by vapor phase transport and of diameter
120–400nm and length 4µmwere investigated viaXANES at the Cu-LI I I edge. Two
distinct data collection schemes were used: Total Electron Yield (TEY) for surface
(estimated by the authors to be ≈5nm) analysis and Total Fluorescence Yield (TFY)
for the analysis of the bulk, with a depth sensitivity of about 100nm. A comparison
between X-ray Photoemission Spectroscopy data and XANES permitted to identify
a majority of Cu3+ ions in the surface of the NWs (XANES measured by TEY)
whereas the bulk (measured by TFY) contained a mixture of Cu2+/Cu3+ ions. X-ray
Magnetic Circular Dichroism data, taken in TEY and TFY modes, yielded different
results with a faint dichroic signal from surface Cu ions and a well detectable signal
from the TFYdata. This permitted the authors to state that the ferromagnetic response
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of Cu:ZnO NW comes from Cu ions in the bulk of the nanostructures where the FM
coupling is favored by the Cu2+-Cu3+ interaction. Doping of ZnO with Mn, Cu, and
Fe is also discussed in Chap.16.

The addition of dopants Co and Mg in ZnO was shown to increase the neg-
ative charge on O as shown by XANES at the O-K edge by Chiou et al. in
[54, 55]. In addition to magnetic issues arising from doping with Co, Mn, or Cu
several studies were devoted to attempts to change also the optical behavior of ZnO
wires. In particular, a series of works aimed to luminescent Rare-Earth doped ZnO
in order to study the incorporation site of the RE ion. However it has been recog-
nized by Huang et al. [56] that a number of critical issues dominate this field like
the considerable difference in ionic radius between Zn and some REs (Eu, Er) and
the fact that the ZnO exciton decays too rapidly to efficiently transfer its energy to
luminescent RE centers. A work on ZnO wires nominally doped with Eu [56] made
at the Zn-K and Eu-LI I I edges revealed that the structure of the wires is not changed
from the pure ones upon doping when observing the Zn edge. Looking to the Eu
edge it was evident that the spectrum was identical to that of the oxide Eu2O3 sug-
gesting that this phase can be formed as a surrounding shell of the wires. In reality
the Photoluminescence data exhibited a different line pattern in the Eu-ZnO wires
with respect to pure Eu2O3 thus supporting the idea of a tight interaction of these
two phases. X-ray diffraction carried out on the same samples presented no sign of
Europiumoxide and this shows the strength of a local technique likeXAS that permits
to obtain information on a minority phase whose diffraction signal lies buried below
that of the dominating ZnO. A further study on Er2O3-coated ZnO [57] presented
detailed High Resolution Transmission Electron Microscopy study demonstrating
the presence of a RE oxide around the wires. Also in this case the XAS spectrum at
the Er-LI I I edge resulted to be identical to powder Er2O3 supporting the model of
core(ZnO)-shell(Er2O3) for these systems and the difficulty of insertion of REs in
the crystalline lattice of ZnO NWs.

13.3.2 Other II–VI

In the field of II–VI further examples on the use of site selectiveXASusingXEOLcan
be found in [58] by Rosemberg et al. Here, ZnS nanoribbons exhibiting the wurtzite
structure (note: in the bulk form the stable phase of ZnS is zincblende) have been
analyzed at the Zn-LI I I edge by collecting the optical emission signals. These NWs,
obtained by the VLS method using Au as growth catalyst, exhibit a luminescence
spectrum characterized by 3 emission lines [59], one at 338nm originating from the
wurtzite structure, one at 430nm due to defects and one at 520nm related to AuZn
substitutional sites near the metal tip terminating the wire. Transmission Electron
Microscopy showed that the zone below the metal tip was of Zincblende structure.
XEOL spectra were collected by recording separately the emission from the three
lines and different spectra were obtained. In the first case (emission at 338nm) the
XEOL spectrum closely reproduced that collected in conventional X-ray Fluores-

http://dx.doi.org/10.1007/978-3-662-44362-0_16
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cence mode on the same sample as well as that of bulk wurtzite ZnS demonstrating
that this emission is related to this part of the wire (by far the spatially dominating
one even if this emission is minoritary in the total spectrum). More interesting are
the XEOL spectra collected using the 430 and 520nm emission lines: here the two
spectra are similar and different from the previous one. The pattern strongly resem-
bles that of Zincblende ZnS demonstrating that this emission comes from the highly
defective or Au-containing zones near the gold tip i.e. those identified by TEM as
Zincblende ZnS. Note that this phase has a negligible volume fraction with respect
to wurtzite but its strong luminescence and energy-resolved XEOL permits its detec-
tion and characterization. This is a further example where XEOL, in presence of two
spatially separated phases with different luminescence properties has made possible
a site selective analysis of the material. Again, it is worth to stress that spatial separa-
tion (as already noted in the case of core-shell Zn-Mg-O wires in Sect. 13.3.1.1) is a
crucial issue in XEOL as the electronic excitations extend by several nm around the
absorbing atom. The comparison between XEOL (full spectrum) and fluorescence
XAS at the S-K edge on the same samples [59] permitted to evidence the effect of
oxygen removal from the S atoms on the wire walls. Indeed, the Sulphur-K edge in
fluorescence mode presented a feature at 2482 eV (interpreted as due to the white
line in a zinc sulfate phase) that disappeared after annealing at 600 ◦C and the spec-
trum obtained in this way resulted to be identical to that collected with the optical
emission.

Zhou et al. [60] have exploited XEOL for the characterization of ZnS and CdS
nanoribbons grownviaVLSmethod.The analysis of the optical luminescence excited
with X-rays above the S-K edge in ZnS permitted to evidence a faint emission at
329nm coming from the band gap photoluminescence plus two lines at 494 and
523nm due to defects. CdS presented a main emission at 528nm due to the band
gap and a weaker emission at 445nm also due to defects. XANES spectra in Total
Electron Yield (TEY) mode were collected on the wires and on the bulk sulphides
whereas XEOL was collected only on the wires as no XEOL signal was detected
in the bulk material. For ZnS TEY and XEOL XANES of wires were similar to the
spectrum of the bulkwith the exception of a shoulder at 2484 eV in the TEY spectrum
of ribbons. As shown in the previous example this peak is due to S-O interactions and
disappears upon annealing. The difference between TEY (showing the S-O interac-
tions) and XEOL (more similar to the bulk powder) further confirms the possibility
of site selectivity of XEOL with respect to luminescent species. The analysis of CdS
presented instad deceiving results with a XEOL signal presenting no edge step upon
crossing the S-K edge. This is a phenomenon sometimes encountered in XEOL and
in this case it was interpreted by the authors as the fact that the luminescence is
originated by Cd rather than by S sites.

The possibility of producing well oriented arrays of NWs has permitted Aruguete
et al. to obtain a detailed description of the structure of colloidal CdSe wires [4].
In this investigation Se-K edge XAS was collected on arrays of oriented wires with
varying incidence angles between the wire main axis and the beam polarization. As
commonly encountered in NWs, also CdSe exhibits the wurtzite crystal arrangement
with the c axis coinciding with the growth direction of the structure. The use of a
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small (16*7 µm2) beam spot permitted the authors to carry out the investigation on
a well oriented domain of wires. Spectra were collected at several orientation angles
and the variations of the derived bond length value for the first (Se-Cd) and second
(Se-Se) shell were analyzed as a function of the angle. It was found that the first shell
bond was less anisotropic with respect to what was expected from the bulk structure
and that the second shell distance had a marked contraction of the distances along the
c axis (growth direction) with respect to those present on the a/b plane (the growth
plane). In order to understand this behavior a structural modeling based on Density
Functional Theory was carried out by relaxing the atomic positions of a model NW
of 2.4nm in diameter and then analyzing the angular behavior of the interatomic
distances averaged on the whole wire or in selected zones (core and surface). The
results of the DFTmodelization followed qualitatively the EXAFS results with a null
dependence of the first shell distance on the angle and a contraction of the second
shell distance along the growth direction. TheNWcore vs surface analysis of theDFT
calculated structure permitted to evidence how the principal source of the observed
anisotropy in the bond distances came from surface atoms. This example also shows
how the use of theoretical structural modeling can provide a fundamental support
for the interpretation of the XAS data. Further XAS studies of II–VI semiconductors
are also presented in Chaps. 3, 12, and 16.

Mn-doped ZnS is a widely used material for its electroluminescence properties.
For this material a great attention is devoted to the production in wire form. [61] by
Brieler et al. presented a study on the production ofMn:ZnSwires within the pores of
orderedmesoporous silica. Thismethodpermits the realization of arrays ofwireswith
a well defined order (hexagonal or cubic depending on the host matrix) in the growth
plane. XAS at the Mn-K edge was used in order to distinguish whether Mn remained
in a MnS phase or it was really incorporated in the ZnS matrix. The analysis of the
XANES and the bond parameters in the first and second shell permitted to confirm the
incorporation of the dopingmetal in thematrix. Substitutional siteswere also detected
byXAS inMn:ZnSparticles grownby solvothermalmethods in [62] byCao et al. that,
depending on the solvent used in the sample preparation, could either produce cubic
nanoparticles or wurtzite nanowires. Also ternary Zn0.99−x Mn0.01Cux S produced
by hydrothermal method as described in [63] reported substitutional occupancy for
Mn and Cu in the matrix. Doping of II–VI semiconductors is also discussed in
Chaps. 4, 12, and 16.

A detailed analysis of the XANES part of the X-ray Absorption spectrum was
used by Wu et al. [64] for the structural characterization of NiO nanowires grown
by a low temperature method. XANES collected at the Ni-K and O-K edges were
compared to the corresponding bulk forms ofNiO and to the theoretical calculation of
increasingly bigger clusters. The comparison yielded that the nanowire form retains
only a few features of the extended crystal demonstrating that the wires lack a long
range ordering and thus contain a considerable degree of disorder.
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13.4 Conclusion

In this section it has been shown how X-ray Absorption Spectroscopy can contribute
to the structural characterization of semiconductor nanowires. The local view of this
technique permits to easily determine the environment of dopants whereas additional
site selectivity can be obtained in certain cases by collecting XAS spectra using opti-
cal luminescence. The availability of polarized light and highly ordered NW arrays
has permitted in several cases a detailed structural characterization by exploiting the
linear dichroism of the absorption coefficient.

Focusing of X-rays in submicron spots represents at present a major frontier for
the analysis of materials and the advent of advanced instruments dedicated to this
issue [65] will boost research in this field. Also new techniques like time resolved
data collection in the ns regime based on the time structure of the synchrotron
[28, 66] will contribute improving the possibility of site selection. Further oppor-
tunities for time resolved studies will arise as soon as ultrafast (102 fs) X-ray Free
Electron Laser (X-FEL) sources will become available to the users community.
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Chapter 14
Magnetic Ions in Group IV Semiconductors

Roberto Gunnella

Abstract XAS experiments at the TM K-edge in semiconductors, will be employed
as a crucial technique to spread light not only on the mechanisms of the atomic substi-
tion, but also to investigate how the semiconductor surrounding the metal is perturbed
by the insertion of an extrinsic atomic species. Wherever nominal dilution of Mn is
obtained, such investigations put in light the physical constraints that must be con-
sidered to describe the electronic problem of the ferromagnetism on-set. Contrarily
to the case of the III-V group doped semiconductors the research field is still incom-
plete and many systems have not been dealt with yet in any details, possibly because
of more difficult realization and of a more controversial interpretation.

14.1 Introduction

One open problem in condensed matter physics is represented by the possibility of
mutual control of transport (by spin and charge) and ferromagnetic (FM) ordering in
electronic devices or spintronics devices [1]. In such devices, like spin-diodes and
spin field effect transistors, achievements would be non-volatility, increased process-
ing speed, decreased power consumption. Ferromagnetic semiconductors are known
since the 60s, like europium and chromium chalcogenides in rock salt (like EuO)
and spinel structures(like CdCr2S4) [2, 3]. However, difficulties in material prepa-
ration discouraged their use from the application point of view. Manganites (like
perovskite(La,Sr)MnO3), which show colossal magnetoresistance (CMR),are mag-
netic semiconductors, whose studies have been particularly rich over the recent years
[4] but there is still concern about their combination with semiconductor technol-
ogy used in nowadays devices. On a different basis, ferromagnetic ordering can be
achieved by the inclusion of suitable atomic doping (less than 10 %) of transition
metal (TM) in semiconductors (SCs) providing transport and ferromagnetism to the
pristine insulating and non-magnetic solid with ferromagnetism persisting up to RT.
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In such a way many problems related to spin injection at the interfaces would also
be minimized [5]. However recently most of the attention has been conveyed on
Mn doped III-V SCs [6, 7], with GaMnAs representing the undisputed prototype
example reaching a Curie Temperature (TC ) of 110 K [6]. Transition metal doping
of group III-V semiconductors is discussed in detail in Chap. 15. Another option is
represented by II-VI SCs [8] as reviewed in Chap. 16. With respect to the former
ones, II-VI group semiconductors (like CdMnTe), show high solubility but are quite
difficult to be doped (by both n and p type shallow impurities), while relatively weak
bonds make the practical applications more cumbersome. On the contrary difficul-
ties in dissolution of dopants in the III-V SCs could be at the origin of presence of
defects like anti-sites occupation responsible for lower performances. For instance
curing such defects led recently to rise the Curie temperature of GaMnAs from 110
to 170 K [9]. So far, compared to III-V group SCs, much less attention has been
devoted to TM doping of group-IV SCs, despite their leading technological role in
the nowadays electronic industry and their reduced complexity on the side of the
chemical environment (as the absence of AsGa anti-site defects to name one). The
main reason of this poor attention was the problem in obtaining a good quality of
the material. Renewed interest in IV-group SCs followed the refinement of non equi-
librium growth techniques like low temperature molecular beam epitaxy (LTMBE)
[10], laser ablation and ion implantation [11]. Park and coworkers discovered a Curie
temperature up to 120 K increasing with concentration in the case of Mnx Ge1−x al-
loy [10]. However, due to the very low solubility limit of Mn in Ge ( 1015 cm−3),
corresponding to an atomic percentage of about 0.2 × 10−6, i.e., several orders of
magnitude below the typical Mn concentration employed in the fabrication of MnGe
alloys, growth of homogeneous phases of diluted alloys is challenging. The magnetic
response of most of the Mnx Ge1−x alloys fabricated so far, is then probably due to
Mn-rich separated phases [12]. And only in few cases, a prove of a diluted magnetic
semiconductor (DMS), i.e., an efficient and homogeneous dilution of magnetic ac-
ceptor impurities in the semiconducting matrix, has been obtained [10, 13–15]. In
this review we shall report how XAS contributed to support many studies on the
local structures of Mn and other TM dopants. Many of these systems have been only
seldom studied by XAS spectroscopy because of difficult realization or because of
their small or zero magnetic response. On the other hand, it is beyond the scope of this
review, to deal with secondary phases of the DMS, sometimes deliberately prepared
sometimes obtained accidentally. Such secondary nanostructures could be important
to stabilize, otherwise highly metastable states showing higher Curie temperatures
and magnetoresistance [16].

14.2 Theoretical Background

When an isolated impurity is introduced in a crystalline host a variety of factors should
be considered as the atom’s valence state, the lattice relaxation, the many electron
effects and localization vs hybridization of electronic states. On these details will

http://dx.doi.org/10.1007/978-3-662-44362-0_15
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depend the possible acceptor/donor behavior and the resulting magnetic moment.
Isolated TM impurities can occupy a substitutional or interstitial site. In both cases
d states are splitted by the crystal field in three-fold (T2) and two-fold (E) states,
which interact differently with the ligand s-p orbitals. In the first case a bonding
(merged in the valence band) and an anti-bonding state (in the middle of the gap) are
formed. In the second case a non-bonding E state is also forming within the valence
band. This leads to a high spin ground state with exchange splitting much larger
than the crystal field. Differently, in case of an interstitial site occupation , E state
is strongly involved in the hybridization as the second nearest neighbors are octahe-
drally coordinated. From a band structure point of view a TM dopant in a IV-group
semiconductor is hybridized with valence host electrons. For instance, Cr, Mn, Fe
and Co have respectively six, seven , eight and nine valence electrons to hybridize.
When considering TM atoms from Cr to Fe the following electronic configurations
are expected: E2↑T 20↑,E2↑T 21↑,E2↑T 22↑ and E2↑T 23↑ with the result of a number of Bohr
magneton ranging from 2 to 5. About the semimetallic character, as it is clear from
Fig. 14.1 this is obtained only for Mn and Fe, with respectively 2 and 1 holes per TM
atom [17]. In this case an integer atomic magnetic moment should be obtained by the
TM atoms, while in case of insulating system non integer magnetic moment should
be observed. In this latter case the hybridization merges the states with valence band.
For instance, changing from C to Si and finally to Ge the hybridization will change
because of the different s-p ligand states energy with respect to the almost pinned
TM levels (internal reference rule [18]) with hybridization slightly dispersing them
into the gap. Very often extension of the unit cell is cumbersome from the calcu-
lation point of view to discriminate localization properties like activation energies
[19]. In particular starting from the calculation done for Cr, Mn and Fe in Si and
Ge by Weng and Dong [20]. We can see in Fig. 14.1 the occupation of the majority
and minority electron bands in Ge (upper panel) and Si (lower panel) respectively
from top to bottom, for 3 % of Cr, Mn and Fe. We can deduce that with respect to
Mn one T2g up electron is missing in Cr while in Fe one additional down state is
present, which can also be seen from the opening of the gap in spin-up channel in
the case of Cr and closure of the spin-down gap compared to that of the Mn in the
case of Fe. These changes of total DOS around the Fermi Edge in the spin-channels
will lead to different spin polarized conductivity in these systems according to their
interplay between carrier mobility and FM ordering of the local magnetic moment.
As shown in Fig. 14.1 the Mn in Ge leads to a semi-metal while Cr and Fe to semi-
conducting and metallic bands respectively. Better stabilization of the half-metalic
phase can be achieved in smaller lattice parameters solid (Si, SiC) using Cr instead
of Mn [21]. Though the electronic problem seems to be easily assessed, there is nev-
ertheless little knowledge about the basic atomic structure. To avoid such a problem
model Hamiltonian theories are likely to remain indispensable because, when ap-
plicable, they provide more transparent physical pictures of ferromagnetism and often
enable predictions of thermodynamic, transport, and other properties that are some-
times depending on material complexity, beyond the reach of ab initio theory tech-
niques. Nevertheless, the most popular Zener p-d mean-field theory [22] used so far,
especially in the III-V case, has been shown to strongly overestimate the magnetic
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Fig. 14.1 3d-DOS of spin up
and down electronic states of
Si (lower panel) and Ge
(upper panel) for 3 % doping
of (from top to bottom) Fe,
Mn and Cr. From [20]

ordering temperatures in case neither the thermal fluctuation nor the percolation ef-
fects are included [23]. Precise atomic structure are therefore fundamental as basis
of the ab initio total energy calculations. Recently ab initio calculations have been
performed by Stroppa et al. [24]: it was shown that Mn in both Si and Ge is at the
same time a source of holes as well as of localized magnetic moment equal to about
3μB . The electronic structure of MnGe alloys showed a half-metallic behavior and
an overall ferromagnetic (FM) coupling. A comparison among different TM’s as
dopants for Ge, revealed that Mn is indeed the best candidate, since it grants holes
that can mediate FM coupling as well as relatively high moments [25]. Surprisingly
enough a strong environmental effect occurs in practical situations: along specific
crystallographic directions, the values of the exchange constant depends on the rela-
tive distribution of the Mn atoms. Environmental effects were also recently reported
by Sato et al. in DMS via a cluster-embedding method [23]. Of course, these findings
imply that a careful prediction of the Curie ordering temperature requires an accurate
knowledge of the real distribution of the Mn atoms in the host matrix [17], and the
complete solution of the structural problem, especially in case of high concentration
DMS.
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14.3 Experimental Growth Techniques

Solubility limit of TM in IV-group (1015 cm−3) [26], corresponding to an atomic
percentage of about 0.2 × 10−6, is several orders of magnitude below the typical
Mn concentrations employed in the fabrication of MnGe alloys. Therefore growth
of homogeneous phases of diluted alloys is challenging, strongly enhanced by sur-
face effects like reconstruction, passivation and others giving rise to supersaturation.
The magnetic response of most of the alloys fabricated so far, is then probably due
to TM-rich separated phases. Formation of both metal-rich precipitates and the un-
intentional donor-like doping by occupation of interstitial sites [27], represent two
main limitations to overcome in the fabrication of a successful DMS. To limit the
importance of the above processes and at the same time to improve the solubility
of the metal impurities in the matrix, one can reduce even further the TM concen-
tration to about 1 % [28, 29]. However, if the main task is to increment the number
of magnetically active atoms, two ways can be pursued: (1) reduction of the growth
temperature possibly followed by postgrowth treatment; (2) introduction of energy
barriers against undesired reaction paths. There is no doubt that only the use of struc-
tural probes with chemical sensitivity, like XAS, can safely reveal the structure of
Mn diluted in the matrix even for very small percentage (less than 1 %) [30]. Growth
techniques for creating a slightly disordered but uniform doping of a IV group SC
by TM atoms must have the following three characteristics: (1) to work in out-of-
equilibrium thermodynamic conditions to hinder formation of spurious compounds;
(2) to be sufficiently precise to dose the exact amount of dopant resulting in the
highest Curie temperature achievable, as the increase the number of holes moves the
Fermi level, depleting the impurity bands and reducing the double exchange (p–d)
mechanism; (3) to avoid possible spurious and contamination contribution to the
weak FM signal. Among growth techniques Bridgman method [31] takes advantage
of physical vapor deposition from evaporated polycrystalline material on a seed crys-
tal or amorphous substrates. The elemental vapor is transferred by careful control
of the thermal gradient. Contamination could not be completely hindered from the
point of view of the crystal quality obtained. For instance, oxygen acts as getter of
TMs and should be avoided in DMS preparation. Molecular Beam Epitaxy (MBE)
[32] evaporates pure materials using ultra high vacuum (UHV) and liquid nitrogen
(LN) shrouded chambers [33, 34]. It allows a precise growth front control useful
in the fabrication of multilayered films or in the growth of codoped system. The
intrinsic advantage of MBE is the possibility to separate material growth rate from
the substrate temperatures, used to tune kinetics during out-of-equilibrium growth.
In such a way a more detailed investigation of metastability and spinodal decom-
position is possibly leading to the formation of nanostructured doped films [16].
Related to MBE is the solid phase epitaxy (SPE) technique where metal diffusion
after growth is controlled by thermal annealing of pre-deposited films. Similar re-
sults are achievable by metal-organic chemical vapor deposition [32], in this case fast
rates are obtained by the high substrate temperature to activate molecular pyrolysis.
Nevertheless isotropic growth rate enhancement is also obtained by means of radio
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frequencies fields or electric discharges. One interesting way to improve Mn dilution
in semiconductors is the growth of δ doped layers of TM [15], i.e., a non-equilibrium
growth of a fraction of monolayer of metal alternated with a semiconductor layer.
This method is used to fabricate digital layer (DL) alloys heterostructures, when
alloys with an high TM concentration are alternated with undoped SC layers. In such
DL heterostructures of III-V DMS grown at low temperatures a sizeable increase in
the Curie temperature (TC ) has been measured [35]. Effective magnetic doping has
been shown to increase if a codopant [36] is added to the main magnetic impurity.
Two different explanations are currently considered for this effect: (1) a resulting
increase in the hole number mediating the magnetism with higher Tc; (2) in [37] Mn
and n-type codopant (As, Sb and P) experienced electrostatic formation of dimers
stabilizing Mn atom in the substitutional site and codopant in interstitial site; in ad-
dition to a better substitutional incorporation the anti-ferromagnetic interaction is
minimized increasing the Mn–Mn first neighbour distance. Another technique able
to rise substantially the solubility limit and to avoid the precipitation of intermetallic
alloys, is the ion implantation, which in the case of the Ge DMS’s has been initially
investigated by Liu and coworkers [38] and more extensively in more recent works
[11, 30, 39–41] in Ge and in Si [42]. From these studies the coexistence of different
phases of alloy with intermetallic character, surrounded by extended regions with Mn
dilution was detected for implantation temperatures above 450 K. In order to reduce
intermetallic compound formation the implantation temperature was reduced to RT
or below [43]. Ion beam implantation using atomic beams of 100 keV is an ideal
way to prepare diluted TMs in semiconductors because of the possibility to keep
the lattice in conditions far from equilibrium. In this way homogeneous films are
obtained, because of the reduced kinetic of the host and doping species. In fact, for
Mn implantation in Ge at temperatures ranging from RT to 450 K [39, 44], an onset
of strong swelling and amorphization of the film with transformation to a spongelike
structure was observed, while a less defected structure was obtained below RT. The
main drawback of this method is the little deposition precision in the perpendicular
direction with a broad gaussian profile of the concentration of the implanted species.
Typical ion energy is in the range of 100 keV for Mn and fluences in the range of
1016 at/cm2. In order to reduce the inhomogeneity of the TM deposition effects like
channelling and damaged surface, orientation and postgrowth annealing are care-
fully chosen to improve the crystal quality. Laser ablation techniques can also lead
to DMS by using high purity targets and high vacuum [32]. In this case post-growth
annealing is necessary to achieve reasonable crystalline phases. Often laser flash an-
nealing [45] can give some advantages after growth/implantation. In fact short pulses
laser can locate the energy in very close range hindering the TM migration on a large
volume and the formation of spurious phases. By the simple knowledge of the ion
implantation energy a simple model can give the new dopant distribution after laser
annealing [46].
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14.4 Samples Characterization

The XAS experiments on DMS are performed at synchrotron radiation beamlines
within a photon range from 5,989 to 7,112 eV from Cr to Fe K-edge. L2,3 edges
(ranging around 650 eV) would also deserve to be studied but they are of more difficult
assessment, with more electronic states effects, and with little energy extension,
amounting to few eV’s. On one side such low kinetic energy electrons probe a
large portion of the sample around the Mn absorber, loosing sensitivity to the zone
perturbed by the dopant, the short range order, and bringing mainly the information
on the unoccupied localized d-states. About the experimental data collection, the
transmission collection mode during the XAS experiment cannot be used because
of the nature of diluted samples, as the absorbed radiation is far from the 10 %
of the available incident radiation. In this case the fluorescence signal or the total
electron yield is taken. Third generation sources are giving enough number of photons
(1011 ph/s) from bending magnet. In general the IO is measured by a gas ion chamber,
while the fluorescence is measured at liquid nitrogen temperature in order to minimize
thermal disorder, by hyperpure Ge detectors. Contrarily to K-edge, in the case of L2,3
edge sputtering of the superficial layer is necessary because of the lower penetration of
X-rays and the more surface sensitive detection mode. In case of implanted samples,
it could be necessary to remove defects produced by implantation, especially due to
porous and swelled surfaces, when the implantation is done between RT and 473 K. A
careful examination of the composition of the samples and their phases must precede
any kind of refined structural investigation.

For instance in Fig. 14.2a, reporting implantation of 100 kV Mn ions in Ge at
513 K, it is possible to determine, by sputtering controlled XPS, a region where low
concentration of dark Mn rich precipitates is accompanied by a large homogeneous
concentration of Mn. Such a condition could be even better observed in Fig. 14.2b
after annealing at 673 K. A much more inhomogeneous region laying below 60 nm
from the surface was due to the presence of Ge atoms freed after the impact with
Mn ions. In such a region, after bombardment mobility is risen by several orders
of magnitude and the formation of intermetallic crystallites is favored after thermal
annealing by the enhanced kinetics of interstitial atoms.

The L2,3 Mn edge of a sample implanted at 513 K and subsequently annealed at
673 K in UHV is shown in Fig. 14.3, after sputtering by a 2 kV Ar+ beam for 30 min.
In this way it was possible to remove a region of about 30 nm, corresponding,
according to Fig. 14.2 to expose a surface with the maximum Mn concentration
value as depicted in panel b) of Fig 14.2 [11] and a minimized number of localized
precipitates Mn5Ge3. Due to the high surface sensitivity of the L2,3 edge, in Fig. 14.3
there is a clear transition from a very disordered configuration to a more ordered one,
after the postgrowth treatment, due to the depletion of Ge atoms from interstitial
sites in the sub-surface region, and their migration to deeper lattice sites. It has been
proved, that such features are not due to oxidation effects, as it can be seen from the
oxygen signal in the inset of Fig. 14.3. Changes of the sample composition according
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Fig. 14.2 Cross sectional TEM images and close-up images of nanoclusters of MnGe ion implanted
alloy at temperature of 513 K. Panel a as-implanted sample. Lower left inset in panel a XRD
Bragg-Brentano plots of the ion implanted samples. Panel b sample after 673 K UHV annealing;
the corresponding XPS depth Mn concentration profile is superimposed to the TEM image. From
[40]

Fig. 14.3 Mn L2,3 XAS
spectra of ion implanted
MnGe as implanted (dashed
line) and after annealing at
400 ◦C (continuous). From
[47]

to Wu and coworkers [49], were due to the relevant presence of Mn dimers before
annealing. Same evidences were found in other EXAFS analysis [40].
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14.5 XANES and EXAFS of TM in IV-Group SCs

14.5.1 XANES

For a quantitative structural determination we limit this review to XAS at the TM
K edge, giving information on local geometry surrounding the doping metal. The
strategy to keep the concentration to the lowest levels as possible in order to avoid
interaction between two metal atoms, is not completely safe in case secondary inter-
metallic phases are formed. Low concentration alone (less than 1 %) is not a sufficient
condition to hinder intermetallic precipitation [50] and XAS can be more sensitive
than TEM in detecting such secondary phases. XAS studies at the near edge re-
gion (XANES) provides sensitivity to the coordination geometry and bond lengths
through a trial and error procedure of many possible geometries. As pointed out in
[48] and [40] for MnGe alloys (fabricated either by ion implantation or MBE), TM
K-edge XAS experiments allow to monitor: (i) occurrence of phase precipitation in
the DMS alloy of Mn into Mn-rich phases (like Mn5Ge3 crystalline or amorphous
clusters); (ii) formation of Mn–Mn dimers; (iii) discrimination between interstitial
and substitutional Mn in a Ge host; (iv) quantitative determination of the local order
character; (v) the dilution in the amorphous phase; (vi) the degree of elastic deforma-
tion of the first coordination shells around the dopant. The above information is of
utmost importance in determining the degree of dilution in the IV-group SC’s matrix.
As it can be seen by a theoretical calculation in Fig. 14.4 the Mn-K edge of a Mn
substitutional impurity in Ge shows several characteristic features. First, a pre-edge
peak at 6540 eV that can be assigned to a quadrupole s-d transition. Such a transition
is less prominent in Ge with respect to Si [42], where it occurs in the proximity of
the Fermi edge (see 3d DOS in Si:Mn Fig. 14.1). Other shape resonances at 6550,
6590 and 6620 eV are already present after the on-set of second shell coordination
of purely substitutional impurity as it can be observed in Fig. 14.4. Unfortunately, a
clearcut agreement to such a simple model is difficult to achieve experimentally in
most systems where a TM dopant is diluted in the host semiconductor matrix. If we
consider the experimental Mn-K edge in Ge from [51], we observe in Fig. 14.5 that
the samples grown by solid phase epitaxy at 473K (a) and with a nominal concen-
tration x=3 % by codeposition at high temperature (623 K) (b), are quite different
from those at the same concentration grown at lower T, respectively 523 and 433 K
(Fig. 14.5c and d). It is clearly shown that the transition of the alloy towards a Mn
rich phase occurs around 473 K, i.e. the solid phase epitaxy temperature. On the
contrary at 433 K (Fig. 14.5d) a very different spectrum is observed. In Fig. 14.6 re-
lationship between MBE and ion implanted samples grown at low temperatures can
be established. MBE samples grown at 343 K (spectra (i) and (ii)) at 3 and 6 % Mn
concentrations respectively were reported along with samples grown by implantation
at room and liquid nitrogen (LN) temperatures. In particular samples (ii) and (iii)
looked almost identical, prepared by RT ion implantation (followed by sputtering
and annealing at 673 K) and by MBE (T=343 K) respectively.
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Fig. 14.4 Shell by shell
multiple scattering
calculations of the Mn K-edge
in MnGe alloys within a
purely substitutional site
occupation model. From [48]
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Fig. 14.5 XAS spectra of Mn
1s fluorescence (normalized)
yield for: a Mn5Ge3 SPE
alloy; b Mn0.03Ge0.97 DMS
grown at 623 K; c
Mn0.03Ge0.97 DMS grown at
523 K; d Mn0.03Ge0.97 DMS
grown at 433 K. From [51]
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Fig. 14.6 Mn-K edge
XANES of MBE films grown
at 343 K at 3 % (i) and 6 % (ii)
concentration compared with
RT implanted samples after
sputtering and annealing (iii)
or sputtering without
annealing at 673 K
(iv). Spectrum (v) reports the
case of LN implanted sample
and (vi) the same sample after
annealing at 673 K.
Continuous lines represent
guides for the eye. From [48]

Thermal effects can be followed and singled out in spectra from Fig.14.6 (iv–vi).
A clear change in the spectra trend is visible showing that the RT implanted samples if
not annealed are equivalent to LN implanted samples. Moreover the LN implantated
samples are stable against annealing.

Additional information on the MnGe alloys structure could be obtained by means
of multiple scattering calculations of the XAS of selected models to be compared
to the experiments. Calculations were performed by means of a muffin-tin multiple
scattering approach, recently reviewed in [52]. Such calculations are based on a
suitable choice of a spherical cluster surrounding the absorbing atom and proper
convolution due to experimental and lifetime broadening amounting to 0.7 eV in this
case. Little influence of the Mn concentration on the XAS calculations was verified
for values ranging between 6 and 25 %. The calculations were performed for the
substitutional (S) and interstitial tetrahedral (T) sites occupation (see Fig. 14.7) of
the dopant Mn, while the hexagonal site occupation resulted to have structureless
absorption.

In Fig. 14.8 we plotted by symbols experimental data for spectra from (i) to
(v) and by continuous lines the theoretical XAS spectra according to the relevant
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Fig. 14.7 Left panel Stick and ball model of interstitial T and H occupation sites within the Ge
unit cell (left panel). The c axis is pointing towards the bottom. Right panel Stick and ball sketch
of Mn5Ge3 alloy

Fig. 14.8 Comparison of Mn
K -edge of selected samples
(from i to v) compared with
calculations of models related
to the following systems:
MnGe alloy, interstitial T and
substitutional Mn. From [48]
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Table 14.1 Coordination numbers and distances of different coordination shells for the three
occupation sites of interest

Site occupation N1, �1 N2, �2 N3, �3 N4, �4 N5, �5 N6, �6

Substitutional (S) 4, 2.44 12, 3.99 12, 4.68 6, 5.66 12, 6.16 24, 6.91

Int. hexagonal (H) 6, 2.34 8, 3.66 6, 4.63 9, 5.42 13, 6.11 6, 6.72

Int. tetrahedral (T) 4, 2.44 6, 2.82 12, 4.68 8, 4.89 12, 6.16 24, 6.31

Table 14.2 Coordination numbers and distances of different coordination shells for two inequiva-
lent Mn atoms of the Mn5Ge3 alloy

Mn type N1, �1 N2, �2 N3, �3 N4, �4 N5, �5

Mn1 Mn(2) , 2.53 Ge(6) , 2.54 Mn (6), 3.06 Mn(3), 4.14 Ge(3), 4.38

Mn2 Ge(2), 2.4 Ge(1), 2.6 Ge(2), 2.77 Mn(10), 3.02 Mn(2), 4.27

models. The calculations included the Mn5Ge3 alloy, the tetrahedral interstitial (T)
and the substitutional (S) occupation sites according to the shell parameters reported
in Tables 14.1 and 14.2.

As it can be seen from Fig. 14.8, the Mn5Ge3 alloy showed spectral features
at well defined energies: 6553 (A) , 6563 (B), 6575 (C) and 6596 (D) eV. In the
tetrahedral interstitial site case, intensity maxima at 6566 (E) and at 6596 (D) eV
were found. MBE samples grown at low temperatures or samples implanted at low
temperatures showed the main features at 6579 (F) and 6596 (D) eV.

From the comparison of calculations with spectrum (i) of Fig. 14.8 we found that
samples grown by MBE at 433 K or higher temperatures underwent a transition to
an intermetallic compound as shown by the agreement with the Mn5Ge3 alloy. In
a similar manner to what found for the III-V DMS [53], the low temperature MBE
grown MnGe samples (T=343 K) (Fig. 14.8 spectrum (ii)) showed a peculiar differ-
ence from the samples grown at 433K at the same concentration of x=3 % (spectrum
(i)). For instance, similarities with the theoretical calculations of Mn occupation in
interstitial T site in Fig. 14.8 were visible. In particular the resonance at 6566 eV (E)
is a quite peculiar fingerprint of the absorption for this latter occupation site. Within
the sensitivity of this qualitative analysis, a rather good agreement between the pure
substitutional model in Fig. 14.8 and the three spectra grown at lower temperatures,
namely, the LN implanted samples (spectrum (iii)), the after sputtering RT implanted
samples (spectrum (iv)), and the spectrum of the DL samples (Mn0.3Ge9)30 grown
at 433 K (v) was found. The only notable exception was the prominent peak at
6579 eV (F) which was not properly reproduced by the calculations. An attempt to re-
cover such a spectral feature (F) at 6579 eV with Mn–Mn scattering of near-neighbor
impurities in the substitutional model, or in general by increasing the number of Mn
absorbers per volume, was not successful. The reason was again the short range order
sensitivity of the XANES spectroscopy. A more realistic possibility was represented
by the in-plane uniaxial compressive strain induced by the growth on the oriented
substrate Ge(001). In this latter case, we reported in left panel of Fig. 14.9a) the
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Fig. 14.9 Left panel MS XAS calculations of substitutional Mn model at the Mn-K edge. Here
the first coordination shell is uniaxially stressed compressively as shown in the inset. Calculations
are reported for different strain values: 0, 4 and 12 % for (a), (b) and (c) respectively. From [48].
Right panel Mn K-edge XAS absorption data for Mn-Ge LN inplanted. The ordered (dashes) and
the disordered (solid) MS theory of the XAS are compared with the LN implanted experimental
spectrum (symbols). From [43]

calculation of the unstrained substitutional Mn XAS case, while in (b) and (c) the
spectra including an in-plane compressive strain giving rise to an elastic elongation
along the normal to the sample. Such an elongation amounted respectively to 4 and
12 % and corresponded to a [100] interplanar distance z change from 1.415 to 1.50 Å
and to 1.60 Å (see the sketch in left panel of Fig. 14.9). As a result the first Ge neigh-
bor distance reached the value of 2.56 Å while the coordination angle Ge− M̂n−Ge
was reduced to 102◦ from the nominal value of 109◦. One main consequence in the
XAS spectra was that the peak at 6,579 eV was enhanced because of this large local
strain.

Our intent here was to give a first order estimate of the local strain as supported
by the EXAFS determination of the first Mn-Ge distance close to 2.50 Å (see next
section). Such a parameter change would be difficult to be detected by XRD because
of the very local character of the deformation. For sake of completeness, the degree
structural disorder as the result of the implantation at low temperatures should be
considered. The Mn K-edge XAS spectrum of the Mn-Ge system under investiga-
tion is reported in right panel of Fig. 14.9 by empty circles. This XAS spectrum is
very similar to the amorphous MnGe evidenced by TEM [39]. This occurrence is
verified once the swelled amorphous Ge layer of the RT implanted alloy is removed
(Fig. 14.8iv) and the subsurface disordered Mn-implanted amorphous Ge layer is
measured with XAS. In this case XAS experiments allowed to rule out with high
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confidence the presence of interstitial occupation of Mn. Interstitials are very prone
to diffusion and cluster formation upon annealing of the samples [48] producing
notable changes in the XAS spectra under annealing, due to the formation of precip-
itated phases. Noteworthily, instead, the XAS spectrum of right panel of Fig. 14.9
remains totally unchanged upon annealing the sample even up to 400 C. Any de-
tectable trace of Mn-rich precipitates can be ruled out by analyzing this spectrum
either in the amorphous or crystalline phase; this occurrence would lead to very spe-
cific peaks in the XAS spectrum at the energies of 6,553, 6,563, 6,575, and 6,596 eV,
which are definitely absent in the spectrum of right panel of Fig. 14.9. Direct com-
parison of the two MS calculated spectra with the experimental one, clearly shows
that a better agreement is observed when passing from the crystalline diamond MS
spectrum to the disordered model named ST12 [54], where local distortion of the
tetrahedra is taken into account (solid curve in right panel of Fig. 14.9). The cal-
culated XAS spectra have been adjusted to the experimental one by normalization
of the jump of the cross section between 6,535 and 6,625 eV. The ST12 model is
still a crystalline phase, but in terms of short range nearest-neighbor pair distrib-
ution function, it very nicely mimics germanium in the amorphous phase [54]. It
has 12 atoms per unit cell and a space group with few symmetry operations. Un-
like diamond, the ST12 crystalline network exhibits seven- and five-fold atom rings
and a fairly broad distribution of configurations of bonds on neighbors atoms, sim-
ilar to a-Ge [54]. Simulations of a-Ge with such a distorted crystal phase model
allow to grasp most of the important properties of the real a-Ge system (see also
Chap. 7). As we can see the rise of a scattering resonance around 6,580 eV is consis-
tent with the experimental data, and certainly connected with our previous finding
of a strain component in the ordered structure seen in left panel of Fig. 14.9. Fur-
thermore this is in agreement with the 2 % positive strain of the lattice parameter
in the very similarly prepared a-Ge system of Ridgeway and coworkers [55] (Ge
implantation). It is far from obvious that the Ge amorphous structure obtained by ion
implantation is consistent with the one obtained in MD simulations. Though, this
can be tempered by right agreement with XANES spectra of the calculated ST12
model, the heat of formation of substitutional Mn at concentration close to experiment
(a few %) is quite lower in amorphous than in diamond Ge [43]. This finding, together
with the results obtained for the magnetic interactions between Mn’s, suggests that
an amorphous environment might favor incorporation of substitutional Mn impurity
and possibly results in a stronger ferromagnetic interaction with respect to a perfect
diamond-crystalline coordination.

14.5.2 EXAFS

The present alloys with sizeable structural and compositional disorder, showed neg-
ligible EXAFS signals from long distance shells and only few contributions from
closer shells are needed for a successful signal fitting. In particular, the occurrence
of precipitation of Mn5Ge3 crystallites was investigated by monitoring the bond

http://dx.doi.org/10.1007/978-3-662-44362-0_7
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Table 14.3 Fitting parameters (Average atomic distances and variances for the three nearest neigh-
bor Ge atoms in different structural configuration) (S, T and A) for differently grown samples

Substitution (S) Tetrahedral (T) Alloy (A)

Impl. LN + R(Å) 2.51(3)

ann 673K σ 2(Å2) 0.008(3)

Impl. RT + R(Å) 2.53(3) 2.75(3)

ann 673K σ 2(Å2) 0.011(3) 0.016(3)

Impl. 523K + R(Å) 2.48(3) 2.82(3)

ann 673K σ 2(Å2) 0.011(3) 0.011(3)

MBE R(Å) 2.52(3) 2.82(3)

343K σ 2(Å2) 0.011(3) 0.029(5)

MBE R(Å) 2.50(3) 2.87(3) 3.06(3)

433K σ 2(Å2) 0.009(3) 0.011(3)z 0.003(1)

MBE R(Å) 2.53(3) 2.81(3) 3.02(4)

523K σ 2(Å2) 0.006(3) 0.011(3) 0.003(1)

Mn5Ge3 R(Å) 2.50(3) 2.83(3) 3.02(4)

σ 2(Å2) 0.006(3) 0.013(3) 0.003(1)

(Mn0.3Ge9)30 R(Å) 2.52(3)

σ 2(Å2) 0.010(3)

length region between 2.0 and 3.8 Å around the Mn impurity. In such a range the
possibilities of substitutional (S), interstitial (both in the H or T coordination) and
alloy (A) occupation sites were represented by peculiar shell distances. In Table 14.1
the nearest and next nearest neighbors distances of the Mn atomic site for the three
cases of Mn site occupation (S, H and T) were reported, while in Table 14.2 the
mean distances and occupation numbers for the case of two independent Mn sites in
the Mn5Ge3 can be found. In fact the interstitial T short range region was different
from that of the pure substitutional because of a strong scattering shell (6 Ge atoms)
at 2.82 Å. Furthermore, a full occupation of the T sites would correspond to a 4:6
ratio of the first to second shell occupation numbers. An interstitial Mn in H site
would have respectively 6 and 8 Ge atoms at 2.35 and 3.66 Å respectively. Finally
an atomic shell at 4.7 Å with 12 Ge atoms was present in both cases of S and T in-
terstitial occupation. The EXAFS analysis was performed by means of the multiple
scattering ab initio GnXAS package [56]. Theoretical signals from atomic shells sur-
rounding the Mn absorber were considered to describe the experimental modulation
absorption coefficient. In the case of Mn a strong background component was given
by additional edges αexc(E) due to many-electron excitations [57]. A smooth and
monotonic background by two third-order spline functions was obtained by adding
a double electron excitation related to a KM shake-off (1s− > εp, 3s− > εs at
about 6637 eV). Such a double electron excitation was located about 95 eV above
the edge, close to the Fe 3s ionization energy (92 eV), as expected on the basis of the
Z+1 rule in X-ray absorption. From the above considerations, seven combinations
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MBE and implanted alloys of the present study. Right panel Comparison between theoretical and
experimental Fourier Transform of EXAFS χ(k) functions. From [48]

of EXAFS signals were used to represent the data, namely six two-body γ and one
three-body η signals to describe the short range order around a single Mn atom [56].
A single three-body signal (η1) was used to describe the triangle Mn-Ge-Ge with
the two Ge atoms at 2.45 Å and an angle of about 109◦ between them. The latter
signal included the most important among the multiple scattering contributions and
a long bond scattering from the shell of 12 Ge atoms at 4.0 Å. In the interstitial T
case it was difficult to resolve the scattering from the shell at 2.82 Å from that of the
Mn–Mn distance in the Mn5Ge3 alloy (an average of 8 Mn atoms at 3.04 Å) [25]. It
was nevertheless observed that splitting of the Mn–Mn signal in two close shells at
such a distance, turned out to be crucial to obtain the right value of 8.4 Mn scatterers
in second shell of Mn5Ge3. Such a value was usually underestimated when only a
single shell distance was used in the multiparametric fit [40]. Using the above pro-
cedure we obtained the results reported in Table 14.3 for the main parameters of the
signals considered (average atomic distances and their variances). A controversial
aspect of the whole analysis was the value of the nearest neighbor (NN) distance in
the substitutional and in the interstitial case which should also be in relation with the
possible strain effects induced by the substrates, as outlined in the previous section.
In local density approximation (LDA) Mn NN distance in interstitial T occupation
was found to be larger than the Ge-Ge NN distance (2.45 Å) in bulk Ge. On the
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Fig. 14.11 Summary of shell
occupation numbers obtained
by EXAFS. From a to c we
observe the occupation
numbers of the alloy (NA) the
interstitial hexagonal (NH )
Mn and the interstitial
tetrahedral (NT ) Mn. From
[48]
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contrary, it was found to be smaller in the case of substitutional Mn atoms [25].
In the present EXAFS analysis we observed an extended Ge–Mn bond length with
respect to bulk Ge, in agreement with a similar study about III-V semiconductors
[58]. Such discrepancies were not completely unexpected in LDA of small band
gap semiconductors and a further improvement in the theoretical approach, possibly
including correlation due to the d-state localization of Mn valence electrons has been
proposed [59]. In left panel of Fig. 14.10, the theoretical EXAFS curves compared
to the normalized experimental absorption were reported. Such a set of data showed
how, in the case of MBE samples, the amplitude of the χ(k) oscillations increased
with the growth temperature indicating that the number and/or the configurational
order of scatterers around the Mn absorber increased with the temperature. More-
over a sizeable interference between two main signals was observed, while only a
single main signal was dominant in samples grown at low temperatures. Different is
the case for the implanted samples where only limited degrees of freedom are left
to atoms migration even after thermal annealings. In right panel of Fig. 14.10 the
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corresponding Fourier transforms of the EXAFS spectra of Fig. 14.10 were reported,
clearly indicating that the low temperature implanted and the digital alloy samples
were intrinsically less affected by strong signals from shells around 3.0 Å when the
high temperature formation of the alloy occurred. A complete comparison between
the two different classes of samples ( implanted versus MBE) must take into consid-
eration possible differences in the Mn concentration. We believe that this difference
cannot affect our analysis as the Mn distribution in the implanted samples is very
well centered around the value of x= 4 ± 1 %. To support this view we also found
that EXAFS data were more influenced by the temperature and by the growth process
rather than by the Mn concentration, showing also at very low concentrations the
same EXAFS signatures of precipitation of more concentrated samples at similar
growth temperatures. The results of the EXAFS data analysis were reported in Ta-
ble 14.3 and for the occupation numbers in form of diagram in Fig. 14.11. In panel
a) of Fig. 14.11 the occupation of the alloy (A) site (NA) was reported to rapidly
increase in the case of MBE samples, while the hexagonal contribution (NH ) (panel
b) to the interstitial site appeared to be negligible . A clear combination of A and T
sites was seen to occur at higher temperature growth by looking at the panel c). The
latter observation barred out the occurrence of the simultaneous occupation of the
interstitial T and H sites, with their characteristic distance of 3.06 Å able to explain
the frequent EXAFS observation of the main alloy Mn–Mn distance (see Fig. 14.7)
detected also at low Mn (less than 3 %) concentration. Indeed, in the MBE growth
samples and to a lower extent in implanted samples, the content of alloy compo-
nent (NA in panel a) was accompanied by a correspondent presence of interstitial
tetrahedral site occupation (NT ) (panel c) independently of the growth temperature.
By reducing the growth temperature in MBE samples only the NA is reduced with
respect to NT . In the case of implanted samples both the occupations numbers NA

and NT remained well below the 30 % of the nominal value, indicating the formation
of an almost pure substitutional occupation, but with some degree of disorder, as
observed from the EXAFS signal. In particular the implanted sample at 80 K showed
remarkable single phase and thermal stability. A possible interpretation of these data
is that tetrahedral interstitial occupation is the precursor phase of the alloy and the
failure in occupation of such interstitial sites hindered the alloy formation. MBE
samples grown at 343 K did not turn completely to alloy and showed mostly Mn in
tetrahedral interstitial site. A second relevant case is given by the MBE DL alloy
samples (Mn0.3Ge9)30 grown at 433 K. In this case the EXAFS analysis showed the
least amount of alloy (NA = 1.2) amounting to about one fourth of the contribution
found in the MBE samples at the same temperature, and a negligible tetrahedral
interstitial site occupation. From this evidence we can estimate that the DL alloys
did not simply rise the temperature threshold for the alloy transformation but rise a
potential barrier against the interstitial tetrahedral occupation. DL alloys are clearly
metastable structures as it can be observed from the abrupt change in phase com-
position as the growth temperature is slightly increased to T > 433 K [50]. It must
be noted that clusters of neighboring substitutional and interstitial sites have been
demonstrated to be more stable than clusters of pure substitutional sites in the case
of Mn in GaAs [60] though a correspondent experimental confirmation is lacking.



308 R. Gunnella

Moreover, the experimental data presented here, and in particular the fact that the
alloy formation began from the occupation of interstitial sites, were supported by
the observations presented in [61] for MnGe. In that study one of the tetrahedra
composing the Ge3 Mn5 structure was identified as being the building block of the
GeMn nanocolumnar structures. It can be shown that the base of this tetrahedron,
containing distances Ge–Mn=2.50 and Mn–Mn=2.80, can be reproduced in the
Ge structure by occupying a T site (center of the cube) and a S site (center of a face)
with Mn atoms. Finally it is worth to comment about the amorphous structure on
the determined value of the Mn–Ge nearest-neighbor distance 2.51 Å. This is the
typical Mn–Ge coordination distance for Mn diluted in a host Ge matrix [48] This
value is about 2 % larger than the Ge-Ge coordination distance in crystalline Ge
(c-Ge), and this mismatch is a sign of the difficulty of Mn dilution in the Ge matrix.
On the other hand, once Ge is amorphized (by Ge ion implantation), as reported
by Ridgeway et al. [55], there is a clear trend (with the ion fluence) to the increase
of the Ge-Ge nearest- neighbor distance toward 2.47 Å. This indicates the presence
in the Ge matrix of point defects, i.e., threefold (T3) and fivefold (T5) coordinated
atoms. Noteworthily, such defects are characterized by a nearest-neighbor distance
of 2.52 and 2.57 Å, respectively [62]. Accordingly we suggest that Mn atoms are
most likely accommodated in T3 and T5 sites. The fact that the average number of
nearest neighbors as determined by the EXAFS analysis of right panel of Fig. 14.9 is
about 4.0 is because the five-fold coordinated Mn likely occurs with the same prob-
ability as the three-fold one, as in [55]. Finally we note that the direct observation
in our case of a 2 % strain of the lattice parameter, together with a similar finding
for the Ge–Ge distance in the very similarly prepared a-Ge system of Ridgeway et
al [55] are perfectly in line with the determination of a 2.0 % density decrease of
Ge implanted Ge at LN. To further support this point we also note that the Fourier
transform (FT) of sample grown at the LN temperature (right panel of Fig. 14.10) is
very similar to the FT of amorphized Ge (EXAFS experiments) obtained by LN im-
plantation of Ge into Ge by Ridgeway et al. [55]. Thus this evidence also indicates,
from a microscopic point of view, that the host Ge matrix in our Mn–Ge system
is amorphous and because of this character a RT ferromagnetic signal was clearly
detected. Furthermore codoping by As in such structures seems to be an efficient
way to increase the number of Mn active magnetic moments [63]. Scarce examples
of similar studies for systems different from Mn in Ge are present in literature. Soo
et al. [64] performed investigation on magnetically doped (Mn and Cr) amorphous
silicon prepared by deposition on glass and hydrogenation. In this way single shell of
Si around Mn and Cr were formed with a surprising high concentration (about 20 %)
keeping the sample free of metallic inclusions. Quite surprisingly with respect to the
elecronic band structure of the Si showing metallicity in case of Mn, here the latter
dopant reach good ferromagnetic properties because of the lack of antiferromagnetic
contributions, indicating that electronic calculation of bulk system are inadequate
to explain ferromagnetism in disordered systems [43]. In hydrogenated a-Si:Mn, Cr
the number of nearest neighbors is clearly larger than 4 because of the larger vol-
ume available to include TM atoms and one or two additional Si atoms around the
dopants should be reasonable. Here a single shell analysis did not detect any inter-
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stitial contribution. This is reasonable as tetrahedral and hexagonal interstitials in
the crystalline Si that can complicate the EXAFS analysis simply do not exist in the
amorphous Si structure which is basically comprised of continuous random network
of tetrahedrally bonded Si atoms in the short-range order regime. In another study of
implanted Si with Mn in fact [42], similar result to those of implanted Ge reported
here were found, pointing to a natural hindering of occupation of interstitial sites
also in the case of less amorphous structures. In that case the XANES region is, nev-
ertheless a clearcut indicator that Mn-Si phases are formed, as the authors describe
by using several models of alloy. The inclusion of TM in amorphous carbon, and
diamond like carbon is a natural extension of the present work. If we consider the
possibility that p-d hybridization can increase with the reduced host semiconductor
bond length, rising the Curie Temperature of the system. It is in any case crucial the
amount of space to be left to the TM dopant in order to change its properties from
the magnetic or electric point of view. In recent works, Hsu and coworkers [65] and
Colón- Santana and coworkers [66] reported quite different results (dilution without
cluster formation of intermetallic compounds in the former case) probably due to
the characteristic of the disordered alloy, in particular the amount of sp3/sp2 bond
ratio, which deserves right attention especially from the point of view of theoretical
simulations.

14.6 Conclusions

In conclusion the path to an efficient magnetic dopant incorporation in Ge and other
IV-group SCs is still far from being considered well established due to the difficulties
to obtain a unique way of operation. Among many proposed systems and techniques,
uncertainty between real effectiveness and spurious effects is large. Until the best
choice, overcoming by far all the other proposed systems, will not be achieved, we
believe that only a comparative method on a large set of samples, prepared in different
ways to single out the peculiarites of any experiment, and analysed under the same
methodology could help to draw the line of reseach towards the best conditions
for a succesful comprehension of the magnetic doping of semiconductors. Such
experimental procedure could be of founding importance for dedicated total energy
calculations based on a specific set of structural parameters, to identify stable systems
and ferromagnetic response. For what is specifically related to the present study,
possible future studies with the use of codoping and refinement of flash annealing
technique of implanted samples [63] would represent a nice completion of the data
reported here, also at the light of their apparent substantial improvement of the
magnetic response obtained, will be fundamental to give a unifying picture of the
complex physical behavior of these new functionalities.
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Chapter 15
Magnetic Ions in Group III–V Semiconductors

Krystyna Lawniczak-Jablonska

The hope that the exploitation of the electron spin in the conventional semiconductor
technology will improve electronic devices stimulates the interest in physics of mag-
netic ions immersed in semiconducting matrix. Short introduction will be given to
present the concept of diluted magnetic semiconductors (DMS) and the overview
of the recent achievements in theory as well as in growing and characterization of
III–V DMS with the highest Curie temperature. The particular attention was given
to underline the unique information provided by XAS and X ray magnetic circular
dichroism.

15.1 Introduction

The magnetic semiconductors have attracted considerable attention due to the
expectation that manipulation of the electron spin, as an alternative to manipulation
of the electron charge, can be used for the storage of information in semiconducting
devices. This expectation initiated the so called spin electronics or spintronics. The
pioneering work on the spintronics in semiconductors was performed already in the
early 1970s in the Institute of Physics, Polish Academy of Sciences, in Warsaw,
Poland. The technological and experimental work by Galazka [1] showed the giant
energetic splitting of the spin electron band in the presence of magnetic field in Mn
doped crystal of semiconductors. The effect of ferromagnetism induced by carriers,
so important for spintronics, was also first reported by scientists from that institute
in [2]. Nevertheless, the world wide interest in magnetic semiconductors began at
the end of 1990s when Ohno from Tohoku University in Sendai reported the ferro-
magnetic properties of III–V classical semiconductors doped by Mn (InMnAs and
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GaMnAs) in [3, 4]. The search for the ferromagnetic semiconductors with the Curie
temperature (TC) close to room temperature dominates the spintronics studies until
now. Very important theoretical work by Dietl et al. [5] from the Warsaw Institute of
Physics predicting the Curie temperature for many semiconductors doped by transi-
tion metals (TM) is still an inspiration for the technological work to achieve the room
temperature magnetic semiconductor. In spite of the effort of many technologists and
scientists, till now the magnetic semiconductors with uniformly distributed magnetic
ions do not exhibit ferromagnetic properties at room temperature, therefore the gran-
ularmaterials are nowunder increasing interest. In thesematerials the nanoinclusions
of ferromagnetic phases are incorporated into semiconductors matrix. It was recently
shown that such materials can be used in constructions of new electronic devices.
In all cases the location of TM ions in the host matrix is crucial for the magnetic
properties.

15.2 Origin of the Magnetism in Semiconductors

Several different approaches are known for describing the possible origin of the
observed magnetism in general and particularly magnetism in semiconductors (see
also Chap.14).

Magnetism in (III, TM)Vand other semiconductorsmatrices originates frommag-
netic ions local moments. However, the problem of the mechanism of the magnetic
ordering is more complex and still subject of discussion. There is no useful theory
of magnetism which can be applied to all materials. Particular magnetic properties
are always the interplay between the electronic spin degree of freedom, the repulsive
Coulomb interaction between electrons and fermionic quantum statistic of electrons.
To describe the dependence of the energy of the system on the relative orientation
of magnetic ions moments, an exchange interaction was introduced. Several types
of qualitative effects that lead to exchange interactions has been identified when
considering magnetic order in (III, TM)V DMS. The applicability of each and the
relative importance of different effects depends on the TM kind and doping regime,
and on the host semiconductor. In the literature describing the magnetic properties
in semiconductors, the following exchange interactions are considered.

Stoner’s itinerant exchange where the carriers of the magnetism are electrons
with unsaturated spins in the d-band defined in [6]. This model emphasizes the “free”
nature of electrons in the solid and includes the periodicity of the lattice in the wave
function. Electron bands can spontaneously split into up and down spins if the relative
gain of the energy in exchange interaction is larger than the loss in kinetic energy.
According to fermionic quantum statistic of electrons, two electrons cannot be in
the same location at the same time and have spins in the same direction. In the case
of transition metals with the increasing temperature electrons behave like they have
local moments rather than an itinerant character.

For describing the exchange interaction between local moments several models
have been introduced:

http://dx.doi.org/10.1007/978-3-662-44362-0_14
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Heisenberg’s direct exchange model described in [6] is stressing the “bound” or
highly localized nature of the electrons by treating the solid as a collection of atoms
and introducing the “direct exchange” parameter. The simple Heisenberg approach
considers each pair of atoms as similar to a hydrogen molecule, i.e., each atom is
thought to have a single 3d electronwhich interactswith its neighbor and the dominant
interaction for producing ferromagnetism in the solid is considered to arise from a
superposition of this two-electron interactions.

Kramers’s superexchange (or Kramers–Anderson superexchange) interaction
defined in [7, 8] applies to local moments that are separated by a nonmagnetic atom.
In (III, Mn)V materials, superexchange gives an antiferromagnetic contribution to
the interaction betweenMnmoments located on neighboring cation sites. An electron
from the nonmagnetic atom can interact with an empty shell of the magnetic atom
and with electrons forming its local moment. As a result, the nonmagnetic atom is
polarized and coupled through a direct exchange with all its magnetic neighbors.
However, there is no charge transfer.

Zener’s double-exchange mechanism introduced in [9] also assumes the involve-
ment of an intermediate nonmagnetic atom. In superexchange, the electrons do not
actually move between two magnetic ions. In double exchange, the electrons actu-
ally move between the positive ions via the intermediate ligand what results in the
material displaying magnetic exchange coupling as well as metallic conductivity. To
meet the Hund rule, and to increase the probability of hopping, electrons in mag-
netic shells of both ions need to have the same spin. Then, the wave function of the
hopping electron extends in the space between the two ions, and thus the kinetic
energy of the system decrease. Exchange couples magnetic moments ferromagnet-
ically. This model is valid only in the weak coupling limit but it should be kept in
mind that going from antimonides to nitrides the p-d hybridization increases. There-
fore, double exchange mechanism dominates e.g. for transition metal impurity in a
wide band gap semiconductors (Mn or Cr in GaN). The stabilization of the ferro-
magnetic state arises from the width of the impurity band. Zener’s kinetic-exchange
(or indirect-exchange interaction) described in [10] assumes that coupling between
moments of d- or f-shell, is mediated by s- or p-band itinerant carriers. Interaction
occurs with the band electrons on the same site (ferromagnetic interaction) or is due
to hybridization between the local moments and band electrons on neighboring sites
(antiferromagnetic interaction).

Double exchange andkinetic p–d exchange are the extreme cases of amore general
type of interaction, where both mechanisms can occur simultaneously.

The double exchange is considered as the dominating mechanism for ferromag-
netism in wide-band-gap semiconductors such as GaN. In this semiconductor the
atomic p levels of N are located at very low energy, leading to deep-lying p valence
bands and a large band gap. When this material is doped with the TM, the d states
form impurity bands in this wide gap. Consequently, double exchange is very strong
and short ranged. The opposite behavior occurs for relatively narrow-band DMSs
such as GaMnAs and GaMnSb. For these semiconductors the atomic p levels are
located at higher energy, leading to narrower band gaps and, when doped with TM,
the majority d state is centered in the lower region of the valence p band. This leads
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to increased importance of Zener’s p-d exchange, which is relatively weak but longer
ranged.

Superexchange is claimed to be the dominant antiferromagnetic interaction, lead-
ing to the disordered local moment phase of DMSs. This interaction is also rather
strong and essentially restricted to the nearest neighbors. It is the largest when the
Fermi level falls in the gap between the majority and minority states of impurities.
If EF lies in an impurity band, it competes with the ferromagnetic double exchange.

The considerable theoretical progress has been made in the understanding of the
properties of ferromagnetic semiconductor materials both bulk and low dimensional.
The presented main results of the many theoretical studies are taken mostly from the
excellent overviews published recently by Sato et al. [12] and Jungwirth et al. [13].
As the main interest in these materials is to get the Curie temperature (TC) above
room temperature, we will concentrate on the methods providing the TC for this class
of materials.

Over the years, the model of Zener’s theory of ferromagnetism with kinetics
exchange interaction (p-d exchange) was established (e.g. in [5]) and is the most
frequently referred when describing the nature of magnetism in semiconductors.
This theory considers a coupling between carrier spins and local atomic moments of
magnetic impurities and provides an estimate of the ordering temperatures of several
III–V DMS materials. Dietl et al. [5] motivated many experimentalists for growing
the appropriate materials and, after several years of experimental work, it turned out
that Curie temperature predicted by this theory was strongly overestimated since it
did not consider thermal fluctuations and disorder (percolations).

Calculations based on density-functional theory (DFT) are more precise and a
number of results were reported in the literature (see review by Zunger [14]). The
implementation of the local force theory for magnetic exchange in [15, 16] provided
a lot of useful information about interatomic exchange interaction. Moreover, the
existence of coupling between magnetism and defect concentration was revealed. In
the Zener’s kinetic exchange approach for the DMS materials in [5] interaction is
long ranged and has no angular component. The exchange interaction suggested by
DFT is much shorter ranged and reflects the orbital character of the atoms in the host
lattice. This implies that the magnetic properties of DMS materials are influenced
by magnetic percolation (disorder effects).

Calculation of TC applying DFT to the system under consideration usually
involves two steps. First, the DFT and related methods are used to calculate the
ground-state properties and in addition the exchange coupling constants (exchange
integrals). In the second step, the thermal properties are evaluated using statistical
methods for the Heisenberg model. To estimate the TC and other thermal properties
for most of applications, the mean-field approximation (MFA) is used. An impor-
tant advantage of the MFA is that it provides simple understanding of the principal
exchange mechanisms. An essential disadvantage of theMFA is its limited accuracy.
The very informative example of the practical results of mean-field calculations pre-
sented in [17] is the dependence of the TC on the magnetic ions concentration c
(Fig. 15.1) of GaMnN, GaMnP, GaMnAs, and GaMnSb. It can be noticed that the
increase ofMFA TC with c becomes less pronounced when going fromGaN to GaSb.
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Fig. 15.1 MFA calculations
of TC for GaMnN, GaMnP,
GaMnAs, and GaMnSb as a
function of Mn concentration.
From Sato et al. [17]

This can be explained by a systematic change in the dominant exchange mechanism,
with double exchange dominating for GaMnN, GaMnP and p-d exchange deter-
mining the behavior of GaMnSb, while for GaMnAs both mechanisms should be
considered.

The carrier doping effects onmagnetic properties of the abovementionedmaterials
have been investigated in [18] applying alsoMFA.TheMFAdoes not give an accurate
prediction of TC, but the qualitative relation can be obtained. TheMFA TC of GaMnN
is increased significantly by additional hole doping and has a maximum value at
4%. In the case of GaMnAs, the hole doping does not affect significantly values of
MFA TC.

The discussedMFA treats the disorder in an approximate ad hoc fashion. Discard-
ing the MFA resulted in the decrease of the calculated Curie temperature, and good
agreement between theory and observations was obtained (e.g. in [19]). Neverthe-
less, results obtained from DFT depend on the quality of the effective potential. An
extensive review of the results from different approximations for this potential can be
found, e.g. [12]. Several examples, how the choice of effective potential influences
the calculated properties, are also discussed there.

The main difference between theoretical methods used to handle the problem of
magnetism in semiconductors is the choice of solution for two problems, namely,
the spin fluctuation problem and the treatment of the substitutional disorder. For the
spin fluctuation problem, the discussed above MFA and for more precise calcula-
tion the self-consistent local random phases approximation (SC-LRPA) and Monte
Carlo (MC) simulation are frequently used. For the disorder treatment, two differ-
ent methods have been applied: the virtual crystal approximation (VCA) or explicit
configurational averaging over different disorder configurations. The latter method
is exact, assuming that a sufficiently large number of configurations is included in
the averaging.

The values of the Curie temperature calculated from SC-LRPA taken from [12]
are shown in Fig. 15.2. In these calculations, perfect ordering in the Mn location in
substitutional Ga position was assumed. This corresponds to the optimally annealed
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Fig. 15.2 Curie temperature
in Ga1−x Mnx As as a
function of Mn concentration
x. The triangles denote the
calculated values within the
SC-LRPA. Other symbols are
the measured values for
as-grown reported in [20] and
for annealed samples reported
in [21, 22]. Experimental
values observed by
Matsukura et al. [23] and by
Chiba et al. [24] are also
indicated (taken from [12])

and neutral samples. Consequently, very good agreement with the perfectly ordered
samples can be noticed. As grown samples (open squares) have considerably lower
TC due to the presence of defects (Mn in interstitial or As antisites).

In Fig. 15.2, only the values calculated using the LRPA approximation are shown
but a good agreementwith experimental valueswas obtained also in [25] from theMC
calculations. Deviation observed at high concentration may indicate that, despite of
annealing, the sample still contains compensating defects or inclusions of a secondary
phase, and not all Mn atoms are magnetically active. The problem of calculating the
TC for a sample that contains both Mn atoms substituting the Ga atoms, denoted
usually as MnGa, and Mn at interstitial positions, MnI, needs first of all information
about abundance of these positions of Mn in the sample. In the following chapters it
will be demonstrated that, for this purpose, the XAS is a unique experimental tool.

Majority of theoretical approaches assume the ideal ordering in the crystal lattice
of the considered DMSs. Recently, it was demonstrated that the origin of ferro-
magnetic response at high temperatures are, in most of the cases, precipitations of
magnetic phase (e.g. in [26]). Due to limited solubility of magnetic atoms in semi-
conductors, and the existence of many magnetic compounds involving considered
elements, nanoclusters containing a large concentration of magnetic ions can precip-
itate during the growth or processing. In many cases a spinodal decomposition into
regions with a low and a high concentration of particular constituents is also observed
leading to a large disorder at the cation site and formation of coherent nanoclusters.
According to the work by van Schilfgaarde andMryasov [27] and other authors [28],
the evaluated gain in energy by bringing two Ga-substitutional Mn atoms together is
120meV in GaAs and 300meV in GaN.Moreover, magnetic nanoclusters embedded
by the semiconductor may assume a novel, unknown in bulk, crystallographic form
and/or chemical composition. Since spinodal decomposition does not usually involve
a precipitation of another crystallographic phase, it is not easily detectable experi-
mentally. It will be demonstrated that EXAFS together with the electron transmission
microscopy (TEM) can unambiguously detect such nanoclusters. The nanoclusters
that form in this way may only be stable inside the semiconductor matrix. For this
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reason, is a priori unknown whether they will exhibit ferromagnetic, ferrimagnetic
or antiferromagnetic order.

These systems usually show superparamagnetic behavior and should be consid-
ered rather as an ensemble of non-interacting ferromagnetic particles than a uniform
magnetic alloy. In such a case, the temperature dependences of magnetization and
magnetic susceptibility are described by four temperatures: the ordering tempera-
tureTm; the blocking temperature TB, that corresponds to a maximum of zero-field
cooled magnetization; the apparent Curie temperature T (app)

C of the composite mate-
rial; and the Curie–Weiss temperature �, characterizing a weighted magnitude of
the exchange interactions between the magnetic ion spins within the nanocluster.

The model of coherent nanoclusters with a large concentration of magnetic con-
stituent explains the origin of ferromagnetic response in DMSs in which an average
concentration ofmagnetic ions is below the percolation limit for the nearest-neighbor
coupling and, at the same time, the free carrier density is too low to mediate an effi-
cient long-range exchange interaction. A useful overview of this kind of materials
can be found [29]. Surprisingly, it has been reported in [30] that the presence of
magnetically active metallic nanoclusters in GaMnAs leads to enhanced magneto-
transport and in [31] magneto-optical properties over a wide spectral range. This
phenomenon opens an opportunity for various applications of such hybrid systems
provided that the methods for controlling the nanoclusters characteristics and the
size distribution would be elaborated. To apply these materials for construction of
electronic devices, one should control the crystal structure and the size distribution of
nanoclusters since themagnetic properties depend on these parameters. An important
method to achieve these goals is the XAS since it provides full characterization of
nanoclusters. Considerable advantage of XAS is the element specificity, sensitivity
to the location of element in the semiconductor matrix, direct information regarding
unoccupied density of states distribution and magnetic moment located at the given
atoms.

15.3 Location of Transition Metals in the Semiconductor
Matrices—EXAFS Studies

15.3.1 Substitutional and Interstitial Positions
of the Magnetic Ions

The magnetic ordering in dilute magnetic semiconductors (DMSs) discussed in
Sect. 15.2 is interpreted in terms of the p-d Zener model. This model assumes that
DMSs are random alloys, where a fraction of the host cations is substitutionally
replaced bymagnetic ions and the indirect magnetic coupling is provided by delocal-
ized orweakly localized carriers (sp-d exchange interactions). Consequently, location
of magnetic atoms in DMSs is correlated with all important physical properties, and
it is crucial to known this location before interpretation of magnetic properties of any
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investigated DMSs. Information about atom location in crystal lattice is provided by
only few techniques. Among them, EXAFS is a well established tool and has been
proven to be useful as a chemically sensitive local probe for the identification of
the site and valence state of magnetic ions in DMSs. Therefore, in many papers the
EXAFS technique is used to check the possible presence of secondary phases, pre-
cipitates or nanoclusters, as well of the chemical phase separation. The calculated
magnetic ion spectra for different location of magnetic atoms show significant dif-
ferences (e.g. in [32–36]). In majority of the papers, the quantitative comparison of
the calculated model spectra with measured spectra, was applied as the homogeneity
checking procedure. Due to limited space only selected papers presenting EXAFS
studies for Ga nitrides, arsenides and antimonides doped by Mn, Fe or Cr ions will
be overviewed. For all matrices the Mn dopant most frequently was studied due to
highest solid solubility limit.

In [36] the EXAFS studies confirmed the exclusively substitutional position of
Mn atom in the GaMnN. The presence of additional phases Mn3GaN clusters and
octahedral or tetrahedral Mn interstitials has been additionally checked by carrying
out fits with a two phases model. The fraction of the Mn in other then MnGa position
was found to be less than 5% therefore, in the limit of EXAFS sensitivity.

In the case of Fe dopant, the solubility limit is much lower than for Mn and
typically is difficult to introduce more than 1% of Fe into randomly distributed
substitutional sites. Results of XAFS studies carried out on GaFeN and GaFeN:Si
samples presented in the [37] allowed to identify the epitaxial parameters control-
ling the formation of Fe3N precipitates in GaFeN. Additionally, it was proved that
presence of bonds specific to Fe3N has not been detected in the GaFeN films co-
doped with Si. Consequently, it was stated that co-doping is the way to overcome
the solubility limit in MBE growth.

The limit of solid solubility in the wurtzite GaCrN was found in [38] to be close
to 4% by comparing the radial distribution EXAFS function simulated by FEFF7
code assuming substitutional Cr position, with the measured for the set of samples.
For concentration of Cr higher than this the EXAFS oscillations were very similar
to these measured for CrN compound. No Cr atoms at the interstitial were detected.
The solubility limit estimated from EXAFS studies in the zinc-blende structure was
found in [39] to be much lower (0.2%). The full EXAFS analysis of wurtzite GaCrN
layers in the wide range of concentration was presented in [40].

There are only few experimental reports, which compare the properties of the
AlN-, GaN- and InN-based DMSs. In [41], the growth characteristics of the AlCrN,
GaCrN and InCrN and their structural properties estimated by XRD and EXAFS
were discussed. Radial distances from Cr atoms to the first nearest neighbor N atoms
were found differ only slightly, while distances to the second nearest neighbor cation
atoms were changed following each lattice constants in AlCrN, GaCrN and InCrN.
Crystal field splitting of Cr d level in AlCrN and GaCrN was also observed in the
XANES spectra.

The highest solubility limit close to 10% was reported in [42] for GaMnAs. It is
known that in the as-grown MBE samples in the GaAs matrix, the Mn atoms may
occupy substitutional and interstitial positions but the abundance of each position
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Fig. 15.3 Modulus of the
Fourier-transformed
calculated Mn spectra using
the parameters of the model
GaAs structure and Mn
located in different position
and for hexagonal MnAs. The
line indicated the position of
first shell in the case of Mn
substituting Ga
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is not easy to find. The number of Mn atoms in the interstitial is increasing with
the Mn concentration. It will be demonstrate how the proportion between these two
locations can be estimated applying EXAFS.

The Mn EXAFS spectra for different location of Mn in GaAs matrix calculated
under assumption that all Mn atoms are located at given position, show signifi-
cant differences (e.g. in [32–35]). In Fig. 15.3, the calculated moduli of the Fourier-
transformed EXAFS spectra for different location of Mn and for hexagonal MnAs
compound are presented. One can see that spectra for two possible interstitials with
As or Ga atoms as the first neighbours are practically identical, therefore cannot be
distinguished in EXAFS analysis. The assumption that atoms may occupy more than
one position in the crystal lattice, involves consideration of a superposition of several
models and offers the opportunity to estimate the distribution of Mn atoms between
all feasible lattice locations. In the [35], the EXAFS data analysis was performed con-
sidering superposition of two possible Mn locations in GaAs matrix, substitutional
MnGa, and interstitial Mni.

Due to the fact that electron scattering on Ga and As atoms is very similar, the
differences between Mn positions in the EXAFS spectra were not noticed within the
first coordination sphere and analysis of the further neighbourhood was necessary.
Taking into consideration model with substitutional Mn position only, it was impos-
sible to fit the experimental spectra around 4.5Å (Fig. 15.4a). The quality of fitting
for wide concentration range of samples studied in [35] decreased drastically with
increase of Mn content. Adding to the model the possibility of Mn location in the
interstitial resulted in much better fit (Fig. 15.4b).

Percentage of atoms located in the substitutional positions decreases with the
increase of Mn content. For the sample with x = 0.06, only the 53% of Mn atoms
were found in the substitutional position. The distance between Mn and As atoms
in first coordination shell for the substitutional position, was found to be the same
for all sets of samples (2.48(2)Å), and the same as reported in other papers e.g.
in [32–34]. This confirms that this distance is characteristic for Mn atoms in the
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Fig. 15.4 Moduli of the Fourier-transformedχ(k) functions of samplesGa1−xMnxAswith x=0.06
(solid line) and the best fit (circle) for a the substitutional Mn position only, b the substitutional
and the interstitial position

site of Ga and does not depend on the Mn concentration. Remaining atoms were
located in the interstitial positions at a distance of 2.41Å with increasing distortion
of distances in subsequent shells as compared to these resulted from perfect GaAs
crystal structure. Impurities lead to a local deformation of the crystal lattice that takes
place as an expansion of the interatomic distances compared with those present in the
pure crystal. Consequently, with increase of the number of Mn atoms in interstitial
position, more stress is imposed on the structure what is leading to the well known
effect of changes in the layer lattice constant and defects formation demonstrated
e.g. in [34].

The EXAFS approach was also used to provide a description of the geometry
of Mn sites in δ-doped GaAs layers grown by MBE as a function of concentration,
growth temperature, and Fermi level position. Neglecting of Mn located in the inter-
stitial position or inclusions in the fitted model leads to unphysical coordination of
Mn in the first shell. Instead of atoms, the number varying from 1.8 up to 4.9 was
reported in [43, 44].

Knowing that there are two different interstitial positions (with Ga or As near-
neighbors), can one examine if they are populated with the same probabilities. In the
analysis of EXAFS spectra, these two interstitial positions cannot be distinguished
(Fig. 15.3). Nevertheless, as will be show in Sect. 15.4, the XANES calculated for
these different interstitial position significantly differs since XANES is more sen-
sitive for long range order and chemical bonding. The effect of hydrogenation on
Ga1−xMnxAs leading to the formation of manganese–hydrogen complexes is dis-
cussed in Chap.5.

The GaAs doped with Fe and Cr has not attracted much attention due to low
solubility and paramagnetic properties.

Producing the solid solution of Mn in GaSb was found to be much more difficult
than in GaAs, and only very limited amount of Mn was introduced in the matrix
providing the Curie temperature below 10K for GaMnSb solid solution as reported
in [45]. Surprisingly, it was found in [46] that MnSb phase segregation during the

http://dx.doi.org/10.1007/978-3-662-44362-0_5
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MBE growth of GaMnSb, does not inhibit the two-dimensional MBE growth mode.
This leads to the producing of single phases, ferromagnetic at room temperature,
inclusions distributed in semiconductor matrix, which can be of interest for new
devices design. In the case of GaMnAs MBE growth such process leads to nano-
wires formation.

15.3.2 Formation of Nanoinclusions

The failure in producing DMSs which are ferromagnetic at RT resulted in an increas-
ing interest to study the granular materials with RT ferromagnetic properties. More-
over, an interest in composite materials is presently also increasing in numerous
branches of technology. As a result, new questions appeared: how to control the
nanoclusters’ crystal structure when more than one compound or phase is formed.
Electron microscopy commonly used to control technological processes provided
information froma very limited volume,which is not representative for entire sample.
The XRD is collecting information from representative volume but is not sensitive
to presence of small amount of clusters or clusters with similar lattice parameters
as a host matrix. We demonstrate that XAS as element selective and sensitive to
local atomic order, is a very useful tool for detecting the nanoclusters with different
structure and composition. This technique can be used for any composite materials
to determine the partitioning of element between the phases.

It is well documented that during the annealing the MBE grown GaMnAs layers
above 400 ◦C the nanoclusters of cubic zinc blende (ZB) and hexagonalMnAs phases
are formed. Presence of these nanoclusters change drastically themagnetic properties
of layers increasing the TC above RT. Creation of small and exclusively cubic MnAs
clusters was assumed for annealing at 500 ◦C and larger hexagonal for annealing at
600 ◦C and above. Recently performed in papers [25, 47, 48] detailed studies of the
set of samples with different concentration unambiguously demonstrated that such
assumption is not justified and the situation is more complicated. Applying XAS in
[25], it was demonstrated that the ZBMnAs clusters do not exist. Instead, small cubic
GaMnAs clusters are formed with much higher content of Mn than ever produced
in GaMnAs layers with randomly distributed Mn atoms. Clusters with size larger
than 8nm have already the MnAs hexagonal structure. The proportion of Mn in each
structure estimated by EXAFS was in perfect agreement with the size distribution
of cluster found from TEM analysis (Fig. 15.5). In TEM it was demonstrated that
cluster with size 8nm crystallized already in hexagonal structure.

According to the atomic order in hypothetical ZBMnAs, Mn atoms should have 4
As atoms in the first shell and 12Mn and 12 As atoms in the next shells. Surprisingly,
for a wide range of Mn concentration of samples investigated in [47] in none of these
samples the 12 Mn atoms were found in the second coordination sphere assuming
the cubic order. Only Ga atoms in the second sphere provided physical parame-
ters of the fits. The amplitude and phase of scattered photoelectrons remarkably
differ for Mn and Ga atoms and can be easily distinguished during EXAFS analysis.
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Fig. 15.5 (Left) Modulus of the Fourier-transformed χ(k) functions of sample Ga1−xMnxAs with
x=0.06 annealed at 600 ◦C (solid line) and fit with 50% of hexagonal MnAs clusters (circles) and
(right) histograms of clusters size distribution

Existence of cubic inclusions with 12 Mn in the second shell was never reported in
the papers presenting EXAFS studies of the cubic clusters in GaMnAs layers, (see
e.g. [34] and references therein). Presence of one Mn atom in the second shell is
at the level of the error in the EXAFS analysis and cannot be excluded. This pro-
vides close to 20% of Mn concentration when considering the 6nm cluster. Details
of the performed EXAFS analysis together with SIMS, XRD, electron transmis-
sion microscopy (TEM) and magnetic studies for the discussed set of samples were
presented in papers [25, 47, 48].

It was shown that for the sample with the smallest content of the Mn x=0.025
annealed at 500 and 600 ◦C, only cubic GaMnAs nanoclusters were detected. Exis-
tence of only small inclusions has been confirmed by TEM. The characteristic feature
of this sample was that 90% of Mn atoms occupied the substitutional position in the
as-grown layer. It implies that substitutional position of Mn atoms when formed is
stable. To produce hexagonal MnAs clusters in such a layer, the annealing tempera-
ture higher than 60 ◦C is necessary.

To get successful fit to the EXAFS data in samples with higher content of Mn
it was necessary to consider both kinds of nano-clusters: the cubic with GaMnAs
and hexagonal MnAs. For these clusters, the atomic order was assumed according to
crystallographic data. In the case of hexagonal clusters, which have dimension larger
than 8 nm, the influence of surface is not important and the atomic distances were
set to be constant. To keep the number of fitting parameters as small as possible, the
weighting parameter for the number of atoms in the coordination spheres according to
the fraction ofMn atoms in each kind of nanoclusters was introduced. Such approach
allowed to not exceed the number of unknown parameters over independent data
points. It is important to underline that in the NiAs-type hexagonalMnAs compound,
the order of atoms in the subsequent shells is different from that of cubic structure.
In the first shell 6 As atoms are present followed by 2 and 6 Mn atoms, therefore,
existence of such cluster at the level higher than 5% is easy discovered in EXAFS
analysis. Assumption of only cubic nanocluster in such a sample leads to problems
with the fitting parameters (the number of atoms and distances) as was discussed
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in [34], and it is necessary to introduce cumulants to describe deviation of the pair
distribution from the Gaussian shape. In this way, the presence of second phase (or
high disorder) in the sample is manifested during the EXAFS analysis when fitting
with one model only. While cumulants are not introduced an unphysical value of the
number of atoms even in first coordination sphere (e.g. 1.8 instead of 4) as in papers
[43, 49] is resulted from the fitting.

To overcome the problem with two kinds of inclusions with different magnetic
properties the MnSb nanoclusters were considered in [50]. The main advantage of
MnSb compound is TC well above the RT (587K) while for MnAs it is only 318K.
Additional advantage is a possibility to form thehexagonalMnSbprecipitates directly
during the MBE process without subsequent annealing. It was shown in [50] from
EXAFS, that the properly elaboratedMBE process allows to gather allMn atoms into
MnSb hexagonal inclusions and to prevent the Mn atoms from being incorporated
intoGaSb orGaAsmatrix.Moreover, the formation of the inclusions does not prevent
the two-dimensional layer by layer growth in contrast to the GaMnAs system where
MnAs segregation leads to the formation of the nanowires as demonstrated in [51].

In the InMnAs samples grown by organometallic vapor phase epitaxy method a
very different atomic order around Mn atoms was proposed in [52]. The investigated
films show ferromagnetism above RT. The authors declare that as the concentration
ofMn increases, the average local environment surroundingMn changes from that of
a Mn–Mn interstitial pair to a dimer, trimer, or cubic MnAs structure and then to the
hexagonalMnAs structure/interstitial pair. In contrast to random substitution, theMn
impurity atoms in these dimer, trimer, or cubic MnAs structure occupy adjacent sites
in the In sublattice. Nevertheless, no reports confirming these have been published.

Majority of examples of applying EXAFS analysis to control the nano-inclusions
formation were devoted to the MBE growing samples, but even more difficult is
get information about atomic order around implanted magnetic ions. In contrast to
MnAs, forming the MnSb inclusions by an implantation process encounters many
difficulties. Detailed EXAFS analysis presented in papers [53, 54] has applied com-
parison with simulated and measured reference spectra, to estimate the local atomic
order around implanted atoms without and with post implantation processing. It was
shown that implantation tends to remove Sb atoms from the neighborhood of the
Mn atoms even with the implantation temperature kept close to liquid nitrogen tem-
perature. It was possible to reintroduce Sb atoms by the annealing in Sb vapor but
together with oxygen which is more reactive and was bounded to the Mn atoms.
Keeping the high temperature during the implantation prevented the migration of
oxygen but still the chemical affinity of Mn to Sb is lower than to Ga and the Mn-Ga
clusters were formed.

Attempts to dope GaAs and GaN semiconductor nanowires with Mn have been
also reported and are presented in Chap. 13. It was found in [55] that the wires had
a wurtzite structure and both EXAFS and transport measurements suggested that
Mn atoms actually diffuse into the nanowires where they act as dopants. A further
study was carried out in [56] onMn-induced into InAs wires in which morphological
investigations showed the effectiveness of this metal in forming wires. In this case,
the structural study of the Mn environment by EXAFS evidenced the formation
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of MnAs precipitates. Again, a characterization and a physical understanding of
the local structure of Mn in (GaMn)As nanowires are of great importance. Two
main questions should be answered: the degree of substitutional incorporation of
Mn in the nanowire lattice and/or whether Mn-defective structures are formed, and
as demonstrated in [57] just only EXAFS offers decisive answer.

As was discussed above, the aggregation of magnetic impurities resulting at the
nanoscale in formation of chemical and/or crystallographic inhomogeneities has a
dramatic influence on the magnetic, electronic and optical properties of the systems.
The possibility to reach a control over the formation of inhomogeneities and its effect
on the chemical and physical behavior of the host material, can have outstanding
consequences in the design and functionality of the next generation devices. In the
[58] the efficiency of an approach based on the controlled formation of complexes,
involving one magnetic impurity and one or more electrically active dopant was
recently demonstrated. With EXAFS methods supported by ab initio computations,
have been shown that co-doping of GaN with Mn and Mg resulted in the formation
of cation complexes Mn–Mgk. Depending on the number of ligands k predefined
by fabrication conditions, a strong electron-phonon interaction and consequently an
efficient and broadband infrared photoluminescencewere promoted. Control over the
formation of Mn–Mgk cation complexes allowed to extend towards the infrared the
already remarkable optical capabilities of nitrides, and represent a new perspective
for magnetic semiconductors.

In summary, an analysis of EXAFS is a unique technique to study the non homoge-
nous materials. Due to its element selectivity and sensitivity to the local atomic order
in the case of element being bonded in two different crystal structures it provides
full information about abundance of both structures. In the case of element occupy-
ing different positions in the crystal structure with different atomic order, one can
find the fraction of atoms located in each position. Advantages of EXAFS method
were demonstrated in the case of GaMnAs layers with different Mn content and after
different thermal treatment. Such considerations allowed to propose procedures to
control the formation of magnetic atoms nanoclusters in DMSs. The problem is
becoming more and more important as the composite materials are very attractive
for commercial use.

15.4 Electronic Structure of Magnetic Ions
in Semiconductors—XANES Studies

15.4.1 Substitutional and Interstitial Positions
of the Magnetic Ions

An understanding of the local environment of magnetic ion in semiconductors and
its valence state, has an important impact on the understanding and the optimization
of its properties. As was discussed in the Sect. 15.3.1 and shown in the case of several
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examples in previous chapters XANES is sensitive for long range order and chem-
ical bonding and even small differences in the scattering amplitude of neighbours
might lead to appreciable differences in the spectra. In this chapter the power of
this technique which is even more sensitive than EXAFS when strengthened by the
use of advanced theory, will be demonstrated. The simulation of XANES, like it
was described in Sect. 1.2.4, is based on ab initio or multiple scattering approach.
Both approaches need the assumption of model of atoms potential and geometri-
cal arrangement. Considering of all possible arrangements can be arduous and time
demanding but finally provide decisive answer. In some cases as in [59] the core-hole
effects should be additionally implemented to achieve agreement with the experi-
mental spectra.

Majority of XANES analysis is devoted to determination the valence state of
magnetic ions and to confirmation the cation substitution. The shape and energy
position of XANES K-edge is very characteristic for Mn atomic local structure and
together with prediction of simulation in many papers is used to confirm Mn substi-
tutional location. Particularly many studies are reported for wurtzite GaMnN (e.g.
in [55, 60–62]) and cubic GaMnAs (e.g. in [33, 34]). There is a common agree-
ment that valence state of magnetic ions in GaAs and GaSb matrices is Mn2+ but
regarding matrices with nitrides discussion is still going on. The studies of the d-
electrons reflected in L2,3 edges presented in [62] indicate the Mn2+ but most of K-
edge studies which reflect mostly p-states and in the pre-peak the states hybridized
with d-states indicate theMn3+ valence state (e.g. in [36, 61]). Moreover, the coexis-
tence ofMn2+/Mn3+ valence resulting in p-type conductivity via d-electron hopping
is suggested in [63] to play a very important role in the ferromagnetism. Although
Mn at different hosts shows different fingerprints in general, it is very difficult to
distinguish the difference in valence between Mn2+ and Mn3+ in GaMnN only by
the XANES studies at the K-edge if both Mn ions are present at the substitutional
sites.

The very interesting opportunity of exploiting XANES spectroscopy was pro-
posed by Rovezzi and applied in paper by Bonanni et al. [64]. The high resolving
power of a wavelength dispersive spectrometer coupled with a high brilliance syn-
chrotron beamline permits to collect fluorescence Kβ emission lines even on dilute
species in strong absorbingmatrix, as DMSs. Due to the intrinsic spin-polarization of
d electrons and strong 3p3d intra-atomic exchange interaction, the spin momentum
is determined by the non-resonant X-ray emission spectrum that probes the transi-
tions from the spin-up (Kβ′) and the spin down (Kβ1,3) levels. This effect was used
to record spin-selective XANES . The pre-edge features, enhanced by the sharpen-
ing effect of the high resolution selective collection mode, quantify the t↑2 -t↓2 states
splitting.

Let us consider now in more details the sensitivity of XANES to distinguish
between different Mn locations on the example of GaAs matrix. The energy distri-
bution of unoccupied density of states calculated for different interstitial position,
using FEFF8.4 codes described in [65], significantly differs and compared with the
experimental spectra allowed distinguishing between different interstitial positions
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Fig. 15.6 a Experimental spectrum for Ga1−xMnxAs with x=0.06 versus FEFF8.4 calculations
for differentMn positions. bExperimental spectrum for Ga1−xMnxAswith x=0.06 compared with
results of fittings different models

in GaAs matrix as shown e.g. in [33, 43, 66]. This was not possible by other tech-
niques. In Fig. 15.6a the FEFF8.4 calculations ofMn spectra for substitutionalMnGa,
interstitial (As) and interstitial (Ga) are shown under assumption that all Mn atoms
are located in chosen positions only. The XANES spectra differ significantly for each
Mn position, but it is clear that none of the theoretical spectra is close to the experi-
mental XANES. Obviously, Mn atoms occupy more than one position in the crystal
lattice. Three possible combinations of Mn locations in the GaAs lattice sites were
considered. The results of the best fitting are shown in Fig. 15.6b assuming the given
model. In curvemarked by (a) interstitial (As) andMnGa were fitted, in (b) interstitial
(As) and interstitial (Ga), in (c) interstitial (Ga) and MnGa, in (d) interstitial (As),
interstitial (Ga) and MnGa.

The fits closest to experiment were obtained in the case of model (c) and (d). This
suggests that Mn atoms prefer to be located in the substitutional positions (43(2)%)
and the interstitial (Ga) (57(2)%). However, it cannot be excluded that a small part
of them is located in the interstitial (As) position as was assumed in the model d).
The performed analysis of K-edge XANES resulted in even smaller amount of Mn
located in the substitutional positions than estimated fromEXAFS analysis discussed
in Sect. 15.3.1. The details of analysis are presented in [66].

In the K-edge spectra the density of unoccupied p states are reflected and it was
proved above that these states are sensitive for Mn location in the crystal structure.
Let us check now if much more localised d states are sensitive to Mn positions in the
crystal lattice. In Fig. 15.7 the results of similar as in the case of K-edge analysis are
presented for L3-edge.
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Fig. 15.7 XANES spectra for
Ga1−xMnxAs with x=0.06
at Mn L3-edge compared with
FEFF8.4 calculations for
different Mn positions in the
GaAs matrix and models
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It can be seen that the calculated L3 spectra for the MnGa and interstitial (Ga)
models are close to the experimental one, but there is a substantial difference in
the results for the interstitial (As). For this model the full width at half maximum
is significantly wider than for others. Therefore, from results of L3 spectra simula-
tion, it can be also concluded that the interstitial Mn atoms prefer a position with
Ga atoms as the first neighbors. Moreover, the weighted sum of the theoretical L3
spectra performed with the values obtained fromMnK-edge fitting maintains a good
agreement for (c) and (d) models thus proving that the states of -d symmetry are very
sensitive to the location of Mn in the crystal lattice. Similar effect was reported for
GaMnN in the case of Mn valence in [62]. Therefore, performed analysis for the first
time indicated that Mn atoms prefer interstitial positions with Ga atoms as the first
neighbors and can form with Ga shorter bond than with As atoms. This can explain
the limited solubility of the Mn in GaAs matrix where Mn has the As neighbors.

The possibility of Mn to be in the significant amount located at the As antisites
was discussed in [43] and ruled out by comparison of the calculated XANES with
the experimental spectra. The As antisite positions lead to a strong resonance in
the middle of the edge, which is reduced to only a bump in the MnGa site. This
enhancement can be tentatively explained by the fact that neighboring Ga atoms
possess more unoccupied states in the 4p band than As.

15.4.2 Formation of Nanoinclusions

The formation of nano-inclusions can be not only detected by EXAFS analysis
but due to the well established fact that XANES is a fingerprint of atom bonding
in the given compound, XANES is frequently used for inclusions of other phase
identification and the abundance of given phases estimation. There can be found in the
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literature several examples of this kind analysis in the case of III–V semiconductors.
In GaCrN studies presented in [39, 40] the direct comparison with the reference of
CrN sample were used to indicate to formation of CrN nanoclusters. The formation
ofMnSb clusters during theMBE growth was evidenced by comparing with XANES
ofMnSb compound powder in [50]. The identification of theMn location in theGaSb
implanted with the Mn was performed with this kind of approach in [53, 54].

15.5 Magnetic Structure of the Magnetic Ions
in Semiconductors—XMCD Studies

The X-ray magnetic circular dichroism (XMCD) is defined as the difference in the
absorption cross section between left and right circularly polarized X-ray. Since its
experimental evidence by Schutz et al. [67] XMCD has developed in to widely used
technique for the element specific characterization of magnetic materials. Moreover,
the quantitative evaluation of magnetic moments, separated into spin and orbital
contributions, is possible from integrals over XMCD spectra by applying the so-
called sum rules, proposed in 1992 and 1993 in [68, 69].

To demonstrate the possibilities of XMCD, let us consider the L spectra of the
transition metals. The p states in TM are splited into the 2p3/2 and 2p1/2 levels by the
spin orbit interaction. At the 2p3/2 and the 2p1/2 levels the orbital angular momentum
l and the spin angular momentum s are coupled parallel and anti-parallel, respec-
tively. The spin-orbit coupling allows to excite electrons of the 2p shell by circular
polarized light spin selectively into the empty valence shell. The spin polarization
arises from the selection rule for the orbital magnetic moment depending on the
polarization of the absorbed X-ray photon. Because of the parallel coupling of l and
s at the 2p3/2 level and the anti-parallel at the 2p1/2 level, transitions from the 2p3/2
and the 2p1/2 levels into the empty valence shell occur with different spin polar-
ization. Possible final states for the photo-excitation are the unoccupied 3d and 4s
states above the Fermi level. The dipole transition is spin conservative which means
that a spin up electron can only be promoted in to a spin up empty state and vice
versa.

In the XMCD experiment the chosen helicity of the X-ray are usually used and
measurement is carried out in magnetic field for opposite magnetization directions.
The magnetic field is ordering the election states in given temperature. The differ-
ence between two spectra μ+ and μ−, recorded at different directions of magnetic
field, provides XMCD. Using integrated intensity of the L2,3-edge XAS and XMCD
spectra of a magnetic atom, one can separately estimate the orbital (Morb) and spin
(Mspin) magnetic moments applying XMCD formulas described in [68, 69]:

Morb = −4
∫

L3 + L2

(
μ+ − μ−)

dw

3
∫

L3 + L2

(
μ+ + μ−)

dw
(10 − Nd),
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Mspin + 7MT = − 6
∫

L3

(
μ+ − μ−)

dw − 4
∫

L3+L2

(
μ+ − μ−)

dw∫
L3+L2

(
μ+ + μ−)

dw
(10 − Nd),

where, μ+(μ−) is the absorption intensity for the different direction of magnetic
field (or helicity of radiation), Nd is the d electron occupation number of the specific
atom. The L3 and L2 denote the integration range, which can be either both edges
or only L3 edge. MT is the expectation value of the magnetic dipole operator, which
is small when the local symmetry of the atomic site is high and is usually neglected
for TM atoms.

In the numerical evaluation of the orbital and spin moments in the case of TM
and particularly Mn atoms two main sources of errors should be kept in mind. The
coupling between L2 and L3 edges (so called branching ratio) which influenced
spin moment. It was predicted in [70] that the intermixing of the L2 and L3 absorp-
tion edges is mainly present in the early TM where the electron core hole interaction
increases while the spin-orbit splitting decreases. For suchmetals (e.g.Mn) the appli-
cation of the spin sum rule can produce an error up to 30%. The second important
source of error in applying the spin sum rule as discussed in [71] is the energy depen-
dent radial matrix elements. Though the sum rules are normalized to the isotropic
absorption cross-section which is proportional to the number of holes in the d-shell,
into themeasured absorption cross-section also continuum states contribute. To elim-
inate this contribution a double step function is fitted to the absorption spectrum and
subtracted. This procedure is likely to introduce a systematic error in the determi-
nation of the number of holes in the final state. Additional corrections for degree of
X-ray circular polarity and photon incident angle should be also introduced to the
experimental data.

The experimental confirmation of the XMCD sum rules for Fe and Co was pre-
sented by Chen et al. [72]. The presented measurements were performed with high
precision in transmission with in situ grown thin films. This procedure eliminated
experimental artifacts and proved that the evaluated spin and orbital moments are
in good agreement with those obtained from Einstein-de Haas gyromagnetic ratio
measurements.

Although, the best mode of XMCD detection is the transmission for majority of
reported in the literature experiments for DMSs the total electron yield (TEY) and
total fluorescence yield (TFY)were applied becausemost of investigated samples are
the thin films. These methods suffer from saturation and self-absorption effects that
are very difficult to correct for.Moreover, the TEYmethod can be sensitive to varying
applied magnetic field and changing the electron detecting efficiency (photocurrent).
The TFY is insensitive to the applied field, but the yield is intrinsically not propor-
tional to the absorption cross section, because the radiative to non-radiative relative
core-hole decay probability depends strongly on the symmetry and spin polariza-
tion of the XAS final states. These two detection modes differ also in the examined
depth and can provide different result in the case of not homogenous samples, as
shown in Fig. 15.8b for sample containing the cubic GaMnAs and hexagonal MnAs
nano-clusters. The XMCD signal characteristic for the tetragonal and octahedral
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Fig. 15.8 The XMCD signal for TEY mode of detection (red/gray) and TFY (black) measured at
the ID08 station (ESRF) for samples with Mn content a x=0.025 annealed at 500 ◦C with only
cubic nano-clusters, and b x=0.06 annealed at 600 ◦C with 50% of cubic GaMnAs and 50% of
hexagonal MnAs nano-clusters. Arrow in (a) indicated the feature sensitive on the hole density as
discussed in [73]

symmetry of atomic arrangement is reflected for TEY and TFY detection mode,
respectively. This indicated that at the surface Mn atoms have cubic neighboring and
can be located either in the GaAs matrix or cubic clusters and in bulk the hexagonal
MnAs clusters dominated. In the case of sample with only cubic nano-clusters not
significant difference between both modes of detection was observed in Fig. 15.8a.

The orbital and spin magnetic moments are fundamental quantities for under-
standing the macroscopic magnetic properties of materials, therefore in spite of the
listed problems significant experimental efforts have been performed to find them
for DMSs, particularly for GaMnAs. Already in the first XMCD experiments at the
Mn L edges it was shown that only small fraction of Mn atoms is participating in
the ferromagnetic order (e.g. 13% in the sample with 2% of Mn reported in [74])
most of the atoms are paramagnetic. The reason for this was examined during the
subsequent years.

Calculations of theGaMnAs band structure and element, orbital, and spin resolved
densities of states, based on model of Mn substituted for Ga in the GaAs lattice,
predict that the mediating states are primarily derived from As 4p valence band
states [e.g. [75] and reference therein]. These imply a substantial induced moment
on the As atoms neighboring the Mn ions that is antiparallel to the Mn 3d moments,
and a small parallel Ga moment. Taking advantage of element selectivity of XMCD
it was possible to confirm these predictions in [76]. Induced Ga and As moments
in ferromagnetic Ga1−xMnxAs were detected using XMCD at the Mn, Ga, and As
L3,2 edges.

Applying the density functional full-potential linearized augmented plane wave
approach, the XMCD spectra of Ga1−xMnxAs have been calculated in [77] taking
into account many different possibilities of atom arrangements around Mn, such
as antisite defects, interstitial Mn, as well as various Mn dimers. Intriguingly, the
spectroscopic features of Mn-XMCD appeared to be very sensitive to the change in
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environment around Mn. This promises a potential to use XMCD for unambiguous
determination of impurity distribution in DMS through strong interplay between
experiment and theory. As an example the comparison of the calculations with the
experimental results for sample with x=0.07 is shown in [77]. The best agreement
was achieved under assumption of the 50% of Mn atoms in substitional position and
50% in interstitial which were forming a dimers. Moreover, the presence of MnGa–
MnI dimers was predicted to drastically reduce the effective magnetic moment, as
observed in most experiments. In the paper [35] from EXAFS analysis of as grown
sample with similar content of Mn (x=0.063) also so manyMn atoms were found in
interstitial positions. Nevertheless, no second Mn atom was detected in the distance
up to 4Å. Consequently, the presence of Mn dimers was not confirmed by EXAFS
studies.

The influence of the surface with the MnO on the value of XMCD signal reg-
istered by TEY was demonstrated by Edmonds et al. [78]. After removing MnO
surface layer by chemical etching a large XMCD, approaching the calculated max-
imum value of ∼58%, was observed at the Mn L3,2 edge. This indicates that, after
etching, most of themeasuredMn atoms contributing to the ferromagnetic order. The
sum rules were applied to set of etched samples in [79]. The small orbital moment
Morb = 0.16(2)μB and spin moment Mspin = 4.3(3)μB , evaluated under assump-
tion of Nd = 5.1 and with the correction factor for branching effect 1.47 were found
for annealed and etched samples independent of concentration. An orbital-to-spin
moment ratio was estimated to be 0.037. In as grown sample (without annealing),
a clear signature of antiferromagnetic coupling was observed and the Mn moment
per atom was significantly reduced compared to the low temperature annealed films,
and increases slowly and linearly on increasing the magnetic field from 2 to 5 T at
temperatures well below TC . To explain these authors applied a modified Brillouin
function and got an antiferromagnetic coupling temperature of 22K. This antifer-
romagnetic coupling was assigned to the presence of interstitial-substitutional pairs
(dimers), which break upon annealing. The deconvolution of XMCD spectra into
ferromagnetic and paramagnetic component was also discussed in [80, 81].

The ability to separately resolve localized and hybridized d states in GaMnAs was
demonstrated by performing angle dependent XMCD and have been showed in [73]
that XMCD can be a powerful method for determining the electronic structure of
magnetic semiconductors. The cubic features are shown to be atomic-like, with no
net anisotropy in the magnetic moments, and no significant Mn or hole concentration
dependence. In contrast, the small uniaxial feature indicated by arrow in Fig. 15.8a,
has a systematic dependence on hole density, indicating that this feature corresponds
to states close to the Fermi energy.

The temperature, magnetic field and Mn concentration dependences of the fer-
romagnetism in as grown Ga1−xMnxAs samples were investigated by XMCD to
extract the intrinsic magnetic component from TEY measurements in [82]. It was
demonstrated that short range ferromagnetic correlations develop significantly above
TC and that antiferromagnetic interaction between the MnGa andMnI is important to
understand the magnetic properties of Ga1−xMnxAs. Therefore, the amount of the
Mni ions is strongly related with TC .
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The magnetic coupling between metal and semiconductor layers in a series of
Fe/GaMnAs bilayer films was recently studied in [83] exploiting the XMCD. Bulk
sensitive SQUIDmagnetometry measurements, as well as measurements of the mag-
netic response of the individual layers using XMCD, demonstrate an exchange bias
effect in the GaMnAs induced by the antiferromagnetic coupling to the neighboring
Fe layer. Comparison of themagnetic signal to that of a control film indicated that the
bias field affects thewhole of theGaMnAs layer, such that the layer is homogeneously
magnetized antiparallel to the Fe layer at low magnetic fields. Furthermore, taking
advantage of the different penetration depths of TFY and TEY detection modes, it
was found that while the bulk of the layer reorients to parallel alignment when an
external field large enough to overcome the bias field is applied, the Mn moments
within a subnanometer interface layer remain aligned antiparallel to the Fe layer even
for the largest external fields investigated.

Although, the most frequently studied by XMCD was GaMnAs, several papers
devoted to other III–V semiconductors were published. In [84] the XMCD studies for
GaMnP with different Mn content are presented. The Mn XAS and XMCD spectra
from GaP matrix are nearly identical in shape to those from GaAs suggesting that
the charge state and local environment of Mn atoms in these two materials are very
similar. The very different XMCD was reported for GaCrN in [85]. The temperature
dependence of the Cr XMCDmain peak intensity was described by the Curie–Weiss
law, and ferromagnetic interaction between Cr ions suggested. Multiple heterostruc-
ture of GaN/Ga1−xMnxN of four periods was investigated in [86] and theoretical
analysis based on configuration-interaction theory was adopted to understand the
local electronic structure. Performed XMCD measurements proved that Mn ions
were responsible for the ferromagnetism of the investigated sample.

Due to problems with reaching the solubility of magnetic ions sufficiently high
to get magnetic properties at room temperature the attempt to produce the magnetic
inclusions immersed into semiconducting matrix was performed as discussed in
Sects. 15.3.2 and 15.4.2. Magnetic properties of the hexagonal MnAs nano-clusters
segregated by high-temperature annealing of Ga1−xMnxAs using XAS and XMCD
were reported in [87]. The XAS spectrum drastically changed from the as-grown
samples and showed the shape characteristic for octahedral coordination.

The detailed studies of the samples with cubic GaMnAs and hexagonal MnAs
inclusions were recently performed by K. Lawniczak-Jablonska and co-workers at
ID08 beamline of ESRF. The orbital and spin magnetic moments in function of
magnetic field were examined. The particular interest was devoted to changes of
magnetic moments with formation of nanoclusters. The as grown and annealed in
500 and600 ◦Csampleswere investigated.This set of sampleswas fully characterized
by several techniques as reported in [25, 35, 47]. In the as grown samples similar as
in other reports (e.g. in [79]), the small orbital moment was detected under magnetic
field 5T (0.006 μB) at T=150K. Orbital moment was increased when clusters were
formed and for cubic GaMnAs cluster was 0.014 μB but for small hexagonal MnAs
nanoclusters reach already 0.25 μB . The orbital moment was found not depend
significantly on the magnetic field and change of the temperature as can be seen in
Fig. 15.9.
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Fig. 15.9 The field dependency of the spin (triangles) and orbital (squares) of the magnetic
moments estimated from the XMCD measurements for Ga1−xMnxAs for x=0.025 a as grown
samples; b after annealing in 500 ◦C; c after annealing in 600 ◦C. The measurements performed at
150K (full symbols) and open symbols at 300K

The value of spin moment changes with the magnetic field differently depending
on the location ofMn in the sample. In the as grown sample, similar as it was reported
in [79] for solid solution of Mn in GaAs, the spin moment increases linearly with the
magnetic field reaching 0.24 μB at 5T in Fig. 15.9a. In sample with small (∼5 nm)
cubic GaMnAs nanoclusters spin moment at 1T is larger (0.07μB) than for as grown
sample (0.05 μB), and does not change much with the magnetic field indicating on
ferromagnetic coupling of Mn ions in Fig. 15.9b. The effect is more pronounced in
the sample with still small but already hexagonal MnAs nanoclusters in Fig. 15.9c.
In this sample spin moment saturate at 1T (0.8 μB).

Themagnetic properties ofMnSb inclusions formed inGaSbmatrix directlyduring
the molecular beam epitaxial growth have been studied by XMCD and macroscopic
methods in [46]. The shape of XMCD signal was typical for octahedral coordination.
Moreover, one can change the direction of easy and hard axis of formed nanoclusios
by proper chose of substrate crystallographic direction.

15.6 Summary

This chapter has reviewed the application of XAS to III–V semiconductors doped
with magnetic ions. The theoretical prediction of the possibility to achieve the RT
magnetic semiconductor with randomly distributed magnetic ions in III–V semicon-
ductors, was and still is an inspiration for the extensive technological work. This
resulted with the tremendous number of papers presenting the results of technologi-
cal attempts to achieve RT magnetic semiconductors. It is not possible to review all.
Therefore, only these which underlined the unique properties of XAS and XMCD
techniques were briefly overviewed. Many technological problems can be solved or
prediction of theory verified only by XAS. Thanks to element selectivity and sensi-
tivity on the local atomic order in many cases only this unique technique can provide
decisive answer.
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Chapter 16
Magnetic Ions in Group II–VI Semiconductors

Steve M. Heald

Abstract The group II–VI materials include a number of technologically
important systems ranging from IR detection materials (Hg1−xCdxTe), to X-ray de-
tectors (Cd1−xZnxTe), and the versatile ZnO.With the advent of interest in magnetic
semiconductors for possible spintronics application, doping the II–VI compounds
with transition metals was seen as potential route to such materials. EXAFS and
XANES have proven very useful in characterizing such materials. They can deter-
mine the location and valence of the dopants, and are sensitive to potential second
phase formation. This chapter looks at the application of XAS methods to a variety
of magnetically doped II–VI systems over the last 30 years.

16.1 Introduction

There is a long history of interest in group II–VI materials for their widespread
applications and interesting properties. For example, the ternaryHg1−xCdxTe system
has long been used in IR detectors since its bandgap can be easily tuned by varying
x, and the similarity in lattice constants of HgTe and CdTe is convenient for epitaxial
growth of the mixed system [1]. The important ZnO based materials also have many
applications [2]. In the area of magnetic semiconductors it was realized early on
that the II–VI materials are excellent hosts for magnetic ions [3]. Interest in new
materials became especially strong as prospects for spintronics devices improved.
Many spintronics devices need magnetic semiconductors, and the popular prototype
material, Mn doped GaAs, is only magnetic at low temperatures [4]. In 2000, Dietl et
al. showed that a simple Zener model can explain the Curie temperature inMn doped
GaAs and ZnTe [5]. This same paper also predicted that ZnO would be a promising
candidate for a high transition temperature, and led to a renewed interest in doping
related materials with magnetic ions [6].
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Spintronics are devices that take advantage of the electron spin in addition to or
in place of the charge [7]. This offers the potential for devices with improved prop-
erties such as non-volatile memory or reduced power consumption. If coherence and
quantum interactions between the spins can be preserved then a whole new class of
quantum devices could be enabled. Early devices such as spin-valves were based on
ferromagneticmetals. However, for integration into standard semiconductor process-
ing, magnetic semiconductors offer many advantages. Because of mismatch at the
interface, ferromagnetic metals are much inferior to semiconductors for injecting
polarized spins into a semiconductor. What is needed is a semiconductor that is mag-
netic at room temperature, and, preferably, can also be doped into p or n types. As
discussed above the II–VI materials are attractive semiconducting hosts for magnetic
doping, and much of the work described in this chapter is a result.

In this chapter several examples are discussed that illustrate the above points for
a number of II–VI systems. It starts with a discussion of the application of XAS
methods to magnetic semiconductors, including some experimental subtleties of
working with single crystals and thin films. Early work concentrated on Mn doping
of non-oxide II–VI materials. This is summarized along with another interesting
system:Cr dopedZnTe. The chapter endswith a look atwork onZnObasedmaterials,
an area where interest has exploded in the last decade.

16.2 Application of XAFS to Magnetic Semiconductors

When studying the magnetic properties of doped semiconductors it is important
to characterize the location and chemical state of the magnetic dopant. Many of the
dopants can form second phases that are magnetic, complicating the interpretation of
themagnetic measurements. Generally second phases are unwanted since they do not
contribute to the spin currents of the semiconductor host. However, it is possible that
the second phase could enhance the magnetic properties of the doped semiconductor
if it is also magnetic [8]. There is also the possibility that the observed magnetism
may not be due to the doping, but rather from defects that are caused by the doping.
For example, doping of an oxide with a dopant that has a different valence from the
host atom could result in oxygen vacancies or interstitials that are needed to maintain
charge neutrality. EXAFS and XANES are ideal techniques for characterizing the
fate of the dopants. EXAFS can determine if the dopant is taking up the expected
substitutional sites or is forming a second phase. Often these second phases are in the
form of small disordered nanoparticles that are difficult to detect using diffraction
techniques. The XANES can determine the valence of the dopant and the symmetry
of its site. This can be an independent measure of the amount of second phase if, as
is often the case, its valence is different from the substitutional atoms. For example,
a common second phase is the formation of zero-valence metallic nanoparticles that
are easily seen in the XANES. For cases where all of the atoms take up substitutional
sites the XANES can verify that the valence is the expected value.
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Doped semiconductor samples for XAFS measurements can be either in the form
of powders or as thin films typically grown on single crystal substrates. Since the
ultimate goal for many of the materials is device applications, many samples are in
the form of thin films. Thin film deposition methods can also allow the production of
materials that are not stable in bulk form. The use of thin films on single crystals can
complicate the measurements. Fluorescence detection will usually be needed since
the substrate absorption does not allow for transmission. The single crystal substrate
or sample can produce Bragg diffraction peaks as the energy is scanned, adding
spurious structure to the measured spectra. The most serious are reflections that hit
the detector, but even reflections that miss the detector will change the fluorescence
signal since additional fluorescence can be excited by the exiting X-rays.

There are several approaches for measuring such samples. The first is to search for
a sample orientation that is free fromBragg reflections. This can be difficult and time-
consuming. It is also possible to measure the sample at two or more angles and splice
together the regions of the spectra free from Bragg peaks. A better approach, that can
be generally applied, is to spin the sample about the surface normal, averaging out
the Bragg reflections. This removes most Bragg interference, but there still might be
occasional interference if a strong reflection is briefly excited that hits the detector.
However, these residual peaks can be removed by using an energy resolving detector
as described in Chap. 1. The Bragg reflection photons are at the incident energy and
can be separated from the lower energy fluorescence photons.

Fluorescence detection can be used for another purpose, the determination of the
dopant concentration. By comparing the fluorescence signals from the dopant atom
with that from the film constituents, it is possible to accurately determine the compo-
sition.While other methods can be used for measuring composition, the fluorescence
measurement essentially comes for free when fluorescence XAFSmeasurements are
being made. These composition measurements are particularly important for mate-
rials like doped ZnO where thin films are often found to have different compositions
from the starting materials. This is thought to be related to the high vapor pres-
sure of Zn at typical deposition conditions, often resulting in enhancement of the
dopant concentration. An example of a fluorescence spectrum is shown for Mn:ZnO
in Fig. 16.1. In this case the deposition target material had 2%Mnwhile the resulting
film was measured to have 3.8% [9].

Although beyond the scope of this chapter, it should be mentioned that another
useful XAS technique for studying magnetic materials is X-ray magnetic circular
dichroism (XMCD). XMCD measures the difference in the absorption as the rela-
tionship between the helicity of the circular polarized X-rays and the magnetization
direction is varied to be parallel or antiparallel [10]. By tuning the X-rays to the
appropriate edges the element specific magnetism can be measured. This can help
localize the origin of the magnetism. For transition metals, it is especially useful
when applied to the L-edge to directly probe the important 3d states that are involved
in the magnetism. Some XMCD studies of transition metal ions incorporated into
group III–V semiconductors are discussed in Chap.15.

http://dx.doi.org/10.1007/978-3-662-44362-0_1
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Fig. 16.1 Fluorescence
spectrum for a Mn doped
ZnO sample grown on Al2O3.
The fit determined that the
Mn content is 3.8%

16.3 Search for Dilute Magnetic Semiconductors in II–VI
Systems

16.3.1 Mn Doping

A good review of early work on II–VI and III–V based dilute magnetic semiconduc-
tors has been given by Furdyna [3]. There was an emphasis on Mn doping of II–VI
materials. These materials were of interest for their electroluminescence properties
as well as for potential magnetic semiconductors. The II–VI semiconductors typi-
cally have the zinc blende or similar wurtzite crystal structures. Both have tetrahedral
near-neighbor symmetry based on sp3 bonding. Mn has a half filled d-band with two
4s valence electrons that can contribute to the sp3 bonding if it substitutes for the
group II atom. As pointed out by Furdyna, the half-filled d-band inMn has all 5 spins
aligned, and it would cost considerable energy to add another electron. This aspect
of Mn makes it unique among the transition metals in resembling the filled d shell
of the group II atoms. The result is that large concentrations of Mn are often stable
as it substitutes for the group II atoms in the II–VI materials. Thus, these materials
were important tests for theories of mixed composition lattices.

The lattice parameters of Mn doped II–VI compounds generally follow Vegard’s
law with a linear dependence on the concentration of Mn. An important result of
early EXAFS studies was the realization that on the local scale Vegard’s law does
not apply to the individual bond lengths [11]. Balzarotti et al. [12, 13] carried out
and summarized much of the early work. Figure16.2 shows an example for the Mn
doped CdTe system. This system can be stabilized over a wide range of Mn concen-
trations. The X-ray diffraction lattice parameter varies smoothly between the CdTe
and MnTe endpoints. However, EXAFS measurements found that the Mn-Te and
Cd-Te bond lengths were nearly independent of the concentration. This results in a
bimodal distribution of Te-Te distances depending on whether the intervening atom
is Cd or Mn. As a result, many of the Te atoms must be shifted from their ideal
lattice positions. A similar result was also found in the pioneering EXAFS study
of In1−xGaxAs by Mikkelson and Boyce [11] as discussed in Chap.2. A variety of

http://dx.doi.org/10.1007/978-3-662-44362-0_2
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Fig. 16.2 Comparison of the
X-ray lattice parameter (open
circles) with the near
neighbor bond lengths (solid
points) determined by
EXAFS for Cd1−xMnxTe.
Reprinted Fig. 11 with
permission from [12].
Copyright 1985 by the
American Physical Society

EXAFS studies have shown this behavior to be common in many other II-VI systems
including Cd1−xZnxTe [13], Hg1−xSexTe [13], Hg1−xCdxTe [14], Hg1−xMnxTe
[14], and Zn1−xMnxS [15] (see also Chap. 2).

The local distortions necessary to accommodate the microscopic picture provided
by XAFS can have important implications for understanding these materials. The
ideal symmetry of the lattice is broken, possibly allowing previously forbidden op-
tical transitions. For theories of magnetism in these materials the superexchange
interaction betweenMn atoms is thought to be a major contributor. Locally there can
be large variations in the Mn-Mn distance and bond angles with the bonding anion.
These variations arise since individual atoms have different environments depending
on the composition of the next nearest neighbors (see Chap.2). For a true random
alloy this next nearest neighbor composition is expected to have a range of values.
This is discussed in detail by Robouch et al. [16] who develop a strained tetrahedra
model for the site occupancy probabilities for zinc-blende ternary alloys, and com-
pare them to EXAFS results. Both EXAFS distances and coordination numbers can
be used to determine site preferences, but obtaining accurate coordination results is
more difficult. In general, it was found that the distributions of atoms are often far
from random, with many systems showing a preference for certain types of bonds.
Of course, the implications of this for theoretical calculations are obvious. Typically,
in the absence of other information, theorists will assume random occupations with
the full symmetry of the host lattice.

16.3.2 Cr Doped ZnTe

As described above, Mn stands out among the transition metals in that it can reach
high levels of doping in II–VI materials without second phase formation. As an
example of a system where this is not the case, consider Cr doping of ZnTe. At
low concentration (x < 0.04), Zn1−xCrxTe is found to be magnetic with a transition
temperature reaching 15K for x = 0.035 [17]. This seemed to be a true dilute
magnetic semiconductor, and the transition temperature was higher than other Mn
doped II–VI systems. Thus, attemptsweremade to increase the transition temperature

http://dx.doi.org/10.1007/978-3-662-44362-0_2
http://dx.doi.org/10.1007/978-3-662-44362-0_2
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by increasing the doping level, and room temperature magnetism was soon reported
for x = 0.20 [18]. These results were bolstered by theoretical calculations that
suggested the potential for half-metallic ferromagnetism that could result in high
Curie temperature [19].

However, there were reasons to question the high concentration results. Vegard’s
law seemed to be followed at low concentration, but not above x = 0.04 [20]. This
suggests that some other phase may be involved. Indeed, an XAFS study of the Cr
environment with concentration found changes in both the XANES and EXAFS that
could be interpreted as the formation of Cr2Te3 or CrTe second phases. Both of these
materials are magnetic at room temperature. An issue with this work is the similar-
ity in the Cr EXAFS expected from the substitutional site and the second phases.
However, the XANES also showed changes consistent with second phase formation.
Recent work [8, 21, 22] for high concentrations of Cr with Iodine codoping has
found that the Cr concentration was highly inhomogeneous. I doping was used since
small amounts of I result in dramatic changes in the transition temperature. The I
doping is found to simultaneously increase Tc while inducing an inhomogeneous Cr
concentration. The high Cr regions were found to have a CrTe like structure using
both TEM and XRD.

This system demonstrates a common problem with studies of these types of ma-
terials. Samples are produced by different groups using different preparation condi-
tions, and are analyzed by different techniques. Someof the common characterization
methods such as XRD have been shown to be relatively insensitive to second phase
formation. Thus, a single experimental result is often not conclusive evidence of a
true dilute magnetic semiconductor. For Cr doped ZnTe there are a number of results
supporting both possible sources of ferromagnetism, intrinsic or second phase. In
these cases XAFS is a powerful method in that it is an atomic structural probe whose
signal weights all of the atoms equally, be they in substitutional sites or in a second
phase.

It should also be emphasized that XAFS results while extremely useful may not
be the final answer. In the case of Zn1−xCrxTe, the XAFS results pointed the way
to the correct interpretation of the data, but were not conclusive. It is also possible
that two samples could have fully substitutional doping, but have differing magnetic
properties where the differences come from factors to which XAFS has low sensitiv-
ity. For example, in the case of Co doped TiO2 anatase a careful combined XAFS and
diffraction study [23] showed that the magnetism had a strong inverse correlation
to the structural perfection of the sample. The structural defects, presumably grain
boundaries and O vacancies had little effect on the XAFS. XAFS, however, was
still important in ruling out second phase formation. XAS studies of doped II–VI
semiconductors are also presented in Chaps. 4, 12, and 13.

http://dx.doi.org/10.1007/978-3-662-44362-0_4
http://dx.doi.org/10.1007/978-3-662-44362-0_12
http://dx.doi.org/10.1007/978-3-662-44362-0_13
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16.4 Doped ZnO

16.4.1 Co Doping

Transition metal doped ZnO has been one of the hot topics in materials science over
the last decade. A review in 2008 identified over a 1,000 papers on the topic [6], and
research has continued at a high pace since then. One of the most studied systems
is Co doped ZnO (Co:ZnO). This activity was sparked by theoretical predictions,
[5, 24] and subsequent observations of high temperature magnetism [25]. There have
been numerous publications that find magnetism at room temperature in Co:ZnO.
However, the experimental results span a range of results that call into question an
intrinsic origin of the magnetism [26–28]. Many results have not included structural
studies that conclusively rule out second phases. When careful structural character-
ization has been carried out, ferromagnetic second phases have often been observed
[29–32]. In addition, cases of well characterized single phase materials exist that

Fig. 16.3 Comparison of the XANES and EXAFS from a sample that was cycled between a
magnetic state (Zni:Co2+:ZnO) and a non-magnetic state (Co2+:ZnO) by annealing in Zn vapor
and air respectively. The sample was grown by MOCVD on r-plane Al2O3 and contained 9% Co.
Figure16.2 from [38]. Copyright 2006 by the American Physical Society



346 S.M. Heald

do not show magnetism [33, 34]. Debate continues since there have been reports
of magnetic moments too large to be explained by metallic cobalt second phases
[35–37]. This is especially the case for samples that were also doped with Al. Al
doping is used to prepare n-type highly conductive films.

A possible source of the confusion is the role of defects in the samples [6]. As
mentioned earlier there are several important possibilities for defects. These include
vacant lattice sites or atoms at interstitial locations. XAS studies of cobalt—oxygen
vacancy complexes are discussed in Chap. 5. In another interesting result, [38] it was
shown that a Co:ZnO sample could be repetitively made to be magnetic by annealing
in Zn vapor and demagnetized by annealing in air. These results were explained by
the incorporation of a small amount of Zn interstitials (<1%). XAFS measurements
shown in Fig. 16.3 were used to rule out second phase formation and found all of the
Co was in substitutional sites with no change upon annealing. There was a small but
significant change in the Zn XANES upon annealing, but no indication of additional
Zn phases in the Zn EXAFS.

For thin film samples a common structural method checking for phase purity
is X-ray diffraction. However, diffraction techniques have reduced sensitivity in
thin film samples, and the second phases can be present as small nanoparticles.
Such small particles can result in broad difficult-to-detect diffraction peaks that can
be further reduced by structural disorder. A study [39] that used both X-ray and
neutron diffraction demonstrated the lack of sensitivity to second phases in Co:ZnO
for commonly used Cu Kα radiation XRD. Element specific probes such as XAS
methods are much better to detect second phases. The Co XAFS equally weights the
signals fromall of theCo atoms in the samples. TheXANESdetermination of valence
is unaffected by disorder allowing easy characterization of atoms in disordered sites.

The polarization dependence of the XAS signal can be used to enhance the sensi-
tivity to second phases. In spite of its relatively symmetric structure, Zn atoms in the
ZnO lattice show strong polarization dependence in their XANES, and dopants in
substitutional sites are expected to have similar dependence. Figure16.4 shows the

Fig. 16.4 Polarization
dependence of the Co
XANES in a Co doped ZnO
sample grown on c-plane
Al2O3

http://dx.doi.org/10.1007/978-3-662-44362-0_5
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orientation dependent XANES for Co in ZnO. Films are often grown in the (0001)
orientation, and the XANES is easily measured with the polarization perpendicu-
lar to the plane of the film (ê parallel to ĉ) and the polarization in the plane of the
film (ê perpendicular to ĉ). Second phases can be expected to have a much different
polarization dependence or the in case of metallic particles, very little polarization
dependence. Thus measurement of the polarization dependent XANES can enhance
the sensitivity to second phases. This has been discussed in detail by Ney et al. [40]
for the case of Co:ZnO. In this paper a procedure is described for separating the signal
of the true substitutional atoms from the second phases using the difference spectra
from the two polarizations. The part of the signal without the expected polarization
dependence is isolated for more detailed analysis. The difference signal or X-ray
linear dichroism (XLD) can also be used as a criteria for separating ‘good’ samples
(undetectable second phases) from contaminated samples. Figure16.5 taken from
this work shows examples for a variety of samples. Metallic Co has an edge shifted
to lower energy. However, as seen in Fig. 16.5, Co2+ in a non-centrosymmetric en-
vironment has a fairly strong pre-edge signal at energies similar to the initial rise for
Co metal. This can reduce the sensitivity to small amounts of metallic Co phases.
The XLD can highlight the differences in the samples and is also sensitive to non-
metallic second phases. The data for sample SPM-RMS shows a Co2+ like pre-edge,
but the XLD does not have the expected polarization dependence. This indicates the
formation of Co2+ that is not in substitutional sites.

While Co metal is the most common magnetic second phase, it is also possible
to have other metallic second phases. For example, the compound CoZn is also
magnetic and might be expected to form under similar reducing conditions as is
conducive to Co metal formation. Indeed this was seen in a sample grown on an
r-sapphire substrate and annealed in Zn vapor [41]. In this case the polarization
dependent EXAFS signal was crucial in its identification. Figure16.6 shows the
polarization dependent EXAFS signal and the inset shows the structure responsible
for the strong polarization dependence. The primary Co site in CoZn has a nearly
planar arrangement of Co neighbors and a more symmetric arrangement of Zn atoms
at a slightly larger distance.When the polarization is in the plane of the Co neighbors,
this contribution is enhanced and interferes stronglywith theZn signal. This gives rise
to the strong observed polarization dependence. Fits to the data based on an oriented
CoZn second phase give a good explanation of the polarization dependence. This
same model also explains the shift to higher R from the expected Co-Co peak in Co
metal. It turns out that CoZn is also magnetic, and could explain the magnetism seen
in this sample.

Varying the X-ray incidence angle can also be used to study the depth dependence
of the signal. Figure 16.7 shows the angle dependent signal from a sample grown on
r-plane Al2O3. This sample was annealed in Zn vapor, which resulted in a significant
metal contribution. By reducing the incident angle to below the critical angle of
reflection (in this case about 0.2o) the X-rays are confined to the near surface region.
The enhancement of themetallic component at small angles confirms that it is located
near the surface. XAS studies of Co doped ZnO nanowires are discussed in detail in
Chap. 13.

http://dx.doi.org/10.1007/978-3-662-44362-0_13
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Fig. 16.5 (From [40]) Two methods for determining the quality of the doping in Co doped ZnO.
The XANES method looks at the height of the pre-edge peak E1 relative to the background E2,
and the linear dichroism (XLD) method looks at the difference between the max and min of the
dichroism in the pre-edge region. As shown in the yellow figure both can see metallic Co second
phases, but the XLD can also detect non-substitutional Co2+ impurities. See [40] for a description
of the samples. Reprinted from [40] ©IOP Publishing & Deutsche Physikalische Gesellschaft. CC
BY-NC-SA

16.4.2 Doping of ZnO by Other Transition Metals

Magnetism near room temperature has been observed in ZnO doped with many
different transition metals [6, 42]. These include Sc, Ti, V, Cr, Mn, Fe, Ni, and Cu in
addition to Co. As was the case for Co, a second dopant is often added to improve the
magnetism or other properties such as the conductivity. Thus, the range of possible
materials is large and XAFS measurements can and have been applied to many of
them. In this section we briefly consider the cases of Mn:ZnO and Fe:ZnO.

Based on the success of Mn doped GaAs, Mn:ZnO has been the focus of a lot of
effort. Mn has a high solubility in ZnO, and samples with a wide range of concentra-
tions have been studied. The overall situation is similar to the story for Co:ZnO. Early
work for films with concentrations exceeding x = 0.35 [43] found a strong room
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Fig. 16.6 Polarization dependence of the Fourier Transform of the EXAFS from a Co doped ZnO
sample grown on r-plane Al2O3. The inset shows the Co near neighbors (Co in blue, Zn in gray) in
CoZn. Data from [41]

Fig. 16.7 Angle dependent aXANES and bFourier transformedEXAFS data for a Co:ZnO sample
that was annealed in Zn vapor. The arrows point out the metal signals that are enhanced at glancing
angles, indicating the metal is located near the surface of the film

temperature magnetoresistance signal. However, later magnetic measurements on
similar samples could be interpreted as spin-glass behavior [44]. Just as for Co:ZnO
there have been a wide variety of findings some suggesting magnetism and other
finding non-magnetic behavior. Lower concentration samples of high structural qual-
ity verified by various techniques including XAFS were found to be paramagnetic
[45, 46], although based on XMCD it was suggested that the Mn concentration was
inhomogeneous with local regions of higher concentrations [46]. It is expected that
two Mn atoms separated by an intervening O will be antiferromagnetically coupled.
Thus, clustering of the Mn atoms would enhance the antiferromagnetic coupling
reducing the possibilities for ferromagnetism. The case for intrinsic ferromagnetism
arising from substitutionalMn2+ atoms is still unresolved. As was found for Co:ZnO
there are indications that defects may play an important role in many of the ob-
served magnetic signals found so far [6, 47]. A strong magnetic signal from a low
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concentration of defects could explain the typically small magnetic signal per Mn
atom found in many samples.

Early work on Fe:ZnO powders [48] found that doping these samples with small
amounts of Cu significantly enhanced the magnetic properties, raising the strength
of the magnetic signal and the transition temperature. In this case XANES mea-
surements found the Fe to be predominantly Fe2+, and the Cu in the Cu1+ valence.
However, neutron scattering on similar powder samples suggested that themagnetism
was due to ZnFe2O4 second phase [49].

Later work was also plagued by second phase formation. On LiNbO3 substrates
it was found that the maximum Fe concentration for substitutional Fe was about
4% [50]. Again XANES was used in part to determine that at higher concentrations
magnetite was the dominant phase. Being magnetic this phase resulted in a strong
increase in the magnetic signal. At lower concentrations where a second phase could
not be detected the magnetic signal was about 0.1µB per Fe atom. Later work in-
cluding XAFS have confirmed that low concentration films can be prepared without
detectable second phases [51]. As for Mn:ZnO and Co:ZnO, the small magnetic sig-
nal coupled with the wide variation of results suggests that defects may be playing
an important role. XAS studies of Mn and Cu doped ZnO nanowires are reviewed in
Chap.13.

16.5 Summary

This chapter has reviewed the application of XAFS to doped II–VI materials. There
has been a tremendous amount of work on these materials motivated primarily by
prospects for obtaining dilute magnetic semiconductors. There has been no attempt
to comprehensively summarize the vast literature, but rather to indicate the oppor-
tunities for applying XAFS methods. XAFS is one of the best techniques for char-
acterizing the structural quality of the films, since it is a bulk technique that treats
all atoms equally. This means it can be used to detect second phase formation even
in cases where these second phases are present in small disordered nanoparticles
nearly invisible to diffraction methods. It can also confirm the dopant valence, and
determine any local structural distortions about the dopant atom.
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