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Preface

If we date the birth of the quartz crystal microbalance (QCM) to Günter Sauer-
brey’s paper from 1959 [1] the QCM is now more than 50-years old. Its use in
vacuum is routine to the extent that the fact is not usually mentioned in the
scientific literature. The QCM flew to Mars in 1997 [2, 3] and there are least four
books covering it in detail. Why one more book?

Starting in the 1980s, the QCM got its second wind after it was immersed into
liquids and after it was realized that the QCM is a surface-analytical tool with
capabilities much beyond gravimetry. The advanced QCMs supply the bandwidth
of the resonance in addition its frequency (where the ‘‘dissipation factor’’ of the
QCM-D is equivalent to bandwidth), and they do so on a number of different
overtones. This added information has opened the door to non-gravimetric
applications of the QCM. ‘‘Non-gravimetric’’ sounds as if it was not known
what—exactly—was measured. That may have been true at some instances in the
beginning, but it is not true today. The QCM is a surface-acoustic-wave-based
analytical instrument and the behavior of surface acoustic waves in complex media
is not a mystery.

The widespread use of the QCM in liquids since 1990 was mainly driven by the
novel instrumentation, but there also was a widespread interest in soft matter at
interfaces. Typical samples were polymer brushes, supported lipid bilayers,
polyelectrolyte multilayers, adsorbed proteins, cell cultures, and functional poly-
mer films in a wider sense. The evolution of the QCM was paralleled by similar
instrumental progress in optics (surface plasmon resonance spectroscopy,
advanced ellipsometry, to name examples), by the long and multifaceted evolution
of scanning force microscopy, and by improved electrochemical instrumentation.
These instruments and the research done with them form the context of the QCM
and the book therefore occasionally makes comparisons and indicates, where
combinations can be of use.

The QCM is simple, basically, but to set up one’s own instrument requires
somewhat of a physics background. One needs a basic understanding of electrical
circuits and one needs to pay attention to the construction of the crystal holder. If
one is without such skills (or without the time to revive them), one can embark on
QCM-based research with one of the commercial instruments. One may plug, play,
and see what happens. This progress in the hardware means, among other things,
that ever more users apply this technique to ever more diverse samples. As always,
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plugging and playing is one thing, not having to worry about the instrument is
another. The advanced QCMs open up new research opportunities, but there is a
danger of not sufficiently appreciating the different sources of artifacts.

This book provides a detailed description of the background behind the tech-
nique and the data analysis methods, in a format that can be understood and
appreciated by users with backgrounds ranging from biology to engineering and at
a sufficient level of detail that it is educational. The analysis of acoustic shear
waves builds on a number of fundamental concepts of physics, which many users
of the technique do not usually come across. Short discussions of background
material (viscoelasticity and contact mechanics, in particular) have therefore been
included.

The author’s thinking about the QCM is guided by what he calls the ‘‘small load
approximation’’ (SLA). The SLA states that the frequency shift is proportional to
the amplitude of the periodic stress at the resonator surface. A recent appraisal of
the SLA can be found in Ref. [4]. The SLA is as old as acoustic sensing (meaning:
older than the QCM) and it was not called small load approximation previously.
The approximation needs a name and ‘‘small load approximation’’ is the best one
the author could think of. The SLA was made the guiding principle for modeling.
Of course choosing such a unique perspective has its pros and cons. It gives the
book a clear structure. It (hopefully) simplifies the presentation of the more
advanced topics. At the same time, it makes some of the familiar and time-honored
results look unfamiliar. The Sauerbrey equation has suffered this fate. It is derived
in the middle of the book (Sect. 8.1). Had the Sauerbrey relation been the main
topic of the book, the formal machinery leading to the SLA and from there to the
Sauerbrey result would have been too much of a good thing. With the SLA at

Fig. 1 Various applications of the QCM
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hand, the discussion can move on from the Sauerbrey case to viscoelastic films,
bubbles, slip, multilayers, proteins, and contact mechanics (Fig. 1). With the
machinery established, it all falls in place.

The mathematics was kept at such a level that undergraduate students in any of
the science disciplines should be able to follow every single step. The physics of
the QCM in many respects makes for an interesting bit of science education.
Numerous aspects have counterparts in optical spectroscopy, electrical engineer-
ing, quantum mechanics, rheology, or mechanics. Familiarizing oneself with the
QCM, one renews old acquaintances and that in itself can be an enjoyable
exercise.

The book is self-contained. At least this was the intention. As far as the QCM
itself is concerned, all proofs are outlined step-by-step. Some derivations, where
the mathematical machinery serves as proof only and contains little physical
insight, have been moved to the appendices. The appendices also contain back-
ground information. The book walks on a somewhat narrow line with regard to
anisotropy. Anisotropy is essential. Quartz would not be piezoelectric if it was
isotropic. Yet, if anisotropy had been covered in its full beauty, this would have
hidden some of the simpler concepts. In order to avoid the discussion of anisot-
ropy, the parallel-plate model is often pushed to the foreground. Within the par-
allel-plate model, all tensor properties (just about all properties of a crystal other
than density) reduce to complex numbers, which are called the ‘‘relevant tensor
component.’’ The ‘‘relevant component’’ is meant to be evaluated after the
respective tensor has been transformed to the coordinate system of AT-cut quartz.
The algebra leading to these tensor components is not needed and it is therefore
not reproduced. Good books on the matter are Refs. [5] and [6]. The algebra does
not hold any unsolved problems; anisotropy is well understood. Not coinciden-
tally, the early masterpiece on anisotropy, the ‘‘Lehrbuch der Kristallphysik’’ by
W. Voigt (first published in 1910), contains a thorough discussion of piezoelec-
tricity. Voigt coined the term ‘‘tensor.’’ Tensor algebra is not a black art, it is
merely a matter of not letting oneself be intimidated by large equation systems.

With regard to the fundamentals, the book has to start somewhere. For example,
while the reader is reminded of what complex numbers are, there is no detailed
introduction to their properties. Readers not familiar with complex numbers will
need to exercise the basic operations. Similarly, Taylor-expansions are often
applied. The respective formula is then cited but not proven. Furthermore, reso-
nances and waves are introduced only briefly. Resonances and waves are explained
with much didactic zeal in the textbooks of physics; there is no point in trying to
do better here.

The number of papers making use of the QCM is so large that it is futile trying
to reference even a significant fraction. The book is brief on applications for a
second simple reason, which is limited expertise. The QCM has become a standard
tool in diverse areas of soft matter research and the life sciences. The book touches
on selected applications only. Along similar lines: The QCM is a member of a
wider class of acoustic sensors. Other acoustic sensors are mentioned, but the
focus is on the QCM.
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Much knowledge has been gained already and giving due credit to all previous
workers is a difficult task. This shall not be an excuse not to try. However, the
following remarks should not be understood as a historical account. While writing
the book, the author discovered work, which he had not been remotely aware of. It
is fair to assume that there is more work waiting for rediscovery. The author covers
his own work in more depth than the work of others because this is what he knows
best. Please do not misunderstand this as a lack of appreciation for the achieve-
ments of others.

Below is a list of datable accomplishments deserving a special mention:

• Starting with the early days of acoustic sensing, the book by Mason from 1948
certainly is a hallmark [7]. It contains many of the modern concepts. That
includes the electromechanical analogy, equivalent circuits, the small load
approximation, and an acute emphasis on the fact that the viscoelastic param-
eters of soft materials depend on frequency.

• What is called the tensor form of the small load approximation here (Sect. 6.1),
was derived by Pechhold in 1959 and published under the title Zur Behandlung
von Anregungs- und Störungsproblemen bei akustischen Resonatoren [8]. As the
title says, Pechhold chose to publish in German (but so did Sauerbrey). The
paper is not cited well; it is not even listed in the Web of Science. Its outcome is
of fundamental relevance to the physics of all resonant acoustic sensors.

• Central to acoustic sensing of course is Günter Sauerbrey’s paper from 1959 [1].
Sauerbrey is open about the fact that the influence of added mass onto the
resonance frequency was known to many in the field. People used to tune
resonators by marking the resonator surface with a pencil. There actually is a
second brief paper from 1959 proposing the use of piezoelectric crystals for
microweighing [9]. Sauerbrey put the idea into a concise form.

• As far as instrumentation is concerned, the QCM-D from Q-Sense has certainly
made a remarkable contribution to the field. It has made the technique available to
a broad community. It should be remembered, though, that the ‘‘QCM-D princi-
ple’’ is equivalent to impedance analysis. Knowing this context is worthwhile.

A recent book on the QCM and related piezoelectric sensors, edited by Janshoff
and Steinem, appeared in 2007 [10]. The book has a rather wide scope; it covers
diverse applications in-depth. An earlier book, edited by Arnau, covers similar
content, but has more of an emphasis on acoustics, instrumentation, and modeling
[11]. Still earlier, the books by Thompson and Stone [12], and by Balantine et al.
[13] as well as volume 107 of the Faraday Discussions [14] collect knowledge
about the advanced QCM and related techniques at a time, when this methodology
was picking up momentum.

A book often quoted with regard to the classical QCM (operated in air or
vacuum) is the one edited by Lu and Czanderna [15]. Still further back in time, the
book chapter by Stockbridge gives an overview of the QCM applied in vacuum
[16]. Quartz crystals in general are treated in-depth by Bottom [17] and by Salt
[18]. Bottom is interested in resonators more than in sensors. He approaches the
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subject from the perspective of the practitioner, but still covers physical back-
ground (including anisotropy). The book by Rosenbaum [19] complements Bot-
tom’s book. Rosenbaum is more detailed with regard to theory and modeling than
Bottom. The tutorial by Vig covers quartz resonators in time and frequency control
[20]. There are a number of excellent reviews covering specific applications and
topics, referenced further below in the respective context. For the newest devel-
opments, the literature surveys by Cooper and co-workers are a good source
[21–23]. Cooper et al. are brief on technology and modeling; they are mostly
interested in the growing range of applications.

A few remarks on notation:

• The formal machinery heavily builds on complex numbers and complex
amplitudes. Complex numbers and amplitudes of complex time-harmonic
functions were given a tilde (*) and a hat (^), respectively (example: ũ(t)
= û exp(ixt)). If one and the same letter is used with and without a tilde, the
letter without tilde denotes the real part. The imaginary part then is small and
was neglected. The prime (0) and the double prime (00) denote the real and the
imaginary part of a complex quantity. What is often called the ‘‘modulus’’ of a
complex quantity, ~zj j, is called ‘‘absolute value’’ here. This is intended to avoid
confusion with the shear modulus.

• Bold letters denote vectors.
• The components of piezoelectric tensors relevant to the AT-cut carry the index

‘‘26’’. The text does not elaborate on tensor algebra. With regard to the index 26,
we just follow the practice in other sources [19].

• In cases where variables have different meanings in the literature, they were
mostly given an index, rather than risking confusion. For example, G is the shear
modulus in rheology, and is the conductance in electricity. The electrical con-
ductance is called Gel here, even though this makes the equations look clumsy.
A few variables do have more than one meaning (D, n, e). In these cases the
context hopefully clarifies the variable’s meaning.

• When inserting numbers into equations, the chosen values mostly pertain to
the crystals used in the author’s laboratory. These are AT-cut crystals
(Zq ¼ 8:8 � 106 kg m�2 s�1) with a fundamental frequency of f0 ¼ 5 MHz.
Less important than f0 is the size. The author mostly uses 1-inch crystals. These
have an active area around 30 mm2.
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Chapter 1
Introduction

Abstract The QCM is an amazingly simple device. It consists of a disk of
crystalline quartz. The acoustic resonances of this plate can be excited electrically
because crystalline quartz is piezoelectric. The main application of quartz reso-
nators is in time and frequency control. However, the resonance frequency and the
resonance bandwidth depend on the resonator’s environment and the plate can
therefore be used as a frequency-based sensor. The chapter gives a brief tour
through the modeling process, mostly building on the parallel plate and empha-
sizing the small load approximation (SLA). Models beyond the parallel plate as
well as refinements of the SLA are also discussed. The chapter concludes with an
overview of applications.

1.1 Quartz Crystal Resonators

The center piece of a quartz crystal microbalance (QCM) is a quartz crystal
resonator (QCR). A QCR essentially is a disk of crystalline quartz as shown in
Fig. 1.1. A typical thickness of the resonators used for sensing is 330 lm, a typical
diameter is 1.5 cm. The plate carries electrodes on both sides. When a voltage is
applied to the electrodes, the inverse piezo-effect induces a shear deformation. It is
a shear deformation (rather than an elongation) because the crystal cut was chosen
accordingly. If the frequency of the exciting AC-voltage matches one of the
acoustic resonance frequencies of the plate, the amplitude of oscillation becomes
large and the electric current drawn by the electrode becomes large at the same
time. Measuring the current into the electrodes, one can easily find the resonance
frequencies.

This sounds all very well, but it does not explain why the market for QCRs in
their various forms amounted to about 4.5 billion US dollars in 2010 [1]. About
2 billion units are manufactured annually [2]. According to the tutorial by Vig,
3,000 tons of a–quartz were grown in 1997 [3]. Of the man-grown single crystals,
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quartz was second only to silicon in quantity grown. The amount of silicon was
3–4 times larger.

A first explanation for the large market volume certainly is the large demand for
clocks. (Somewhat loosely, any element delivering a precise frequency is called a
‘‘clock’’ here. More exact would be ‘‘oscillators and filters’’.) Historically inclined
readers may consult a book by Dava Sobel to find that this demand is not new [4].
Sobel reports that the classical pendulum clock cannot be used on a boat and why
people were desperately looking for a substitute 300 years ago. The problem was
not genuinely a problem of knowing the time, but rather one of navigation: An
accurate clock is needed to calculate the position of a ship from the position of the
sun. The academics (in Sobel’s words: ‘‘the leading lights of [the] day’’) pushed
hard for a solution based on astronomy. A accurate determination of the position of
the moon and an equally accurate calculation thereof can yield the time, and this
did work, in principle. However, the solution eventually adopted was contrived by
John Harrison, a self-educated carpenter, who improved spring-driven clocks to
the extent that they were accurate enough for navigation, robust enough to work on
a boat, and simple enough to be used by the captain. Even today, navigation
requires good clocks. The clocks carried by the GPS satellites are among the best
money can buy. And even today, these clocks are better than the astronomical
frequency standards, although the latter (the millisecond pulsars) also are pretty
good [5].

It is argued in Sect. 15.8 that smaller is not always better, but smaller was better
when the spring-driven clock replaced the classical pendulum clock and smaller
was also better when the quartz clock replaced the spring-driven clock. Other
advantages of QCRs are simplicity, precision, and stability.

Simplicity mostly is the consequence of the piezo-effect. Reading the resonance
frequency of the crystal is easy because the mechanical vibration creates a voltage.
Piezoelectricity is very interesting, but it is actually not quite as important for
understanding QCRs as one might think. For a start, one may just remember that
for reasons deep-down in solid-state physics, a quartz plate generates a voltage
when squeezed. By exploiting the piezoelectric effect, a QCR can be electrically
controlled. Of course someone has to design the electronic equipment. Arguably,
the electronics is not simple, but it is to the author because he just buys it.

Precision is the ability to distinguish between two slightly different values.
Precision differs from accuracy in that both these readings are allowed to deviate
from the true values for a precise instrument, while no such deviation is allowed
for an accurate instrument. Accuracy is not needed for QCM-based sensing
because the data analysis entirely relies on frequency shifts. If the resonator’s
resonance frequency is unequal to the frequency specified on delivery, this will not
affect the shift of frequency upon film deposition. (More exactly: This effect will
be negligible. The Sauerbrey equation does contain the absolute frequency, but the
potential error is minute.) Sensing here differs from timing, where a clock must be
calibrated against a master clock in order to be of any use.

The precision of QCRs is excellent because the resonances are outstandingly
narrow. They are much sharper than anything achievable with electrical circuits
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(at room temperature). The sharpness of a resonance is quantified by its quality
factor, Q. Q is defined as Q = fr/(2C) with fr the resonance frequency and C the
half-bandwidth (Fig. 1.1c, Sect. 4.1.4). Quartz crystal resonators easily achieve
quality factors of more than 105. (Q-factors exceeding 109 have been reported at
cryogenic temperatures [6], but such instruments are outside the scope of this
book.) For a resonance frequency of 5 MHz, the half-bandwidth can be less than
25 Hz. Because the bandwidth is so extraordinarily small, it is easy to determine
the resonance frequency with good precision. Oscillators employing quartz crys-
tals typically have a short-time reproducibility in frequency better than 10-6

(talking of cheap clocks).
The stability of QCR-based clocks and sensors is good, but it is not as good

as the repeatability of frequency achieved with atomic clocks. Quartz crystals
have a bit of a character: They age, they respond to stress and temperature, and
they remember their history. There is a complex interplay between crystal
defects and their migration, on the one hand, and stress and temperature, on the
other. Quartz resonators respond slowly and hysteretically to fluctuations of
temperature and stress. There are several ways to deal with this problem, but if
long-time stability is the prime concern, microwave clocks are the instruments of
choice. One might think that aging (at the level of 10-7/year) should not be an
issue in sensing because the short-time repeatability achieved in sensing is
around 10-7. However, the sources of drifts are also much more pronounced in
sensing than in frequency control. Mounting a crystal in a liquid cell creates a
static stress, which slowly relaxes over time. A typical drift is 1 Hz/h; a typical
precision is 0.1 Hz. Frequency drifts are about as much of a challenge in sensing
as precision.

When building a clock from the quartz crystal, one is always well advised to not
expose the crystal to the environment. One encapsulates it in a tight box, keeps it
stress-free, makes sure that it does not see contaminations, and maintains constant
temperature. One separates the crystal from the environment as much as possible
because the crystal is an excellent sensor. It responds to stress, to changes in
temperature, and to contaminants. Before turning to sensing, we spend one section
on the application which drove the materials development, which is time and
frequency control.

1.2 Piezoelectric Resonators in Time
and Frequency Control

The first piezoelectric oscillator was patented in 1918 by Nicholson from the Bell
Telephone Laboratories [7]. This happened 38 years after the discovery of pie-
zoelectricity by the Curie brothers in 1880. Nicholson employed Rochelle salt,
which was widely studied at the time. Rochelle salt has the problem of being water
soluble. Nevertheless the material was used commercially for quite some time
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(although not for oscillators [8]). The first quartz clock (the ‘‘crystal clock’’, as it
was called [9]) was built in 1928 by Marrison and Horton [10]. Marrison and
Horton employed a torsional rod, operating at 50 kHz. This clock still suffered
from temperature-frequency coupling. Koga from the Tokyo Institute of Tech-
nology based his oscillator on a disk employing the thickness-shear mode [11].
Koga wrote down Eq. (1.5.2). Later he found the temperature-compensated cuts.
The oscillator circuits (which essentially contain an amplifier with a resonator in
the feed-back loop) were developed at this time. For instance, Pierce designed
what today is called the Pierce circuit [12]. Oscillator circuits turn resonators into
clocks. In the 1930s NIST (then the ‘‘National Bureau of Standards’’) defined its
time standard based on quartz clocks. Quartz clocks remained in that function until
they were replaced by the atomic clocks in the 1960s [13].

During World War II, quartz resonators were a key component of radar tech-
nology. The military was the technology driver. A letter to the editor of the LIFE
Magazine, published in on August 23, 1943 says: Sirs: In proportion to size these
little glass like quartz wafers are perhaps the most remarkable of all the tools
science has given to war. When the story of the almost incredible progress in
research and manufacture of radio crystals can be told, it will prove to be a tale of
one of the war’s greatest achievements. No less significant will be the fruit of these
advancements to a new world at peace where crystals will be the vibrating hearts
of most telecommunication equipment.

Gerald James Holton, Harvard University, Cambridge, Mass [14].
Holton was right: After Word War II quartz oscillators turned into a mass

product [15]. In the process, methods were found to synthesize quartz rather than
harvesting it from natural resources [16]. In recent years, much effort has been
spent on making the resonators smaller, so that they fit into portable devices more
easily. A certain drawback of the technology is that quartz crystals cannot be
monolithically integrated with silicon chips. Monolithic integration is possible for
the thin-film bulk acoustic wave resonator (FBAR) [17]. FBARs are mostly made
of aluminum nitride (AlN). The fabrication process is compatible with CMOS
technology. The FBAR functions in essentially the same way as the QCR. FBARs
have been evaluated for sensing purposes [18–21], but their importance in sensing
there is nowhere near their role in frequency control.

At the high end, quartz clocks compete with the microwave standards. The best
oscillators made out of quartz (employing the BVA design [22, 23]) age at a rate
below 4 9 10-9/year. They cost a few thousand US dollars. The low-end rubidium
clocks are comparable in price and in performance. At the time of writing, the
NIST-F1 (a cesium fountain clock) reaches a frequency uncertainty of 3 9 10-16;
optical clocks are said to be even better. These are stable down to a level below
10-18 [24]. Progress continues and the future is always difficult to foresee. The
author still anticipates that both the quartz crystal resonator and the quartz crystal
microbalance will be around for a while. Both are workhorses in their fields and it
is worthwhile to spend time understanding them.
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1.3 The Quartz Crystal Microbalance

Since a precise measurement of a QCRs resonance frequency is easy and since the
resonance frequency is affected by the resonators environment in a number of
different ways, sensing applications abound. Following the tradition in much of
literature on the QCM, the advanced QCM is called a ‘‘sensor’’ here. It senses the
properties of its environment. The textbooks on chemical sensors usually state that
a sensor must be cheap and simple. Unfortunately, the advanced QCMs are not
what would be called cheap in the sensors community. But that might change. Is
the advanced QCM simple? It can be, if put to work properly.

This book is limited to effects, which are caused by a sample in contact with the
resonator surface in one way or another. QCRs can sense temperature, hydrostatic
pressure [25], and static stress [26], but these devices are outside of the scope here.
To the author, fluctuations of temperature, hydrostatic pressure, and static stress
are disturbances to be avoided if ever possible.

The name ‘‘microbalance’’ goes back to Günter Sauerbrey [27]. The name
suggests that the QCM is a quartz-based device for measuring small (‘‘micro’’)
masses. Actually it measures an areal mass density in the units of mass per unit
area, rather than a mass. The two quantities should not be confused. The name
QCM is convenient and it stuck, despite the fact that the material employed is not
always quartz, that the QCM is today used for purposes other than weighing, and
that even the prefix ‘‘micro’’ might replaced by ‘‘nano’’ because the sensitivity is
well in the range of ng/cm2. (The modern MEMS- and NEMS-based devices might
be called ‘‘zeptobalances’’ [28]. Even a ‘‘yoctobalance’’ based on the resonances
of carbon nanotubes was proposed [29].) As you can tell from the title of the book,
the term ‘‘quartz crystal microbalance’’ in the author’s opinion is a good choice,
not only because of age. In particular, the name ‘‘balance’’ is appropriate even for
the advanced QCMs—if slightly reinterpreted. On a fundamental level, the QCM
measures periodic forces exerted at its surface (Sect. 4.6). It is a ‘‘force balance’’.
Coincidentally, the forces turn out to be in the microNewton range, so that the
prefix ‘‘micro’’ can stay. Depending on the exact configuration, one might want to
call the QCM a stress balance, not a force balance. This distinction parallels the
distinction between mass and mass per unit area.

Some further remarks on terminology:

• The abbreviations ‘‘QMB’’ and ‘‘QCMB’’ (both for ‘‘quartz crystal microbal-
ance’’) also are around. To the author all three acronyms are equally legitimate
and he has followed what he perceives to be the majority opinion.

• ‘‘PM’’ for ‘‘piezoelectric microgravimetry’’ denotes all piezoelectric sensing
schemes targeting a mass. Most mass-sensitive detectors are plates; all of them
are resonators or acoustic waveguides. Some mass-sensitive MEMS-resonators
do not rely on piezoelectricity for actuation.

• In the context of acoustic resonators in their various forms, the QCM is called
‘‘TSM resonator’’ (for ‘‘thickness-shear mode’’) and ‘‘BAW resonator’’ (for
‘‘bulk acoustic wave’’). The former property is much important than the latter.
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The vibration of the QCM being of the thickness-shear type is critical for its
use in liquids. Resonators employing the thickness-expansion mode (such as
the standard FBARs, Sect. 15.6) cannot be used because these emit compres-
sional waves. They interact with liquid samples much differently from the
QCM. Unfortunately, the QCM is not truly a TSM resonator. Because of
energy trapping, the mode of vibration has flexural admixtures (Sect. 7.6). To
what extent a given mode couples to compressional waves requires a closer
look.
The distinction between bulk acoustic wave (BAW) resonators and other con-
figurations (such as the SAW devices, Sect. 15.4) is a different matter, because
the frame of data analysis may actually be the same. Surface acoustic waves (if of
the shear-horizontal type) interact with the sample in about the same way as
waves permeating the entire resonator (bulk waves). The principles underlying
the interpretation of QCM-data also apply to SH–SAW devices (shear-horizontal
surface acoustic wave devices). All acoustic resonators making use of shear
waves measure the shear-wave reflectivity at the interface with the sample.
In this regard, the QCM is just one member of a family.

This is a good time to insert a brief explanation of why the resonance frequency
of a quartz disk is sensitive to deposited mass. The fact itself is easy to understand.
Figure 1.2 sketches the principle of operation. On resonance, the deformation
pattern is a standing plane wave with antinodes at the surface. The wavelength of
sound is twice the thickness of the plate. If a thin film is deposited on one surface
and if this film has the exact same acoustic properties as the resonator, all the film
does, is to increase the acoustic thickness of the plate. The wavelength of sound, k,
increases and the resonance frequency, fr, decreases accordingly. One has

fr ¼
cq

k
¼ cq

2 dq þ df

� � ð1:3:1Þ

cq is the speed of sound, dq is the thickness of the resonator plate, and df is the film
thickness.

For such samples, the Sauerbrey result (Eq. 8.1.2) follows from Fig. 1.2 and
Eq. (1.3.1) with very little mathematics in-between. Equation (1.3.1) suggests that
the frequency shift was mainly proportional to the film thickness. However, the
film might differ in its acoustic properties from the plate itself. The more detailed
analysis shows that the QCM measures the film’s mass per unit area (not the film
thickness), regardless of what the film’s physical properties are. Actually, the
sample may or may not be a homogeneous film. As long as the sample is rigid, the
QCM measures the sample’s area-averaged mass per unit area. Again: This applies
as long as the sample is so thin, that it appears as rigid to the QCM. If the sample is
not thin in this sense, this is by no means the end of a meaningful QCM experi-
ment. The sample might be a soft film, a liquid, a polymer brush, or a biological
cell. Those samples are the realm of the non-gravimetric QCM and those samples
are, what this book mostly is about.
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Employing quartz resonators as sensors rather than clocks necessitates a few
changes in the hardware. For instance, the holder must allow to remove the crystal for
cleaning. Roughly speaking, there are two types of holders. The first type is similar to
what is shown in Fig. 1.1. The crystal is lightly held by two wires. Contrasting to
frequency-control applications, the contacts are not soldered, but just established by
a soft spring (and possibly a small dot of a conductive glue). This holder exerts little
stress. This is a benefit because stress makes the resonance frequency drift. The
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Fig. 1.1 a A quartz crystal in its encasement (left) and with the cap removed (right). Such
crystals are employed in frequency control. The electrodes have keyhole shape to confine the
oscillations to the center of the crystal (Chap. 7). Modern crystals often are smaller than the one
shown here. b When a static voltage is applied to the electrodes, the crystal responds with a
thickness-shear deformation. However, the static deformation is minute. The lateral displacement
at the crystal surface is 3.1 pm/V. When the crystal is excited with an AC-voltage and when the
frequency matches the resonance frequency of the thickness-shear mode, the displacement pat-
tern is a sine wave with antinodes at the resonator surface. The number of nodal planes parallel to
the resonator surface is equal to the overtone order, n. The dotted lines shows the fundamental
(n = 1) and the third overtone (n = 3). c When the frequency of excitation is swept across the
resonance, the amplitude of oscillation and the current drawn by the electrodes become large.
From an electrical measurement of the current-voltage ratio, one infers the resonance parameters.
Most important are the resonance frequency, fr, and the half-bandwidth, C
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drawback is poor temperature control. Heat cannot be easily supplied or removed
across the two wires. The second type of holder is shown in Fig. 1.3b. The crystal is
held by O-rings around its edge. This mount establishes a better thermal control than
the two-wire configuration. Also, it hides the back of the crystal from the sample. The
front electrode wraps around the edge of the crystal, so that both electrodes can be
contacted with soft elastic springs from the back. The stripes connecting to the pins
are usually given the shape of anchors (Fig. 1.3a), so that the user does not have to

λ = 2d q

λ = 2(dq + df)

Fig. 1.2 Principle of operation of the quartz crystal microbalance. By depositing a film, one
increases the thickness of the plate. Since the standing shear wave has antinodes at the resonator
surface, a film increases the wavelength and decreases the resonance frequency. dq: thickness of
the crystal, df: film thickness, k: wavelength of shear sound

Fig. 1.3 a Images of crystals used for sensing in liquids taken from the front (left) and from the
back (right). The front electrode (exposed to the sample) usually is larger than the back electrode.
This ensures that the entire active area is homogeneously covered by the front electrode. A
second purpose is to protect the sample from electric fringe fields (Sect. 14.2). Often, the front
electrode is covered by a layer specifically interacting with the sample (a receptor layer). b A
typical holder. Both electrodes are contacted with pins from the back. For sensing in liquids the
crystal is usually mounted such that the back stays dry. This holder is suitable for large amounts
of liquids. Small liquid cells right above the resonator are in use, as well
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pay much attention to the orientation of the crystal. The user should still make sure
that the front electrode connects to ground and the back electrode connects to signal.
The front electrode should be grounded in order to keep electric fringe fields away
from the sample (Sect. 14.2). For the same reason the (grounded) front electrode is
larger than the back electrode.

Advanced applications of the QCM introduce three more constraints. Firstly, it
is essential that the crystal indeed is a parallel plate. Wedge distortions are det-
rimental. Secondly, the crystal surface must be optically polished. Rough surfaces
in contact with a liquid will have an effect on the frequency shift, which is usually
avoided. Overtone crystals happen to be polished anyway, because polishing
improves the Q-factor on the overtones. A third requirement for advanced sensing
applications is good crystal quality. In crystal growth, there is a trade-off between
cost and the defect density [30]. High-quality crystals are needed for liquid
sensing. At the time of writing, the price per crystal is 10 US dollars and above.
Quartz crystals are not disposable items in the narrow sense of the word. The
cheap crystals produced for consumer electronics (these cost a few cents) have
been evaluated for liquid sensing [31], but are not widely used.

The electrode material can be adapted to the application. Gold is widely used
because it is chemically inert. There usually is a thin adhesion layer of chromium
or titanium underneath the gold. Resonators with coated electrodes (silica, titania,
self-assembled monolayers of various kinds) are available from a number of dif-
ferent suppliers.

1.4 Operation in the Liquid Phase, Surface Specificity

In the 1980s, piezoelectric resonators were again immersed into liquids. They had
been there before [32–35]. The extensive work by Mason, McSkimin, and their
co-workers starting in the 1930s all concerned complex fluids. In the early days of
acoustic sensing the resonators mostly were torsional rods. A profound under-
standing of the underlying physical principles was achieved. The book by Mason
from 1948 collects the knowledge of the time [36]. It heavily builds on equivalent
circuits and the electromechanical analogy. It also contains the small load
approximation, although Mason quantifies dissipative processes by motional
resistance rather than bandwidth.

Nomura [37, 38] and Bruckenstein [39] (two researchers often quoted for
making the QCM wet) had an electrochemical application in mind. The goal was
to determine the mass transfer in an electrochemical process. This worked and it
still does. The instrument today is called electrochemical QCM (EQCM). Early
reviews were published by Buttry and Ward [40] and by Schumacher [41]. Once
the QCM worked reliably in liquids, it was also applied in the life sciences.
Reviews can be found in Refs. [42–45], and [46].

Bruckenstein’s and Nomura’s work (and also the work be Konash and Bas-
tiaans [47]) triggered the widespread use of the QCM in liquids, but attempts along
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this line had been made before. The review by Alder and Mc Callum [48] mentions
two articles from 1969, where a QCM had been used as the cathode in an elec-
trochemical process [49, 50]. Apparently, these experiments were perceived as
being difficult; no one followed. With regard to non-electrochemical applications
of the QCM in liquids, there are same scattered reports, notably some from Russia
[51, 52]. Pechhold immersed the QCM into polymer melts [53]. As far as tech-
nology is concerned, it is hard to see, why the QCM in liquids only became
widespread after 1985. Had more people taken an interest in running a QCM in
liquids earlier, it would have happened earlier. Of course it did happen earlier, but
not at the large scale seen today.

When QCMs were first used in liquids, it was a problem to find a driver, which
could to handle the large viscous damping. One can either use a suitably adapted
oscillator circuit or resort to a passive method called ‘‘impedance analysis’’ in
this book. Ring-down as a routine technique of interrogation was introduced later
[54, 55]. Arguably, ring-down was reintroduced in the 1990s [56], but the same
can be said about many other developments of that time. Once passive interro-
gation is in place, one realizes that resonance frequency and resonance bandwidth
are both available for analysis and that, further, these parameters can be acquired
on a few different overtones. It is this added information, which opens up the
sensing opportunities beyond gravimetry [57].

Today there are a number of advanced QCMs on the market. ‘‘Advanced’’ here
is supposed to mean that the instrument analyzes frequency as well as bandwidth
(in one way or another). Some of the advanced QCMs do so on different overtones.
Among the suppliers of advanced QCMs are 3T analytik (the ‘‘qcell T’’), AWS
(the ‘‘AWS 10’’ and the ‘‘AWS 20’’), Gamry (an EQCM, the ‘‘eQCM 10 M’’),
initium (the ‘‘affinix series’’), the Institute of Physical Chemistry of the Polish
Academy of Sciences (IPC PAS, the ‘‘EQCM 5710’’), Maxtek (now Inficon, the
‘‘RQCM’’), Q-Sense (the ‘‘QCM-D’’), Sierra Sensors (the ‘‘QCMA-1’’), and SRS
(the ‘‘QCM200’’). The list intentionally leaves out QCMs, which do not measure
the bandwidth, but still deserve to be called ‘‘advanced’’ with regard to liquid
handling, automated data analysis, data acquisition on many channels, or combi-
nation with electrochemistry (EQCMs). Evidently, this definition of what should
be called advanced is guided by the author’s own interests.

Given that Mason and McSkimin spent their careers on running resonators in
liquids, one wonders why they did not employ AT-cut quartz plates. They did
think of this. In 1949 they published an article reporting on how they had used
AT-cut quartz plates to extend the frequency range of their instrumentation to a
few MHz [34]. However, they did not immerse the crystals themselves into the
liquid but rather glued the crystals to the ends of cylindrical rods of fused quartz.
The crystals were excited by a MHz RF-pulse, thereby launching a transverse
acoustic wave in the rod. The wave travelled down the rod, was reflected at the
rear end (which was immersed into the liquid), and returned to the crystal, which
also served as the detector. The liquid’s viscosity was inferred from the reflected
amplitude. Mason et al. comment in the introduction on why they did not immerse
the AT-cut crystals themselves into the liquid: Consideration was given to the use
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of a thickness vibrating shear crystal of the AT or BT type, but is was found that
the shear motion was too closely coupled to other modes of motion, such as flexure
modes, to give reliable results. Hence another method had to be used [34].

Before answering the question of why this argument is correct in a way, but still
does not prevent the use of piezoelectric plates in liquids, the crucial importance of
the resonator’s vibration being of the thickness-shear type needs to be addressed.
Central to the success of the QCM in liquids is the fact that the motion of the
resonator surface occurs into the tangential direction. Unfortunately, this is not
rigorously true, but if it were grossly wrong, the QCM would work much less well
in liquids than it actually does. A surface moving tangentially emits an acoustic
shear wave. In liquids, shear waves (transverse waves) and compressional waves
(longitudinal waves) are much different types of excitation. Soft matter is much
more compliant to shear stress than to hydrostatic pressure. The latter changes the
material’s volume. Soft materials easily change shape, but not volume. For this
reason, the wavelength of shear waves is much smaller than the wavelength of
compressional waves. Even further: Shear waves decay rapidly (Fig. 1.4a) because
of viscous damping. In water at 5 MHz, the depth of penetration is about 250 nm.
Given this difference, researchers from the field of acoustics often do not even
count shear waves as ‘‘acoustic waves’’. They view shear waves as boundary
layers, and they have a point. The fact that shear waves are boundary layers is of
immense practical importance. Because shear waves do not propagate in liquids,
the QCM is ‘‘surface-specific’’. The QCM only sees objects within a distance of
about a micron from the resonator surface. If the QCM was not a surface-specific
device, it would see all objects in the cell, which give an acoustic contrast
(Fig. 1.4b). That would much complicate the interpretation.

Going back to the paper by Mason et al. from 1949 [34], Mason and co-authors
basically are right: AT-cut plates are not pure thickness-shear mode (TSM) reso-
nators. There are flexural contributions to the mode of vibration (Sect. 7.6). The
resonator surface moves both tangentially and normally. In air, the normal com-
ponent can be larger than the tangential component. Given the flexural contributions,

(a)

(b)
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Fig. 1.4 Shear waves rapidly
decay in liquids and in gases
(a). The penetration depth at
5 MHz in water is 250 nm.
Objects located outside this
horizon are not seen by
sensor. This contrasts to
compressional waves, which
may return to the sensor
surface after having been
scattered from objects in the
bulk of the liquid (b)
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shifts of the resonance frequency caused by compressional waves must be expected.
There are two complications, which Mason and co-workers did not sufficiently
appreciate at the time. Both work to the advantage of sensing in liquids. Firstly,
compressional waves are emitted in the wings of the amplitude distribution (close to
the edge of the electrodes), where the sensitivity of the resonator is low. Secondly
and more importantly, the liquid itself reduces the amplitude of the compressional
waves. With regard to flexural deformation of the plate and compression of the
liquid, the crystal actually is softer than the liquid. The crystal bends much less in
water than it bends in air (Sect. 6.1.3). In hindsight, luck was of help when people
started using the QCM in liquids. There were excellent reasons to expect that those
experiments would fail. Experiment proved these worries to be unjustified.

When crystals were immersed into liquids, a problem on the modeling side was to
distinguish effects of viscosity from effects of deposited mass. One hopes that the two
effects are additive, as formulated on a heuristic basics by Martin et al. [58]. The
treatment of viscoelastic multilayers (Sect. 10.2) shows that this is indeed the case in
the thin-film limit. If effects of mass and of viscosity are additive, one still needs to
understand the effects of viscosity. In this regard we deal with a classical rediscovery.
Gordon and Kanazawa are widely quoted for the respective equation [59], but the
relation occurs at various places earlier in the literature [51, 52, 60, 61] and follows
rather straight-forwardly from Mason’s work [36]. Mason did not employ AT-cut
crystals and his equations therefore do not contain the parameter Zq (the acoustic
impedance of AT-cut quartz), but apart from that, Eq. 14.19 in Mason’s book is the
Gordon-Kanazawa result (Eq. 9.1.1). The result should be renamed, and ‘‘Gor-
don-Kanazawa-Mason result’’ in the author’s opinion is the best option. This being
said: The determination of viscosity is not a prime application of the advanced
QCMs. For various reasons (Sect. 9.1) a QCM-based measurement of a viscosity is
more difficult than the Gordon-Kanazawa-Mason result suggests. Reliable deter-
mination of a complex fluid’s viscosity covering frequencies from quasi-static to the
MHz range still is a challenge.

1.5 A Quick Tour Through Modeling

1.5.1 Resonances, Resonators, and the Small Load
Approximation

Figure 1.1a shows the simplest possible representation of a resonator, which is the
spring pendulum. A mass is attached to a rigid wall across a spring. The resonance
frequency is given by

fr ¼
1

2p

ffiffiffiffiffiffiffi
jR

MR

r
ð1:5:1Þ
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jR is the spring constant and MR is the mass. It is easy to see how this device can
be turned into a balance. If one increases the mass, the frequency decreases.
Inserting numbers, one finds that an increase of the mass by 1 % decreases the
resonance frequency by about 0.5 %. (For the mathematically inclined readers:
The factor of 1/2 between the change in mass and the change in frequency is a
consequence of the Taylor expansion of the square root, which is (1 + e)-1/2 &
1 - e/2.)

Figure 1.5a is not only simple, it is too simple for our purposes. For instance, it
does not indicate how the resonance should be excited, how the resonance fre-
quency should be measured, and whether or not excitation and read-out have an
influence on the resonance frequency. These problems were a major engineering
challenge in the early time of pendulum clocks. The pendulum clock is controlled
by a mechanism called ‘‘escapement’’ [62]. Its design is critical. A further problem
with Fig. 1.5a is that the resonator is connected to a rigid wall at the top. There is
no such thing as a rigid wall. The holder might have an influence on fr. Most
importantly, Fig. 1.5a assumes a mass-less spring and a rigid mass. Real spring-
based resonators contain light-weight springs and rather stiff bodies as the masses.
Still, when making the idealizations, one inevitably introduces errors (albeit
possibly small ones).

Figure 1.5b shows a much improved representation of a resonator, which is the
tuning fork. The tuning fork is an elastic body. Elasticity and inertia enter the force
balance equation everywhere. On resonance, there is a time-periodic deformation
pattern. The calculation of the deformation pattern is nontrivial, but the outcome
qualitatively is known from experience (double arrows). On resonance, there is
little deformation at the center. The tuning fork can be held by hand with little
disturbance to the resonance. There is no need for a rigid wall. Excitation occurs
by striking the tuning fork against a surface. Detection occurs acoustically. Both
excitation and acoustic damping have a small influence on how the tune fork
sounds, but the influence is small. The tuning fork was designed to make this
influence small.

The representation in Fig. 1.5c comes as close to our needs, as a graphical
representation can come. The resonator again is an elastic body. It does not contain
mass-less springs or rigid masses. Although not indicated in the figure, there is an
elegant mechanism for excitation and read-out, which is piezo-electricity.

(a) (b) (c)Fig. 1.5 Representations of
resonators. a Idealized spring
pendulum, composed of a
mass-less spring and a rigid
mass. b Tuning fork.
c Piezoelectrically excited
thickness-shear mode (TSM)
resonator
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What distinguishes this resonator from the tuning fork, is that the simple geometry
(the parallel-plate geometry) easily allows to calculate the deformation pattern of
the resonant mode. Of course the deformation pattern of the tuning fork can be
calculated as well [63], but the result is not nearly as simple as the sine wave found
for the parallel plate. The sine wave is indicated with dotted lines in Fig. 1.5c.
Actually, the deformation patterns of the thickness-shear resonators employed in
practice slightly differ from the sine wave. It is a bit more complicated. The plates
are a little thicker in the center than at the edge; they form an acoustic cavity. In
consequence, the amplitude of oscillation decays towards the edge and one can
hold the crystal at the edge without overdamping the resonance. This of crucial
importance (Chap. 7).

Once the deformation pattern is known, one can calculate the resonance fre-
quency from the thickness of the plate and the speed of sound. The deformation
pattern is a standing plane wave with a wavelength, k, equal to twice the thickness
of the plate, dq. The wavelength, in turn, is equal to the speed of sound, cq, divided
by the resonance frequency, fr. One has

2dq ¼ k ¼ cq

fr
ð1:5:2Þ

The device can be turned into a balance by depositing a film on one side. Let
the film thickness be 1 % of the plate’s thickness and let the acoustic properties of
the film be the same as the acoustic properties of the plate. From Eq. (1.5.2) one
sees that a 1 % increase in mass leads to a 1 % decrease in frequency. This
contrasts to Eq. (1.5.1), where a 1 % increase in mass reduced the frequency by
0.5 %. Clearly, only one of these two predictions is correct (better: is applicable to
the problem at hand). It is the second one. Equation (1.5.2) is much better adapted
to our problem than equation Eq. (1.5.1).

From Fig. 1.5c, one is readily convinced that the plate has more than one mode
of vibration. The figure shows the mode with one single nodal plane in the center
of the plate, but there might be more nodal planes. These higher modes have
shorter wavelengths and correspondingly higher frequencies (Of course the tuning
fork also displays higher modes. The idealized resonator in Fig. 1.5a does not.).

Given that the vibration pattern needs to be known in order to understand the
resonator’s behavior, one might think that the natural way of calculating a fre-
quency shift would amount to calculating the vibration pattern twice: once with and
once without the sample. That would be the rigorous way. However, if the changes
to the resonance pattern induced by the sample are small enough (if the small load
approximation applies), then there is an approximate way to calculate frequency
shift, which avoids the second full calculation of the resonant mode. All that needs
to be known is the periodic stress at the interface between the resonator and the
sample. Calculating the traction at the resonator surface is less laborious than
finding the vibration pattern a second time. If the small load approximation applies,
there is an explicit relation leading directly from the periodic traction at the inter-
face to the frequency shift. Of course one can calculate the resonance frequency
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shift without making use of the small load approximation. Within the frame of
equivalent circuits (Sect. 4.5.2), this is not even difficult. One numerically finds
those frequencies, where the electrical impedance across the electrode becomes
zero. One does this twice, once with a sample present and once for the reference
state. The drawback of this approach is that the more qualitative features of the
resonator’s response to the sample are hidden behind the numerical calculation.

Chapter 4 explains the parallel-plate model in three different ways. Arguable,
one would have been enough. These three representations of the parallel plate have
their strengths and weaknesses; they will appeal to readers with different back-
grounds to different extent. All three are rooted in the literature on the QCM. Last
not least, convincing oneself that they are all equivalent is a worthwhile exercise
beyond the immediate subject of the QCM. In the following, the three formulations
are briefly previewed.

1.5.2 Wave Equation and Continuity at Interfaces

The mathematically-inspired approach (Sect. 4.3) is elegant because it rests on two
assumptions only. The first is the wave equation, which holds inside all media
(including the resonator itself), and the second is continuity of stress and dis-
placement at the interfaces. Everything else follows from the mathematical
machinery. There is no need for further concepts or guiding principles. There is not
even a need for physical interpretation. Once the equations are written down, one
might as well forget what the variables mean. Put differently, this exact same
formalism applies in other branches of physics. ‘‘u(z, t)’’ is a transverse acoustic
wave here, but if it were an optical wave, the mathematics would still be the same.
Of course the speed of sound and the density would then also acquire different
meanings.

In order to really honor the beauty of the formalism, one would have to apply it
in 3D and account for anisotropy, but a choice was made and anisotropy was left
aside. For the sake of simplicity, the model was also kept one-dimensional. The
displacement field is a plane wave. Its wave vector only has one component (called
wavenumber) and all interfaces are perpendicular to the wave vector. These
choices were made, hoping that undergraduates can then follow every single step
of the derivation. There is one instance, though, where those readers, who have not
been sitting through an introduction to linear algebra, might get lost. A homoge-
neous linear equation system only has a nontrivial solution if the determinant of
the coefficient matrix is zero. Readers, who have never heard of this statement,
need to either catch up on linear algebra or skip Sect. 4.3. Skipping Sect. 4.3
definitely is an option. The later chapters do not build on the vanishing
determinant.
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1.5.3 The QCM as an Acoustic Reflectometer

Section 4.4 takes a more physical approach and introduces the concept of the
impedance. Needless to say: The term impedance has more than one meaning.
In Sect. 4.4 the reader will need to make peace with at least two of them, which are
the ‘‘acoustic wave impedance’’ and the ‘‘acoustic impedance’’. These can take the
same value under certain conditions. They have the same physical unit, but they
are not the same. (Adding to the confusion: What is called ‘‘acoustic wave
impedance’’ here, is widely called ‘‘acoustic impedance’’ in the literature.) The
acoustic wave impedance determines the acoustic reflectivity at interfaces.
‘‘Reflectivity’’ is another essential term. Reflectivity here always is a complex
number. The reflectivity quantifies the reflected amplitude, not the reflected power.
The Cambridge Handbook of Physics Formulas (Ref. [64] ) calls this quantity
‘‘amplitude reflection coefficient’’ (to be distinguished from the ‘‘power reflectance
coefficient’’). Section 4.4 explains why the QCM can be viewed as a shear-wave
reflectometer and how the shear-wave reflectivity at the interface between the
resonator and a coating relates to the coating’s thickness.

1.5.4 Equivalent Circuits

Section 4.5 repeats the same content in the language of electrical engineering. The
author believes that some readers are, on the one hand, not truly at ease with waves
and reflectivity, but are, on the other hand, at ease with how to compute the total
electrical impedance of arrangements of electrical elements (resistors, capacitors,
inductors). The rules, by which such impedances are computed, are the Kirchhoff
rules. The Kirchhoff rules are recapitulated in Sect. 4.7. In simple words,
impedances are additive if the respective elements are placed in series, while
inverse impedances are additive, if the elements are arranged in parallel. Some
readers may say: ‘‘How can anyone not know the Kirchhoff rules?’’ Yes, they are
taught in high school, but so is grammar and spelling. Other readers will say:
‘‘Please remind me of the Kirchhoff rules’’. Readers not familiar with electrical
networks can jump from the discussion of reflectivity in Sect. 4.4 straight to the
applications.

A first reason to introduce equivalent circuits is the tradition in the literature.
Equivalent electrical circuits have guided the thinking of the scientists using
acoustic resonators since the early days of piezoelectricity. These people where
electrical engineers by training and the resonators were parts of electrical networks
(they still are). There is a second reason: Piezoelectric stiffening is not covered in
Sect. 4.4 because piezoelectric stiffening is not needed for many of the applica-
tions. If piezoelectric stiffening is to be included, the wave picture becomes more
complicated. One has to deal with coupled equations (Chap. 5). If one wants to
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account for piezoelectric stiffening correctly and rigorously without much math-
ematics, the Mason equivalent circuit is the rope to hang on.

To apply the Mason circuit is one thing, to derive it is quite another. The
derivation is tedious (Sect. 4.7.4). Its application, however, is easy: Just add all
impedances properly and search for the (complex) frequency at which the total
electric impedance between the electrodes vanishes. Equivalent circuits are not
cartoons. Applied correctly, they quantitatively embody the essence of the paral-
lel-plate model.

1.5.5 Influences of the Electrical Boundary Conditions

One can understand the parallel plate without going into the details of piezo-
electricity and this approach is taken in Chap. 4. Chapter 5 addresses certain
details of piezoelectricity and piezoelectric stiffening, in particular.

1.5.6 Tensor Form of the Small Load Approximation,
Third-Order-Perturbation

The small load approximation as derived in Sect. 4.6.1 applies to the parallel plate.
A more general version of the SLA and a more general proof are needed for
resonators with other shapes. This proof is provided in Sect. 6.1. It leads to the
tensor form of the small load approximation.

The small-load approximation can be viewed as the first-order result of a
perturbation scheme, which can be further refined. The refinements are spelled out
in Sect. 6.2. They are relevant for the thin film in air.

1.5.7 Beyond the Parallel-Plate Model

The quartz crystals employed in practice are not parallel plates and the deviations
definitely are of relevance. Since the deviations are small, they can be treated
within a formalism called ‘‘paraxial approximation’’ in optics. (The paraxial
approximation is a good start, but it also has short-comings.) The plates are slightly
thicker in the center than at the edge. One can think of them as acoustic cavities.
The surfaces of the cavity are shaped such that the acoustic beam is focused to the
center of the plate. The same strategy is employed in optical cavities (laser cav-
ities). Because the amplitude of oscillation is small at the edge, the plate can be
mounted at the edge with little disturbance to its movement. The mechanism
carries the name ‘‘energy trapping’’. Energy trapping has a number of conse-
quences, discussed in Chap. 7.

1.5 A Quick Tour Through Modeling 17

http://dx.doi.org/10.1007/978-3-319-07836-6_4
http://dx.doi.org/10.1007/978-3-319-07836-6_4
http://dx.doi.org/10.1007/978-3-319-07836-6_5
http://dx.doi.org/10.1007/978-3-319-07836-6_4
http://dx.doi.org/10.1007/978-3-319-07836-6_6
http://dx.doi.org/10.1007/978-3-319-07836-6_6
http://dx.doi.org/10.1007/978-3-319-07836-6_7


1.6 Related Instruments, Combined Instruments

The book mostly is about the QCM itself; it does not cover acoustic sensors in
general. Still, there is a technical context, briefly introduced in Chaps. 15 and 16.
The QCM is member of a family of acoustic sensors, which all exploit the
reflectivity of acoustic waves (shear waves, if applied in liquids) at interfaces.
Chapter 15 briefly describes some of these.

Because QCRs are so simple, they can be easily combined with other surface-
analytical techniques. Various combined instruments are discussed in Chap. 16.
Most advanced is the combination with electrochemical equipment, which carries
the name EQCM. The combination with optical reflectometry is intriguing because
the model underlying the analysis of optical reflectivity is strikingly similar to the
model underlying the QCM. Still, the acoustic thickness often is larger than the
apparent optical thickness, and there is a deeper reason for that.

1.7 Overview of Applications

The book is limited to sensing problems, where the shift in frequency is somehow
caused by what is happening at the resonator surface. It does not cover temperature
and stress as sensing problems. Six different cases can be distinguished:

(a) Inertial loading with rigid samples

For rigid samples, shape does not matter. The sample shifts the resonance
frequency in proportion to its mass per unit area. The principal application is
gravimetric sensing in the gas phase. Gravimetry is simple as far as the physics is
concerned. The challenge is in finding receptor layers, which perform well when
judged by the triple-S-criterion (Sensitivity, Specificity, Stability).

(b) Semi-infinite media and stratified layers

For samples with no in-plane structure, the deformation pattern is a plane wave.
The acoustic multilayer formalism describes these well. Central is the concept of
the acoustic reflectivity. These samples include Newtonian liquids, complex liq-
uids, viscoelastic films in a gas phase, viscoelastic films in a liquid phase, vis-
coelastic multilayers, and layers with continuous viscoelastic profiles.

(c) Point contacts

For macroscopic external objects touching the resonator across a contact with a
diameter much smaller than the wavelength of sound and also much smaller than
the size of the object, the QCM determines the stiffness of the contact. Contact
stiffness is a difficult topic, but there are theories predicting it and also other
experimental techniques for its determination.
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If the external objects are small (bacteria, colloidal particles), they give rise to
coupled resonances. These are analogs of molecular vibrations. The QCM applied
to such samples performs vibrational spectroscopy on surface-attached colloids.

(d) Structured samples with no separation of scales

If a sample has in-plane structure on a scale, which is neither much smaller nor
much larger than k, modeling has to be carried out numerically. Of course such
models need assumptions on geometry and materials parameters. Because the
computation occurs numerically, it is difficult to trace the influences, which the
various assumptions have on Df and DC. The machine runs forward very well. To
apply it in the reverse direction and make statements about the sample entirely
based on experimental values of Df and DC with no further input is impossible.

(e) Nonlinear interactions

At large amplitudes, the sample’s stress-strain relations can be nonlinear, which
leads to an amplitude-dependence of the resonance frequency. Conversely, the
amplitude-dependence can be used to study nonlinearities. Nonlinear interactions
can also lead to steady forces, to particle detachment, to steady streaming, to
second-harmonic generation, and to third-harmonic generation.

(f) Frequency-based measurement of a sample’s electric impedance

Usually, one grounds the front electrode well in order to avoid effects of pie-
zoelectric stiffening. If the front electrode is not grounded, this causes an influence
of the sample’s electrical impedance on the resonance frequency. The electrical
impedance can be inferred from f̃r by switching between grounded front electrode
and grounded back electrode. The applications of piezoelectric stiffening are
discussed in Chap. 14.

Glossary

Variable Definition

cq Speed of shear sound in AT-cut quartz plates

df Thickness of film

dq Thickness of resonator plate

fr Resonance frequency

k Wavelength of sound

jR Effective spring constant of the resonator

MR Effective mass of the resonator
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Chapter 2
Methods of Read-Out

Abstract Resonance frequency and resonance bandwidth can be interrogated in
three different ways, which are based on oscillator circuits, impedance analysis,
and ring down. The techniques are described and compared.

2.1 Oscillator Circuits

QCRs in time and frequency control are always driven by oscillator circuits.
An oscillator consists of amplifier and a resonator, where the latter is part of the
feed-back loop (Fig. 2.1). A self-sustained oscillation occurs if the so-called
Barkhausen condition is fulfilled. The gain of the amplifier must compensate the
losses in the feed-back circuit and the phase shift accumulated in the feed-back
circuit must be a multiple of 2p (The Barkhausen condition is a necessary, but not
a sufficient condition for stable oscillation). An overview of different types of
oscillators is given in Chaps. 1 and 5 of Ref. [1]. Oscillator circuits in a wider
sense are covered in Ref. [2].

In order to be useful for sensing, oscillator circuits must be combined with
frequency counters. Rather than counting the MHz frequency directly, one
sometimes down-mixes the signal from the oscillator with a second, stable ref-
erence and counts the difference, where the latter typically is in the kHz range.

For sensing in liquids, oscillators have some disadvantages:

• Usually, the circuit is optimized for one particular overtone. Switching between
overtones requires additional elements.

• Employing simple oscillator circuits one only obtains the resonance frequency,
not the bandwidth. The bandwidth can be determined from the gain of the
amplifier needed to drive the resonance because the amplifier’s gain compen-
sates the system’s losses. Such devices have been built. Other instruments
measure the motional resistance, R1. However, the circuits providing this
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information are more expensive. Also, the conversion from amplifier gain or
motional resistance to resonance bandwidth is not trivial.

• A somewhat subtle problem follows from the fact that the oscillation fre-
quency, fosc, is not necessarily the same as the acoustic resonance frequency, fr.
In this book, the resonance frequency, fr, is synonymous to the series resonance
frequency, fs (Note: This terminology deviates from other sources. In elec-
tronics, fr often is what is named fu=0 in Fig. 2.2. For characteristic frequencies
and their definitions see Fig. 9 in Ref. [3]). At the series resonance frequency
both the amplitude of oscillation and the resonator’s electrical conductance
attain its maximum (Fig. 2.2, Sect. 4.5.3). Again, fs is not strictly equal to the
oscillation frequency. The Barkhausen condition is different from the electrical
conductance being at its maximum. A difference between fs and fosc is not a
problem as long as it remains constant, regardless of how the properties of the
sample change. In sensing, one is only interested in frequency shifts. Unfor-
tunately, fosc- fs does depend on both the damping of the resonance and on the
parallel capacitance (Sect. 4.5.4). These two parameters usually respond to the
presence of a sample. For the parallel capacitance, there are compensation
schemes [4], but the issue still requires attention.

These difficulties acknowledged, oscillator circuits may be not only cheaper
than the passive schemes like impedance analysis and ring-down, but also more
stable [5]. Of course this requires that the damping and the parallel capacitance are
under control. Among the reasons is, that impedance analysis and ring-down turn
the resonance on and off periodically, thereby introducing variable sources of heat
and stress. This does not happen with oscillators. Also, the high-quality oscillators
mostly employ the SC-cut, not the AT-cut. The SC-cut is not only temperature-
compensated, but also insensitive to certain components of stress. However, the
SC-cut is not of the thickness-shear type and can therefore not be used in liquids.
More generally, the stability of oscillators has been optimized over many years [6].
Passive interrogation schemes cannot beat the frequency stability achieved in this
long-lasting effort. Stability in this context can mean a number of different things,
but the oscillator circuits out-perform the passive instruments, regardless of what
definition is used.

C0

L1 R1C1

RLamplifier

Fig. 2.1 In an oscillator circuit, the resonator and an amplifier together form an oscillator. Often
the crystal is part of the feed-back circuit. The figure is much simplified. For a more detailed
account of oscillator circuits see Ref. [1]. Adapted from Ref. [5]
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With regard to stability and precision, there is a fundamental difference
between the study of complex samples with an advanced QCM, on the one hand,
and gravimetric sensing on one single overtone, on the other. When studying
complex samples, one fits a model with certain parameters to the shifts of fre-
quency and bandwidth. Most of the time, the systematic errors are larger than the
statistical errors and the accuracy of the results therefore does not improve much
when the scatter on the individual frequency readings improves. Gravimetric
sensing on one overtone is different. Here, the repeatability of this one frequency
sets the limit of detection. If the damping and the parallel capacitance are under
control, a good oscillator circuit then is the method of choice.

2.2 Impedance Analysis

Mapping out the electrical admittance of the resonator as a function of frequency is
the most direct and transparent way of interrogation [8, 9]. An impedance analyzer
sweeps the frequency across the resonance and measures the resonator’s electrical
admittance, Ỹel(x). There are different ways to connect the crystal to the analyzer.
Reflectometry as shown in Fig. 2.3a is particularly easy. Reflectometry is efficient
if the impedance of the device under test is in the range of 50 X. The resonator’s
impedance is calculated from the reflectivity and the impedance of the cable (often
50 X), making use of Eq. 4.2.11. In liquids, the impedance of resonator usually is
much larger than 50 X. The series-through configuration (Fig. 2.3b) then yields
more precise values of the device’s impedance than reflectometry. Note: When
wiring the resonator in the series-through mode, one needs to worry about
grounding of the front electrode (see also Fig. 14.2b).

Gel

Bel

fs

fosc

ϕ=10°

fϕ=0

Fig. 2.2 Admittance diagram (see also Sect. 4.5.4). The frequency of oscillation of an oscillator,
fosc, is not usually the same as the series resonance frequency, fs. It was drawn here as one of the
two frequencies, where the phase of Ỹel is u = 10�. The details depend on the resonator circuit.
fosc often is larger than fs. The difference between the two frequencies changes, when the parallel
capacitance increases (dotted), and also, when the motional resistance increases (dashed). These
shifts usually amount to artifacts. The user is mostly interested in fs
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At the resonance frequency, the real part of the electrical admittance displays a
maximum. The corresponding frequency is the series resonance frequency, fs.
On resonance, the electrodes draw a large current in order to compensate the large
piezoelectrically-induced polarization. There is a phase shift between current and
voltage. The admittance, Ỹel(x) = Gel(x) + iBel(x) with Gel the ‘‘conductance’’
and Bel the ‘‘susceptance’’ therefore is complex (Fig. 2.4). We come back to the
exact dependence of Gel and Bel on frequency in the context of the 4-element
circuit (Sect. 4.5.4).

Impedance analysis is particularly advantageous if the experimental configu-
ration is complicated in one way or another. For instance, if there are long cables
or if anharmonic sidebands interfere with the measurement, the user can recognize
and diagnose potential problems based on the admittance curve. For an example
see Fig. 7.3b. Oscillator circuits under such conditions often just stop to oscillate
(or, worse, drift in frequency, although they should not) and the user cannot easily
understand why this happens.

There are various ways to improve on impedance analysis, for instance by
adding elements compensating for the parallel capacitance [10], by smart schemes
of interrogation [11], and by detection schemes which are intermediate between
oscillators and impedance analysis. There is also considerable activity in making
impedance analyzers cheaper, possibly allowing for multichannel devices [12–14].
For a recent review see Ref. [15].

network
analyzer

reflection 
bridge

network
analyzer

(a)

(b)

Fig. 2.3 In impedance analysis, a network analyzer (also: ‘‘impedance analyzer’’) determines the
complex electrical admittance of the crystal. a The crystal is wired such that the measurement
occurs in reflection. In that case, the resonator’s electrical impedance is calculated from the
reflected electrical amplitude by an equation analogous to Eq. 4.2.11. b A resonator wired in the
series-through mode. Reference [7] discusses the comparative advantages of the different elec-
trical configurations
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2.3 Ring-Down

Ring-down experiments are carried out in many physics undergraduate laborato-
ries. The central piece of equipment is a pendulum, which the students set in
motion by hand. They count the number of oscillation cycles per minute and
measure the time which it takes, until the amplitude has decayed to half its original
value. Sometimes, they also check whether the oscillation period depends on the
excursion angle. It does (slightly) because the pendulum is a slightly nonlinear
device. Nonlinear behavior is ignored in the following. Similar setups exist, where
the conventional pendulum is replaced by spring-driven pendulum (often a torsion
pendulum). From the resonance frequency and the known mass (or the known
moment of inertia) the students infer the elastic stiffness of the spring. From the
decay time they infer the loss modulus (Sect. 3.7).
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Fig. 2.4 Impedance analysis is based on the admittance curve as shown in panel (a). The
electrical admittance, Ỹel = Gel + iBel, is the inverse of the electrical impedance, Z̃el, where both
the impedance and the admittance are complex (Sect. 4.5.4). One typically analyzes the admit-
tance curve because its real part (the conductance, Gel(x)) forms the well-known, symmetric
resonance curve. Gel(x) is at its maximum at the series resonance frequency. The polar diagram
of the admittance curve shows a circle (b). Of primary interest in sensing are the shifts of
resonance frequency Df and half-bandwidth, DC (c). Panel c only shows the conductance curves
for clarity. The imaginary part of the admittance curve (the susceptance, Bel(x)) displays the
same shift and the same broadening
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Ring-down is conceptually simple and was employed in acoustic sensing as
early as 1954 (Ref. [16], see also Ref. [17]). Q-Sense has commercialized an
advanced QCM based on ring-down [18]. It is the QCM-D, where ‘‘-D’’ stands for
‘‘with Dissipation Monitoring’’. The term QCM-D is a trademark owned by
Q-Sense. Excitation occurs with a radio-frequency-pulse (RF pulse) having a
frequency matching the expected resonance frequency (Fig. 2.5a). Ring-down is
called ‘‘impulse excitation’’ in Refs. [19] and [20]. Q-Sense sometimes calls the
process ‘‘pinging’’. Once the excitation is turned off, the resonance decays freely.
The current into the electrodes is recorded digitally (Fig. 2.5b). (The process of
interrogation actually is slightly more complicated, but the details are unessential).
The resonance frequency and the decay time follow from fitting the current-versus-
time trace with a decaying cosine. Importantly, the information obtained from
ring-down is equivalent to the information derived from impedance analysis. The
dissipation factor, D, is equal to 2C/fr.

Ring-down can be faster than impedance analysis. The acquisition time per data
point can be as low as a few times the inverse half-bandwidth, C-1, while it takes
about one second to sweep the frequency across the resonance in impedance
analysis. Some of this speed is lost in an averaging process, but the user can trade
precision against data acquisition rate. This trade-off is more difficult in impedance
analysis.

(a)
switch

detectionU~(fr) 

1/(2πΓ)

1/fr
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time 

(c)

(b)

Fourier 
transform

Γ
fr
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rr

en
t
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Fig. 2.5 In ring-down, the resonator is excited by an RF-pulse, the frequency of which is close to
the expected resonance frequency [18]. In a second step, the excitation is shut off and the
oscillation is allowed to decay (a). The current into electrodes is recorded. The decay time (the
time when the envelope has decayed by a factor of e) is equal to 1/(2pC) (b). The decaying cosine
observed in ring-down is the Fourier transform of the resonance curve as observed with
impedance analysis (c)
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Ring-down deserves a side remark because it is also widely practiced in nuclear
magnetic resonance (NMR), where it is called ‘‘free induction decay’’. There is a
difference though. In NMR, many resonances (many spins in different environ-
ments, having different Larmor frequencies) are excited at the same time by
application of an RF-pulse, which is sufficiently broad in frequency to cover all
resonances of interest. The data trace (the free induction decay) is a super-position
of all decays originating from the different spins. The spectrum is retrieved from
the decay by Fourier transformation. The Fourier transform of the decay contains
many different lines. ‘‘Induction’’ here is magnetic induction, sometimes also
called magnetic polarization. It is the equivalent of the current into the electrodes
of a piezoelectric resonator. Ring-down as implemented in the QCM-D is slightly
different from free-induction decay. In the QCM-D, excitation occurs with a
narrow RF-pulse, selectively exciting the one resonance of interest. Of course an
approximate a priori knowledge of the resonance frequency is needed to do this,
but this is not a problem in practice because the resonance frequency changes
slowly. The reason to not excite all resonances at the same time is that out of the
very many resonances of the crystal only a few are of interest. These are the
01-modes (Sect. 7.2). It is more efficient to only excite the resonance of interest
and to repeat this process for the different overtones, than it is to excite all reso-
nances at the same time and to disentangle them by Fourier transformation.
(Broadband excitation of all resonance has been recently reported by Resa et al.
[21]; see the reference for details.)

Ring-down and impedance analysis are equivalent, in principle, but of course
there are differences. Frequency-domain data (as acquired in impedance analysis)
and time-domain data (as acquired in ring-down) are strictly equivalent to each
other as long as the system obeys linear response. However, the QCM is a slightly
nonlinear device and the consequences can be observed in both impedance anal-
ysis and ring-down if one looks closely enough. The consequences are not strictly
the same in both types of interrogation. A second set of differences is linked to
noise sources, errors, and error propagation. When stating that ring-down and
impedance analysis were equivalent, we simplified the matter a little bit.

Glossary

Variable Definition (Comments)

Bel Electrical susceptance

C0 Parallel capacitance (see Sect. 4.5.3)

C1 Motional capacitance (see Sect. 4.5.3)

el As a subscript: electrical

f Frequency
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fosc Oscillation frequency

fr Resonance frequency

fs Series resonance frequency (same as resonance frequency in this
book)

Gel Electrical conductance

L1 Motional inductance (see Sect. 4.5.3)

R1 Motional resistance (see Sect. 4.5.3)

RL Load resistance

t Time

U* AC-voltage

Ỹel Electrical admittance (Ỹel = Gel + iBel)

Z̃el Electrical impedance (Z̃el = 1/Ỹel)

D As a prefix: a shift induced by the presence of a sample

Df Shift of resonance frequency (might have been called Dfr; the index
r was dropped for brevity)

DC Shift of the half-bandwidth (might have been called DCr; the index
r was dropped for brevity)

C Half-bandwidth (2pC: decay rate in a ring-down experiment)

x Angular frequency
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Chapter 3
Essentials of Viscoelasticity

Abstract Viscoelastic dispersion is a rather essential element of the modeling
process. The viscoelastic parameters of soft matter (such as shear modulus) depend
on frequency because soft matter often relaxes on the time scale of the experiment.
Mechanical relaxation can even be viewed as characteristic of soft condensed
matter. The chapter discusses the basics of viscoelasticity and its relevance to
QCM-based sensing.

3.1 General

Quantitative interpretation of QCM experiments often entails a thorough assess-
ment of viscoelastic effects. Admittedly, viscoelasticity is not a popular subject in
the life sciences, where many users of the advanced QCM are from. Bioengineers
usually care more about the organization of molecules than about stress-strain
relations. The organization of molecules and the variability thereof is intimately
linked to biological function; the connection between MHz-viscoelasticity and
biological function is less direct. Researchers from bioengineering will conse-
quently tend to formulate models, which directly relate the set of complex fre-
quency shifts, {Df̃n}, to molecular conformation. Such models need empirical
input and their range of validity is limited to the types of samples covered by the
empirical basis. An empirical basis and a limited scope are perfectly legitimate
attributes of a meaningful model. Still, in the author’s opinion it is helpful to insert
viscoelasticity as an intermediate step. Understanding viscoelasticity entails an
effort, but the effort is rewarded by a simplification and generalization of the
models.

Stress-strain relations in their full generality can be a rather complicated subject
[1, 2]. Below, we first formulate a set of simplifying assumptions and then focus
on those aspects of viscoelasticity, which are relevant to the QCM. The central
assumptions are linearity, homogeneity, isotropy, and incompressibility.
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3.2 Linearity

Linearity is a fundamental concept, relevant in many different fields. It implies that
a material’s (more generally, a system’s) response (such as magnetization,
polarization, strain, or strain rate) is proportional the corresponding stimulus (the
magnetic field, the electric field, or the stress). Most materials obey linear stress-
strain relations as long as the stress is small enough. On a fundamental level, a
system in a stable thermodynamic equilibrium behaves linearly as long the
external excitations are comparable in magnitude to the thermal excitations. Soft
matter usually obeys linear viscoelasticity at the levels of stress exerted by a quartz
resonator. (The term ‘‘viscoelastic’’ itself usually is meant to imply linear
behavior. Viscoelasticity always is linear viscoelasticity.)

While nonlinearities are the exception in QCM-based research, there are
experiments, which can only be understood in terms of nonlinear response. An
example is the study of point contacts at large oscillation amplitudes (Sect. 13.3).
In this configuration, the area-averaged stress is small (as always in QCM
experiments), but the local stress still is large. The stress-displacement relations in
contact mechanics often are nonlinear. An example is the stick-to-slip transition
[3]. If the tangential force transmitted through a contact drops sharply at the onset
of sliding, then the force-displacement relation must be nonlinear. When analyzing
QCM experiments on interfacial friction, nonlinearities must be accounted for.

3.3 Spatial Homogeneity

All materials are inhomogeneous on the molecular scale. In the following, a
material is only considered as inhomogeneous, if it is structured on a scale com-
parable to the wavelength of sound. For the purpose of this estimate, the wave-
length of sound may be replaced by the penetration depth of the shear wave, d. d is
250 nm at 5 MHz in water. d increases with increasing viscosity (or more gen-
erally, with the stiffness of the medium) and it decreases with increasing fre-
quency. Clearly, molecules do not constitute an inhomogeneity in this sense. For
nanoparticles, there is room for debate. Gold nanoparticles have a diameter of
around 10 nm. Under which conditions a dispersion of nanoparticles is recognized
by the QCM as being a heterogeneous medium is discussed in Sect. 9.3.

For a homogeneous medium, the materials parameters (including the shear
modulus) do not depend on geometry. Slightly heterogeneous materials are
sometimes treated as ‘‘effective media’’ (Sect. 9.3). Within an effective medium
theory one calculates effective materials parameters, which do depend on the
small-scale structure. Parameters of influence might the size of embedded nano-
particles or their volume fraction. In a second step, one approximates the material
as homogeneous on larger scales and hopes that all effects of small-scale heter-
ogeneity are captured by the effective materials constants. These effective
parameters can take values, which are impossible for unstructured matter.

34 3 Essentials of Viscoelasticity

http://dx.doi.org/10.1007/978-3-319-07836-6_13
http://dx.doi.org/10.1007/978-3-319-07836-6_9
http://dx.doi.org/10.1007/978-3-319-07836-6_9


For instance, the effective shear modulus can become negative in certain frequency
bands [4]. When structured materials have been designed to have such peculiar
properties, they are called metamaterials.

Chapter 10 is concerned with stratified samples, which possess structure along
the surface normal (potentially with a scale comparable to k), but not in the plane
of the resonator. The standard acoustic multilayer formalism does apply to these
sample; there is no need for an effective-medium formalism.

3.4 Isotropy

Viscoelasticity simplifies considerably if the material under study does not have a
preferred direction. The viscoelastic behavior of isotropic materials is fully
specified by two parameters, which are the shear modulus G, and the bulk modulus
K. K is the inverse compressibility. In static elasticity, G and K have fixed values.
For viscoelastic materials they are complex functions of frequency (Sect. 3.7).
There are other choices of parameters, which can be converted to G and K, such as
the elongational modulus (Young’s modulus), E, and the Poisson ratio, m.

Soft matter often is isotropic. A prominent counter-example are nematic liquid
crystals. These are anisotropic, although they flow like a liquid. Nematics in
contact with a QCM surface are discussed in Sect. 9.2.

3.5 Incompressibility

The defining property of soft condensed matter is a shear modulus, G, being much
smaller than the bulk modulus, K. The bulk modulus (the inverse of the com-
pressibility) is not small for condensed matter. Water flows easily, but it strongly
resists any change in volume. Rubbers have a shear modulus of around a few MPa,
which is about three decades below their bulk modulus. When K � G, com-
pressional waves propagate much faster than shear waves. To be precise, the speed
of longitudinal sound waves is governed by the longitudinal modulus, M, rather
than the bulk modulus. One has M = K + 4G/3. M also is much larger than G. For
many flow problems, one treats the material as incompressible, that is, one
assumes K & ?. This leaves G as the one viscoelastic parameter of relevance.

3.6 Time-Domain Experiments

A typical time-domain experiment is sketched in Fig. 3.1a. The material under test
(for instance a layer of an adhesive) is attached to substrate, standing upright. A
light-weight plate is glued to the other side of the layer. At t = 0, a weight is
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attached to the second plate, exerting a shear stress onto the sample. Initially, the
layer responds to shear stress with a small, instantaneous shear strain, c. A good
adhesive will show no further creep, even over long durations of applied stress.
This may change at high temperatures.

Figure 3.1b sketches a possible outcome of the creep experiment. There is an
instantaneous as well as a delayed response. The shear angle assumes a finite value
immediately after the weight has been attached and further increases with time.
Panel C displays how a perfectly elastic and a perfectly viscous material would
behave. For the former case, the elastic shear compliance, J, is given as J = c/r.
For the viscous liquid one writes dc/dt = r/g with dc/dt the shear rate and g the
viscosity. In intermediate cases, the material’s response is characterized by a
function J(t). J(t) is the time-dependent shear compliance. Once J(t) is known, one
can predict the shear angle, c(t), for arbitrary stress histories as

cðtÞ ¼
Z t

�1

Jðt � t0Þ drðt0Þ
dt0

� �
dt0 ð3:6:1Þ

Since c(t) depends on the stress at some time in the past, J(t - t0) is also called
‘‘memory kernel’’.

There is a corresponding experiment, where c(t) is controlled from the outside
and the stress is measured (Fig. 3.2a). In terms of experimental realization, this
requires some kind of feed-back loop. The strain must be constantly measured and
the stress must be adjusted to keep the strain fixed. With fixed c (instantaneously
stepped up from zero to some constant value at t = 0) the external stress needed
to maintain this exact level of strain, r(t), is characteristic of the material.
Figure 3.2b shows elastic and viscous behavior as well as the mixed case. In
analogy to the creep experiment one has
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Fig. 3.1 a A creep
experiment. At t = 0, a fixed
shear stress r = F/A with
A the area is applied. The
sample responds with a shear
deformation, c(t). b Shear
stress and shear angle versus
time. The shear stress is
discontinuously set to a fixed
value at t = 0 and stays
constant thereafter. In this
particular example, there is
an instantaneous response of
the shear angle, as well as
delayed creep. c Limiting
cases of elastic and viscous
response
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rðtÞ ¼
Z t

�1

Gðt � t0Þ dcðt0Þ
dt0

� �
dt0 ð3:6:2Þ

G(t – t0) is the time-dependent shear modulus.
Following the tradition in polymer physics, the discussion of viscoelasticity is

based on the shear modulus G. One might equally well put the compliance, J, into
focus. G(t) and J(t) are related to each other, but the conversion is not trivial. (This
is one reason for discussing viscoelasticity in frequency space. In frequency space,
one has J̃(x) = 1/G̃(x)). On rather general grounds, one can make two statements
on G(t), which are that G(t) can never be less than zero, and, further, that G(t) must
be a decreasing function of t. Both are a consequence of the fact that the material
approaches its equilibrium state via relaxation processes only. Exceptions are the
‘‘meta-materials’’. These are structured internally, so that they behave uncon-
ventionally on the macroscopic scale. Ringing gels [5] also are structured in that
sense, although they do not usually count as meta-materials.

What is shown in Fig. 3.2c is a stress relaxation history with more than one
characteristic time. There are different mechanisms of stress relaxation, occurring
on different time scales. Clarifying the underlying mechanisms gives clues to a
material’s functionality. Unfortunately, the experiment which would generate data
as shown in Fig. 3.2c is very difficult. Both axes have logarithmic scales. In order
to access such a wide time range, the step in shear angle would have to occur very
fast and one would have to wait very long. In order to cover a few decades in shear
modulus, the force sensor would need to have a large dynamic range. Rheological
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Fig. 3.2 a Geometry of the
stress-relaxation experiment.
b Evolution of G(t) for a
viscous material, an elastic
material, and a viscoelastic
material. c Ideally, one would
wish to display the stress
evolution on a log-log scale
and identify different
relaxations (with different
underlying mechanisms)
from the slope. The limited
dynamic range of the
instrument does not usually
allow to cover such wide
ranges in G and t
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data covering a few decades in time or frequency can be produced making use of a
phenomenon called time-temperature superposition (TTS). TTS is mostly applied
to frequency-domain data and is discussed in this context, below.

3.7 Frequency-Domain Experiments, Viscoelastic
Dispersion

For reasons covered in the textbooks of rheology, frequency-domain experiments
are often better suited for rheological characterization than time-domain experi-
ments. The information derived from these two types of experiments is equivalent
as long as the material behaves linearly. In frequency-domain experiments, the
externally applied stimulus (stress or strain) varies sinusoidally. The response
(strain or stress) also is time-harmonic. In complex notation, stress and strain are
complex amplitudes (as indicated by the hats, Sect. 4.1.1). The ratio of the two is
the frequency-dependent shear modulus:

~G xð Þ ¼ G0 xð Þ þ iG00 xð Þ ¼ br xð Þ
bc xð Þ ð3:7:1Þ

G̃(x) = G0(x) + iG00(x) is complex because the stress has an in-phase com-
ponent and an out-of-phase component relative to strain. G0 is called storage
modulus, G00 is called loss modulus.

G̃(x) and G(t) are related to each other by the Fourier-Laplace Transform [1].
The ratio G00/G0 is the loss tangent, tan(dL). dL is called d in rheology. The index
L was inserted to avoid confusion with the penetration depth of a shear wave.
Using that the amplitude of the shear rate is equal to ixbc for the oscillatory
motion, the complex viscosity is found to be

eg xð Þ ¼ 1
ix

r̂ xð Þ
ĉ xð Þ ¼

~G xð Þ
ix

ð3:7:2Þ

The shear compliance, J̃(x), is defined as

~J xð Þ ¼ ĉ xð Þ
r̂ xð Þ ð3:7:3Þ

Clearly, one has J̃(x) = 1/G̃(x). One writes J̃ = J0 - iJ00. There is a negative
sign before J00 in order to ensure that J00 takes positive values (Sect. 4.1.2). Since J̃
and G̃ are complex, both G0 and G00 have to be known in order to do the con-
version. One has
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J0 ¼ G0

G02 þ G002
; J00 ¼ G00

G02 þ G002

G0 ¼ J0

J02 þ J002
; G00 ¼ J00

J02 þ J002

ð3:7:4Þ

The conversion is simpler for the absolute values and the loss tangent. One has

~J
ffiffi ffiffi ¼ 1

~G
ffiffi ffiffi

tan dLð Þ ¼
G00

G0
¼ J00

J00

ð3:7:5Þ

Clearly, the value of the loss tangent does not depend on whether the discussion
occurs in terms of modulus or compliance. The loss tangent is popular for that reason.

A material displays ‘‘viscoelastic dispersion’’ if its viscoelastic parameters
depend on frequency. The name ‘‘dispersion’’ originates from optics, where the
role of the compliance and modulus is taken by the refractive index. If the
refractive index of a prism depends on frequency, the prism ‘‘disperses’’ the
different colors, meaning that rays of different frequency exit the prism under
different angles. A thorough understanding of QCM-experiments requires a thor-
ough appreciation of viscoelastic dispersion.

Figure 3.3 shows a rheological spectrum taken on a long-chain linear polymer.
There are two broad peaks in G00(x), which correspond to two different relaxations.
Relaxations here are to be distinguished from resonances. Both are of fundamental
importance in understanding a material’s dynamics and functionality. The
absorption lines familiar from vibrational spectroscopy provide information about
the motion of the molecule in question. There always is the problem of mode
assignment. For any given absorption line, it is a priori not clear, to what type of
motion this line corresponds. For relaxations there is a similar problem. Assigning
the two peaks in Fig. 3.3 to two corresponding motions of the polymer is a
classical problem of polymer physics. The fast relaxation occurs by rearrange-
ments of individual segments, while the slow relaxation reflects the disentangle-
ment of entire chains. These two separate relaxation mechanisms are characteristic
of linear, long-chain polymers.

Relaxations differ from resonances in two respects. Firstly, there is no inertial
term in the equation of motion of a polymer segment relative to its environment.
The segment’s inertia is negligible compared to the elastic and viscous forces
exerted by its neighbors. If the segment’s position is in an out-of-equilibrium state
(for instance because of a suddenly imposed shear stress), the equilibrium will be
approached exponentially or with a superposition of exponentials. There is no
overshoot. The question of whether or not inertial forces can be neglected,
resurfaces in the physics of the QCM at various points. For instance, inertia is not
always negligible for nanoparticles immersed in a liquid and subjected to a MHz
transverse acoustic wave. A second difference between resonances and relaxations
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is that the peaks in the response functions plotted versus frequency (G00(x) in the
case of viscoelasticity) are much broader for relaxations than for resonances. Take
Fig. 3.3 as an example. The frequency axis covers more than 12 decades (note the
logarithmic scale) and there are only two peaks. In infrared spectroscopy, for
comparison, the so-called fingerprint region (often containing more than a dozen
lines) stretches from about 500 and to about 2,000 cm-1. The acquisition of
spectra covering many decades in frequency is a challenge. The spectrum shown in
Fig. 3.3 was not actually acquired with an instrument, which would cover such a
wide range. The spectrum was stitched together from different spectra all taken
over a narrower frequency range, making use of time-temperature superposition
(TTS). The one technique, which routinely covers many decades in frequency is
broad-band dielectric spectroscopy [7]. (Broad-band acoustic spectroscopy
employing compressional waves can also cover many decades, but the effort is
much larger [8].) Spectra of the dielectric constant versus log(x) can evidence
relaxations separated by a few decades in frequency, not making use of TTS. One
would certainly wish to cover a similarly wide frequency range with shear-wave
spectroscopy. In this way, one would be able to study samples, which do not obey
TTS. Attempts in this direction are being made (Sect. 9.3), but the success is
nowhere near to what dielectric spectroscopy can do.

Most text books on rheology use the shear modulus, G̃, to describe and compare
materials. In the context of the QCM, the shear compliance, J̃, often is the more

-4 0 4 8 12
0

2

4

6

8

10 gla
ss

y

sta
te

pla
te

au

zo
ne

tra
ns

itio
n

to
 g

las
sy

 

sta
te

te
rm

ina
l

zo
ne

lo
g 

G
', 

lo
g 

G
''

log ωa
T

 G'
 G''

Fig. 3.3 The frequency-dependent variations in the viscoelastic properties typically span many
orders of magnitude. Inside the limited frequency range of a QCM (slightly more than a decade)
the dependence of G0 and G0 0 on x can be approximated by power laws. These correspond to
straight lines in a double-logarithmic plot. The data were taken on a melt of linear chains of
polyisoprene with a molecular weight of 130,000 g/mol. The reference temperature for the
mastering process was Tref = 218 K. The x-axis is a scaled frequency with aT the ‘‘shift factor.’’
The spectrum is ‘‘master curve’’, produced from spectra taken at different temperatures over
smaller ranges of frequencies. The mastering process exploits the time-temperature superposition
principle (see the main text at the end of this section). Adapted from Ref. [6]
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convenient variable. J0 and J00 appear as coefficients in various Taylor expansions.
Take Eq. 10.1.9 as an example, which relates the shifts of frequency and
half-bandwidth to the viscoelastic properties of a film. The compliance is the pre-
factor to the term containing the dependence on overtone order. J0 and J00 are
obtained from Df(n) and DC(n), respectively. Expressed in terms of the modulus, the
real part of Eq. 10.1.9 would contain the term G0/(G02 and G002), which would look
more clumsy. More generally, QCM results deviate from the simple Sauerbrey
picture if the sample is sufficiently soft. The trivial case (the Sauerbrey case) is
obtained in the limit of infinite stiffness, that is, zero softness. The discussion of
QCM results flows most smoothly if J̃ is made to quantify viscoelasticity because the
trivial case corresponds to J̃ = 0. (The argument is about language, not substance.
‘‘J & 0’’ sounds simpler than ‘‘G & ?’’.)

The real and imaginary parts of response functions in the frequency domain
(such as J0(x) and J00(x) or G0(x) and G00(x)) are interrelated by the Kramers-
Kronig relations [9]. Take the compliance as an example. J0(x) and J00(x)
obey:

J0 xð Þ ¼ 2
p

P

Z1

0

x0J00 x0ð Þ
x2 � x02

dx0

J00 xð Þ ¼ � 2x
p

P

Z1

0

J0 x0ð Þ
x2 � x02

dx0

ð3:7:6Þ

P is the principal value in the Cauchy sense. (The integrand becomes infinite
around the zero of the denominator, but the integral stays finite because the
integrand goes to +? on one side and to -? on the other). x0 is a frequency to be
integrated over (not the real part of a frequency). The Kramers-Kronig relations
are the consequence of the fact that both J0(x) and J00(x) are calculated from the
real function J(t) by a Fourier-Laplace transform (Sect. 3.7). When deriving two
functions of frequency from a one single function of time, the two functions of
frequency cannot be independent from each other. The Kramers-Kronig relations
express this interdependence. Analogous relations hold for G0(x) and G00(x). The
Kramers-Kronig relations are not of immediate practical use because they require
an integration over an infinite frequency range. One would have to know J0(x) at
all frequencies to compute J00(x) and vice versa. While not immediately evident
from Eq. 3.7.6, there is an important rule of thumb connected to the Kramers-
Kronig relations: When J00(x) is comparable in magnitude to J0(x), then J0(x)
decreases with increasing x. By analogy: When G00(x) is comparable in magnitude
to G0(x), then G0(x) increases with x. For the quantitative details see Ref. [10].
A large imaginary component of the response function is indicative of relaxations
with rates in the respective frequency range. Relaxations always imply that the real
part of the response function depends on x. Take the storage modulus as an
example. If the sample relaxes at a rate comparable to the frequency of the
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experiment, the material’s ability to store elastic energy is higher if excited at
frequencies faster than the relaxation rate than if excited at lower frequencies. This
is the very essence of a relaxation. Relaxation always entails to viscoelastic
dispersion.

A side remark: Do not confuse a dependence of the viscoelastic constants on
frequency with a dependence on shear rate (often labeled _c). The steady-shear
viscosity of polymer melts strongly depends on shear rate. Both the shear rate and
the frequency have units of Hz. The dependence on shear rate is the consequence
of nonlinear behavior, while the dependence on frequency goes back to relax-
ations. There can be correlations between the functions g( _c) and g0(x) [11], but
these should not blur the distinction between the two effects.

Viscoelastic dispersion is nearly ubiquitous in QCM experiments, but only
nearly so. There are cases, where it can indeed be neglected. Samples without
viscoelastic dispersion are the ones, in which all relaxations have rates far away
from the frequency window covered by the QCM. The two clear-cut cases are the
elastic solid and the Newtonian liquid. Elastic solids have all relaxations at x = 0.
Arguably, a relaxation at zero frequency is not a relaxation because it never
actually takes place. For the sake of this argument, infinitely slow relaxations and
very slow relaxations (for instance observed with glassy materials) are treated as a
similar phenomenon. When all relaxations have rates much below the frequency of
the experiment, the storage modulus has a finite value, independent of frequency.
The loss modulus at the same time is much smaller than the storage modulus. The
modulus is often called G? because the frequency, at which it is measured, is
much larger than the relaxation rate. The second case with trivial viscoelastic
dispersion is the Newtonian liquid. The Newtonian liquid relaxes at a rate much
faster than the frequency of the experiment. An example is water, which adapts its
structure to external stress with in a few nanoseconds, at most [12]. For Newtonian
liquids, the loss modulus is proportional to x and the coefficient is called viscosity
(G00 = xg with g the viscosity). The storage modulus is much smaller than the
loss modulus. Technically speaking, viscoelastic dispersion does not vanish for
Newtonian liquids (G00 does depend on x), but the common use of the term
viscoelastic dispersion excludes the Newtonian liquid.

Less clear-cut cases, where the viscoelastic dispersion is noticeable but still
small, are gels and long chain polymer melts with slow disentanglement. These
have relaxations at small (or even zero) frequency and at frequencies much above
the experimental frequency. (Actually, many elastic solids display some relaxation
at high frequencies. This includes crystalline quartz, cf. Eq. 4.5.21.) In a certain
frequency range between the slow and the fast relaxations, G00 is smaller than G0.
G00(x) shows a minimum somewhere close to the middle of this range. The range
is called ‘‘rubber plateau’’ for long-chain linear polymers (Fig. 3.3). At frequencies
higher than the frequency of minimum G00, G00 increases about linearly with x. The
example chosen for display in Fig. 3.3 contains such a frequency range, indicated
by a dashed ellipse. G0(x) is about constant in the region of log(xaT) & 3. In this
same frequency range one also has G00(x) � G0(x).
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The case of G0 * const. and G00 * xg is special. It carries some significance,
because the assumption G0 * const. and G00 * xg is used as the starting point
for the so-called ‘‘Voigt-based model’’ (also: ‘‘Voigt model’’) [13], advocated by
Q-Sense. The ‘‘Voigt-based model’’ can mean two different things. Initially,
Voigt-based modeling implied, that the shear modulus should be expressed as
l + ixg with l and g both being constant. l is the storage modulus (called G0

here) and xg is the loss modulus (called G00 here). The parameter g is not a
Newtonian viscosity. It is the ratio of G00 and x, assumed to be independent of
frequency. (A similar terminology is sometimes employed with regard to the
quartz crystal, see Eq. 4.5.21.) Assuming G0 = const and G00 proportional to x is
not always wrong, but still a peculiar choice. Later, Q-Sense expanded the model
and allowed l and g to depend on frequency. With frequency-dependent l and g,
the model is much better. Apart from the fact that the variables should be renamed
(l ? G0, g ? G00/x), the expanded model is perfectly appropriate. It is equiv-
alent to the time-honored acoustic multilayer formalism. However, some
researchers were left with the impression that frequency-dependent values for l
and g amounted to an advanced model, and that choosing l and g as constant was
a good start for simple systems. In the author’s opinion, constant l and g are
rarely a good starting point.

The name ‘‘Voigt-based model’’ originates from a representation of the film as
a spring and a dashpot arranged in parallel. This network carries the name Voigt
model (also: ‘‘Voigt-Kelvin model’’) in rheology. It is a simple mechanical
equivalent circuit of a viscoelastic solid in the low-frequency range. The Voigt
model is only applicable at low x because its loss modulus (equal to xg) goes to
infinity at large x, which is unphysical. Even at low frequencies, the Voigt model
is mainly of didactic value. It brings across that a material may be able to store
elastic energy and to also dissipate part of the energy at the same time. Since the
spring and the dashpot are arranged in parallel, elastic behavior is found at zero
frequency. This contrasts to the Maxwell model, which leads to viscous flow at
x = 0. As a toy system, the Voigt model has its merits, but it should not be
misunderstood as a realistic representation of a soft material. ‘‘Voigt-Kelvin
materials’’ (which are supposed be described by the Voigt-Kelvin model) rarely
are real materials, at least not in the MHz range.

Given that G0 and G00 depend on frequency: How can QCM data be fitted at all?
Should the problem not be underdetermined? The number of free parameters is
larger than the number of experimental data. There are two experimental data
points (Df and DC) from each overtone, but there also are two unknown visco-
elastic parameters for each overtone. Further, there is the unknown thickness. In
order to make fitting possible, one exploits the fact that viscoelastic spectra are
smooth. They only show broad peaks, extending over decades on the logarithmic
x-scale. The QCM covers only a rather narrow frequency range of a bit more than
a decade. The straight lines inside the dashed circle in Fig. 3.3 illustrate the matter.
Over a range of a decade, the viscoelastic spectra can be approximated by power
laws (Eq. 10.4.1). Power laws are straight lines in a log-log plot. When approxi-
mated by a power laws, G0(x) and G00(x) take the form of Gref

0(x/xref)
b0
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and Gref
00(x/xref)

b0 0. b0 and b00 are power law exponents, further discussed in
Sect. 10.4. The index ref denotes a reference frequency, where G0 = Gref

0 and
G00 = Gref

00 (not to be confused with the reference state of the resonator). The
number of free parameters in this way reduces to 5 (Gref

0, b0, Gref
00, b00, and the

thickness). Fitting is possible if three or more overtones contribute to the exper-
imental data set.

In Sect. 3.6 it was argued that it is difficult to identify different relaxations in
time-domain experiments because the instrument would have to cover very fast
and very slow processes at the same time. A similar problem exists in the fre-
quency domain. In order to cover a wide range of relaxation rates, one would have
to operate the apparatus at both very low and very high frequencies. Measurements
at low frequency are time-consuming. Measurements at high frequencies are
impractical because macroscopic machines have their own, poorly controlled
resonances. Once the frequency of the measurement comes close to one of the
resonances of the apparatus, the results cannot be trusted. One builds rheometers
compact and rigid in order to push those resonance frequencies up, but a practical
limit usually is in the range of a few kHz, at most.

A side remark: Conventional rheometers are non-resonant devices. For the
measurements of viscoelastic constants, one can either exploit the resonances of
the apparatus or stay away from all those resonances. The mixed situation must be
avoided. Acoustic resonators exploit resonances (as the name says). The shear-
wave reflectometer discussed in Sect. 15.1 works at MHz frequencies but still is a
non-resonant device. With non-resonant devices, one is free to pick the frequency
according to one’s needs. However, one must be sure to indeed operate at fre-
quencies far away from all resonances of the apparatus.

For a certain class of materials, the accessible frequency range can be extended
by changing temperature. This phenomenon is referred to as time-temperature-
superposition (TTS) [1]. Materials obeying TTS are called ‘‘thermorheologically
simple’’. For such materials, rheological spectra acquired at low temperature are
equivalent to spectra acquired at higher temperature and correspondingly higher
frequency. If this equivalence holds, one can slow down the material’s internal
dynamics by cooling it, instead of making the instrument run faster [1]. The two
types of measurements yield equivalent results. In a first step, one acquires rhe-
ological spectra at different temperatures, always using the limited frequency
range of the instrument. In the second step, one shifts the individual spectra,
G̃(T,x), on the log(x)-scale. The new frequency scale is the labeled ‘‘log(xaT)’’
with aT the ‘‘shift factor’’. The value of the shift factor follows from the
requirement that the shifted curves must lie above each other. One stitches these
shifted spectra together and obtains one single ‘‘master curve’’ on a wider fre-
quency scale. Again, the x-axis of the master curve is not strictly a frequency scale.
The scale is log(xaT), not log(x), but if time temperature-superposition-holds,
log(xaT) is as good as log(x). Figure 3.3 shows an example of such a master curve
(adapted from Ref. [6]). (There are more advanced schemes of mastering than the
one described above, see Ref. [14].)
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Many interesting samples are not thermo-rheologically simple. Among them
are the colloidal dispersions (Sect. 9.3). In this research area, acoustic resonators
have acquired a special role. Using conventional rheometers in parallel to a set of
acoustic resonators covering the kHz and the MHz range, one can measure the
shear modulus over a frequency range of a few decades with no need to assume
time-temperature-superposition [15]. The procedure is tedious, but still has been
undertaken a few times. Ultimately, one would wish to acquire broad-band rhe-
ological spectra without resorting to TTS in the same way as this is done with
dielectric spectroscopy [7]. Comparing shear moduli acquired with conventional
rheometers (operating at low x) and with acoustic resonators (operating at fre-
quencies in the kHz and MHz range) is a step into this direction.

Since the frequency range of the QCM is so narrow, one wonders whether time-
temperature-superposition would be a way to expand this range in the same way as
this is done with conventional rheometers. This is possible [16] but it is not a
routine approach. A major problem is the intrinsic temperature-dependence of the
resonance frequency of a quartz resonator. This temperature dependence is weak
for AT-cut crystals close to room temperature, but is significant, once the tem-
perature is above 60 �C or below -20 �C. Temperature-frequency coupling is a
serious experimental problem.

Glossary

Variable Definition (Comments)

A Area

aT Shift factor (to be used when producing a master curve, making use
of time-temperature superposition)

E Young’s modulus (E = G(1 + 2m))

F Tangential force

J̃ Shear compliance (J̃ = 1/G̃)

J0 Elastic compliance

J00 Viscous compliance

G̃ Shear modulus

G0 Storage modulus

G00 Loss modulus

K Bulk modulus (an inverse compressibility)

M Longitudinal modulus (M = K + 4G/3, governs the propagation of
compressional waves, also called ‘‘plate modulus’’)

ref As an index: reference frequency or reference temperature
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t Time

b0, b00 Power law exponents (see Eq. 10.4.1)

c Shear angle

dL Loss angle (tan(dL) = G00/G0 = J00/J0, often called tan(d) in
rheology)

{Df̃n} As set of complex resonance frequencies acquired at the different
overtone orders

eg Viscosity (eg = G̃/(ix))

g ‘‘Viscosity’’ in ‘‘Voigt-based modeling’’ (equal to G00/x)

m Poisson ratio

l Shear modulus as used in ‘‘Voigt-based modeling’’ (equal to G0)

x Angular frequency
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Chapter 4
Modeling the Resonator as a Parallel Plate

Abstract After an introduction to complex resonance frequencies, the chapter
provides a thorough discussion of the acoustic impedance, the acoustic wave
impedance, and other types of impedances with relevance to either the QCM itself
or to related problems. The load impedance (the complex ratio of the amplitudes of
periodic stress and periodic velocity, both evaluated at the resonator surface) is,
what the QCM measures on a fundamental level. The description continues with
three separate but equivalent ways of modeling the viscoelastic plate and its
resonances. All three formulations have their benefits and drawbacks. Building on
these models, it is proven that the complex frequency shift is proportional to the
complex load impedance, which is the essence of the small load approximation.
The load impedance can be averaged over area and time. The last section deals
with samples, which themselves are small resonators with their own resonance
frequency. In the presence of such ‘‘coupled resonances’’, the frequency shift may
be positive or negative, depending on whether the resonance frequency of the
coupled resonator is smaller or larger than the resonance frequency of the crystal.

4.1 Description of Oscillations with Complex Numbers

4.1.1 Euler’s Relation and Complex Amplitudes

The modeling section heavily relies on complex numbers and we therefore briefly
expand on their merit. There is popular misunderstanding that imaginary numbers
were less ‘‘real’’ than real numbers [1]. Admittedly, the nomenclature suggests that
this would be the case, but it is not. All numbers are computational tools. Complex
numbers are particularly efficient tools, when the computations are concerned with
oscillations. This is so because cos(xt) and sin(xt) are the real and the imaginary part
of the complex function exp(ixt) according to Euler’s relation. Any time-harmonic
signal (any signal of the form cos(xt + u) with u a phase) can be expressed as a sum
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� Springer International Publishing Switzerland 2015
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of a sine and a cosine. Consider a function x(t), given as x0 cos(xt + u). Following
one of the addition theorems for trigonometry, one has (Fig. 4.1)

x0 cos x t þ uð Þ ¼ x0 cos uð Þ cos x tð Þ � x0 sin uð Þ sin x tð Þ
¼ x0 cos x tð Þ � x00 sin x tð Þ

with

x0 ¼ x0 cos uð Þ; x00 ¼ x0 sin uð Þ

ð4:1:1Þ

The first and the second term on the right-hand side are the ‘‘in-phase com-
ponent’’ and the ‘‘out-of-phase component’’ (also: ‘‘quadrature component’’) of the
signal. Using complex numbers, the signal can be expressed as

x0 cos x t þ uð Þ ¼ Re exp i x t þ uð Þð Þð Þ
¼ Re x0 exp iuð Þ exp ix tð Þð Þ ¼ Re x̂ exp ix tð Þð Þ

with

x̂ ¼ x0 exp iuð Þ ¼ x0 cos uð Þ þ i x0sin uð Þ
and

x0 ¼ x̂j j; u ¼ arg x̂ð Þ

ð4:1:2Þ

x̂ is a complex amplitude. In this book, complex amplitudes of time-harmonic
signals carry a hat (^). It is much easier to turn around exp(ixt) in calculations of
various kinds, than it is to chew around on cos(xt), sin(xt), or cos(xt + u). In
principle, oscillatory motion can be fully described with the sine and the cosine only.
If one wants to avoid complex numbers, one can do so. In this book, we go the other
way. We always replace cos(xt) by Re(exp(ixt)), we replace sin(xt) by Im(exp(ixt)),
we do the entire calculation complex, and we take the real part at the very end.

There is a limitation though: The calculation is easy as long as one sticks to linear
response. This implies to never look at something like cos2(xt). While one might
hope so, it is not generally true that cos2(xt) would be equal to Re(exp(ixt)2);
cos2(xt) is equal to (Re(exp(ixt)))2; the square is outside the brackets, which makes
the calculations tedious. Fortunately, the QCM mostly obeys linear acoustics.
Squares of cos(xt) are discussed in Sect. 13.2. For the time being, the QCM is viewed
as a linear device. The tangential stress at the resonator surface is almost always
proportional to the tangential velocity.

4.1.2 Sign Conventions

In complex formulation, any oscillatory quantity has a time-dependence of the form

x tð Þ ¼ Re x̂ exp ix tð Þð Þ ¼ 1
2

x̂ exp ix tð Þ þ x̂� exp �ix tð Þð Þ ð4:1:3Þ
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x̂ is a complex amplitude of a time-harmonic variable, the star denotes complex
conjugation. As long as one is only concerned with quantities that are linear in all
trigonometric functions, one may ignore the complex conjugate. One may carry out
all calculations only once and eventually take the real part of the result. Alternatively,
one may consider x(t) as a complex function, in the first place, and write:

~x tð Þ ¼ x̂ exp ixtð Þ ð4:1:4Þ

The fact that only the real part of ~x tð Þ is observed in experiment is then always
tacitly understood.

In the following, complex numbers carry a tilde (*). The real and the imaginary
part of a complex variable carry a prime (0) and a double prime (00). Often, certain
parameters are complex, in principle, but the imaginary part is much smaller than
the real part. An example is the acoustic wave impedance of AT-cut quartz, Z̃q. Z̃q is
complex, but the imaginary part may well be neglected. In such cases the prime for
the real part is often omitted. Zq then is to be understood as Zq

0 = Re(Z̃q).
There is a subtlety concerning the argument of the exponential. Rather than

writing ~xðtÞ ¼ x̂ exp ix tð Þ, we might have equally well written ~xðtÞ ¼ x̂ exp �ix tð Þ.
At first glance, the minus sign does not appear to make a difference because the
real parts of exp ixtð Þ and exp �ixtð Þ are the same. Put differently, it does not make
a difference whether x (if real) is positive or negative.

It is advantageous to stick to the plus sign in the exponent, once the frequencies
turn complex. Write ~x ¼ 2pðf þ iCÞ and consider the two functions:

x tð Þ ¼ x̂ exp 2p i f þ iCð Þtð Þ ¼ x̂ exp 2p ifð Þ exp �2pCtð Þ
x� tð Þ ¼ x̂ exp �2p i f þ iCð Þtð Þ ¼ x̂ exp �2p ifð Þ exp 2p Ctð Þ

ð4:1:5Þ

The first function decays in time while the second grows. In the context of the
QCM, amplification is not an issue. Oscillations rarely grow in time. Of course
there are a few exceptions: For instance, the amplitude grows in time when a
resonator is turned on. Oscillations growing in time are not of much relevance in

out-of-phase 
component
of response

in-phase component
of response

stimulus

response

time

Fig. 4.1 If the response of
some system to a time-
harmonic excitation of the
form cos(xt) is also time-
harmonic, it can be written as
x̂j j cosðx t þ uÞ with x̂j j a

prefactor and u a phase. One
can also write it as jx̂j cosð/Þ
cosðxtÞ � jx̂j sinð/Þ sinðxtÞ.
The latter two terms are the
in-phase and the out-of-phase
component of the response
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this book. With the convention from Eq. 4.1.4, (expði~x tÞ rather than expð�i~x tÞ),
damped oscillations imply C[ 0.

A similar argument holds for a number of other parameters dealing with dis-
sipative processes. The most important ones are G00; J00; g0; e00, and k00.
~G; ~J; ~g; ~e, and ~k are the shear modulus, the shear compliance, the viscosity, the
dielectric permittivity, and the wavenumber, respectively. If we, firstly, stick to
expressing the time dependence as expði~xtÞ with Reð~xÞ[ 0 and Imð~xÞ[ 0 and,
secondly, write:

~G ¼ G0 þ iG00

~J ¼ J0 � iJ00

~g ¼ g0 � ig00

~e ¼ e0 � ie00

~k ¼ k0 � ik00

ð4:1:6Þ

then G00; J00; e00 g0; g00 and k00 are all positive. One wants G00; J00; g0; e00, and k00

to be positive because the second law of thermodynamics states that dissipative
processes cannot be reversed. If one sticks to the above sign conventions and
arrives at a negative value for G00; J00; g0; e00, or k00 in some calculation, the
calculation contains a mistake (or disproves the second law of thermodynamics).

Why does G00 have a plus sign and J00 have a minus sign in Eq. 4.1.6? This the
consequence of ~J being the inverse of ~G. When taking the inverse of a complex
number, the imaginary part reverses sign. More generally, response functions like
~G; ~J, and ~e come in the form of either susceptibilities or inverse susceptibilities.
Susceptibilities and inverse susceptibilities have a minus and plus sign before the
parameter with the double prime, respectively. For k00, the negative sign follows

from ~k ¼ xðq~JÞ1=2 (Eq. 4.2.3). The viscosity is a special case. One has ~g ¼ ~G=ix.
If g0 and g00 shall both be positive, one must write ~g ¼ g� ig.

4.1.3 Complex Resonance Frequencies

Figure 4.2 again shows the simple harmonic resonator. This model was belittled in
the introduction as being the too-simple harmonic resonator, but for the motivation
of complex resonance frequencies, it is good enough. Slightly deviating from the
introduction (Sect. 1.5.1). there now is a dashpot in parallel to the spring. The
dashpot accounts for damping.

First, consider resonances in the time-domain. The simple harmonic resonator
obeys the ordinary differential equation:
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MR
d2xðtÞ

dt2
¼ �nR

dxðtÞ
dt
� jR xðtÞ ð4:1:7Þ

x(t) is the displacement, MR is the mass of the resonator, jR is the spring
constant, and nR is the drag coefficient of the dashpot. nR is sometimes called
‘‘friction coefficient’’, but the term ‘‘drag coefficient’’ is preferable here because it
avoids the confusion with the friction coefficient in tribology, which is a ratio of
tangential force and normal force. The drag coefficient is the ratio of a force and a
velocity. Equation 4.1.7 expresses Newton’s third law. Mass 9 acceleration is
equal to the force (on the right-hand side), where the latter has a viscous and an
elastic contribution.

After dividing Eq. 4.1.7 by MR and slightly rearranging, one arrives at:

d2x tð Þ
dt2

þ nR

MR

dx tð Þ
dt
þ jR

MR
x tð Þ ¼ 0 ða)

d2x tð Þ
dt2

þ 2cD
dx tð Þ

dt
þ x2

0x tð Þ ¼ 0 ðb)

ð4:1:8Þ

In line 2, the parameters x0 and cD have been introduced. x0 is the undamped
angular resonance frequency. The undamped resonance frequency will be named
fr, later. fr = x0/(2p) is of central importance. The parameter cD = nR/(2MR) is the
Damping factor [2]. cD has dimension of a frequency. It is the rate, by which the
oscillation decays.

Dividing the resonator equation by the mass brings it into a form, where all
coefficients are frequencies. There is a deeper reason for doing this. Frequencies
and shifts thereof are at the core of all sensing processes employing a QCM.
Rephrasing an equation such that its essence is contained in one or more fre-
quencies just about always is a progress.

Let the resonator be at some position x0, initially, and allow it to oscillate freely
from thereon. The target of the computation is position as a function of time. In
mathematical terms, this is an initial value problem, where the initial conditions are

MR

κ R ξR

x (t )

Fig. 4.2 A simple harmonic
resonator. The model is one-
dimensional; all movement
occurs along x. A mass (MR)
is connected to a rigid wall
across a Hookean spring with
spring constant jR and a
dashpot with drag coefficient
nR. The index R denotes the
resonator. The dynamics of
this system follows Eq. 4.1.7
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x t ¼ 0ð Þ ¼ x0

dx

dt
t ¼ 0ð Þ ¼ 0

ð4:1:9Þ

With initial value problems, there are two ways to proceed. The more general
one is separation of variables and formal integration. There is a second option: One
may guess the solution and prove that the guess is correct. The guess may contain
free parameters, the values of which are determined while proving that the guess as
such is correct. The guess is also called ‘‘ansatz’’. We try our luck with an ansatz
of the form

x tð Þ ¼ Re ~x tð Þð Þ ¼ Re x0 exp 2p i~fdt
� �� �

ð4:1:10Þ

~fd is the ‘‘damped frequency’’ or ‘‘ringing frequency’’. It will turn out that fd is
slightly different from the undamped resonance frequency, fr. However, the dif-
ference is so small in QCM experiments, that it is irrelevant in practice.

At this point, the use of a complex resonance frequency is not necessarily an
advantage. ~fd was made complex, because complex shifts of resonance frequencies
will be convenient later. Since x0 is real, Eq. 4.1.10 can be expressed as

x tð Þ ¼ x0 cos 2p f 0dt
� �

exp �2p f 00d t
� �

¼ x0 cos 2p fdtð Þ exp �2pCtð Þ
ð4:1:11Þ

In line 2, fd00 was renamed as C. A side remark on terminology: For the QCM,
the resonance frequencies (damped and undamped) have a small imaginary part
and the prime behind fr or fd is often omitted for the real part of ~fr or ~fd. fr is
synonymous to fr0; fd is synonymous to fd0.

The function dx(t)/dt from Eq. 4.1.12 is, what is observed in a ring-down
experiment (Sect. 2.3), hence the name ‘‘ringing frequency’’ (It is the time
derivative, rather than x(t) itself, because the instrument measures the current, not
the charge). One infers the real part of ~fd from the oscillation period and the
imaginary part from the rate by which the oscillation decays in time.

In order to prove that Eq. 4.1.10 indeed is the solution to Eq. 4.1.7, one first has
to compute the time derivatives. In complex formulation these are

d~x tð Þ
dt
¼ 2p i fd þ iCð Þx0 exp 2p i~fdt

� �

d2~x tð Þ
dt2

¼ �4p2 f 2
d � C2 þ 2iCfd
� �

x0 exp 2p i~fdt
� �

ð4:1:12Þ

Inserting these results into the complex extension of Eq. 4.1.8b yields
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� 4p2 f 2
d � C2 þ 2iCfd

� �
x0 exp 2p i~fdt

� �

þ 2cD2p i fd þ iCð Þx0 exp 2p i~fdt
� �

þ x2
0x0 exp 2p i~fdt

� �
¼ 0

ð4:1:13Þ

Equation 4.1.10 solves Eq. 4.1.7 if the coefficients to the exponential add up to
zero. All terms have the same time dependence. One can divide by x̃(t) and is left
with certain relations between the various parameters. Since fd and C are free, they
can be chosen to satisfy these relations. Dividing Eq. 4.1.13 by x̃(t), one finds

�4p2 f 2
d � C2 þ 2iCfd
� �

þ 2cD2pi fd þ iCð Þ þ x2
0 ¼ 0 ð4:1:14Þ

Both the real and the imaginary part of the left-hand side must vanish. Consider
the imaginary part first. It is given as

�8p2Cfd þ 4pcDfd ¼ 0 ð4:1:15Þ

which implies

C ¼ cD

2p
ð4:1:16Þ

The real part of Eq. 4.1.15 is

�4p2 f 2
d � C2
� �

� 4pcDCþ x2
0 ¼ �4p2 f 2

d � C2
� �

� 8p2C2 þ 4p2f 2
r ¼ 0

ð4:1:17Þ

The relation cD = 2pC (Eq. 4.1.16) was used in step 1. Also, x0 was renamed
as 2pfr with fr the undamped resonance frequency. The real part of the ringing
frequency turns out to be

fd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2
r � C2

q
ð4:1:18Þ

fd is unequal to fr, in principle, but the difference is small. A typical value of C for
a 5 MHz resonator immersed in water is 700 Hz. Using this value, one finds

fd � fr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2
r � C2

q
� fr ¼ fr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� C2

f 2
r

s

� fr

� fr 1� 1
2
C2

f 2
r

� �
� fr ¼ �

C2

2fr
¼ �0:049 Hz

ð4:1:19Þ

The relation (1 - e)1/2 & 1 - e/2 was used in line 2. A difference in frequency
of 1/20th of a Hertz is at the noise level and one may therefore approximate (fr

2 -

C2)1/2 by fr. Of course this approximation is not strictly needed. One can always
convert between fr and fd, using Eq. 4.1.19 and the known value of C.
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Given that fd and fr are so close: Can the entire discussion be based on the
ringing frequency, rather than the undamped resonance frequency? Yes, certainly.
However, matters become simpler with the undamped resonance frequency, when
discussing them in the frequency domain. It will turn out that the maximum of the
conductance curve occurs a the undamped resonance frequency. ~fr is the parameter
determined impedance analysis (see below).

The above remarks had somewhat of a philosophical edge. It is matter of taste,
which frequency to use. Users of the QCM-D can base the analysis on the ringing
frequency. The following remarks are not at all philosophical; they are immensely
practical. A golden rule in QCM-based sensing (and not only there) is: ‘‘Measure a
frequency, if you can’’ (Try to find an arrangement of your experiment, where the
information you seek is contained in a frequency). The strength of the QCM is in
the ease and precision by which the experimentalist determines frequencies and
shifts thereof. C and cD here also count as a frequencies. A more precise term
would be ‘‘rates’’. C quantifies the rate, by which the oscillation decays in time. C
is determined with about the same precision as the frequency (which, depending
on the details, is about 0.1 Hz).

The mass of the resonator, MR, can also be determined from experiment
(Sects. 4.5.3 and 7.4), but this measurement is much less precise than a frequency
measurement (Note: MR is the total mass of the resonator plate, not the mass per
unit area). The determination of MR relies on the measurement of an electrical
impedance. The measurement of an electrical impedance, in principle, is not a
problem at all. However, the uncertainty in these measurement is around 1 %,
which exceeds the uncertainty in frequency by about 5 decades (Of course one can
improve on the 1 % with an effort, but the extraordinary precision achieved in the
frequency measurements requires no effort). Being able to determine MR is a rather
irrelevant side aspect of QCM-based sensing. It is the frequency (the set of fre-
quencies), which matters.

This concludes the discussion of resonators in the time-domain. In the
frequency-domain, everything becomes much easier with complex resonance
frequencies. In frequency-domain experiments, there is a time-periodic force
exciting the resonator. One adds a periodic driving force of the form F̂ext exp ix tð Þ
to the right-hand side of equation Eq. 4.1.7. The displacement then is of the form
x̂ exp ix tð Þ. After dividing by MR and making the substitutions d/dt ? ix and
d2/dt2 ? -x2, one finds:

�x2x̂ exp ix tð Þ þ 2ixcD x̂ exp ix tð Þ þ x2
0 x̂ exp ix tð Þ ¼ F̂ext

MR
exp ix tð Þ ð4:1:20Þ

Note: x is real here. Equation 4.1.20 describes a steady oscillation; there is no
decay. Since x is among the parameters on the left-hand side, x̂ðxÞ depends on the
frequency of excitation. x̂ðxÞ is given by:

56 4 Modeling the Resonator as a Parallel Plate

http://dx.doi.org/10.1007/978-3-319-07836-6_7


x̂ xð Þ ¼ 1

x2
0 � x2 þ 2icDx

F̂ext xð Þ
MR

ð4:1:21Þ

In the following, F̂ext is assumed to be real and independent of x. Also, x is
assumed to be close to x0, which implies x0

2 - x2 & 2x0(x0 -x). Equa-
tion 4.1.21 simplifies to

x̂ xð Þ ¼ 1

x2
0 � x2 þ 2icDx

F̂ext

MR
� 1

x0 � xþ icD

F̂ext

2x0MR
ð4:1:22Þ

In the following, we switch from angular frequencies to frequencies (x ? f)
and define the undamped complex resonance frequency, f̃r, as

~fr ¼
x0 þ icD

2p
¼ fr þ iC ð4:1:23Þ

Using f̃r, Eq. 4.1.22 turns into

x̂ fð Þ � 1
~fr � f

F̂ext xð Þ
8p2frMR

ð4:1:24Þ

x̂ðf Þ can be separated into real and imaginary parts as

x̂ fð Þ ¼ Fext

8p2frMR

fr � f � iC

fr � f þ iCj j2

¼ Fext

8p2frMR

fr � f

fr � fð Þ2þC2
� i

Fext

8p2frMR

C

fr � fð Þ2þC2

ð4:1:25Þ

The time derivative of the displacement is equal to ixx̂, which yields

ixx̂ fð Þ ¼ Fext

8p2frMR

2p f C

fr � fð Þ2þC2
þ i

Fext

4p frMR

2p f fr � fð Þ
fr � fð Þ2þC2

ð4:1:26Þ

A resonance curve as given by Eq. 4.1.26 is, what is measured in impedance
analysis. The time derivative is needed in the discussion of impedance analysis
(Sect. 4.5.4) because the impedance analyzer measures the current into the elec-
trode. Current differs from charge, which would be the equivalent of x̂ðxÞ (The
text jumps ahead here in making use of the electromechanical analogy, introduced
in detail in Sects. 4.5.1 and 4.7.3. The real part of Eq. 4.1.26 turns into the con-
ductance trace after application of the electromechanical analogy).

The real and the imaginary parts of ixx̂ ~f
� �

are shown in Fig. 4.3. For clarity,
the vertical scale was cut-off around the complex resonance frequency. At f̃ & f̃d
the absolute value of i~xx̂ ~f

� �
goes to infinity. The fact that the pole is at f̃d (rather
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than f̃r) follows from Eq. 4.1.21. Impedance analysis cannot directly access
complex frequencies, but the complex resonance frequency can still be inferred
from Reðix x̂ðf ÞÞ and Imðix x̂ðf ÞÞ with real-valued f by fitting with either
Eq. 4.1.21 or 4.1.26. The difference between the two equations is negligible in
practice.

The most important fit parameters in impedance analysis (among others as
explained in Sect. 4.5.4) are fr and C. These are the real and the imaginary part of
f̃r. There are two more relations to be proven, which are that the peak of con-
ductance curve is at fr and that C is the half-width at half-height of the conductance
curve. To see that the peak in the conductance trace is at fr, start from Eq. 4.1.21
and take the real part of its time derivative (proportional to the conductance) (Note:
In going back to Eq. 4.1.21, we do not approximate x0

2 - x2 by 2x0(x0 - x).)
Substituting angular frequencies by frequencies, one finds

Fig. 4.3 Plots of Reðix x̂Þ
and Imðix x̂Þ as given by
Eq. 4.1.26. x̂ becomes infinite
at the complex frequency f̃d
(The vertical scale was cut off
around f̃d). f̃d is the damped
resonance frequency. With
impedance analysis, only real
frequencies are accessible.
Both Fext(t) and x(t) are
oscillatory; they do not
decay. Still, the real and the
imaginary part of ~fd can be
determined by fitting
Reðx̂ðf ÞÞ and Imðx̂ðf ÞÞ with
Eq. 4.1.26 at frequencies
close to the resonance
frequency
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Re ixx̂ fð Þð Þ ¼ F̂ext

4p2MR
Re 2p if

1
f 2
r � f 2 þ 2iCf

� �

¼ F̂ext

4p2MR
Re 2p if

f 2
r � f 2 � 2iCf

f 2
r � f 2
� �2þ 2Cfð Þ2

 !

¼ F̂ext

4p2MR
2p

2Cf 2

f 2
r � f 2
� �2þ 2Cfð Þ2

ð4:1:27Þ

At the peak of the resonance, the frequency derivative of Eq. 4.1.27 turns to
zero. Ignoring prefactors, this amounts to

0 ¼ d
df

f 2

f 2
r � f 2
� �2þ 2Cfð Þ2

 !

¼
2f f 4

r � f 4
� �

f 4
r þ f 4 � 2f 2 f 2

r � 2C2
� �� �2 ð4:1:28Þ

Clearly, Eq. 4.1.28 is fulfilled at f = fr.
To see that C is the half-width at half-height of the conductance curve, start

from the real part of Eq. 4.1.26 and find the difference in frequency, df = f - fr,
where the conductance takes half of the value at the peak:

Fext

8p2frMR

Cf

fr � fr þ D fð Þð Þ2þC2
¼ 1

2
Fext

8p2frMR

Cf

C2 ð4:1:29Þ

Approximating the numerator as constant in the narrow range of the resonance,
this relation is fulfilled if df = C. Note: The last statement does build on x0

2 -

x2 & 2x0(x0 - x). C is the half-bandwidth for narrow resonances.
Upon contact with a sample, the resonance frequency and the damping factor

change. It will be convenient to view the shifts in fr and C and as measures of the
in-phase component and the out-of-phase component of the force exerted by
the resonator onto the sample (Sect. 4.6). Consequently, one defines a shift of the
complex resonance frequency, D~f , as

D~f ¼ Df þ iDC ¼ fr � fr;ref þ i C� Cref

� �
ð4:1:30Þ

The index ref denotes the reference state. For brevity, the index r was dropped
behind C, D~f , and Df. In principle, one might have called the half-bandwidth Cr

because it pertains to a resonance. Likewise, D~f is a difference between two
resonance frequencies and one might have labeled it as D~fr.

Concluding this section, we bring Eq. 4.1.20 into a form, which emphasizes its
relation to the equivalent circuit representation introduced in Sect. 4.5. Again, the
text jumps ahead with regard to the electromechanical analogy (Sect. 4.7.3).
Consider the electrical circuit shown in Fig. 4.4. Equation 4.1.20 describes this
circuit. To see this, multiply Eq. 4.1.20 by MR, replace x̂ by v̂=ix (where v̂ is a
velocity), and divide by exp(ixt), arriving at
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ix MRv̂þ nRv̂þ jR

ix
v̂ ¼ F̂ext ð4:1:31Þ

In a next step, apply the electromechanical analogy, that is, replace the mass by
a motional inductance (MR ? L1), replace the dashpot by a motional resistance
(nR ? R1), replace the spring constant by an inverse motional capacitance
(jR ? 1/C1), replace the velocity by a current ðv̂! ÎÞ, and replace the force by a
voltage ðF̂ext ! ÛÞ. One arrives at

ix L1 þ R1 þ
1

ix C1

� �
Î ¼ Û ð4:1:32Þ

Equation 4.1.32 spells out the current-voltage relation of the electrical circuit
shown in Fig. 4.4. At the (complex) resonance frequency, the total electrical
impedance of the circuit vanishes, which is the resonance condition. Zero voltage
at finite current can only be fulfilled for a complex frequency. This complex
frequency is the damped resonance frequency (cf. Fig. 4.3). The reason for
showing the equivalent circuit is that some readers know electrical circuits well,
but are less familiar with differential equations. Those readers can find the reso-
nance frequency based on their understanding of electric circuits.

4.1.4 Parameters Quantifying Damping

With regard to frequency, consent has been reached in the community not only on
how it is defined, but also on what symbol should be used. The frequency is called
f, the angular frequency is called x. No such consent has been reached with regard
to damping; the situation is truly multicultural.

A first parameter quantifying damping (the one used in this book) is the half-
width at half-height (also: half-bandwidth). Half-height here refers to the con-
ductance curve. In electronic terms, one might also say ‘‘at half-amplitude’’ (to be
distinguished from half-power). The half-width at half-height is called C here.
Further, there is the full width a half-height, sometimes called w. Unfortunately,
the full width at half-height is sometimes also called C (Ref. [3]). Both the half
width and the full width have units of frequency, Hz.

Another widely used measure of damping is the quality factor, Q = f/w = f/
(2C). Because the inverse Q-factor is more directly connected to damping than the
Q-factor, it at some point acquired its own letter and noun, which are ‘‘D’’ and

1/(iωC1)iωL1 R1

I U

Fig. 4.4 An electrical
resonator
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‘‘dissipation factor’’ [4]. Note: The abbreviated form ‘‘dissipation’’ differs from the
definition of dissipation in Wikipedia. The ‘‘dissipation factor’’ is related to dis-
sipative processes, but it still does denote the process of dissipation itself. One has
D = w/f = 2C/f = 1/Q.

The Q-Sense software by default displays the frequency shift as Df/n (labeled
DF, where DF is the ‘‘normalized frequency shift’’) and the shift in the dissipation
factor in units of 10-6. n (an odd integer, see text below Eq. 4.3.11) is the overtone
order. With 5 MHz-crystals (commonly employed in the QCM-D) one has DC/
n & 2.5 9 DD 9 106 Hz. The complex frequency shift then relates to DF and
DD 9 106 as

D~f ¼ Df þ iDC

¼ nDF þ i
fr

2
DD

� nDF 1þ i 2:5� 106 � DD
� �

ð4:1:33Þ

Again, fr & n 5 MHz was assumed in line 3.
The term mostly used for C in this book is ‘‘half-bandwidth’’. The term

‘‘bandwidth’’ is meant to encompass C, w, D, Q-1. These parameters are fully
equivalent to each other and it is entirely a matter of taste which variable to use.
There is still one more parameter. The RQCM (distributed by Inficon, formerly
Maxtek Inc.), the QCM200 (distributed by SRS), and the Kutner group [5]
quantify damping by the motional resistance R1 (also: ‘‘dynamic resistance’’).
Combining Eqs. 4.5.20, 4.5.8d, 4.3.14, and 4.3.16, one finds

R1 ¼
d2

q

8Ae2
26

np Zq

Q
¼ np Zq

8Ae2
26

Z2
q

4q2
qf 2

0

2C
nf0
¼ p

16Ae2
26

Z3
q

q2
qf 3

0

C ð4:1:34Þ

For the definitions of the variables see the glossary. Unfortunately, Eq. 4.1.34
only establishes a perfect equivalence as long as the effective area, A, is known
and—more importantly—remains constant over the duration of the experiment.
Experience shows that this is not strictly true. Also, the effective area differs
between overtones. In the author’s opinion, it is better to stick to frequencies and
ratios thereof (All parameters with units of Hz here count as frequencies).

4.2 Acoustic Impedance, Acoustic Wave Impedance,
and Acoustic Reflectivity

The acoustic impedance (called ~Zac here) is at the core of the physics of the QCM
and it is worthwhile to familiarize oneself with the concept in some depth. The
word impedance has different meanings, collected in Table 4.1. The impedance is
used in acoustics, mechanics, and electrical engineering.
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The acoustic impedance here is defined as the ratio of tangential stress and
tangential velocity, where the velocity is the time derivative of the displacement
(the ‘‘particle velocity’’, named ‘‘response velocity’’ in Ref. [2]). Since stress and
velocity are complex amplitudes, the acoustic impedance is complex, as well.

Although not widely known, the acoustic impedance has its own unit, which is
the Rayl (after John Strutt, 3rd Baron Rayleigh). A problem with the Rayl
(arguably a serious one) is, that there are two definitions, which are kg m-2 s-1

(the ‘‘MKS Rayl’’) and g cm-2 s-1 (the ‘‘CGS Rayl’’). As of 2013, the German
edition of Wikipedia considers the Rayl to be outdated.

For a propagating plane wave in homogeneous medium, the acoustic impedance
is independent of position and equal to a materials parameter, namely the acoustic
wave impedance, Z̃. Unfortunately, the acoustic wave impedance is often called
acoustic impedance in the literature. In this book, the acoustic wave impedance
and the acoustic impedance have different meanings. Further complicating
the matter, the acoustic impedance and the acoustic wave impedance typically are
applied to normal stress and compressional waves in the literature, while
these terms are used for tangential stress and shear waves here. The compressional
wave impedance will be needed later in the book (Sect. 6.1.3).

To see that Z̃ is a materials property, start from the wave equation in the
frequency domain, which is:

�qx2û ¼ ~G
d2û

dz2
ð4:2:1Þ

q is the density and G̃ is the shear modulus. Equation 4.2.1 is formulated for the
one-dimensional case. z is the direction of propagation. The displacement is a
vector, in principle, but its direction is everywhere the same and perpendicular to
z. Equation 4.2.1 balances inertia against the elastic force density. The force
density is the divergence of the stress. For plane shear waves in homogeneous
isotropic media, the force density is ~Gd2û=dz2. The solutions of the wave equation
are of the form

û zð Þ ¼ û� exp �i~kz
� �

ð4:2:2Þ

~k is the wavenumber. û+ and û- are amplitudes in time and space. Inserting
Eq. 4.2.2 into Eq. 4.2.1, one finds

~k ¼ x
~c
¼ x

ffiffiffiffi
q
~G

r
¼ x

ffiffiffiffiffiffi
q~J

q
ð4:2:3Þ

c̃ is the speed of sound. One has

~c ¼

ffiffiffiffi
~G

q

s

ð4:2:4Þ
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According to Eq. 4.2.2, the general solution to the wave equation is a super-
position of two propagating waves with amplitudes û- (traveling to the right) and
û+ (traveling to the left).

Now consider a single propagating wave. Let the wave travel toward the left
(ûþ 6¼ 0; û� ¼ 0) and evaluate the shear stress, r̂, and velocity, v̂, at some point
inside a homogeneous medium:

r̂ zð Þ ¼ ~G
d
dz

ûþ exp i~kz
� �� �

¼ ~Gi~k ûþ i~kz
� �

¼ ~Gix

ffiffiffiffi
q
~G

r
ûþ exp i~kz

� �
¼ ix

ffiffiffiffiffiffiffi
q~G

q
ûþ exp i~kz

� �

v̂ zð Þ ¼ d
dt

ûþ exp i~kz
� �� �

¼ ixûþ exp i~kz
� �

ð4:2:5Þ

The ratio of stress and velocity is the acoustic impedance:

~Zac ¼
r̂ zð Þ
v̂ zð Þ ¼

ffiffiffiffiffiffiffi
q~G

q
¼ q~c ¼ ~Z ð4:2:6Þ

Clearly, the z-dependence has cancelled. The acoustic impedance (the stress-
velocity ratio) does not depend on position. It is equal to the acoustic wave
impedance, Z̃. In Eq. 4.2.5, the wave travels to the left. The acoustic wave
impedance is defined to be independent of direction. Should the wave be of the
form exp(�i~kz), the minus sign (by definition) does not carry over to the acoustic
wave impedance of the medium. The acoustic wave impedance is still given as
(qG̃)1/2; there is no sign change.

Again: The stress-velocity ratio is only equal to (qG̃)1/2 for a propagating wave.
If there are two counter-propagating waves with amplitudes û- and û+, the stress-
velocity ratio is

~Zac ¼
r̂ zð Þ
v̂ zð Þ ¼

ffiffiffiffiffiffiffi
q~G

q
ûþ exp i~kz

� �
� û� exp �i~kz

� �

ûþ exp i~kz
� �

þ û� exp �i~kz
� � ð4:2:7Þ

For this configuration, the dependence of r̂=v̂ on position does not cancel. The
stress-velocity ratio in Eq. 4.2.7 is an acoustic impedance, but not an acoustic
wave impedance. The distinction between the acoustic impedance and the acoustic
wave impedance will be of importance in the definition of the load impedance. The
load impedance (Z̃L, Sect. 4.6.1) is an acoustic impedance evaluated at the reso-
nator surface. If the sample is a semi-infinite medium, the load impedance is the
same as the acoustic wave impedance of this medium. Otherwise, the stress-
velocity ratio must be calculated in whatever way is most efficient.

Now consider an interface between two media labeled i and j (Fig. 4.5). Let the
amplitude of the wave coming in from the left be unity (ûi

- = 1) and let there be
no wave coming in from the right (ûj

+ = 0). From the continuity of velocity and
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stress at the interface one calculates the reflectivity as ~ri;j ¼ ûþi =û�i . Continuity of
displacement amounts to

ûþi þ û�i ¼ û�j ð4:2:8Þ

Given that the stress is ~Gdû=dz ¼ ~Gd=dzðû�expð�i~kzÞÞ, the continuity of stress
reads as

i~Gi
~ki ûþi � û�i
� �

¼ �i~Gj
~kj û�j ð4:2:9Þ

Using ~Z ¼ q~G
� �1=2

and ~k ¼ x=~c ¼ x q=~G
� �1=2

, Eq. 4.2.9 can be written as

~Zi ûþi � û�i
� �

¼ �~Zj û�j ð4:2:10Þ

Eliminating û�j from Eqs. 4.2.8 and 4.2.10 one finds the reflectivity as

~ri;j ¼
ûþi
û�i
¼

~Zi � ~Zj

~Zi þ ~Zj
ð4:2:11Þ

The amplitude transmission coefficient ~ti;j ¼ û�j =û�i comes out as

~ti;j ¼
û�j
û�i
¼ 2~Zj

~Zi þ ~Zj
ð4:2:12Þ

A note on terminology: Reflectivity here is defined with respect to displace-
ment. ~ri;j ¼ ûþi =û�i

� �
. If the definition had been based on stress, ðr̂þi =r̂

�
i Þ, the sign

would have been opposite. The reflectivity of compressional waves is sometimes
defined with respect to pressure (which is the analog of stress).

zzi,j

ui
−^

ui
+^

uj
−^

~
Zi Zj

~

Fig. 4.5 An interface between two acoustic media. The acoustic properties of the two media are
specified by their speeds of sound (c̃i and c̃j) and their wave impedances (Z̃i and Z̃̃j). There is a
wave coming in from the left with amplitude ûi

-. The interface gives rise to a reflected wave with
amplitude ûi

+. The amplitude of the transmitted wave is ûj
-. The wave vector is always normal to

the interface; oblique incidence is outside the scope here
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Clearly, the wave impedance governs the reflectivity at interfaces. If the wave
impedances of two media are much different, acoustic waves are to a large extent
reflected at interfaces between the two. ‘‘Impedance matching’’ can be a problem if
the goal is to couple acoustic radiation into some medium. Consider medical
ultrasound (compressional waves) as an example. The wave impedances (of
compressional waves) of solids and liquids, on the one hand, and air, on the other,
are vastly different and it is therefore difficult to couple ultrasound into the body
across an air gap. One therefore fills the gap between the transducer and the body
with a gel. As a second example, consider shear waves at the QCM surface. The
shear-wave impedances of solids and liquids are much different (contrasting to
compressional waves) and therefore the transverse sound produced by the piezo-
effect only weakly couples to the liquid. Most of the acoustic energy is reflected
back into the resonator. If this was not the case, the resonator would not have a
high Q-factor. The resonances would not be nearly as sharp as they are. In this
case, the weak coupling is a benefit. The resonator weakly couples to the sample.

The discussion above concerned plane waves in an infinite medium. A wave
impedance can also be defined for propagating waves supported by some kind of
linear structure such as a string or a pipe. For such waves, the wave impedance
depends on geometrical parameters (such as the diameter of the pipe). Impedance
matching can therefore be achieved by suitable design of the supporting structure.
The shape of the trumpet is the outcome of impedance matching optimization. On
the one hand, some of the acoustic energy must be fed back into the resonator (the
trumpet) in order to establish a resonance. On the other hand, one wants the sound
to reach the audience, preferably at impressive amplitude. This is achieved by
gradually widening the pipe at the end. The conical end of the trumpet (the ‘‘bell’’)
smoothens the interface between the resonator and free space, thereby reducing the
reflectivity (The bell has functions beyond impedance matching).

So far, the conditions of continuity were formulated in terms of stress and
displacement. They might also be formulated in terms of momentum and energy.
The density of momentum flow by definition is the stress. The density of energy
flow is the work per unit area and unit time, 1/A dW/dt, done on some sheet of
material by the neighboring sheet. One has

1
A

dW

dt
¼ r z; tð Þv z; tð Þ ¼ rþ z; tð Þ � r� z; tð Þð Þv z; tð Þ ð4:2:13Þ

In the last step, the stress was decomposed into contributions from the two
waves propagating to the right and to the left. For simplicity, real-valued
parameters were used in Eq. 4.2.13. This includes the ratio of stress and velocity,
which is the shear-wave impedance, Z. With real Z, (that is, with real shear
modulus, G) there is no dissipation in the bulk, which simplifies the discussion. We
write u z; tð Þ ¼ ðûþcos x t þ kzð Þ þ û�cosðx t � kzÞÞ with real û±. Further, we have
v(z) ¼ �xðûþsin x t þ kzð Þ þ û�sinðx t � kzÞÞ and rðz; t) ¼ ZðzÞð�xðûþsin x tþð
kzÞ � û�sinðx t � kzÞÞ. Using z = 0 and ûj

+ = 0, the continuity of energy flow at
the interface between layer i and layer j reads as

66 4 Modeling the Resonator as a Parallel Plate



Zix
2 û2

iþ � û2
i�

� �
sin2 x tð Þ ¼ Zjx

2û2
j� sin2 x tð Þ ð4:2:14Þ

or, equivalently

~Zi ûiþ þ ûi�ð Þ ûiþ � ûi�ð Þ ¼ ~Zjû
2
j� ð4:2:15Þ

Dividing Eq. 4.2.15 by Eq. 4.2.10 yields Eq. 4.2.8. In other words, if both
momentum and energy are to be conserved at an interface, stress and displacement
must also be continuous at this interface. Actually, the flow of energy is not
necessarily conserved. Energy might be dissipated at the interface if the interface
slips. This is just what the combination of Eqs. 4.2.15, 4.2.10, and 4.2.8 says.
If energy is not conserved because of slip, the displacement is not continuous
either. We come back to slip in Sects. 10.7 and 13.3.

The impedance deserves a few more remarks:

• There also is a ‘‘mechanical impedance’’, which is the ratio of force to velocity.
For plane waves the conversion from acoustic to mechanical impedance
amounts to a multiplication by the area A. The Mason-circuit (Fig. 4.9) con-
tains mechanical impedances in this sense.
Force-displacement relations are convenient for contacts between discrete
mechanical elements, where stress and strain are confined to some region with
the consequence that the stress distribution inside the contact can be left aside
in the analysis. An example is the sphere-plate contact (Chap. 11). The force is
the stress integrated over the contact area. The displacement is evaluated at a
location far away from the deformed region (Fig. 11.1a). Of course the internal
details do matter, but since they are complicated, modeling the contacts in
terms of force and displacement is a good start.

• The term impedance is well-known from electricity, where it denotes the ratio
of voltage and current. The unit of electrical impedance is ohm (volt/ampere).
Its significance is the same as that of the force-velocity ratio in mechanics. The
electromechanical analogy is discussed in detail in Sect. 4.7.3. Most electrical
waves are guided waves in the sense that they travel along a cable. Electrical
cables are characterized by a wave impedance, ZW,el. Many cables have
ZW,el = 50 X, but cables with ZW,el = 70 X also are around. Non-guided
electromagnetic waves are the radio waves traveling in free space. For radio
waves, the impedance is the ratio of the electric field, E, to the magnetic field,
H. Its value is (l0/e0)1/2 = 376.7 X with l0 = 4p 9 10-7 Vs/(Am) the mag-
netic permeability of vacuum and e0 = 8.854 9 10-12 As/(Vm) the electric
permittivity of vacuum.

• In principle, an impedance can also be formulated for optical waves, although
the term is rarely used. In matter, the wave impedance of electromagnetic
radiation is (l/e)1/2 = (lrl0/ere0)1/2 with l and e the magnetic permeability and
dielectric permittivity. lr and er are the respective relative quantities. Since
lr & 1 at optical frequencies, the ‘‘optical impedance’’ scales as ~e�1=2

r ¼ ~n�1
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with ñ the refractive index. The ‘‘optical impedance’’ therefore is proportional
to ñ-1 (not to ñ, as one might guess).

• Energy and momentum are also conserved for elastic collisions between two
particles of mass M1 and M2. Consider the 1D-case and let particle 2 be at rest,
initially. The total energy and the total momentum are conserved during the
collision. From ptot,fin = ptot,ini and Etot,fin = Etot,ini it follows that the velocity
of the particle 1 after the collision is

v1;fin ¼
M1 �M2

M1 þM2
v1;ini ð4:2:16Þ

The indices ini and fin stand for initial and final. Note the similarity with
Eq. 4.2.11. It is not at all a coincidence.

• Since stress is a tensor and velocity is a vector, the acoustic impedance in full
generality is a third-rank tensor (cf. Sect. 6.1.1). Most of the book is concerned
with a shear stress at the resonator surface and the corresponding tangential
velocity. If the surface normal is the z-direction and if displacement is along x,
the relevant component of the stress tensor is r̂xz; the relevant component of
the velocity is v̂x. Unless stated otherwise, an acoustic impedance without
tensor indices is meant to denote r̂xz=v̂x.

• Above, conservation of energy and momentum was invoked to prove conti-
nuity; angular momentum was left aside. For conventional shear waves, ori-
entation is strictly coupled to the gradient of translation. If displacement and
stress are continuous, torque is continuous as well. This is different for nematic
liquid crystals. For nematics, orientation is a separate dynamic variable and the
continuity of torque is not trivial. Section 9.2 touches on how nematics behave
when brought into contact with a QCM.

The following three sections go through three different ways of modeling the
parallel plate. Section 4.3 uses as little physical interpretation as possible. We just
solve the equations given to us. These equations are the wave equation and the
conditions of continuity at the interfaces. In Sect. 4.4, we take ratios of the
amplitudes derived in Sect. 4.3 and interpret these as reflectivities. It will turn out
that the QCM can be viewed as an acoustic reflectometer. Section 4.5 introduces
equivalent electrical circuits and formulates the theory of the parallel plate in this

0 1="q" j j+1 N+1N

uN+1
−

zz j,j+1

uj
−^

^

uj
+^u0

+^

Lj Si,j+1
Fig. 4.6 Layer system and
definition of variables
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frame. All three descriptions are equivalent. What description to use is largely a
matter of taste, but there are specific benefits and drawbacks to each formulation.
The mathematical description is elegant because it needs no physical insight.
Although it is minimalistic, it predicts the resonance frequencies of the loaded and
the unloaded resonator. The mathematical formulation was chosen in the classical
paper by Reed et al. [6] and in the formulation of the ‘‘Voigt model’’ [7]. The
description in terms of reflectivities (Sect. 4.4) will appeal to researchers familiar
with optics. The concept of the wave being an acoustic beam guides intuition into
the right direction. It was, for instance, used in Ref. [8]. Naturally, the formulation
with equivalent electrical circuits appeals to electrical engineers. Equivalent cir-
cuits were used by the Sandia group (work summarized in Ref. [9]) and in the early
papers by Moriizumi et al. [10]. The old work on acoustic resonators (summarized
in Mason’s book [11]) also heavily relies on equivalent circuits. Employing
equivalent circuits, anyone who masters the Kirchhoff rules can write down the
resonance condition from looking at the circuit. A further benefit is that the Mason
equivalent circuit (Fig. 4.9) covers piezoelectricity. Of course one can also include
piezoelectricity into the mathematically inspired and the optically inspired for-
mulation, but this is not done here. Importantly, the equivalent circuit represen-
tation moves the stress at the resonator surface into the focus of the modeling. The
stress can be averaged over area and time (Sect. 4.6.2). Averaging might also be
introduced into the other two models, but, again, this is not done here. In order to
emphasize the equivalence of the three formulations, the Gordon–Kanazawa–
Mason result (Ref. [12], Eq. 9.1.1) is derived at the end of each section. These
derivations will always require the assumption ~Zliq

�� ��� ~Zq

�� ��, that is, require a
small load.

4.3 Acoustic Plane Wave Model: Mathematical Form

The following section derives of the resonance condition for the non-piezo-
selectric slab in a form, which is mostly based on certain equations and their
solution with little physical interpretation.

Figure 4.7 shows the geometry. There are a total of N layers, where the semi-
infinite media to the left and to the right of the layer stack have the indices 0 and
N + 1. Later on, the crystal will usually be layer 1 and the index 1 will be replaced
by q. Each layer j is characterized by its thickness, dj, its shear-wave impedance,
~Zj, and its speed of sound, ~cj. Each layer supports two waves of the form

ûj;� zð Þ ¼ û�j expð�i~kjxÞ. Notation: If û carries the + or - as a superscript, it is an
amplitude in time and space. If it carries the sign as a subscript, it is an amplitude
in time, only. + and - denote the direction of propagation, where ‘‘-’’ is prop-
agation from left to right (that is, towards positive z). ûj

± is the amplitude evaluated
the left border of the layer:
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ûj;� zð Þ ¼ û�j exp �i~kj z� zj�1;j
� �� �

ð4:3:1Þ

Exception: The amplitude in layer 0 must be evaluated on the right-hand side,
since there is no left border.

The semi-infinite media to the left and to the right of the layer stack each support
one wave only, which propagates outwards. The amplitudes û0

- and ûN+1
+ therefore

vanish:

û�0 ¼ 0

ûþNþ1 ¼ 0
ð4:3:2Þ

This leaves a set of 2N + 2 nontrivial amplitudes. The N layers are bounded by
N + 1 interfaces. The continuity of displacement is expressed as:

ûþj;þ zj;jþ1
� �

þ ûj;� zj;jþ1
� �

¼ ûjþ1;þ zj;jþ1
� �

þ û�jþ1;� zj;jþ1
� �

ð4:3:3Þ

zj,j+1 is the location of the interface between layers j and j + 1. Since ûj
± is equal to

ûj,±(z) at the left border of layer j, one has

ûþj exp i~kjdj

� �
þ û�j exp �i~kjdj

� �
¼ ûþjþ1 þ û�jþ1 ð4:3:4Þ

The continuity of stress is expressed as (cf. Eq. 4.2.10)

loaded

unloaded

≠q,Sr 1

ˆ ˆ −+
q qu = u

=q,Sr 1

Fig. 4.7 The frequency shift is linked to the reflectivity at the interface between the resonator
and the sample. A reflectivity different from unity may be thought of as a configuration, where the
wave briefly enters the sample and then returns with a phase shift and, possibly, some degree of
attenuation. The composite resonator thereby appears to have become thicker, which lowers the
resonance frequency. Attenuation inside the sample increases the bandwidth
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~Zj ûþj exp i~kjdj

� �
� û�j exp �i~kjdj

� �� 	
¼ ~Zjþ1 ûþjþ1 � û�jþ1

� 	
ð4:3:5Þ

Equations 4.3.4 and 4.3.5 form a homogenous system of 2N + 2 linear equa-
tions. A nontrivial solution (a solution with nonzero amplitudes) only exists, if the
determinant of the coefficient matrix is zero. This is the resonance condition.

For illustration, consider the case of N = 1 (j = 0, 1, 2), corresponding to the
bare crystal. There are four amplitudes, which are û0

+, û1
-, û1

+, and û2
-. Since layer 1

is the resonator, the index 1 is replaced by the index q in the following. Equa-
tions 4.3.4 and 4.3.5 take the form

ûþ0 � û�q � ûþq ¼ 0

~Z0ûþ0 þ ~Zqû�q � ~Zqûþq ¼ 0

exp �i~kqdq

� �
û�q þ exp i~kqdq

� �
ûþq � û�2 ¼ 0

�~Zq exp �i~kqdq

� �
û�q þ ~Zq exp i~kqdq

� �
ûþq þ ~Z2û�2 ¼ 0

ð4:3:6Þ

One can write these relations in matrix form as

1 �1 �1 0
~Z0 �~Zq ~Zq 0
0 exp �i~kqdq

� �
exp i~kqdq

� �
�1

0 �~Zq exp �i~kqdq

� �
~Zq exp i~kqdq

� �
~Z2

2

664

3

775

ûþ0
û�q
ûþq
û�2

2

664

3

775 ¼

0
0
0
0

2

664

3

775 ð4:3:7Þ

Equation systems like Eq. 4.3.7 always have the ‘‘trivial solution’’, which is the
solution with all amplitudes equal to zero. A nontrivial solution does not always
exist. For an arbitrary set of matrix elements, one cannot not usually find a set of
amplitudes, {ûj

±}, such that the matrix applied to the vector of amplitudes yields
zeros on the right-hand side. A nontrivial solution only exists, if the determinant of
the matrix vanishes [13]. Remember: The matrix elements contain the wave-
number and therefore depend on frequency ð~k ¼ ~x=~cÞ. The frequencies with
vanishing determinant are the resonance frequencies. Since the shear modulus
contains a dissipative component (G00[ 0), the resonance frequencies are
complex.

For a bare crystal the condition that the determinant be zero amounts to:

�1 1 1 0
�~Z0 ~Zq �~Zq 0

0 exp i~kqdq

� �
exp �i~kqdq

� �
�1

0 ~Zq exp i~kqdq

� �
�~Zq exp �i~kqdq

� �
~Z2

��������

��������

¼ 0 ð4:3:8Þ

To further simplify the matter, assume that the adjacent media have a small
acoustic wave impedance (as can be assumed if the crystal is in air). One can then
take the limits of Z̃0 ? 0 and Z̃2 ? 0. With Z̃0 & 0 and Z̃2 & 0, Eq. 4.3.8
simplifies to
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�~Z2
q exp i~kqdq

� �
þ ~Z2

q exp �i~kqdq

� �
¼ 0 ð4:3:9Þ

Using sin(x) = 1/(2i)(exp(ix) - exp(-ix)), this reads as

sin ~kqdq

� �
¼ 0 ð4:3:10Þ

Equation 4.3.10 is fulfilled if the wavenumber obeys the relation

~kq;OC ¼
~xOC

~cq
¼ ~xOC

ffiffiffiffiffiffi
qq

~Gq

s

¼ np
dq

ð4:3:11Þ

The index OC denotes the resonance condition of the unloaded plate under
Open-Circuit conditions. If there is no current into the electrodes, the effects of
piezoelectric stiffening can simply be accounted for by using the appropriate
parameter for G̃q, which is the ‘‘piezoelectrically stiffened shear modulus’’
(Sect. 5.2). In all other respects, piezoelectric stiffening can be ignored. The
overtone order, n, is an integer. For real crystals, it will later turn out that the
resonance frequencies at the overtones are not integer multiples of the fundamental
frequency (Sect. 7.7). For that reason, these modes are called ‘‘overtones’’, rather
than ‘‘harmonics’’, here. ‘‘Harmonics’’ in this book denote signals with a fre-
quency at exact integer multiples of the fundamental (Sect. 13.4). In other fields of
science, the terms ‘‘Harmonic’’ and ‘‘Overtone’’ are used synonymously and the
‘‘overtones’’ are called the ‘‘higher eigenmodes’’. In Eq. 4.3.11, the overtone
order, n, may be even or odd. However, only odd overtones can be excited pie-
zoelectrically (Sect. 4.5.2). Clearly, ~kq;OC is real. This happens because ~x=~cq have
the same phase. The tilde above kq,OC is omitted in the following.

The displacement pattern on resonance is given by a standing wave with
antinodes at the surfaces:

ûðzÞ ¼ ûS cos nkq;OCz
� �

ð4:3:12Þ

The origin of the z-scale here is at the back of the crystal. ûS is the amplitude at
the Surface. For the fundamental, the wavelength is twice the crystal thickness.
The surfaces are stress-free with vanishing strain (dû(z)/dz = 0).

Separating real and imaginary parts of ~xr;OC ¼ 2p fr;OC þ iCOC

� �
one finds

fOC ¼
nc0q
2dq

ð4:3:13Þ

and
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COC ¼
nc00q
2dq
¼ fOC

c00q
c0q
¼ fOC

Im
ffiffiffiffiffiffi
~Gq

q� �

Re
ffiffiffiffiffiffi
~Gq

q� � � fOC

Im
ffiffiffiffiffiffi
G0q

p
1þ i 1

2
G00q
G0q

� 	� 	

Re
ffiffiffiffiffiffi
G0q

p
1þ i 1

2
G00q
G0

� 	� 	

¼ fOC
1
2

G00q
G0q
¼ fOC

1
2

tan dq � fOC
dq

2

ð4:3:14Þ

cq
0 and cq

00 are the real and the imaginary part of the speed of shear sound. Taylor
expansions were applied in step 4 ((1 + e)1/2 & 1 + e/2) and in step 7
(tan(e) & e). tan(dq) = Gq

00/Gq
0 is the crystal’s loss tangent (Sect. 3.7), dq is the

loss angle. COC as given by Eq. 4.3.14 only accounts for intrinsic losses inside the
crystal. For most QCRs, dissipative processes in the electrodes also contribute to
the bandwidth. One might view tan(dq) as an ‘‘effective loss tangent’’.

From Eq. 4.3.14, it follows that the Q-factor obeys

Q�1 ¼ D ¼ 2C
f
¼ dq ð4:3:15Þ

D is the dissipation factor. For later use, Eq. 4.3.11 is rewritten in two different
ways. Calling the frequency of the fundamental f0, one finds:

dq ¼
1
2

~cq

~f0
¼ 1

2
ffiffiffiffiffiqq
p

ffiffiffiffiffiffi
~Gq

q

~f0
¼ 1

2qq

~Zq

~f0
¼ 1

2qq

Zq

f0
ð4:3:16Þ

The fact that dq is real implies that c̃q, Z̃q, and f̃0 have the same phase. It is half
of the phase angle of the plate’s shear modulus (of the loss angle). Since the phases
of Z̃q and f̃0 are the same, one can write Z̃q/ f̃0 = Zq/f0. Equation 4.3.11 can be
further rewritten as

mq ¼ qqdq ¼
1
2

qq~cq

~f0
¼ 1

2

~Zq

~f0
¼ 1

2
Zq

f0
ð4:3:17Þ

mq is the mass per unit area of the crystal, and qq is the density. Equations 4.3.16
and 4.3.17 will be frequently needed in calculations of various kinds.

Before closing this section, we derive the Gordon–Kanazawa–Mason result
(Eq. 9.1.1) from the mathematically-inspired formulation. Consider a configura-
tion, where the back of the resonator is exposed to air (Z̃0 & 0) and the front is
exposed to a liquid (Z̃2 = Z̃liq). The resonance condition of this system is Eq. 4.3.8
with Z̃0 = 0. Spelling out the determinant yields the relation

~Zliq~Zq exp i~kqdq

� �
þ exp �i~kqdq

� �� �
þ ~Z2

q exp i~kqdq

� �
� exp �i~kqdq

� �� �
¼ 0

ð4:3:18Þ
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Using cos(x) = 1/2(exp(ix) + exp(-ix)) and sin(x) = 1/(2i)(exp(ix) - exp(-ix))
yields

i tan ~kqdq

� �
¼ �

~Zliq

~Zq
ð4:3:19Þ

Writing ~kq ¼ kq;OC þ D~kq ¼ np=dq þ D~kq yields

i tan
np
dq
þ D~kq

� �
dq

� �
¼ i tan D~kqdq

� �
¼ �

~Zliq

~Zq
ð4:3:20Þ

The relation tan(np + x) = tan(x) for n an odd integer was used. Taylor
expansion of the tangent (tan(e) & e) leads to

D~kq ¼
i

dq

~Zliq

~Zq
ð4:3:21Þ

Using D~kq ¼ D~x=~cq; dq ¼ ~cq= 2~f0
� �

, and ~Zliq ¼ ixqliqgliq

� �1=2
yields

D~f ¼ i~cq

2p dq

~Zliq

~Zq
ð4:3:22Þ

and

D~f

f0
¼ i

p~Zq
ix qliqgliq

� �
ð4:3:23Þ

The last relation is the Gordon–Kanazawa–Mason result (Eq. 9.1.1). Cleary, the
derivation is a bit technical, but it does lead to the desired result (assuming
|Z̃liq| � |Z̃q|).

4.4 Acoustic Plane Wave Model: Description in Terms
of Acoustic Reflectivity

A good motivation for the use of reflectivities is the mathematically inspired
formulation for the crystal loaded with a film. There are a total of six amplitudes.
In matrix form, the equation system is
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�1 1 1 0 0 0
~Z0 ~Zq �~Zq 0 0 0
0 exp i~kqdq

� �
exp �i~kqdq

� �
�1 �1 0

0 ~Zq exp i~kqdq

� �
�~Zq exp �i~kqdq

� �
�~Z2 þ~Z2 0

0 0 0 exp i~k2d2
� �

exp �i~k2d2
� �

�1
0 0 0 ~Z2 exp i~k2d2

� �
�~Z2 exp �i~k2d2

� �
�~Z3

2

66666664

3

77777775

û�0
ûþq
û�q
ûþ2
û�2
ûþ3

2

6666664

3

7777775

¼ 0

ð4:4:1Þ

That does not look encouraging. One side remark before we continue with an
algebraic strategy to simplify the matter: The numeric search of the frequencies, at
which the determinant turns to zero, amounts to one line of code in Mathematica.
This one line is an answer to the challenge of modeling the QCM (although not the
only one and arguably not the best one).

Sticking to algebra: Finding the nontrivial solution of Eq. 4.4.1 is not quite as
complicated as one might think because the matrix contains zeros. There is a
formalized method of solving Eq. 4.4.1 (and its extension to arbitrary numbers of
layers) called ‘‘matrix transfer method’’ [14–16]. The matrix transfer method
assigns a physical interpretation to the ratio ûj

+/ûj
-: It is the reflectivity, evaluated

at the respective location (It is not a property of a single interface, as in
Eq. 4.2.11). In optics, a similar formalism carries the name Abéles matrix method.
The Abéles method is mostly employed to calculate the reflectivity of multilayers.

The matrix method is an iterative scheme to compute the amplitudes ûj
±,

starting from the last layer. Eventually, one arrives at the 0th layer. There is no
incoming wave in medium 0 (û0

- = 0). Only for certain values of the matrix
elements does û0

- turn to zero. Using reflectivities, the resonance condition states
that the reflectivity of the entire resonator evaluated at its left end is infinite. Of
course this is impossible for real frequencies. However, it can happen if one allows
the vibration to decay in time, that is, for complex resonance frequencies.

When employing the matrix method, one writes the amplitudes as a two-
dimensional vector (ûj

-, ûj
+). There is no reflected wave in the last, semi-infinite

medium on the right-hand side (labeled N + 1). The transmitted wave in this
medium, ûN+1

- , is normalized to one. The vector of amplitudes in this medium
therefore is (1, 0). The vectors (ûj

-, ûj
+) at the other interface are related to the

amplitudes in layer N + 1 by transfer matrices. There are transfer matrices for the
layers ð�LjÞ and for the interfaces ð�SjÞ. The amplitudes are calculated as

û�j
ûþj

� �
¼ �Lj � �Sj;jþ1 � � � �LN � �SN;Nþ1 �

1
0

� �
ð4:4:2Þ

The matrix accounting for wave propagation inside layer j is
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�Lj ¼
exp i~kjdj

� �
0

0 exp �i~kjdj

� �

 !

ð4:4:3Þ

The matrix �Sj;jþ1 takes care of reflection at interfaces. It is given as

�Sj;jþ1 ¼
1
2

~Zj=~Zjþ1 þ 1 ~Zj=~Zjþ1 � 1
~Zj=~Zjþ1 � 1 ~Zj=~Zjþ1 þ 1

� �
ð4:4:4Þ

One can quickly convince oneself that this form of �Sj;jþ1 reproduces Eq. 4.2.11.
Appling �Sj;jþ1 to the vector (1, 0) and taking the ratio ûj

+/ûj
-, one finds the

reflectivity at zj,j+1 as predicted by Eq. 4.2.11.
Eventually, the vector (û0

-, û0
+) is computed as

û�0
ûþ0

� �
¼ �S0;q � �Lq � �Sq;2 � �L2 � �S2;3 � . . .�LN � �SN;Nþ1 �

1
0

� �
ð4:4:5Þ

Only for the resonance frequencies is the condition û0
- = 0 (Eq. 4.3.2) fulfilled.

Inserting û0
- = 0 into Eq. 4.4.5 leads to an equation, which is equivalent to a

vanishing determinant of the coefficient matrix in Sect. 4.3.
In addition to being more physical, the formulation in terms of reflectivities also

has the benefit that a central parameter is easily identified. It is the reflectivity at
the interface between the resonator and the sample, called r̃q,S (Note: r̃q,S is dif-
ferent from r̃q,2 as evaluated with Eq. 4.2.11. r̃q,2 is only a function of Zq and Z̃2.
r̃q,S is the ratio û+/û- evaluated at the resonator surface and calculated with the
matrix formalism. The entire layer stack enters into this calculation). r̃q,S embodies
the acoustic properties of the sample as seen by the resonator. For the amplitudes
evaluated at the interface between the resonator and the sample one has

ûþq exp i~kqdq

� �
¼ ~rq;Sû�q exp �i~kqdq

� �
ð4:4:6Þ

The condition û0
- = 0 amounts to

0 ¼ 1
2

~Z0

~Zq
þ 1

 !

û�q þ
~Z0

~Zq
� 1

 !

ûþq

¼
û�q
2

~Z0

~Zq
þ 1

 !

þ
~Z0

~Zq
� 1

 !

~rq;S exp �2i~kqdq

� �
 ! ð4:4:7Þ

Assuming Z̃0 & 0 leads to

0 ¼
û�q
2

1� ~rq;S exp �2i~kqdq

� �� �
ð4:4:8Þ
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and

exp 2i~kqdq

� �
¼ ~rq;S ð4:4:9Þ

Using ~kq ¼ x=~cq ¼ 2p fOC þ D~f
� �

=~cq one finds

exp
4p i ~fOC þ D~f
� �

~cq
dq

 !

¼ exp
4p i~fOC

~cq
dq

� �
exp

4p iD~f

~cq
dq

� �

¼ exp
4p iD~f

~cq
dq

� �
¼ exp 2p i

D~f
~f0

� �
~rq;S

ð4:4:10Þ

The relations exp 4p i~fOCdq=~cq

� �
¼ 1 and ~f0 ¼ ~cq= 2dq

� �
were used in line 2.

Inverting for D~f=~f0 one finds

D~f
~f0
� D~f

f0
� 1

2pi
ln ~rq;S

� �
ð4:4:11Þ

The parameter ~rq;S is often close to one. This happens if the sample is either soft
or thin (or both). In the former case, most of the wave is reflected at the interface
between the resonator and the sample because of the impedance mismatch. In the
latter case, a significant portion of the acoustic wave enters the sample and returns
to the resonator after having been reflected at the back of the sample. Since the
sample is thin, the phase shift and the attenuation acquired while traversing the
sample are small. If ~rq;S � 1, the logarithm in Eq. 4.4.11 can be Taylor-expanded
(following ln(1 + e) & e), which leads to

D~f

f0
� 1

2p i
~rq;S � 1
� �

¼ i
p

1
2

1� ~rq;S

� �
ð4:4:12Þ

Making use of Eq. 4.4.12, a frequency shift found in a QCM experiment can be
compared to reflectivities as obtained with other forms of ultrasonic shear-wave
reflectometry (Refs. [17, 18], Sect. 15.1). Put differently, the QCM is a shear-wave
reflectometer. The fact that a film thickness can be inferred from a measurement of
the reflectivity is known from optical techniques such as ellipsometry [19, 20] or
surface plasmon resonance (SPR) spectroscopy [21]. The same principles apply in
acoustics.

For later use, we compute the stress-velocity ratio at the interface between the
resonator and the sample. This ratio, ~ZL, will be of importance in the context of
the small load approximation. One must pay attention to a sign problem here:
The stress inserted into the calculation of ~ZL is exerted by the resonator onto
the sample. It acts into the direction of positive z and therefore is given as
~rS ¼ �~G dû=dz. The load impedance is
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~ZL ¼
r̂S

v̂S
¼
�ix~Zq �û� exp �i~kqdq

� �
þ ûþ exp i~kqdq

� �� �

ix û� exp �i~kqdq

� �
þ ûþ exp i~kqdq

� �� �

¼
�ix~Zq �û� exp �2i~kqdq

� �
1� ~rq; S

� �� �

ix û� exp �2i~kqdq

� �
1þ ~rq; S

� �� �

� ~Zq
1
2

1� ~rq; S

� �

ð4:4:13Þ

The relation 1þ ~rq;S � 2 was used in line 3.
As an example, assume that the crystal is coated with a thin film of thickness df.

Let the film be loss-less and let it have the same acoustic wave impedance as the
crystal. In this case, the entire acoustic wave enters the sample and returns.
Evaluating ~rq;S as ûq

+/ûq
–, the absolute value of ~rq;S is found to be unity jðj~rq;Sj ¼ 1).

There is a phase shift Du = –2kfdf, which the wave acquires while traversing the
film. Following Eq. 4.4.12, the frequency shift obeys (Fig. 4.8)

D~f

f0
� i

2p
1� exp �2i~kf df

� �� �
� �2~kf df

2p
¼ �~xrdf

p~cq
� �2nf0df

cq
¼ �2nf0

Zq
mf

ð4:4:14Þ

Taylor-expansion of the exponential (exp(e) & 1 + e) as well as the relations
c̃q = Z̃q/qq and mf = qfdf were used. mf is the mass per unit area of the film.
Equation 4.4.14 is the Sauerbrey relation (Eq. 8.1.2).

As a second example, assume that the crystal is in contact with a homogeneous
semi-infinite medium with a wave impedance, Z̃liq. Let Z̃liq be much smaller than
Zq (meaning |Z̃liq / Zq| � 1). According to Eq. 4.2.11, the reflectivity at the crystal
surface can be approximated as

~rq;S ¼ ~rq;2 ¼
~Zq � ~Zliq

~Zq þ ~Zliq
¼ 1� ~Zliq=Zq

1þ ~Zliq=Zq

� 1�
~Zliq

Zq

� �2

� 1� 2~Zliq

Zq

ð4:4:15Þ

The relations 1/(1 + e) & 1 – e and (1 - e)2 & 1 – 2e were used in lines 2
and 3. Inserting Eq. 4.4.15 into Eq. 4.4.12 one finds

D~f

f0
� i

p

~Zliq

Zq
ð4:4:16Þ

This is the Gordon–Kanazawa–Mason result (Sect. 9.1).
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4.5 Equivalent Electrical Circuits

An electrical equivalent circuit (equivalent circuit, for short) is an arrangement of
discrete electrical elements (resistors, capacitors, inductances, or possibly ele-
ments with a complicated dependence of the impedance on frequency, cf.
Fig. 4.8c) representing the resonator. The link between the circuit and the real
resonator contains two separate steps. Firstly, a shear wave can be modeled using
tools known from electrical engineering and used there to describe an electrical
wave in a cable. This use of language and concepts is part of the electromechanical
analogy (Sect. 4.7.3). Secondly, an object supporting a continuous distribution of
currents and electrical potentials (or a distribution of stress and strain) can be
represented by a set of discrete elements, if one limits one’s interest to the values

dL

dC

dx

(a)

(b)

I(x=0)

I2h

U(x=2h)U(x=0)

I0

U2hU0

I(x=2h)

(c)
iZW,el tan(kh)

~~
iZW,el tan(kh)

~~

iZW,el tan(kh)
~~

−iZW,el /sin(2kh)
~~

−iZW,el /sin(2kh)
~~

dU= − iω dL dI= −U (iωdC)

iZW,el tan(kh)
~~

Fig. 4.8 a A distributed-element network. An electrical cable may be represented as an
arrangement of infinitely many infinitely small inductances and capacitances. Applying the
Kirchhoff rules to the loops and nodes, one finds the wave equation. b If one is only interested in
the voltage-current relations at the ends of the cable, a faithful representation can be achieved
with only three discrete elements. h is half the cable’s length, ~k is the wavenumber, and
Z̃W,el = (dL/dC)1/2 is the wave impedance. Such networks are also termed ‘‘lumped-element
networks’’. Applying the Kirchhoff rules to the network, one reproduces the reflectivity and
the transmissivity (more generally: the ‘‘S-matrix’’) of the device. c The impedance of a cable
short-circuited at the rear end is calculated by applying the Kirchhoff rules to this network
(cf. Eq. 4.5.6)
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of these fields at the ends (the ports) of the respective object. This is the essence of
the ‘‘lumped-element representation’’. Of course this lumped-element represen-
tation is incomplete. It only captures the stress-velocity ratios at the acoustic port
(the surfaces) and the voltage-current ratio at the electrical port (the electrodes).
The equivalent circuit hides the internal distribution of current, voltage, stress, and
strain from the reader. It is only concerned with the ports. The reader can
understand the current-voltage relations and the stress-velocity relations (and also
the relations between—let’s say—current and stress) at the ports from the circuit.
All that needs to be known are the Kirchhoff rules (Sect. 4.7.2).

To illustrate the concept of the lumped-element representation, consider an
electrical cable. Figure 4.9a shows a representation with infinitely many distrib-
uted elements. dL and dC are infinitesimally small inductances and capacitances.
To see that the cable transmits electrical waves, apply Kirchhoff’s voltage law
(‘‘voltages sum to zero around a loop’’) to the central loop in Fig. 4.8a. Further,
apply Kirchhoff’s current law (‘‘currents sum to zero at nodes’’) to the nodes. The
following equations result:

dU

dx
¼ �I ix

dL

dx
ðaÞ

dI

dx
¼ �U ix

dC

dx
ðbÞ

ð4:5:1Þ

U is the voltage across a capacitor; I is the current through an inductor, dU is the
difference between the voltages across two neighboring capacitors, and dI is the
difference in current between two neighboring inductors. Combining the two
equations, one finds

d2U

dx2
¼ �x2 dL

dx

dC

dx
ð4:5:2Þ

For a wave of the form exp(i(xt ± kx)) one has d2U/dx2 = -k2U, which
implies

k ¼ x
c
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

dL=dxð Þ dC=dxð Þ

s

ð4:5:3Þ

The denominator defines the speed of propagation. The circuit also predicts the
electrical wave impedance of this line. Dividing Eq. 4.5.1b by Eq. 4.5.1a, one
finds

U

I

dU

dI
¼ dL

dC
ð4:5:4Þ

Using that the differences in voltage and current (dU and dI) are proportional to
voltage and current (U and I), one concludes that
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ZW;el ¼
U

I
¼

ffiffiffiffiffiffi
dL

dC

r

ð4:5:5Þ

There is an analogy to the acoustic wave impedance, ~Z ¼ q~G
� �1=2

(Eq. 4.2.6).
The role of density is taken by dL/dx and the role of the shear modules is taken by
(dC/dx)-1.

If one is only interested in the current-voltage relations at the two ends, there is
no need to deal with infinitely many elements of infinitely small magnitude. The
simpler representation shown in Fig. 4.8b suffices. This lumped-element network
contains only three elements. An abbreviated proof that Fig. 4.8b indeed describes
a cable is given in Sect. 4.7.4. A more in-depth treatment can be found in Refs.
[22, 23]. Contrasting to Fig. 4.8a, the representation in Fig. 4.8b only contains a
finite number of elements. There are two loops and two nodes. The Kirchhoff rules
therefore yield a total of four equations, linking the four external variables (two
voltages and two currents). Figure 4.8b is called a ‘‘transmission line’’ in electrical
engineering [24].

Figure 4.9c shows an application example. The cable was short-circuited at the
rear end, thereby turning a four-terminal network into a two-terminal network.
A natural question would be: ‘‘What is the electrical impedance at the remaining
port?’’. The Kirchhoff rules provide the answer. Adding impedances according to
the Kirchhoff rules, one finds

~Ztot ¼ i~Zw tan ~kh
� �

þ � 1

sin 2~kh
� �

 !�1

þ tan ~kh
� ��1

0

@

1

A

�10

@

1

A

¼ i~Zw tan 2~kh
� �

ð4:5:6Þ

The second step made use of sin(2x) = 2sin(x)cos(x) and tan(2x) = 2sin(x)
cos(x)/(cos2(x) – sin2(x)). h is half of the cable’s length. By analogy, the acoustic
wave impedance of a viscoelastic film of thickness df = 2hf is given as iZ̃f tan(k̃fdf),
where Z̃f is the film’s shear-wave impedance. The same result is obtained within the
wave picture in Sect. 10.1.

4.5.1 The Piezoelectric Transducer

By virtue of the electromechanical analogy, the network shown in Fig. 4.8b not
only describes the current-voltage relations at the ends of a cable, but also the
stress-velocity relations at the two surfaces of a viscoelastic plate. It can be
expected that the piezoelectric plate resembles this network as far as viscoelas-
ticity is concerned. Deviating from Fig. 4.8b, piezoelectric coupling leads to a
third port. The third port is electrical in nature; it represents the electrodes. This
network is shown in Fig. 4.9. It is called the ‘‘Mason-circuit’’ here.
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The most important consequence of piezoelectricity is that stress couples to
voltage and vice versa. Electromechanical coupling is depicted as a transformer in
Fig. 4.9. Recall that a classical transformer is specified by the numbers of turns on
both sides, nleft and nright. The turns ratio is nright/nleft. The following relations hold:

Îright ¼
nleft

nright
Îleft

Ûright ¼
nright

nleft
Ûleft

~Zright ¼
nright

nleft

� �2
~Zleft

ð4:5:7Þ

Zright here is the impedance of an element connected to the left-hand side of the
transformer as measured across the transformer from the right. The transformer
acts as an impedance converter.

What is depicted as a transformer in Fig. 4.9, also is an ‘‘impedance converter’’,
albeit in a different sense. It converts between electrical and mechanical quantities.
The conversion reads as

Î ¼ /v̂ (a)

Û ¼ 1
/

F̂ ¼ 1
/

Ar̂ (b)

~Zel ¼
Û

Î
¼ 1

/2

Ar̂
v̂mot
¼ 1

/2 A~Zmot (c)

/ ¼ Ae26

dq
(d)

ð4:5:8Þ

The quantities to the right of the transformer in Fig. 4.9 are electrical in nature,
while the ones to the left are mechanical. The first three lines in Eq. 4.5.8 spell out
the electromechanical analogy. Line 4 states how the conversion factor, /,

−−−−φ2/(iωC0)

1/(iωC0)

vsurf,1 surf,2

φ2:1

i AZq tan(kqhq)
~ ~ 

−i AZq/sin(2kqhq)
~ ~ 

i AZq tan(kqhq)
~ ~ 

^ v^

F1

^

I
^ F2

^

vmot
^

U
^

Fig. 4.9 Equivalent circuit
of the piezoelectric
transducer. The circuit is
called ‘‘Mason circuit’’ in this
book. A transducer here
denotes an element with open
acoustic ports. It can detect
sound waves from the outside
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depends on the geometry and the material. A is the area of the plate and dq is its
thickness. The piezoelectric stress coefficient, e26, relates the shear stress to the
electric field. e26 is a component of the e-tensor, discussed in more detail in
Sects. 5.2 and 5.4. Its value is 9.65 9 10-2 C/m2 for AT-cut quartz.

At this point, the focus is on the transformer; the element -/2/(ixC0) located
above the transformer is of minor importance. This element is a consequence of
piezoelectric stiffening as discussed in Sect. 5.2. Piezoelectric stiffening is viewed
as a technical detail here.

The derivation of the network shown Fig. 4.9 is far from trivial and even the
correct interpretation of all its elements involves some subtleties or—as Thurston
puts it in Ref. [22]—some ‘‘traps for the unwary’’. When discussing piezoelec-
tricity, one must be careful to always remember what the boundary conditions are.
For instance, the polarization induced by an external voltage depends on whether
the surfaces are mechanically free or clamped (or in some intermediate condition).
Similarly, the strain induced by some external stress depends on whether the
electrodes are electrically open or short-circuited. This phenomenon is referred to
as piezoelectric stiffening (also: ‘‘electromechanical coupling’’, see Sect. 5.2).

There are two further subtleties with Fig. 4.9, mentioned here without going
into the details. Firstly, in interpreting Fig. 4.9, one applies electrical Kirchhoff
rules everywhere, rather than mechanical Kirchhoff rules (Sect. 4.7.3). Imped-
ances arranged in series are additive. Secondly, Fig. 4.9 assumes an ideal voltage
source. The driving electronics supplies a fixed voltage, regardless of how low the
impedance of the network is. This is unrealistic. A typical output resistance of a
network analyzer is 50 X. This value is comparable to the motional resistance, R1,
(Eq. 4.5.20), which is a few ohms in air and a few hundred ohms in liquids.
Because of the finite output resistance, the voltage at the electrodes is lower than
the nominal voltage at the output of the driving electronics. This will lead to the
topic of electric and dielectric loads, discussed in more depth in Sect. 5.2.

4.5.2 The Piezoelectric Resonator

The circuit shown in Fig. 4.9 represents a transducer. A transducer detects acoustic
waves from the outside; it might be operated as a shear-wave microphone, in
principle (only in principle because shear waves do not propagate in air and
liquids). In QCM-based sensing, the sample itself does not emit a signal of any
kind. It only responds to the stress exerted by the crystal. There is no need for
acoustic ports in the modeling process. After closing the acoustic ports to the left
and right in Fig. 4.9, one arrives at Fig. 4.10a. This device (a resonator) no longer
listens to the outside world. The sample’s properties enter the formalism as an
acoustic impedance, not as an acoustic source. Its properties are fully contained in
the stress-velocity ratio at the interface between the crystal and the sample. This is
an essential (if not the most essential) step in the modeling process.
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Again, the circuit predicts the behavior at the ports, only. For this reason, there
is no intuitive interpretation of the motional impedance, A~Zmot, as defined in
Eq. 4.5.8c and Fig. 4.10. A~Zmot is the mechanical impedance acting onto the left-
hand side of the transformer. One can experimentally determine the quantity
A~Zmot=/

2 from the electrical port. On a formal level, A~Zmot is a force-velocity
ratio, but there is no location, where the respective force and the correspondingly
velocity, v̂mot, could be measured. This slightly awkward situation is the conse-
quence of the fact that the circuit hides the stress distribution inside the plate.

Since the resonator is stress-free at the back, the port on the left-hand side is just
short-circuited. The sample is located at the front (on the right-hand side in the
diagram). It is represented by the element A~ZL, inserted between the two terminals.
The load impedance, ~ZL, is multiplied by the area, A, because the Mason circuit is
written down in terms of mechanical impedances, not acoustic impedances. With
the acoustic ports closed, the resonator looks like an electrical device from the
outside. A resonance occurs if the total electrical impedance across the electrodes,

AZmot

~ 

1/(iωC0)

φ2:1

i AZq tan(kqhq)
~        ~ 

−i AZq /sin(2kqhq)
~ ~ 

i AZq tan(kqhq)
~        ~ 

AZL

~ 

1/(iωC0)

−i AZq/sin(2kqhq)
~ ~ 

iAZq tan(kqhq)
~ ~ 

iAZ2 tan(k2h2)
~ ~ 

iAZ2 tan(k2h2)
~ ~ 

−i AZ2 /sin(2k2h2)
~ ~ 

−−φ2/(iωC0)

iAZq tan(kqhq)
~ ~ 

−φ2/(iωC0)

(a)

(b)

Fig. 4.10 Equivalent circuit of the piezoelectric resonator. In panel a, the sample is represented
by the load impedance, AZ̃L. Z̃L is multiplied by the area in order to turn the element into a
mechanical (rather than an acoustic) impedance. Z̃L represents any type of sample and may be
computed in a number of different ways. Panel b shows the piezoelectric resonator loaded with a
viscoelastic film. Here, Z̃L is calculated based on the film’s equivalent circuit. A multilayer might
be represented by adding more Ts to the right-hand side of the network. The classical work by
Granstaff and Martin [26] made use of a similar circuit. Electrical Kirchhoff rules apply
everywhere
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~Zel, vanishes. This can only happen for complex frequencies. Since the mechanical
impedance to the left of the transformer, A~Zmot, acts in parallel to the electrical
capacitance, the condition ~Zel ¼ 0 is equivalent to ~Zmot ¼ 0. In the following, it is
left open what the load is; the sample is represented as A~ZL, regardless of its
nature. From application of the Kirchhoff laws to Fig. 4.10a one finds the ~Zmot as

~Zmot ¼ �
/2

ixC0
� i~Zq

sin 2~kqhq

� �þ i~Zq tan ~kqhq

� �� ��1þ i~Zq tan ~kqhq

� �
þ ~ZL

� ��1
� 	�1

ð4:5:9Þ

Again: Once the equivalent network is written down correctly, the resonance
condition simply follows from repeated application of the Kirchhoff laws and
requiring A~Zmot ¼ 0. Putting equivalent networks to work is simple. Equivalent
networks sketch a physical situation and at the same time quantitatively predict the
resonance frequency. Admittedly, the search for the zeros of ~Zmotð~xÞ will usually
require a numeric algorithm. But this is a technicality.

The calculation of ~ZL can occur in a number of different ways. For layered
systems, ~ZL may be computed within the framework of equivalent circuits.
A circuit representing a resonator coated with a viscoelastic layer is shown in
Fig. 4.10b. The film is represented by a second ‘‘T’’ on the right-hand side. The
film is stress-free at the film-air interface and the circuit is therefore closed to the
right of the second T. Applying the Kirchhoff rules, the load induced by the second
T is found as A~ZL ¼ iA~Z2 tan 2~k2h2

� �
(cf. Eq. 4.5.6). If the resonator is immersed

in a liquid, one does not short-circuit the second T on the right-hand side, but

closes it across an element of the form A~Zliq ¼ Aðixqliq ~gliqÞ1=2. ~Zliq is the shear-
wave impedance of the liquid. The resulting overall load impedance then is given
by Eq. 10.2.3. Multilayers are represented as sequences of Ts. These can be
short-circuited at the rear end or be closed across an impedance A~Zliq, depending
on whether the measurement occurs in air or liquid.

The load, ~ZL, can (for layered samples) be computed from equivalent net-
works, but it can also be computed in others ways. It might be computed with the
matrix method (Sect. 4.3). For point contacts, ~ZL will be derived from contact
mechanics (Chap. 11). For samples with a complicated geometry, one can use
numerical techniques like the finite element method (Chap. 12). The Mason
circuit creates a platform for modeling. The user is free to calculate ~ZL in
whatever way is most convenient. Once ~ZL is known, the user inserts the value
into the network (Fig. 4.10a), calculates ~Zmot, finds the zeros of ~Zmotð~xÞ, and
thereby obtains the resonance frequencies (Note: The load impedance may be an
area-average, see Sect. 4.6.2. It must be an area-average for all samples which are
not laterally homogeneous).

A remark on mathematics: The equivalent circuit amounts to a treatment of a
boundary value problem (BVP), where the boundary conditions are of the ‘‘Robin

4.5 Equivalent Electrical Circuits 85

http://dx.doi.org/10.1007/978-3-319-07836-6_10
http://dx.doi.org/10.1007/978-3-319-07836-6_11
http://dx.doi.org/10.1007/978-3-319-07836-6_12


type’’ [25]. These boundary conditions are also called ‘‘impedance boundary
condition’’ in electromagnetism. Clearly, they deserve the same name in acoustics.
Neither the displacement, nor the gradient of the displacement are specified at the
surface (which would be Dirichlet boundary conditions and the Neumann
boundary conditions, respectively). Rather, the boundary condition is of the form

~Gq
dû

dz
� ~ZLixû ¼ 0 ð4:5:10Þ

The boundary condition amounts to a relation between the displacement and the
shear strain, specified by the parameter ~ZL. Above, the back of the crystal was
assumed to be stress-free. If it is not, then there must be a second parameter
~ZL;back 6¼ 0, taking care of the load at the back. If the small load approximation
holds, the total load impedance is the sum of the loads at the front and the back.

In the following, approximations are invoked, which lead to an explicit ana-
lytical expression for the resonance frequency. Firstly, the resonator is assumed to
be unloaded ~ZL ¼ 0

� �
. Also, the element -/2/(ixC0) is assumed to be small,

which amounts to neglecting piezoelectric stiffening. The latter simplification of
course is unrealistic. The assumption is only made to show that the equivalent-
network formalism is equivalent to the matrix method as discussed in Sect. 4.4
(if piezoelectric stiffening is ignored). Ignoring the element -/2/(ixC0) and using
~ZL � 0, one finds

~Zmot;OC ¼ i~Zq �
1

sin 2~kq;OChq

� �þ tan ~kq;OChq

� ��1þ tan ~kq;OChq

� �� ��1
� 	�1

 !

¼ i~Zq �
1

sin 2~kq;OChq

� �þ 1
2

tan ~kq;OChq

� �
 !

¼ �i~Zq cot ~kq;OChq

� �

ð4:5:11Þ

The relation tan(x) + cot(x) = 2/(sin(2x)) was used in line 3. The index OC
stands for the Open-Circuit condition. If there is a large resistance immersed
between the electrodes (that is, if there is almost no electrical current into the
electrodes), the impedance produced by the electrical branch of the network
exactly compensates the element -/2/(ixC0) and one may ignore both. For the
proof, see Sect. 5.2. Equation 4.5.11 is solved by

~kq;OChq ¼
2p~fOC

~cq
hq ¼

p~fOC

~cq
dq ¼

np
2
; n ¼ 1; 3; 5; . . .

~fOC ¼
~xr;OC

2p
¼ n~f0

ð4:5:12Þ
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Note the difference between Eqs. 4.3.11 and 4.5.12. The equivalent circuit
representation shows explicitly that the overtone order must be odd in order to
ensure an antisymmetric pattern of motion. For the symmetric deformation pattern,
the piezoelectrically-induced surface polarization is the same at the two surfaces
and there is no current between the electrodes.

4.5.3 The Four-Element Circuit

When -/2/(ixC0) and ~ZL are nonzero, there is no explicit analytical expression for
the resonance frequency as a function of the ~ZL. Actually, a closed expression for
the resonance frequency is not what is needed. What is needed, is a closed
expressions for the frequency shift, Df̃, as a function of ~ZL. In order to derive such
an approximate relation, one linearizes ~Zmot in ~x� ~xr;ref . This linearization will
contain ~ZL as a linear term. Once there is a linear relation between ~ZL and
~x� ~xr;ref , this relation can be inverted, which solves the problem (Sect. 4.6.1).

In Ref. [22] the reader is guided through a series of circuit transformations,
which eventually lead to the famous four-element circuit (also: ‘‘Butterworth-van
Dyke circuit’’ [27, 28]). A different route is taken here, based on the Taylor
expansion of Eq. 4.5.9 in k̃q around k̃q,OC = np/(2hq). (Remember: k̃q = x/c̃q).
The Taylor expansion leads to

~Zmot � �
/2

ix C0
þ i~Zq

2
~kqhq �

np
2

� 	
þ

~ZL

4

¼ � /2

ix C0
þ i

np
2

~Zq

2
2~kqhq

np
� 1

� �
þ

~ZL

4

¼ 1
4
� 4/2

ix C0
þ inp ~Zq

~x� ~xOC

~xOC
þ ~ZL

� �

ð4:5:13Þ

This is a good place to derive the Gordon–Kanazawa–Mason result from the
equivalent circuit. Use Eq. 4.5.13 and set ~Zmot to zero (the resonance condition),
assume -/2/(ixC0) & 0 (neglect piezoelectric stiffening), and assume ~ZL � ~Zliq.
The Gordon–Kanazawa–Mason result follows from solving Eq. 4.5.13 for
~x� ~xOC.

Equation 4.5.13 will be of central importance in the derivation of the small load
approximation (Sect. 4.6.1). The small load approximation relates the frequency
shift to the load. For now, we stick to the resonator itself. The following discussion
shows that the motional branch of the resonator can be depicted as an assembly of a
capacitor, an inductor, and a resistor (Fig. 4.11). This will make the QCM look like
an entirely electrical device. For the moment, let again be�/2= ix C0ð Þ � 0; ~ZL � 0,
and ~x � ~xOC. Viewed across the transformer, the electrical equivalent of A~Zmot is
(cf. Eq. 4.5.13)
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AZmot;el;OC ¼
1

/2 AZmot;OC �
1

4/2 inp A~Zq
~x� ~xOC

~xOC
ð4:5:14Þ

The right-hand side has three free parameters, which are np A~Zq=ð4/2Þ, the real
part of ~xOC, and the imaginary part of ~xOC. Now consider the electrical LCR-
circuit shown in Fig. 4.11. Bringing its impedance into the same algebraic form as
Eq. 4.5.14 allows to formulate the correspondences between its three parameters
L1, C1, and R1 and the three free parameters of Eq. 4.5.14.

The electrical impedance of the LCR-circuit is

~ZLCR ¼ ix L1 þ
1

ix C1
þ R1 ¼ i

ffiffiffiffiffiffi
L1

C1

r
x

ffiffiffiffiffiffiffiffiffiffi
L1C1

p
� 1

x
ffiffiffiffiffiffiffiffiffiffi
L1C1
p

� �
þ R1

¼ i

ffiffiffiffiffiffi
L1

C1

r
x

xLC
� xLC

x

� �
þ R1 ¼ i

ffiffiffiffiffiffi
L1

C1

r
xþ xLCð Þ x� xLCð Þ

xLCx
þ R1

� 2i

ffiffiffiffiffiffi
L1

C1

r
x� xLC

xLC
þ R1

ð4:5:15Þ

xLC = (L1C1)-1/2 is a frequency. In the last line, the relations x & xLC and
x + xLC & 2xLC were applied in the denominator and in the numerator,
respectively. This is permissible because the frequency was assumed to be close to
the resonance frequency.

The complex resonance frequency of the LCR-circuit, ~xr ¼ x0r þ i x00r , follows
from demanding ~ZLCRð~xrÞ ¼ 0:

0 ¼ 2i

ffiffiffiffiffiffi
L1

C1

r
~xr � xLC

xLC
þ R1 ð4:5:16Þ

Note that ~xr is now complex, while x was real as in Eq. 4.5.15. Separating the
real and the imaginary part yields

x0r ¼ xLC ¼
1
ffiffiffiffiffiffiffiffiffiffi
L1C1
p ða)

x00r ¼ xLC
R1

2

ffiffiffiffiffiffi
C1

L1

r

¼ 1
2

R1

L1
ðb)

ð4:5:17Þ

1/(iωC1)iωL1 R1

Fig. 4.11 An electrical resonator, characterized by an inductance L1, a capacitance, C1, and a
resistance, R1
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xr
0/2p as given in Eq. 4.5.17 is also termed ‘‘series resonant frequency’’ (xr

0 is the
undamped resonance frequency of the LCR circuit). Solving Eq. 4.5.17b for R1

and inserting the result into Eq. 4.5.15 yields

~ZLCR � 2i

ffiffiffiffiffiffi
L1

C1

r
x� x0r
xLC

þ 2

ffiffiffiffiffiffi
L1

C1

r
x00r
xLC

¼ 2i

ffiffiffiffiffiffi
L1

C1

r
x� ~xr

xLC

� 2i

ffiffiffiffiffiffi
L1

C1

r
x� ~xr

~xr

ð4:5:18Þ

In line 3, xLC in the denominator was replaced by ~xr, which is permissible if
x00r � x0r. Equations 4.5.18 and 4.5.14 have the same algebraic form and one can
identify the coefficients as:

1
ffiffiffiffiffiffiffiffiffiffi
L1C1
p ¼ 2p nf0

ffiffiffiffiffiffi
L1

C1

r
¼ np AZq

8/2

R1 ¼
ffiffiffiffiffiffi
L1

C1

r
2x00r
x0r
¼ np AZq

4/2

x00r
x0r
¼

np Zqd2
q

4Ae2
26

1
2Q
¼ np AZq

8/2 Dq

ð4:5:19Þ

Equation 4.3.14 was used in the last step in line 3. Using f0 = Zq/(2mq), the
elements L1, C1, and R1 are found as

L1 ¼
ffiffiffiffiffiffi
L1

C1

r
1

xLC
¼ AZq

16/2f0
¼ 1

4/2

1
2
qqAdq ¼

1

4/2 A
mq

2

C1 ¼
ffiffiffiffiffiffi
C1

L1

r
1

xLC
¼ 8/2

np AZq

1
2p nf0

¼ 4/2 2

npð Þ2
dq

AGq

R1 ¼
1

8/2 np AZqDq

ð4:5:20Þ

Typical values for a 5 MHz crystal on the fundamental are a few tens of
milliHenry for L1, a few tens of femtoFarad for C1, and a few ohm for R1. Note: All
these values depend on the area.

The relation for R1 is sometimes expressed in terms of a ‘‘viscosity’’ of the
crystal, gq. Of course gq is not a Newtonian viscosity. It is called ‘‘elastic vis-
cosity’’ in Ref. [30]. The terminology makes sense in so far, as the crystal’s loss
modulus, Gq

00, scales about linearly with x in the MHz range. If one writes
Gq
00 = xgq, gq is experimentally found to be roughly independent of frequency,

while Gq
00 is not. The relation connecting R1 and gq is
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R1 ¼
1

8/2 np AZq
xgq

G0q
¼ np dq

8Ae2
26

dq

cq
xgq ¼

npð Þ2dq

8Ae2
26

gq ð4:5:21Þ

The relations / = Ae26/dq, x = npcq/dq, Zq = (Gqqq)1/2, and cq = (Gq/qq)1/2

were used.
In the derivation of Eq. 4.5.20 the element -/2/(ixC0) had been set to zero.

Repeating the derivation of Eq. 4.5.20 with the element -/2/(ixC0) included, one
finds the motional capacitance as (Sect. 5.2):

�C1 ¼ 4/2 2

npð Þ2
dq

AGq
1� 8

npð Þ2
e2

26

eqe0Gq

 !�1

¼ 4/2 2

npð Þ2
dq

AGq
1� 8k2

t

npð Þ2

 !�1

ð4:5:22Þ

kt is the piezoelectric coupling coefficient. Note the term n2 in the denominator.
The effects of the element -/2/(ixC0) decrease with overtone order.

Along similar lines, one can (and should) lump the electrical equivalent of the
load impedance, A~ZL=4/2, into the elements of the LCR-circuit. How, exactly, this
changes the values of L1; C1, and R1, evidently depends on the load. If the load is a
Sauerbrey film, it will increase the motional inductance. This happens because the
Sauerbrey film increases the resonator’s mass, but leaves the resonator’s stiffness
and dissipation unchanged. Since the Sauerbrey film is characterized by ~ZL ¼
ix mf (mf the mass of the film, Chap. 8), incorporating a thin rigid film into the
parameter L1 leads to

�L1 ¼
A

4/2

mq

2
þ mf

� 	
ð4:5:23Þ

Without lumping -/2/(ixC0) and A~ZL into the elements L1; C1, and R1, the
equivalent electrical circuit contains six elements (Fig. 4.12a). These six elements
all have their own physical significance, but they cannot be determined individ-
ually based on an electrically acquired admittance curve (Sect. 4.5.4). The
admittance curve is specified by the four elements of the four-element circuit
shown in Fig. 4.12b. The circuit also carries the name ‘‘Butterworth-van Dyke
circuit’’, abbreviated as BvD circuit.

Again: The four-element circuit contains four parameters, but only two of them
are exploited in most experiments. These are xr

0 = (L1C1)-1/2 and xr
00 = R1/

(2L1). This is so because frequencies are determined with a better precision than
the impedance itself.

In some of the older literature, the results of QCM measurements are expressed
in terms of shifts of the motional resistance (‘‘DR’’, see also Sect. 4.1.4) and the
corresponding reactance (‘‘DX’’). DX here replaces Df. The conversion is [29]
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DRþ iDX ¼ A

4/2
~ZL ¼ �i

p
16

Z3
q

Ae2
26q

2
qf 3

0

Df þ iDCð Þ ð4:5:24Þ

DR and DX are obtained from directly fitting the complex admittance with the
circuit elements from Fig. 4.13 as fit parameters. Note: The conversion contains
the active area of the resonator. Converting DX to (for instance) a film thickness
needs knowledge of A. Interpreting Df is simpler in this regard.

The four-element circuit is widely used. Apart from �L1; �C1; and �R1, which
constitute the ‘‘motional branch’’, there is the ‘‘parallel capacitance’’, C0. The ratio
of C0 and C1 (the ‘‘capacitance ratio’’) has a special significance. For the parallel
plate, one has

1/(iωC0)

R1
1/( iωC1)iωL1

AZL/(4φ2)
~

1/(iωC0)

iωL1 R1

motional
branch

electrical 
branch

1/(iωC1)
−

1/(iωC0)

1 : 4φ2

MR

κR ξR

AZL

~

mechanical Kirchhoff rules

−−

−−−−φ2/(iωC0)

−1/ i( ωC0)

(c)

(a)

(b)

Fig. 4.12 Approximations of the Mason circuit, valid close to the resonances. a Electrical
representation showing piezoelectric stiffening and the sample as separate elements. b Represen-
tation, where the element -/2/(ixC0) has been subsumed under the capacitor (now named �C1)
and where the load, AZ̃L, was subsumed under the inductance (now named �L1). The latter step
only makes sense if the sample is a Sauerbrey film. R1 was named �R1 because it may contain
contributions from the sample. This happens if the samples dissipates energy. c Representation,
where the motional branch is approximated by mechanical elements. In mechanics, elements
must be arranged in parallel, if the impedances are supposed to be additive. This is the
consequence of the mechanical Kirchhoff rules (Sect. 4.7.3)
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C0

C1
¼ npð Þ2

8
1
k2

t

¼ npð Þ2

8

G0qe0eq

e2
26

ð4:5:25Þ

with kt = (e26
2 /(eqe0Gq

0))1/2 the piezoelectric coupling coefficient (Chap. 5).
Equation 4.5.25 is only approximate for real crystals. The geometry (the electrode
shape in particular) enters the capacitance ratio. Equation 4.5.25 can be used to
define an effective coupling coefficient as kt,eff

2 = C1/C0 (np)2/8. kt,eff is a function
of geometry. The larger the coupling coefficient, the stronger the effects of pie-
zoelectric stiffening. If effects of piezoelectric stiffening are problematic (they
often are), small coupling is better than large coupling. Of course small coupling at
the same time implies a correspondingly small current into the electrodes. Mate-
rials or resonator geometries with poor coupling lead to intrinsically more stable
resonators, but the read-out is more difficult. Conversely: If one actually wants to
shift a resonance frequency making use of piezoelectric stiffening, a large kt is
beneficial. The effective coupling coefficient determines the frequency range, over
which the resonance frequency can be ‘‘pulled’’ with an external capacitor.

The use of the four-element circuit is not limited to quartz plates, it describes
a large class of mechanical resonators. This includes the MEMS resonators
(Sect. 15.5). The transformer may represent types of electromechanical coupling
other than piezoelectricity. kt then is the ‘‘electromechanical coupling coeffi-
cient’’ in a wider sense. Its definition is based on the capacitance ratio; one
writes kt

2 = (np)2/8 C1/C0. C1 and C0 then are experimental parameters, deter-
mined with impedance analysis.

Given that ~Zmot is a genuinely mechanical entity, one may also represent it by a
mass, a spring, and a dashpot. More technically, one may write

~Zmot;el;0 ¼
1

4/2 ix MR þ
ijR

x
þ nR

� �
ð4:5:26Þ

The index R stands for ‘‘resonator’’. Comparison with Eq. 4.5.20 leads to

ΔR + iΔX

1/(iωC0)

iωL1 R1

motional
branch

electrical 
branch

1/(iωC1)
−Fig. 4.13 Equivalent circuit,

where the sample is
represented as an electrical
element (DR + iDX)
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dq
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2
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2
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nR ¼
np
2

dqAZq ðc)

ð4:5:27Þ

jq,stat is the static shear stiffness of the crystal. As expected, jR, is related to the
static stiffness, but the relation is not trivial. Similarly, MR is related to the mass of
the crystal, Amq, but it differs by a factor of 1/2. The factor of 1/2 occurs because
the mass close to the nodal plane rests in place and therefore does not contribute to
the plate’s inertia.

MR, jR, and nR might also be called ‘‘modal mass’’, ‘‘modal stiffness’’, and
‘‘modal damping’’. In the introduction, the resonance frequency was written as
fr = 1/(2p) (jR/MR)1/2 (Eq. 1.5.1). This model was found to be inapplicable
because a 1 % increase in mass resulted in an 0.5 % decrease in resonance fre-
quency, contradicting the Sauerbrey result. When making this argument, the modal
mass had been naively identified with the true mass of the plate. This was the
mistake, leading to a wrong frequency shift. Had the modal mass been identified
with one half of the true mass (Eq. 4.5.27a), the frequency shift would have come
out correctly. In a way, Eq. 4.5.27a fixes the problem, but one still should not put
too much trust in it because it relies on the parallel plate model. Extensions are
needed as discussed in Sect. 6.1.4.

Clearly, the three modal parameters pertain to a certain resonator geometry and
to a certain mode of vibration. The relations from Eq. 4.5.27 pertain to the parallel
plate in the thickness-shear mode. This raises the question of whether all three
motional parameters can be determined from experiment, if the mode of vibration
is poorly known (It is poorly known for the QCM because of energy trapping). It
would be desirable to know MR well because the modal mass enters the Sauerbrey
equation.

Experiment easily provides two relations between the three modal parameters,
which are the resonance frequency (xr = (jR/MR)1/2) and the Q-factor
(Q = (jRMR)1/2/nR). One might think that MR itself was also known. MR follows
from the mass per unit area (mq, accessible from f0 = Zq/(2mq) and the area,
A. The (effective) area can be obtained experimentally from the conductance
curves, using Eq. 7.4.7. However, both the relation f0 = Zq/(2mq) and Eq. 7.4.7
are based on the parallel plate model and the target is to go beyond this model in
order to improve on the accuracy of the Sauerbrey equation (Sect. 6.1.4).

There is a rigorous solution to the problem, at least in principle. It is based on
thermal noise. The integrated noise power spectral density (integrated over the
frequencies around the resonance) of a resonator in the absence of external
excitation is given as $|x2(x)|dx = 1/2 kBT/jR with x the dynamical variable and
kBT the thermal energy [30]. The above statement is general, it follows from
the equipartition theorem. The dynamical variable, x, of course must be identified.
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It enters the definition. uS is the dynamical variable here. With energy trapping
applied, a suitable choice for x would be the displacement at the surface in the
center of the plate (termed uc in Sect. 7.4). By measuring the thermal noise, one
gets access to jR from the equipartition theorem and from there, one obtains MR

and nR, using xr and Q. Unfortunately, this argument is a bit of an academic
exercise for the QCM because the integrated noise is around (10-15 m)2 and the
instrument capable of measuring such small displacements still waits to be
invented. In other words: Thermal noise is of no help for macroscopic resonators.
Still, the argument as such holds, and it is applied to MEMS resonators [31].
Again: All three parameters depend on the definition of the dynamical variable
(chosen as uS in Eq. 4.5.27). Once the dynamical variable is defined, MR, jR, and
nR can be determined from experiment based on thermal noise, xr, and Q, even if
the mode shape is poorly known.

Figure 4.12c shows a circuit with mechanical elements to the right of the
transformer. There is a subtlety with regard to the graphical representation of
mechanical circuits (Sect. 4.7.3). When two mechanical elements are placed in
series, the force onto these two elements is the same and the displacements (as well
as the velocities) are additive. This contrasts to electrical impedances arranged in
series, in which case the current through both elements is the same, while the
voltage is additive. Since the electromechanical analogy maps force onto voltage
and velocity onto current, there is an inequivalence. For two mechanical imped-
ances placed in series, the inverse impedances are additive (1/Ztot = 1/Z1 + 1/Z2).
If the impedances themselves are supposed to be additive (Ztot = Z1 + Z2), one
must arrange the respective elements in parallel as shown in Fig. 4.12c. Again:
When evaluating this circuit, one must apply the mechanical Kirchhoff rules. In
mechanics, the rule of nodes and the rule of loops are interchanged compared to
the electrical case. Forces sum to zero at nodes, velocities sum to zero around
loops. The circuits in Fig. 4.12a and c are fully equivalent.

Some authors draw mechanical circuits like electrical circuits. John Vig takes
this approach in his widely distributed tutorial [32]. Vig places mechanical ele-
ments in series if the total impedance is supposed to be the sum of the individual
impedances. He applies the electrical Kirchhoff rules to mechanical elements.
Figure 4.12c illustrates that he has a point. Because equivalent circuits hide the
internal deformation pattern, Fig. 4.12c cannot be understood intuitively, anyway,
and there is no benefit in connecting the mechanical elements to each other
‘‘properly’’. In the context of the equivalent circuits for thickness shear resonators,
a representation using mechanical Kirchhoff rules mostly creates confusion. Still,
it is preferable to use mechanical Kirchhoff rules for mechanical elements in this
book because mechanical circuits will be drawn later, which are amenable to
intuition. These circuits will show a sphere making contact to the resonator across
a spring and a dashpot and the circuits will aid the interpretation of contact
mechanics experiments (Chap. 11). The equivalent circuits will be both predictive
and easy to understand—if drawn according to the mechanical Kirchhoff rules. In
the author’s opinion, the best option is to accept the fact that there are two sets of
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rules on how to add circuit elements. The rules are different in mechanics and
electrical engineering.

A side remark: Mechanical Kirchhoff rules are also used in rheology and in
polymer science. Examples are the Voigt element (Sect. 11.4) and the Maxwell
element. The term ‘‘Kirchhoff rules’’ is not used in that context, but the rules, by
which elements are added, are, what is called the mechanical Kirchhoff rules here.

4.5.4 The Admittance Circle and the Series Resonance
Frequency

In impedance analysis, one fits the impedance spectra with the prediction fol-
lowing from the four-element circuit, which is

~Zel ¼ ix C0 þ ix �L1 �
i

x�C1
þ �R1

� ��1
 !�1

ð4:5:28Þ

The fit yields the four resonance parameters C0; L1;C1, and R1. These are easily
converted to the parameters fr, C, R1, and C0. Of course one might as well directly
fit an equation formulated in terms of fr, C, R1, and C0 to the data.

It turns out that the discussion flows more smoothly, if it is based on the
electrical admittance, R1, rather than the impedance, ~ZelðxÞ. The admittance is the
inverse of the impedance. Plots of ~YelðxÞ are more transparent than plots of ~ZelðxÞ
because the electrical capacitance, C0, acts in parallel to the motional branch. One
has

~Yel ¼ ix C0 þ ix�L1 �
i

x�C1
þ �R1

� ��1

� ixrC0 þ ix�L1 �
i

x�C1
þ �R1

� ��1

ð4:5:29Þ

Since only frequencies close to the resonance are of interest, one may
approximate the term ixC0 by ixrC0. The contribution of the parallel capacitance
then turns into a constant imaginary offset. This is the benefit of using ~YelðxÞ.

For reasons, which are not easily explained without diving into theory of
complex functions, the admittance of the motional branch is a circle when dis-
played in polar form. A polar diagram displays the imaginary part of a complex
parameter versus the real part. The impedance of the motional branch is
~Zmot; el ¼ ixL1 � i=ðxC1Þ þ R1. When displayed as Zmot,el

00 versus Zmot,el
0, it forms

a straight vertical line. Straight lines in the complex plane turn into circles upon
taking the inverse. More generally, circles remain circles upon inversion and
straight lines are equivalent to circles with infinite radius. A line turns into a circle
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upon inversion because the complex inversion is among the ‘‘Möbius transfor-
mations’’ (see below).

One quickly convinces oneself that the thick solid lines in Fig. 4.14a, b are the
same as what is plotted as Gel(x) and Bel(x) in Fig. 2.4. The real part of the
resonance curve, Gel(x), is symmetric. The imaginary, Bel(x) becomes antisym-
metric after subtracting the offset originating from the parallel capacitance, ixrC0.

In experiment, Gel(x) often is slightly asymmetric. Most of the time, the reason
for asymmetry is imperfect calibration. Perfect calibration is impossible. Cali-
bration of the impedance analyzer cannot occur right at the electrodes, but rather
must occur at the electrical connectors. If the electrodes and the wires connecting
to them have a finite ohmic resistance (they do), this resistance will affect Gel(x)
and Bel(x) as measured from the outside. A network accounting for an ohmic
resistance of the electrodes is shown in the inset in Fig. 4.14. The element Rex tilts
the circle and also moves it in the admittance plane.

Interestingly, the addition of more circuit elements (where the addition of Rex in
Fig. 4.14 is just one example) usually leaves the shape of the circle intact. The

0.995 1.000 1.005

0.0 0.5 1.0

0.0

0.5

0.0

0.5

1.0

(c)

lo
g 

|Z
el
| [

a.
u.

]

ω /ω
r

C0

C1

−
R1

−L1

−

Rex

B
el
 [m

S
]

G
el
 [mS]

f
S

(b)

(a)

G
el
 [m

S
]

Fig. 4.14 a Polar diagram of the admittance ~YelðxÞ as predicted by the four-element circuit. The
conductance, Gel (x), and the susceptance, Bel (x), are the real and the imaginary part of the
complex admittance as given in Eq. 4.5.29. fs is the series resonant frequency. The dashed line
corresponds to a network of the form shown in the inset. It contains an external ohmic resistance.
b Plot of conductance, Gel, versus normalized frequency x/xr. The solid line is the same as in
Fig. 2.4. The dashed line is predicted by the circuit in the inset. An external resistance induces an
asymmetry. c Plot of log|Z̃̃el| = log |1/Ỹel| versus normalized frequency. The absolute value of the
electrical impedance shows a minimum and a maximum. The minimum occurs close to (but not
exactly at) the series resonance frequency. The peak in |Z̃̃el| is sometimes called ‘‘anti-resonance’’.
The corresponding frequency is the ‘‘parallel resonance frequency’’. mS stands for milliSiemens
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reason is that a wide class of transformations in the complex plane transform
circles into circles. These are the Möbius transformations. Möbius transformations
are of the form ~y! ~a~yþ ~b

� �
= ~c~yþ ~d
� �

, where ~y is the complex function to be

transformed and ~a; ~b; ~c, and ~d are constant coefficients. The polar admittance
diagram obtained after adding the external resistance, Rex, into the circuit diagram
still is a circle. However, the conductance curve it asymmetric (thin dashed line in
Fig. 4.14a, b).

From a practical point of view, it is helpful to fit the admittance curves with the
following expanded function:

Gfit ¼ Gmax
f

fr

C

fr � fð Þ2þC2
cos uþ fr � f

fr � fð Þ2þC2
sin u

 !

þ Goff

Bfit ¼ Gmax
f

fr
� fr � f

fr � fð Þ2þC2
sin uþ C

fr � fð Þ2þC2
cos u

 !

þ Boff

ð4:5:30Þ

For the special case of u = 0, Goff = 0, and Boff = 0, Eq. 4.5.30 essentially is
the resonance curve as in Eq. 4.1.26. The term Boff accounts for the parallel
capacitance. There are two new parameters, which are Goff (an offset of the circle
along the real axis) and u (a tilt angle in the complex plane). Both should be zero,
ideally, but are nonzero in practice. When fitting experimental admittance curves
with Eq. 4.5.30, one usually achieves a fit, where the errors are predominantly
statistical. The scatter in the derived fit parameters for fr and C is much reduced
compared to fits with the four-element circuit. Of course this comes at a price. The
two new fit parameters have unclear physical meaning. The possibility of artifacts
in the determination of fr and C exists, but this possibility must be weighed against
the reduction in scatter.

The emphasis in QCM measurements is on the resonance frequency, not on the
electrical impedance itself. For this reason, calibration of the impedance analyzer
is not a major problem. Impedance analyzers (also called network analyzers) infer
the impedance of the device-under-test from the ratio of two complex amplitudes,
which are the voltage at the detector and the output voltage of the analyzer. There
are different ways of wiring the resonator. Regardless of what the configuration is,
there are always cables (and possibly more elements) between the device-under-
test and the detector. These are accounted for by a calibration procedure. A
popular procedure applied to devices wired in the reflection mode is the so-called
‘‘3-term calibration’’. The user places a ‘‘short’’, an ‘‘open’’ and a ‘‘load’’ (a 50
ohm resistor) to where the device-under-test will later be. The instrument measures
the amplitude at the detector produced by these elements and uses this information
to correct for the influence of the cables. Calibration is simple, but it is never
perfect because the position of the cables may have shifted between calibration
and experiment or because the calibration standards cannot be placed at the exact
same location as the resonator. If calibration occurs at a position away from the
resonator (for instance outside a cell), the resulting inaccuracy will mostly affect
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the values of the impedances. fr and C are affected less strongly. Note: When
cables are inserted or removed, this will influence the effects of piezoelectric
stiffening and can thereby change the series resonance frequency. These effects are
unrelated to calibration.

In this book, the term ‘‘resonance frequency’’ (labeled fr) is synonymous to
what is called series resonance frequency, (labeled fs) in electrical engineering.
This usage slightly deviates from the conventions in electronics. For details see
Fig. 9 in Ref. [33]. If the four-element circuit applies, fs is strictly equal to the
frequency, where Gel(x) attains its maximum. C then is the half-bandwidth at half-
height of the conductance curve. If there is an external resistance, fs differs from
the frequency where Gel(x) attains its maximum. fs and C then have to be deter-
mined by fitting with Eq. 4.5.30, they cannot be read from the graph. fs is the
frequency where the amplitude of oscillation goes through a maximum. Should the
admittance circle be tilted for some reason, this does not affect fs. If fitting is not an
option, one can still guess fs based on the rate-of-change of the admittance as a
function of frequency. The rate of change is defined as d~Yel=df

�� ��. The frequency,

where d~Yel=df
�� �� reaches its maximum, can be determined from the raw data

without resorting to a fit. The thus-determined value for fs can serve as a starting
guess for a nonlinear least-square fit.

In the context of oscillator circuits, the impedance (rather than the admittance)
often is the more relevant parameter. Figure 4.14c plots the absolute value of the
impedance ~ZelðxÞ

�� �� versus x. Of course there also is a phase (not displayed).
~ZelðxÞ
�� �� has a minimum close to the series resonance frequency. There also is a
maximum, sometimes called ‘‘antiresonance’’. The corresponding frequency is
close to the ‘‘parallel resonance frequency’’ [33]. The matter is discussed in most
textbooks on electronics [34, 35].

4.6 The Small Load Approximation

4.6.1 Derivation of the Small Load Approximation
from the Four-Element Circuit

For the derivation of the SLA, go back to Eq. 4.5.13. Let ~xref be the resonance
frequency with ~ZL ¼ 0 (but not -/2/(ixC0) & 0) and let ~xr be the frequency of
the loaded resonator. The frequency shift obeys the relation [8]

D~f

f0
¼ 1

2p

~xr � ~xref

f0
¼ i

p Zq

~ZL ð4:6:1Þ

Equation 4.6.1 is the small load approximation. Since Eq. 4.5.13 only holds for

frequencies close to the resonance frequency, the SLA also requires ~Df � f0

�� ��.
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Following Eq. 4.6.1, ~ZL

�� �� must be smaller than Zq, hence the name ‘‘small load
approximation’’. The frequency shift just about always is much smaller than the
frequency itself and the SLA therefore is widely applicable.

To be precise, the SLA entails two separate approximations. The first one is the
linearization of Z̃mot in x - xref (Eq. 4.5.13). Secondly the load impedance is
evaluated at the reference frequency, rather than the resonance frequency of loaded
resonator.

There are two caveats to the use of the SLA: Firstly, the condition ~ZL

�� ��� Zq

applies to the parallel plate. For arbitrary geometries, the relation to be satisfied is
Eq. 6.1.23. Secondly, the SLA has some short-comings even if jD~f j � f0. Sec-
tion 6.2 discusses these and also shows, how the resulting problems can be solved.

Equation 4.6.1 is the single one most important equation in the physics of the
QCM. As long as the frequency shift is small compared to the frequency itself, the
frequency shift is proportional to the load impedance at the crystal surface. At this
point, no statement is made on the nature of the sample. The SLA connects the
frequency shift to the stress–velocity ratio. Importantly, the SLA also holds in an
average sense (Sect. 4.6.2). Assume that the sample does not consist of planar
layers, but instead of a sand pile, a froth, an assembly of vesicles, a cell culture, a
droplet, or any other complicated, heterogeneous material. The frequency shift
induced by all such objects can be computed from the area-averaged ratio of stress
and velocity at the resonator–sample interface. The concept of the load impedance
tremendously broadens the range of applicability of the QCM. It is the conceptual
link between the QCM and complex samples. If the stress-velocity ratio can be
predicted in one way or another from the properties of the sample, a quantitative
analysis of the QCM experiment is in reach. Otherwise, the discussion has to
remain qualitative.

The SLA has a long history. It is implicitly contained in Mason’s book [11], but
only implicitly. The tensorial version (Sect. 6.1) was published in 1959 by
Pechhold [36]. Moriizumi analyzed the problem based on the equivalent circuit in
1990 [10]. The author has elaborated on the SLA in Ref. [8]. The Sandia group in
collaboration with Hillman has a number of publications on the same topic,
summarized in Ref. [9]. A similar concept was also put forward by Lucklum.
Lucklum calls the SLA the ‘‘acoustic load concept’’ in Chap. 9 of Ref. [37].

The SLA implies that the frequency shift—to first order—measures the oscil-
latory stress at the resonator surface. One has

D~f

f0
¼ i

p Zq

~ZL ¼
i

p Zq

r̂S

v̂S
¼ i

p Zq

r̂S

v̂S;ref þ Dv̂S

� i
p Zq

r̂S

v̂S;ref
1� Dv̂S

v̂S;ref

� �
� i

p Zq

r̂S

v̂S;ref

ð4:6:2Þ

v̂S;ref is the velocity in the reference state. Taylor expansion (1/(1 + e) & 1 - e)
was applied in step 4. To first order, the presence of sample does not change
denominator in the above equation. The QCM therefore essentially determines an
area-averaged periodic stress [38]. Note: The stress in Eq. 4.6.2 by convention is
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exerted by the resonator onto the sample. This convention will necessitate a few
sign reversals later on.

Using Zq = 2mq/f0, Eq. 4.6.1 can be rewritten as

D~f ¼ i
2p mq

~ZL ð4:6:3Þ

Equation 4.6.3 shows that the mass per unit area of the crystal is the only
parameter entering the conversion from the acoustic load to frequency shift as long
as the latter is small. The stiffness of the crystal (and piezoelectric stiffening, in
particular) is of no influence at this level of approximation.

As emphasized before: The parameter mq is well defined within the parallel
plate model. Because of energy trapping (and other complications), Eq. 4.6.3 is
only approximate. Even the Sauerbrey equation (which follows from Eq. 4.6.3
with ~ZL ¼ ix mf , Sect. 8.1) is approximate. The QCM is tremendously precise, but
unfortunately, it is not equally accurate. There is no easy way to solve this
problem.

Equation 4.6.1 is of such fundamental importance that we briefly re-derive it in
the frame of the plane-wave formalism. As expressed in Eqs. 4.2.8 and 4.2.10,
the displacement and the stress must both be continuous at the crystal surface.
Continuity of displacement implies the relation

ûq;þ zq;2
� �

þ ûq;� zq;2
� �

¼ exp i~kqdq

� �
ûþq þ exp �i~kqdq

� �
û�q ¼ ûS ð4:6:4Þ

zq,2 is the crystal surface and ûS is the displacement at the crystal surface.
Remember that ûj,±(z) was defined to be equal to ûj

± at the left border of layer
j (Eq. 4.2.2, Fig. 4.6). The condition that the stress at the back of the crystal
vanishes, amounts to

i~Gq
~kq ûq;þ zq;0

� �
� ûq;� zq;0

� �� �
¼ ix~Zq ûþq � û�q

� 	
¼ 0 ð4:6:5Þ

zq,0 is the back of the crystal. The continuity of stress at the front surface is
expressed as

ix~Zq exp i~kqdq

� �
ûþq � exp �i~kqdq

� �
û�q

� 	
¼ ix~ZL exp i~kqdq

� �
ûþq þ exp �i~kqdq

� �
û�q

� 	

ð4:6:6Þ

Remember: ~Zq is an acoustic wave impedance, while ~ZL is an acoustic
impedance. For that reason, the left-hand side in Eq. 4.6.6 contains a difference,
while right-hand side contains a sum. From Eq. 4.6.5 it follows that ûq

+ = ûq
–.

Using this result, Eq. 4.6.6 can be simplified to
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~Zq exp i~kqdq

� �
� exp �i~kqdq

� �� �
¼ ~ZL exp i~kqdq

� �
þ exp �i~kqdq

� �� �
ð4:6:7Þ

Using tan(x) = -i (exp(ix) - exp(-ix))/(exp(ix) + exp(-ix)), this reads as

~ZL

~Zq
¼ �i tan ~kqdq

� �
¼ �i tan 2p ~fref þ D~f

� � dq

~cq

� �
¼ �i tan 2pD~f

dq

~cq

� �

¼ �i tan p
D~f
~f0

� � ð4:6:8Þ

The relations dq ¼ ~cq= 2~f0
� �

and tan(np + e) = tan(e) with n an odd integer
were used. Taylor-expanding tan(x) as tan(x) & x, one finds Eq. 4.6.1 confirmed.
The third-order perturbation analysis in Sect. 6.2 will start out from Eq. 4.6.8.

4.6.2 Area-Averaging, Time-Averaging, and Averaging
over Displacement

In Sect. 4.6.1 the SLA was derived for the parallel plate geometry. ~ZL was
assumed to be constant over the entire resonator surface. Typical samples obeying
lateral homogeneity would be films and other stratified layer systems. One might
also be interested in structured samples. For example, the sample might be a layer
of adsorbed nanoparticles. Since the SLA is linear in the load, one can average the
load over the surface of the resonator and write

D~f

f0
¼ i

p Zq

~ZL


 �
area

ð4:6:9Þ

For the proof, see Sect. 6.1. Applied to a layer of adsorbed nanoparticles,
area-averaging implies that the frequency shift is proportional to the average mass
per unit area. A complication arises if the lateral heterogeneity occurs on a scale
comparable to the width of the resonator. This is, for instance, the case, if a
viscoelastic sample touches the center of the crystal, only (Sect. 9.4). For such
configurations, a statistical weight proportional to the square of the local amplitude
of oscillation must be applied. The statistical weight is discussed in Sect. 6.1.5.
Also, one must have an eye on possible changes in the degree of energy trapping
caused by localized loads (Sect. 9.4).

Averaging can also occur in time. This is of interest if the stress is not a
sinusoidal function of time, but still time-periodic with the frequency of the
oscillation. Such stresses lead to a frequency shift given by
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D~f

f0
¼ i

p Zq

2
v̂S

r tð Þ exp ix tð Þh iarea;time

¼
2 r tð Þ cos x tð Þh iarea;time

p ZqxûS
þ i

2 r tð Þ sin x tð Þh iarea;time

p ZqxûS

ð4:6:10Þ

Equation 4.6.10 is proven in Sect. 13.3.
Since the stress is time-periodic with the frequency of oscillation, there is not

only a relation between stress and time, but also a relation between stress and
displacement. If the stress is small in the sense of the SLA, the displacement is
approximately time-harmonic, that is uS(t) & u0 cos(xt). u0 is the absolute value
of ûS. The average over time can then be transformed into an average over dis-
placement. The relation proven in Sect. 13.3 is

Df u0ð Þ ¼
1

np2Zq

1
2p u2

0

Zu0

�u0

rþ uSð Þh iareaþ r� uSð Þh iarea

� � uS=u0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� uS=u0ð Þ2

q duS

DC u0ð Þ ¼
1

np2Zq

1
2p u2

0

Zu0

�u0

rþ uSð Þh iarea� r� uSð Þh iarea

� �
duS

ð4:6:11Þ

The indices + and - denote a direction of motion towards positive and neg-
ative uS. The notation Df(u0) and DC(u0) on the left-hand side is meant to
emphasize that Df and DC depend on amplitude in the general case.

4.6.3 Coupled Resonances

Coupled resonances occur at a few different places in the book; some common
features are collected in the following.

The simplest example of a coupled resonance is a sphere on the resonator
surface discussed in Sect. 11.4. Figure 4.15a shows a mechanical representation of
a large resonator, contacted by a small sphere. The indices R and P denote the
large and the small resonator. The large resonator usually is the crystal and the
small resonator often (but not always) is an adsorbed particle. ~jP ¼ jP þ ixnP and
MP are the complex stiffness of the contact and the mass of the Particle, respec-
tively. The allowing assumptions and approximations are needed:

(a) The mass of the particle is much smaller than the mass of the resonator
(MP � MR). As always, the mass entering the calculation of the resonance
frequency of a system containing two masses and a spring is the reduced mass.
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One has 1/Mred = 1/MP + 1/MR. Since MP � MR, one can approximate the
reduced mass by the mass of the particle (see Eq. 4.6.12).

(b) The characteristic impedance of the coupled resonator, Z̃P, is much smaller
than the characteristic impedance of the main resonator, Z̃R. The character-
istic impedance is defined as (jM)1/2 (The characteristic impedance is a
mechanical impedance; it has units of Ns/m. One might have included it in
Table 4.1, but it is only needed here and of little relevance elsewhere in the
book.)

(c) The possibility of particle rotation is ignored (Sect. 11.5). The model is
one-dimensional. There is only one dynamical variable, called x.

The particle linked to the main resonator has its own resonance frequency,
given as

MP

κP ξP

2

2 24

ω ω
Δ =

ω − ωπ
P R P

PR

Z
f

Z

(b)

MR

κR ξR

MP

κP ξP

(a)

MR

κR ξR

κP
ξP

MP

κC

(d)
MP

κP ξP

(c)

QCM

Fig. 4.15 a A main resonator (the crystal, index R) is coupled to a second, smaller resonator
(index P for Particle) across a spring and a dashpot. This system displays two modes (Fig. 4.16).
b, c Focusing on the movement of the large resonator, only, and, also, assuming that the force
exerted by the second resonator onto the first one is small, one can simplify the dynamic
equations. One arrives at relations equivalent to the SLA. d A similar behavior is observed if the
second resonator itself is not small, but is coupled to the main resonator across a soft spring, jC .
This type of coupled resonance is found when anharmonic side bands or standing compressional
waves in a liquid cell couple to the quartz crystal (Sects. 7.5 and 7.6)
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~xP ¼

ffiffiffiffiffiffiffiffiffi
~jP

Mred

s

�

ffiffiffiffiffiffiffi
~jP

MP

s

ð4:6:12Þ

~xP is also called ‘‘particle resonance frequency’’ in the following. A word of
caution: ~xP is complex like the resonance frequency of the crystal. Differing from
resonance of the crystal, the coupled resonance may be strongly damped. Some of
the relations proven in Sect. 4.1.3 carry over to the coupled resonance, but others
do not because of the large damping.

The frequency of the coupled resonance cannot be measured directly because
the bond itself is not piezoelectric. However, one can infer some properties of the
small resonator from the shifts, which the small ‘‘coupled’’ resonator induces to
the frequency of the crystal. Expressed differently, the system is a composite
resonator with two modes, only one of which is visible most of the time. The
frequency of the visible mode is affected by the invisible mode and this effect can
be put to use.

Let the position of the large sphere and the small sphere be xR and xP. The
equations of motion are

MR
d2xR

dt2
¼ �jRxR � nR

dxR

dt
þ jP xP � xRð Þ þ nP

dxP

dt
� dxR

dt

� �

MP
d2xP

dt2
¼ �jP xP � xRð Þ � nP

dxP

dt
� dxR

dt

� � ð4:6:13Þ

In the frequency domain, this reads as

�~x2MRx̂R ¼ �jRx̂R � ixnRx̂R þ jP x̂P � x̂Rð Þ þ ixnP x̂P � x̂Rð Þ
�~x2MPx̂P ¼ �jP x̂P � x̂Rð Þ � ixnP x̂P � x̂Rð Þ

ð4:6:14Þ

Using complex spring constants (~jM ¼ jM þ ixnM and ~jP ¼ jP þ ixnP) as
well as matrix notation, this yields

~x2 � ~jR
MR
� ~jP

MR

~jP
MR

~jP
MP

~x2 � ~jP
MP

" #
x̂R

x̂P

� �
¼ 0 ð4:6:15Þ

This linear homogeneous equation system has a nontrivial solution if the
determinant vanishes:

~x2 � ~x2
R �

~ZP
~ZR

~xR ~xP
~ZP
~ZR

~xR ~xP

~x2
P ~x2 � ~x2

P

�����

�����
¼ 0 ð4:6:16Þ
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The relations ~x2
R ¼ ~jR=MR and ~x2

P ¼ ~jP=MP were used. The variables ~ZR ¼
ð~jRMRÞ1=2 and ~ZP ¼ ð~jPMPÞ1=2 were introduced. ~Z ¼ ð~jMÞ1=2 is the characteristic
impedance. Spelling out the definition of the determinant, one finds:

~x2 � ~x2
R �

~ZP

~ZR

~xR ~xP

� �
~x2 � ~x2

P

� �
�

~ZP

~ZR

~xR ~x3
P

¼ ~x2 � ~x2
R

� �
~x2 � ~x2

P

� �
�

~ZP

~ZR

~xR ~xP ~x2

¼ ~x4 þ ~x2 �~x2
P � ~x2

R �
~ZP

~ZR

~xR ~xP

� �
þ ~x2

P ~x2
R ¼ 0

ð4:6:17Þ

This equation has two solutions for ~x2, which are:

~x2
r ¼

C

2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2

4
� ~x2

P ~x2
R

r

with

C ¼ ~x2
P þ ~x2

R þ
~ZP

~ZR

~xR ~xP

ð4:6:18Þ

For the sake of display, consider real spring constants and real frequencies
xr, xR, and xP. Figure 4.16 shows the two positive solution of x versus xP/xR for
ZP/ZR = 0.01. When xR and xP are much different, the corresponding vibrations
are readily interpreted. In the horizontal part of the two branches (where
xr & xR), the larger sphere moves with respect to the wall (that is, the crystal
undergoes a thickness-shear oscillation). The smaller sphere either moves with the
crystal surface (which is the case if xP 	 xR), or it rests in space (if xP � xR).
On the inclined parts of the two branches (where xr & xP), the particle vibrates
relative to the crystal. However, these latter modes are not detected in experiment.
Only the crystal’s motion produces an electrical current. The link between the
crystal and the particle is non-piezoelectric. The presence of the particle is only
noticed in so far, as it perturbs the motion of the crystal, hence the name ‘‘coupled
resonance’’. As Fig. 4.16 shows, the shift in crystal’s resonance frequency is
strongest when xP & xR. Figure 4.16b shows an enlargement of the range where
xP & xR. The dashed lines are the prediction from Eq. 4.6.26.

Only those vibrations, which can be detected in experiment, are of interested in
sensing. These are the horizontal portions of the two branches. One can write
~xr¼ ~xR þ D~x with D~xj j � ~xRj j. If ~xr � ~xR, one can approximate ~x2

r�~x2
R as

2~xRð~xr�~xRÞ. Equation 4.6.17 approximates as
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2~xRD~x ~x2
R þ 2D~x~xR þ D~x2 � ~x2

P

� �
�

~ZP

~ZR

~xR ~xP ~x2
R þ 2D~x~xR þ D~x2� �

� 2~xRD~x ~x2
R � ~x2

P

� �
�

~ZP

~ZR

~xR ~xP ~x2
R þ 2D~x~xR

� �
� 0

ð4:6:19Þ

Quadratic terms in D~x were neglected in line 2. The next step makes use of
assumption b) above ( ~ZP=~ZR

�� ��� 1). Omitting the term containing ~ZP=~ZRD~x,
Eq. 4.6.19 approximates as

2~xRD~x ~x2
R � ~x2

P

� �
�

~ZP

~ZR

~x3
R ~xP � 0 ð4:6:20Þ

This relation can be solved for D~f ¼ D~x=ð2=pÞ as:

D~f ¼ 1
4p

~ZP

~ZR

~x2
R ~xP

~x2
R � ~x2

P

¼ 1
4pMR

~jP
~xR

~x2
R � ~x2

P

ð4:6:21Þ

In step 2, the relations ~ZR=~xR ¼ MR and ~ZP ~xP ¼ ~jP were used. Equa-
tion 4.6.21, is similar to Eq. 4.1.21. The complex frequency shift as a function of
~xP itself forms a resonance curve.

Equation 4.6.21 could have been derived in a simpler way. One could have
directly started from Fig. 4.15c. Applying the mechanical Kirchhoff rules from
Sect. 4.7.3 to the diagram in Fig. 4.15c and inserting the resulting interfacial

0 1 2
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1

2
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0.8

1.0

1.2
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/ω

R
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P
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R

(b)
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R

ω
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/ω
R

Fig. 4.16 Solution to Eq. 4.6.17 for real spring constants. There are two modes. Panel b shows
an enlargement of the range where xP

0 & xR
0. The horizontal parts of both branches correspond

to patterns of motion, where the main resonator moves relative to the wall supporting it
(Fig. 4.15a). This movement represents the thickness-shear vibration of the crystal. The second,
small resonator perturbs this resonance. Dashed line Prediction from Eq. 4.6.21
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traction into the SLA directly leads to D~f as given in Eq. 4.6.21. This will be
done in Sect. 11.4. Equation 11.4.5 is equivalent to Eq. 4.6.21, realizing that
MR = Amq/2 = AZq/(4f0) for the parallel plate. Equation 4.6.21 is more general. In
addition to adsorbed particles, it also describes the film resonance in air (Sect. 10.1)
and liquids (Sect. 10.2), resonances produced by standing compressional waves
(Sect. 7.6), resonances produced by coupling to anharmonic side bands (Sect. 7.5),
and laterally coupled resonators [39].

A formalism similar to the derivation above was used by Dybwad in his paper
on the determination of contact stiffness [40]. Dybwad did not use the SLA,
though, and his final result therefore is more complicated than Eq. 4.6.21. In
addition to being simpler, the small load approximation has the benefit that it can
be adapted to the case of many particles. If one goes though Dybwad’s treatment
and adapts it to two particles touching the resonator (rather than one), one has three
dynamical variables and three solutions to the condition that the determinant of the
dynamic systems vanishes. This situation basically is known from molecular
physics. The more atoms a molecule contains, the larger is the number of vibra-
tional modes. When using the SLA, the focus is on the one mode, which is visible
in experiment. In order to predict the changes to the this mode induced by the
sample, one just adds the forces exerted by the different adsorbed spheres. This is
much easier than the solution to the full dynamical problem.

In the following, we consider three limits of Eq. 4.6.21, which are

(a) x0P 	 x0R (inertial loading)
(b) x0P � x0R (elastic coupling)
(c) xP

0 & xR
0 combined with xP

00 	 |xP
0 - xR

0| (zero crossing).

(a) Inertial Loading (x0P 	 x0R)

With x0P 	 x0R, Eq. 4.6.21 is approximated as:

D~f � � 1
4p

~x2
R

~ZR

~ZP

~xP
¼ � 1

4p MR
~xRMP ð4:6:22Þ

Substituting MR by Amq/2 (Eq. 4.5.27a), substituting MP/A by mf (mf the mass of
the ‘‘film’’, where the ‘‘film’’ consists of all matter rigidly attached to the resonator),
and using mq = Zq/(2f0) (Eq. 4.3.17), Eq. 4.6.22 reduces to the Sauerbrey result
(Eq. 4.4.14). If x0P 	 x0R, the adsorbate is coupled so tightly to the resonator that it
follows the resonator’s movement and increases its mass.

(b) Elastic Coupling (x0P 	 x0R)

With x0P 	 x0R, Eq. 4.6.21 is approximated as:

D~f � 1
4p

~ZP ~xP

~ZR
¼ 1

4p MR

~jP

~xR
ð4:6:23Þ
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Substituting MR by Amq/2 and using mq = Zq/(2f0), Eq. 4.6.23 reduces to the
case discussed in Sect. 11.3. The sphere is heavy enough to be clamped in space
by inertia. It exerts a restoring force onto the resonator, thereby increasing the
stiffness of the composite system.

(c) Particle Resonance Frequency Comparable to the Resonance Frequency of
the Main Resonator

When the two resonance frequencies are about equal (~xP � ~xR and
~xP þ ~xR � 2xP), Eq. 4.6.21 turns into:

D~f � 1
8p

~xR

~ZR

~ZP ~xP
1

~xR � ~xP
¼ 1

8p

~jP

MR

1
~xR � ~xP

ð4:6:24Þ

Since Df and DC follow a Lorentzian, they yield a circle when displayed in a
polar diagram as shown in Fig. 11.8 (They form a circle when approximating
~xP � ~xR as 2~xP. Otherwise, they form a spiral). Such polar plots are discussed in
Sect. 11.4.

Importantly, the SLA may not be applicable around the coupled resonance,
because the denominator may come close to zero. Using MR = AZq/(4f0),
Eq. 4.6.24 reads as

D~f

f0
� 1

2p

~jP

AZq

1
~xR � ~xP

ð4:6:25Þ

The absolute value of the left-hand side, jD~f=f0j, must be small in order for the
SLA to hold. This may be true even if the real parts of ~xP and ~xR are equal. Since
the main resonator is the crystal, its damping is small (~xR � xR). The damping of
the coupled resonator, on the other hand, may be large. The SLA holds as long as
one has

1
2p

~jP

AZq

1
~x00P
� 1 ð4:6:26Þ

If this is not true one has to go back to Fig. 4.16 and live with the fact that there
are two solutions, that is, two resonant modes. If the damping of the coupled
resonator is large, then these two modes are so broad that they merge into one
peak. This condition is equivalent to the applicability of the SLA.
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4.7 Appendices

4.7.1 Broadening of a Resonance Curve by Damping

Resonance curves become broader when the damping is increased. On a formal
level, this is the consequence of the Fourier transform. The resonance curve is the
Fourier transform of the decaying cosine. The decay rate of the oscillation in the time
domain turns into the width of the resonance curve upon Fourier transformation.

There is less formal explanation for this correspondence, which is based on the
efficiency, by which a resonance can be excited if the driving frequency is slightly
different from the resonance frequency. The larger the damping, the less critical is
such a detuning. If the resonator is driven at a frequency different from fr, the driving
frequency beats against the frequency of the resonator. At t = 0 the external force
feeds energy into the system and the resonator starts to vibrate. At some later time, the
driving force and resonator fall out of synchronization. The force now works against
the vibration, it withdraws energy from the resonance. Still later, the relative phase
between the source and the resonator is correct again and energy is again supplied to
the system. On average, the external force does not energize the resonance efficiently,
because the flow of energy periodically reverts sign.

If the resonator is highly damped, more energy is needed to drive the vibration, in
the first place. However, if the driving frequency slightly differs from the resonance
frequency, this hardly reduces the amplitude because the resonator quickly forgets
about the energy supplied earlier. At the time, when the source and the resonator
have fallen out of synchronization, the energy supplied earlier has been dissipated,
anyway. There is not much of a vibration, against which the source would beat. As
long as source and the resonator differ in frequency by less than the decay rate, the
excitation is about as efficient as it would be for optimum frequency match.

The above argument shows that broadening of a resonance by damping is not
caused by the resonator internally having a number of slightly different resonance
frequencies. That situation would be called ‘‘heterogeneous broadening’’. Heter-
ogeneous broadening of a resonance is different from damping (Sect. 11.5).

4.7.2 Kirchhoff Rules

Most readers know the Kirchhoff rules, but some may not know them under that
name. Consider the two networks shown Fig. 4.17. The first one has two resistors
placed in series, while the second one has the same two resistors placed in parallel.
The total resistance of the former circuit is given as

Rtot ¼ RA þ RB ð4:7:1Þ
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while in the latter case, one has

1
Rtot
¼ 1

RA
þ 1

RB
ð4:7:2Þ

These, basically, are the Kirchhoff rules.
For more complicated circuits, one applies a more general version of Eqs. 4.7.1

and 4.7.2, called the ‘‘loop rule’’ and the ‘‘node rule’’. The loop rule states that the
voltages across circuit elements arranged in a loop add to zero. The node rule
states that the currents flowing into a vertex likewise add to zero. Equations 4.7.1
and 4.7.2 can be derived from the loop rule and the node rule. For example, the
current is constant everywhere in Fig. 4.17a because there are no nodes. The
voltage drop across the source must equal the sum of the voltages at the two
resistors. This amounts to Rtot = RA + RB.

Understanding equivalent circuits requires an additional bit of information. The
capacitor and the inductor fit into this scheme, but differing from the ohmic
resistors shown in Fig. 4.17, the capacitor and the inductor have a complex
impedance. One has Z̃cap = 1/(ixC) and Z̃ind = ixL with C the capacitance and
L the inductance. Accepting complex impedances (possibly with a dependence on
x more complicated than for the capacitor and the inductor, cf. Fig. 4.8c) and
remembering how to add up circuit elements (arranged in series or in parallel), one
is all set to predict resonance frequencies from a circuit.

4.7.3 The Electromechanical Analogy

Underlying the representation of acoustic devices by electrical circuits is the
electromechanical analogy [41]. The rules, by which electrical circuits are mapped
onto mechanical circuits, are summarized in Table 4.2. The electromechanical

RA
RB

RA

RB

(a)

(b)

Fig. 4.17 Two resistors
arranged in series (a) and in
parallel (b)
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analogy looks intriguing, at first glance, but it can easily create confusion because
the rules by which different elements are connected to each other, differ between
the two types of circuit representations. The problem was already mentioned in
Sect. 4.5.3. When two mechanical elements are arranged in parallel, their elon-
gations (and the time derivatives thereof, which are the velocities) are the same,
while the total force is the sum of the forces acting onto the two elements indi-
vidually. In consequence, the impedance is additive. Along the same line, the
inverse impedance is additive for elements placed in series. These rules are called
‘‘mechanical Kirchhoff rules’’ in this book. The role of parallel and serial
arrangement is reversed between mechanical and electrical networks. A similar
problem occurs with open ends and connections to ground. When an electrical
element is connected to ground, the voltage is strictly zero and the current takes
whatever value is needed to achieve U = 0. The corresponding mechanical situ-
ation is an open end, where the force is zero and the velocity is unconstrained. An
open end in electricity is characterized by vanishing current and unconstrained
voltage. It is often emphasized that an ‘‘open end’’ most of the time amounts to a
poorly controlled stray capacitance. The corresponding mechanical element is a
rigid wall, where the displacement (the velocity) is strictly zero and the force is
unconstrained. In analogy to the electrical case, one must be careful with rigid
walls because there are no perfectly rigid materials. Finally, there are problems
with sign changes, resurfacing at various points (see for example the comment

Table 4.2 The electromechanical analogy

Electrical Mechanical

Voltage Force

Current Velocity

Resistor ~Zel ¼ R Dashpot ~Zm ¼ n

Capacitor ~Zel ¼
1

ixC
Springa)

~Zm ¼
j
ix

Inductor ~Z ¼ ixL Mass ~Zm ¼ ixM

Two elements
in parallelb)

1
~Zel;tot

¼ 1
~Zel;A
þ 1

~Zel;B

~Zm;tot ¼ ~Zm;A þ ~Zm;B

Two elements 
in seriesb)

~Zel;tot ¼ ~Zel;A þ ~Zel;B 1
~Zm;tot

¼ 1
~Zm;A
þ 1

~Zm;B

Ground U ¼ 0 Open end F ¼ 0

Open end I ¼ 0 Wall v ¼ 0

a Coincidentally, the spring is depicted with the same symbol as the resistor. The context usually
clarifies the element’s nature
b The diagrams were drawn with resistors and dashpots. The Kirchhoff rules (electrical and
mechanical) apply to all other elements in the same way
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above Eq. 4.7.8). Given these complications, it is clear why many researchers
prefer to stick to electrical Kirchhoff rules applied to the entire circuit (including
the motional branch).

A few further comments:

• In both the mechanical and the electrical representation, the circuit elements
are discrete objects without internal structure. This situation is also expressed
by the term ‘‘lumped-element circuit’’. For instance, a ‘‘mass’’ is a rigid object,
the behavior of which is fully specified by Newton’s second law (F ¼ M€x with
€x the acceleration). The model is one-dimensional in the sense that there is only
translation along x. Translation along y or z (or rotation, Sect. 11.5) are not part
of the picture. A similar limitation applies to electrical circuits. A resistor is
fully described by the ratio of voltage and current as determined at the wires
connecting to it. The internal current distribution is ignored.

• For the parallel plate, (more generally, for plane waves) there is an electro-
acoustic analogy. In the electro-acoustic analogy, the analog of voltage is
stress, not force.

• What is called mechanical Kirchhoff rules here, is also applied in rheology.
This concerns, for example, the Voigt element and the Maxwell element [42].
(The rules are not called Kirchhoff rules in that context).

• The opto-acoustic analogy is touched upon in Sect. 16.2. It can be formulated,
but is not widely used.

• There is a version of the electromechanical analogy, which directly leads to the
electrical Kirchhoff rules. It is called the ‘‘mobility analog’’ in Ref. [43]. In this
version, a spring is mapped onto an inductor and a mass is mapped onto a
capacitor. In the author’s opinion, this way of formulating the (imperfect)
analogy only shifts the problem to somewhere else.

• Given that QCM experiments often occur in Newtonian liquids, one may
wonder if there is a circuit element representing a liquid. The liquid’s

impedance is given by ~ZL ¼ ðixqliqgliqÞ1=2 (Sect. 9.1). None of the familiar
electrical elements has a square-root dependence on frequency. Interestingly,
there is a similar element in electrochemical impedance spectroscopy (EIS)
[44]. Its name is ‘‘Warburg impedance’’ (often depicted as –W–). The Warburg
impedance represents current-voltage relations governed by the diffusion of
ions close to an electrode surface. Its frequency dependence is given by
~ZW ¼ AW=ðixÞ1=2. The Warburg parameter, AW, is real-valued and independent
of x. It depends on the concentration and the diffusivity of the ions. For details
see the textbooks on electrochemistry [44]. Evidently, the analogy between the
Warburg impedance and the term (ixqliqgliq)1/2 describing the Newtonian
liquid is imperfect because the Warburg impedance and the Newtonian liquid
have the term (ix)1/2 in the denominator and in the numerator. respectively.
Still, both elements describe a diffusional wave. The wave transports ions in
the case of the Warburg impedance, while it transports momentum in the
Newtonian liquid.
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4.7.4 Derivation of the Mason Circuit

In the following, we derive the Mason circuit, but still cut some technicalities
short. For more extended treatments see Refs. [22, 23].

The first step in the derivation is the proof that the viscoelastic plate can be
represented by a ‘‘T’’ as in Fig. 4.18. A side remark: Representing the plate as a T
is a choice. One might also have chosen a P instead of a T. More generally,
equivalent circuit representations are not unique. Multiple circuits can represent
the same set of force-velocity (or voltage-current) relations. Two circuits can look
different when displayed as a diagram, but still be equivalent with regard to their
behavior at the ports.

Application of the Kirchhoff rules to Fig. 4.18 shows that forces and velocities
are related by

F̂1 ¼ ~Z11v̂1 þ ~Z12v̂2

F̂2 ¼ ~Z12v̂1 þ ~Z11v̂2

ð4:7:3Þ

For later use, we express Eq. 4.7.3 in matrix form as:

F̂1

F̂2

� �
¼

~Z11 ~Z12
~Z21 ~Z22

� 

v̂1

v̂2

� �
¼

~Z11 ~Z12
~Z12 ~Z11

� 

v̂1

v̂2

� �
ð4:7:4Þ

The second step exploits symmetry. Since the indices 1 and 2 can be inter-
changed, one must have ~Z11 ¼ ~Z22 and ~Z12 ¼ ~Z21. As such, neither Fig. 4.18 nor
Eq. 4.7.3 contain a physical statement. The goal is to assign values to ~Z11 and ~Z12,
which depend on the properties of the plate (see Eq. 4.7.12). Below, the relations
between forces and velocities at the surfaces of a plate will be brought into matrix
form as in Eq. 4.7.3. This will allow to relate the elements ~Z11 and ~Z12 to the
parameters of the plate.

The displacement, û(z), is a superposition of a sine and a cosine

û zð Þ ¼ ûa sin ~kz
� �
þ ûb cos ~kz

� �
ð4:7:5Þ

F2
^F1

^

v2
^v1

^

Z12

~ 

Z11−Z12

~ ~ 
Z11−Z12

~ ~ 

Fig. 4.18 Representation of
a transmission line as a ‘‘T’’
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ûa and ûb are amplitudes to be determined by the boundary conditions. ~k is the
wavenumber. At this point, the resonance condition is not invoked. ~k can take any
value. The wavenumber, ~k, is complex for the sake of generality. For the resonant
mode, ~k will be equal to ~xr=~c. ~xr and ~c will have the same phase angle and ~k will
be real (~k ¼ k).

The stress is given as r̂ðzÞ ¼ ~GdûðzÞ=dz. For the stress field, one finds

r̂ zð Þ ¼ ~G~k ûa cos ~kz
� �
� ûb sin ~kz

� �� �

¼ x~Z ûa cos ~kz
� �
� ûb sin ~kz

� �� � ð4:7:6Þ

In line 2 the relations ~k ¼ x=~c; ~c ¼ ð~G=qÞ1=2, and ~Z ¼ ðq~GÞ1=2 were applied.
With regard to the forces, there is a sign problem. See Ref. [23] for more details.
The forces in the equivalent circuit representation are exerted by the crystal onto
the environment, which leads to the relation F1 = - Ar(z = -h) and F2 =

-Ar(z = h). Also using sinð�~khÞ ¼ � sinð~khÞ, the forces at the ports are found to
be

F̂1 ¼ Ax~Z �ûa cos ~kh
� �

� ûb sin ~kh
� �� �

F̂2 ¼ Ax~Z �ûa cos ~kh
� �

þ ûb sin ~kh
� �� � ð4:7:7Þ

The velocity is given as v̂(z) = ixû(z). There again is a complication with
regard to the signs [23]. It has to do with the fact that positive currents flow into
the circuit. For that reason, we have v̂2 = -v̂(z = h). The velocities at the two
ports obey

v̂1 þ v̂2 ¼ �2ixûa sin ~kh
� �

v̂1 � v̂2 ¼ 2ixûb cos ~kh
� � ð4:7:8Þ

The amplitudes ûa and ûb are given as

ûa ¼ i
v̂1 þ v̂2

2x sin ~kh
� �

ûb ¼ �i
v̂1 � v̂2

2x cos ~kh
� �

ð4:7:9Þ

Inserting this result into Eq. 4.7.7 yields

F̂1 ¼
iA~Z

2
� cot ~kh

� �
v̂1 þ v̂2ð Þ þ tan ~kh

� �
v̂1 � v̂2ð Þ

� �

F̂2 ¼
iA~Z

2
� cot ~kh

� �
v̂1 þ v̂2ð Þ � tan ~kh

� �
v̂1 � v̂2ð Þ

� �
ð4:7:10Þ
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In matrix form, this reads as

F̂1

F̂2

� �
¼ iA~Z

2
þ tan ~kh

� �
� cot ~kh

� �
� tan ~kh

� �
� cot ~kh

� �

� tan ~kh
� �

� cot ~kh
� �

þ tan ~kh
� �

� cot ~kh
� �

" #
v̂1

v̂2

� �
ð4:7:11Þ

Comparison with Eq. 4.7.4 shows that

~Z11 ¼
iA~Z

2
tan ~kh
� �

� cot ~kh
� �� �

~Z12 ¼ �
iA~Z

2
tan ~kh
� �

þ cot ~kh
� �� �

¼ �iA~Z

sin 2~kh
� �

ð4:7:12Þ

The trigonometric identity tan(x) + cot(x) = 2/(sin(2x)) was used in line 2. The
element Z̃11 - Z̃12 in Fig. 4.18 turns into

~Z11 � ~Z12 ¼ iA~Z tan ~kh
� �

ð4:7:13Þ

This brings the equivalent circuit into the form shown in Fig. 4.19.
We now add piezoelectricity into the picture. Piezoelectricity turns a two-port

network into a three-port network as shown in Fig. 4.20. The electrical port is
connected to the mechanical branch across a transformer. In a first step, let there
be a large resistance, ~Zex, between the electrical source and the electrodes. Because
~Zex ¼ 1, the current into the electrodes is small. This is the open-circuit config-
uration (also called open-loop configuration). As discussed in Sect. 5.3, the
piezoelectric plate under open-circuit conditions is represented by the same T as
the non-piezoelectric plate. The only difference is that the shear modulus must be
replaced by the piezoelectrically stiffened modulus. The parameter ~Gq in this book
is to be understood as this stiffened modulus.

Of course real resonators can only be near to the open-circuit condition. With
electrodes not connected (with ~Zex in Fig. 4.20 infinite), the resonator cannot be
interrogated electrically. The element -/2/(ixC0) accounts for the finite current as
shown below. For now, ignore the element -/2/(ixC0).

F2
^

F1
^

v2
^v1

^

iAZ tan(kh)
~~

−iAZ /sin(2kh)
~ ~

iAZ tan(kh)
~ ~

Fig. 4.19 Equivalent circuit
of the viscoelastic plate.
Same as Fig. 4.18 with
Eq. 4.7.12 applied
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The plate must satisfy the constitutive relations of piezoelectricity (Table 5.2.1).
Most convenient is the stress-voltage form. Adapted to the parallel plate, the
piezoelectric equations in stress-voltage form amount to (Eq. 5.3.1):

r̂ ¼ ~Gq
dû

dz
� ~e26

~eqe0
D̂ ða)

Ê ¼ � ~e26

~eqe0

dû

dz
þ 1

~eqe0
D̂ ðb)

ð4:7:14Þ

In the following, we show that the electrical Kirchhoff rules applied to the
Mason circuit reduce to Eq. 4.7.14 in the limit of x ? 0. At x & 0, the elements
in the horizontal bar at the top of the circuit turn to zero (k̃q is proportional to x
and tan(0) = 0). The ‘‘current’’ through the vertical bar of the T, v̂mot, is twice is
the current at the surface:

v̂mot ¼ 2 ix ûS ð4:7:15Þ

The ‘‘voltage drop’’ at the element �iA~Zq= sinð2~kqhqÞ is

�iA~Zq

sin 2~kqhq

� � 2 ixûS ¼
2Ax~ZqûS

sin 2x=~cq

� �
hq

� � � A~cqZq
ûS

hq
¼ A~Gq

dû

dz
ð4:7:16Þ

Taylor-expansion in x and the relations ~cq ¼ ð~Gq=qqÞ1=2 and ~Zq ¼ ð~GqqqÞ1=2

were used in step 2. Under static conditions, the strain in the plate is the same
everywhere and is given as dû/dz = ûS/hq. This relation was applied in step 3. The
loop rule applied to the right-hand side of the Mason circuit (containing the load
impedance, the element �iA~Zq= sinð2~kqhqÞ, and the left-hand side of the trans-
former) leads to

1/(iωC0)

φ2:1

−φ2/(iωC0)

i AZq tan(kqhq)
~ ~ 

−i AZq/sin(2kqhq)
~ ~ 

i AZq tan(kqhq)
~ ~ 

F1

^

I
^

F2

^

vmot
^

U
^

Zex

~ 

Fig. 4.20 A Mason circuit
with a large electrical
impedance inserted between
the electrodes and the
external electrical power
supply. Because ~Zex is large,
there is almost no current into
the electrodes. The crystal
operates close to the open-
circuit condition
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Ar̂S � A~Gq
dû

dz
þ A~e26

dq
Û ¼ 0 ð4:7:17Þ

The relation / ¼A~e26=dq was used in the third term. Remembering that

D̂ ¼ ~eqe0Ê ¼ ~eqe0Û=dq, Eq. 4.7.17 reduces to Eq. 4.7.14a.
The node rule applied to the junction above the electrical capacitance in

Fig. 4.20 yields

2A~e26

dq
ix ûS þ ix C0Û � Î ¼ 0

ix A~e26
dû

dz
þ ix A~eqe0

Û

dq
� ix AD̂ ¼ 0

ð4:7:18Þ

dû /dz = ûS/hq was applied as before. The electrical capacitance is given as
C0 ¼ A~eqe0=dq. Remembering that D̂ ¼ ~eqe0 Ê, Eq. 4.7.18 reduces to Eq. 4.7.14b.

We now turn to the element -/2/(ixC0). The plate under open-circuit condi-
tions is represented by a T, if the piezoelectrically stiffened modulus is used in the
calculation of ~Zq and ~kq. However, the transformer not only couples stress to
voltage and strain to charge, it also introduces a new mechanical impedance into
the circuit. The left-hand side of the transformer exerts a mechanical stress. The
corresponding impedance is /2/ixC0 according to Fig. 4.12c. An impedance of /2/
ixC0 (which is what the transformer amounts to) inserted into the vertical bar of
the circuit introduces a mistake. The mistake is corrected by the element -/2/
(ixC0) above the transformer.

When short-circuiting the crystal (~Zex � 0), the impedance across the trans-
former turns to zero. Short-circuiting does not affect the element -/2/(ixC0).
Since the element -/2/(ixC0) has negative sign, the short-circuited resonator is
softer than the resonator with the electrodes open.

The case where ~Zex takes some finite value different from both 0 and ? is
discussed in Sect. 5.3.

Glossary

Variable Definition (Comments)

h.i Average (over area or time, as indicated by an index)

A (Effective) area of the resonator plate (see Sect. 7.4)

Bel Electric susceptance (Bel = Im(~Yel))

Boff Offset of the susceptance in a data trace of Bel(f) (fit parameter in
Eq. 4.5.30)

~c Speed of (shear) sound ~c ¼ ~G=q
� �1=2

� 	
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C1 Motional capacitance

C1 Motional capacitance of the four-element circuit (Piezoelectric
stiffening and the load have been taken into account)

d Thickness of a layer

dq Thickness of the resonator (dq = mq/qq = Zq/(2qqf0))

dC Infinitesimal capacitance (Fig. 4.8a)

dL Infinitesimal inductance (Fig. 4.8a)

D Dissipation factor (D = 1/Q = 2C/fr)

E Electric field

Etot Total kinetic energy involved in a collision (see text above
Eq. 4.2.16)

e26 Piezoelectric stress coefficient (e26 = 9.65 9 10-2 C/m2 for AT-cut
quartz)

f As an index: film

f Frequency

f̃ Complex resonance frequency (~f ¼ fr þ iC)

f̃d Damped resonance frequency (~fd ¼ f 2
r � C2
� �1=2þ iC, also: ‘‘ringing

frequency’’)

f̃r Undamped resonance frequency

fs Series resonance frequency (fr = fs by definition in this book)

f0 Resonance frequency at the fundamental f0 = Zq/(2mq) = Zq/(2qqdq)
Might also have been called f1; we follow the literature in calling it f0

F
_ Force

F
_

ex
An external force driving a resonator

~G Shear modulus

Ge Electric conductance (Gel = Re(~Yel))

Gmax Conductance on the peak of the resonance (fit parameter in
Eq. 4.5.30)

Goff Offset of the conductance in a data trace of Gel( f ) (fit parameter in
Eq. 4.5.30)

Gq Shear modulus of AT-cut quartz (Gq & 29 9 109 Pa, often called lq

in the literature. Gq is the piezoelectrically stiffened modulus
(Sect. 5.3))

~J Shear compliance
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h Half the thickness of a plate or layer, half the length of a cable

H Magnetic field

Î Electric current

~k Wavenumber (~k ¼ ~x=~c)

kt Piezoelectric coupling coefficient (kt
2 = e26/(eqe0Gq)2)

liq As an index: liquid

�Lj Transfer matrix for layer j (See Eq. 4.4.2)

L1 Motional inductance

�L1 Motional inductance of the four-element circuit (Piezoelectric stiff-
ening and the load have been taken into account)

mot As a index: motional (Applies to either the motional branch of the
four-element circuit (Fig. 4.12b) or to the left-hand side of the
transformer in the Mason-circuit (Fig. 4.10))

M Mass

mq Mass per unit area of the resonator (mq = qqdq = Zq/(2f0))

MR Mass of a Resonator

Mred Reduced mass of a coupled two-body system (1/Mred = 1/MA + 1/MB)

n Overtone order

nright,
nleft

Number of turns of a transformer (Eq. 4.5.7)

n, ñ Refractive index (~n ¼ ~e1=2
r )

OC As an index: resonance condition of the unloaded plate under
Open-Circuit conditions. With no current into the electrodes (more
precisely, with vanishing electric displacement everywhere), piezo-
electric stiffening is fully accounted for by using the piezoelectrically
stiffened shear modulus

P As an index: Particle (Sect. 4.6.3)

ptot Total momentum involved in a collision (see text above Eq. 4.2.16)

q As an index: quartz resonator

Q Q-factor (Q = 1/D = fr/(2C))

ref As an index: reference state of a crystal in the absence of a load

~r Amplitude reflection coefficient (reflectivity, for short)
Not to be confused with the power reflectance coefficient
Defined with regard to displacement (not stress)
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~rq; S Reflectivity evaluated at the resonator surface (see text above
Eq. 4.4.6)

R As an index: Resonator

R1 Motional resistance

R1 Motional resistance of the four-element circuit (piezoelectric stiff-
ening and the load have been taken into account)

Si; j Transfer matrix the interface between layer i and j (see Eq. 4.4.2)

S As an index: Surface

t Time

t̃ Amplitude transmission coefficient

û (Tangential) displacement

Û Electric voltage

v̂ Velocity (v̂ = ixû)

w Half-band full-width of a resonance (w = 2C)

x(t), x̃(t) Some time-harmonic function (real or complex)
xtð Þ ¼ x0cosðxt þ uÞ;

~x tð Þ ¼ x̂expðix tÞ
x̂ The function’s amplitude (x̂ ¼ x0cosðuÞ � ix0sinðuÞ)
z Spatial coordinate perpendicular to the surface

Ỹel Electric admittance (~Yel ¼ 1=~Zel)

Z̃ Acoustic wave impedance (Table 4.1, mostly a shear-wave impedance)

~Zac Acoustic impedance (Table 4.1)

Z̃el Electric impedance (Table 4.1)

Z̃EM Electromagnetic wave impedance of plane waves (Table 4.1)

Z̃L Load impedance (Table 4.1)

Z̃L,ijk Load impedance in tensor form (Table 4.1)

ZLCR Electric impedance of an LCR-circuit (Eq. 4.5.15)

Z̃̃liq Acoustic wave impedance of a liquid (~Zliq ¼ ixqliqgliq

� �1=2
)

Z̃m Mechanical impedance (Table 4.1)

ZP Characteristic impedance of a particle coupled to the main resonator
(ZP = (jPMP)1/2, Sect. 4.6.3)

Zq Acoustic wave impedance of AT-cut quartz (Zq = 8.8 9 106

kg m-2 s-1)
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ZR Characteristic impedance of a resonator (ZR = (jRMR)1/2,
Sect. 4.6.3)

~ZW ; et Electric wave impedance (Table 4.1)

Z11, Z12 Elements of the transmission line in Fig. 4.18

cD Damping factor (has units of Hz, cD = 2pC)

C Imaginary part of a resonance frequency

df A difference in frequency from the resonance frequency (Eq. 4.1.29)

dL Loss angle (tan(dL) = G00/G0 = J00/J0 often called tan(d) in rheology)

dq Loss angle of the quartz plate (can be an effective parameter
capturing losses other than the intrinsic viscous dissipation)

D As a prefix: A shift induced by the presence of the sample

e A small quantity (In Taylor expansions)

~e Dielectric permittivity (~e ¼ ~ere0)

eq Dielectric constant of AT-cut quartz (eq = 4.54)

~er Relative dielectric permittivity (Also: ‘‘dielectric constant’’)

e0 Dielectric permittivity of vacuum (e0 = 8.854 9 10-12 C/(Vm))

u Phase

/ Factor converting between mechanical and electric quantities in the
Mason circuit (/ = Ae26/dq)

~g Viscosity (~g ¼ ~G= ixð Þ)
gq The ‘‘elastic viscosity’’ of AT-cut quartz, defined as gq = Gq

00/x. gq

is roughly independent of frequency (Gq
00 is not). gq depends on the

defect density

jR Spring constant of a Resonator

~l Magnetic permeability

l0 Magnetic permeability of vacuum (l0 = 4p 9 10-7 Vs/Am)

lr; ~lr Relative magnetic permeability

q Density

qq Density of crystalline quartz (qq = 2.65 g/cm3)

r (Tangential) stress

rS Tangential stress at the resonator surface (Also: ‘‘traction’’)

nR Drag coefficient of a Resonator (sometimes called ‘‘friction coeffi-
cient’’, not to be confused with the friction coefficient in tribology)

x Angular frequency
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x0 Undamped angular resonance frequency (x0 = (jR/MR)1/2)

xLC Undamped resonance frequency of an LCR-circuit (xLC = (LC)-1/2)

xP Particle resonance frequency of a coupled resonance (xP & (jP/
MP)1/2)

~xr Angular resonance frequency (~xr ¼ 2p~fr ¼ 2p fr þ iCð Þ)
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Chapter 5
Piezoelectric Stiffening

Abstract The electrical impedance between the front and the back electrode of
the resonator affects the frequency shift by a mechanism called piezoelectric
stiffening. If the front electrode is not grounded well (that is, if electric fringe fields
permeate the sample), the sample’s electric and dielectric properties enter this
impedance. They can be probed by switching between a grounded front electrode
and a grounded back electrode. For the parallel plate, the formalism can be cast
into a form, where the effects of a nonzero electric displacement are equivalent to a
stress exerted onto the two resonator surface. Its influence on the frequency shift
can be treated within the frame of the small load approximation (SLA).

5.1 General

To the normal QCM user, piezoelectricity is mostly a convenience, allowing for
the detection of acoustic resonances by electrical means. If one owns an instrument
with a well-grounded front electrode, there is no need to immerse oneself into the
intricacies of piezoelectricity. Certain precautions need to be taken (Sect. 14.2),
but once these safeguards are in place, one may happily ignore piezoelectric
stiffening. The following section matters for readers, who are setting up their own
instrument or who want to study the electrical properties of the sample by
acoustical means.

Two notes:

• Piezoelectric stiffening is sometimes also discussed under the term ‘‘electro-
mechanical coupling’’. The latter term also encompasses the action of the
transformer in Fig. 4.9, which converts a voltage to a stress and vice versa.
Piezoelectric stiffening denotes the dependence of a body’s mechanical stiff-
ness on the electrical boundary conditions.

• If piezoelectricity shall be avoided altogether, one can resort to magnetic
actuation. This principle is implemented in the MARS resonator, [1, 2] where

D. Johannsmann, The Quartz Crystal Microbalance in Soft Matter Research,
Soft and Biological Matter, DOI: 10.1007/978-3-319-07836-6_5,
� Springer International Publishing Switzerland 2015
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‘‘MARS’’ stands for ‘‘magnetic-acoustic resonator sensor’’. MARS resonators
are more flexible than the piezoelectric resonators in that the plate can be made
of arbitrary materials. Generally speaking, magnetic coupling is weaker than
piezoelectric coupling. Also, MARS resonators require a static magnetic field.
Coupling occurs by means of a coil evaporated onto the resonator surface.

Piezoelectricity does more than coupling stress to voltage. When a piezoelectric
object is deformed, the electric field makes a contribution to the overall energy of
deformation. In consequence, it also contributes to the crystal’s shear stiffness.
Under open-circuit conditions (more precisely, under conditions where the electric
displacement, D̂, vanishes everywhere), the fractional contribution of the electric
field to the crystal’s stiffness is equal to the square of the piezoelectric coupling
coefficient, kt

2 (Eq. 5.3.2). kt
2 is about 0.8 % for AT-cut quartz. Roughly speaking,

the influence of the resonator’s electrical environment onto the resonance fre-
quency is of the same order of magnitude. These effects are not at all small. They
can amount to a frequency shift of a kHz and more.

From an application point of view, piezoelectric stiffening has the following
consequences:

• The electrical boundary conditions must be carefully controlled. In frequency
control applications, the resonator is usually encased in a metal housing. In
sensing, one grounds the front electrode and shields the back electrode by a
similar casing. A so-called pi-network may also be employed in order to
diminish electrical influences (Sect. 14.2).

• If one wishes to tune the resonance frequency by electrical means, one can do
so with an external capacitor. One can ‘‘pull’’ the resonance frequency. [3, 4]
This phenomenon is the basis of the voltage-controlled crystal oscillator
(VCXO).

• If one is interested in the electric impedance of a sample, one can access this
impedance from the change of the resonance frequency upon switching
between a grounded front electrode and a grounded back electrode (Sect. 14.1).

A side remark concerns the series resonance frequency and the oscillation
frequency of an oscillator. A capacitance close to the resonator has two effects. It
firstly shifts the series resonance frequency, fs, because of piezoelectric stiffening.
It secondly translates the admittance circle in the complex plane. In impedance
analysis, all interpretation is based on fs. The value of fs is not affected by a
translation of the admittance circle in the complex plane. This is different for
oscillator circuits. The oscillation frequency is governed by Barkhausen condition;
it is different from fs (Sect. 2.1). A translation of the admittance cycle shifts the
Barkhausen condition and thereby would change the oscillation frequency even if
the series resonance frequency were unaffected. The two effects are to be
distinguished.
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5.2 Formal Structure of the Piezoelectric Equations

Piezoelectricity in its full generality fills entire books just by itself. [5, 6] It is a
complicated matter because it couples two response functions (stiffness and
polarizibility), which are both tensors. [7] Before explaining piezoelectric stiffening
(in limited detail), the reader is reminded of a more widely known system with a
similar type of coupling, which is the gas subjected to heat and pressure. The state of
a gas depends on two external variables, which are temperature, T, and pressure,
p. More precisely, these two variables can be p and T, but other variables can be
chosen, as well. The state of the gas corresponds to a point in the p-T plane. A change
of state amounts to a path in this plane. There are two conjugate variables, which are
volume, V, and entropy, S (Do not confuse temperature with the stress tensor, named
T in Table 5.1, and do not confuse entropy with the infinitesimal strain tensor, named
S in Table 5.1). For reversible processes, entropy and volume are unique functions
of temperature and pressure. For that reason, the state of a gas can also be specified
by prescribing values for—let’s say—p and V, rather than p and T. Any two of the
four state variables p, V, S, and T can serve to specify the state of the system.

One can increase the temperature of a gas by supplying heat from the outside.
Complicating the matter, the amount of heat needed to induce a certain change in
temperature differs between conditions of constant volume and conditions of con-
stant pressure. When under constant pressure, the gas expands upon heating, thereby
doing mechanical work on its environment. The corresponding energy must be
supplied as additional heat. There are two heat capacities, called ‘‘cp’’ (at constant
pressure) and ‘‘cV’’ (at constant volume). Likewise, the compressibility depends on
whether the compression occurs at constant temperature or at constant entropy.

Piezoelectricity has this same formal structure. The state of a piezoelectric
material is specified by two external variables, which can be the stress, T, and
electric field, E. The conjugate variables are the infinitesimal strain, S, and the
electric displacement, D (‘‘Infinitesimal’’ here means small. All strains are assumed
to be small in this sense). As with the gas, there is a choice with regard to the state
variables. Also, the amount of stress needed to achieve a certain deformation
depends on whether the deformation occurs at constant electric field or at constant
electric displacement (or under some other electrical boundary condition). There a
two different stiffness tensors (labeled c in Table 5.1). The tensor cE applies under
conditions of constant electric field, while the tensor cD applies under conditions of
constant electric displacement. Likewise, the dielectric permittivity, e, depends on
whether the electric field is applied under conditions of constant strain or of constant
stress (or under some other mechanical boundary condition).

Again: This is only a formal analogy. cE and cD in piezoelectricity are different
because the stiffness depends on whether the electric field or the electric dis-
placement remain constant during the deformation. Likewise, the heat capacity in
thermodynamics (cP or cV) depends on whether pressure or volume are maintained
constant. Apart from the analogy, there is no relation between the heat capacity in
gases and mechanical stiffness in piezoelectric materials.
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Table 5.1 collects the constitutive equations of piezoelectricity in four different
forms. Figure 5.1 sketches the various interrelations in graphical form. The reader
may wonder why the coefficients of the cross-terms (d, g, e, and h) all appear
twice. For instance, the piezoelectric strain coefficient, d, (part of strain-charge
form, first entry in Table 5.1) appears both on the upper right and the lower left of
the equation system. The fact that the two cross coefficients are the same, is an
analogy to the Maxwell relations in thermodynamics.

In the context of piezoelectric stiffening, the most noteworthy feature in
Table 5.1 is the difference between the piezoelectrically stiffened stiffness tensor,
cD, (the modulus at constant electric displacement, D) and the stiffness tensor at
constant field, cE. The two are related as

Table 5.1 Different forms of the constitutive equations of a piezoelectric material and conversions
as given in Ref. [8]

Constitutive equations Conversions

Strain-Charge Form

S ¼ sE � T þ dt � E
D ¼ d þ eT � E

Strain-Voltage Form

S ¼ sD � T þ gt � D
E ¼ �g � T þ e�1

T � D

Stress-Charge Form

T ¼ cE � S� et � E
D ¼ e � Sþ eS � E

Stress-Voltage Form

T ¼ cD � S� ht � D
E ¼ �h � Sþ e�1

S � D

Strain-Charge to Stress-Charge

cE ¼ s�1
E ; e ¼ d � s�1

E

eS ¼ eT � d � s�1
E � dt

Stress-Charge to Stress-Voltage

h ¼ e�1
S � e

cD ¼ cE þ et � e�1
S � e

Strain-Charge to Strain-Voltage

g ¼ e�1
T � d

sD ¼ sE � dt � e�1
T � d

Strain-Volage to Stress-Voltage

cD ¼ s�1
D ; h ¼ g � s�1

D

e�1
S ¼ e�1

T þ g � s�1
D � gt

S: Infinitesimal strain tensor (in 1D: du/dz) T: Stress tensor (in 1D: r)
E: Electric field D: Electric displacement
c: Stiffness tensor (in 1D: G) s: Compliance tensor (in 1D: J)
e: Dielectric permittivity (a tensor)
d, e, h, g: Piezoelectric coefficients (tensors)
(in 1D: d26: Piezoelectric strain coefficient, e26: Piezoelectric stress coefficient)
Subscripts E, D, S, or T: Quantities remaining constant
Center-dot (�): Matrix multiplication in the Voigt sense (Sect. 5.4)
Superscript t: Matrix transpose in the Voigt sense

The naming of the variables and the signs are as in the source. Hats (for amplitudes) and tildes
(for complex numbers) have been omitted
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cD ¼ cE þ et � e�1
S � e ð5:2:1Þ

e is the piezoelectric stress coefficient (a tensor). eS is the dielectric permittivity at
constant strain. eS

-1 also is a tensor. The difference between cD and cE is the
essence of piezoelectric stiffening.

Having emphasized the formal analogy between the piezoelectric solid and the
ideal gas, it is worthwhile to outline conceptual differences:

• For solids, there is the possibility of vanishing coupling between electrical and
mechanical quantities. Actually, this is more often the case than not. Piezoelectric
coupling is symmetry-forbidden for all materials with inversion symmetry. A gas,
which would not heat up when adiabatically compressed, does not exist.

• The distinction between reversible and irreversible processes (a time-honored
complication in thermodynamics) is of less relevance for piezoelectric solids.
For piezoelectric solids, linear response usually holds and irreversible pro-
cesses are covered by making the coupling coefficients (d, e, h, and g in Table
5.1) complex. The coupling coefficients are complex, in principle, but the
imaginary parts are small and we ignore them, whenever ignoring them makes
the discussion simpler. For example, the piezoelectric coupling coefficient (see
Eq. 5.3.2) is viewed as a real parameter.

• For the piezoelectric solid, the response functions (all lower-case parameters in
Table 5.1) are tensor, while they are scalars for the gas. Tensor algebra is
avoided here as much as possible by basing most of the discussion on the
parallel plate.

• For the piezoelectric solid, the state variables may depend on position. That is
the case if the object of interest vibrates. Stress not only is a tensor, it is a tensor
field (Tij(x,y,z)). Thi sounds complicated (and it is), but the matter is well
understood.

T E

S D

sE,sD

cE,cD εS,εT

−g

−e

e

g

−h
d

d

−h

Fig. 5.1 Diagrammatic representation of the constitutive equations of piezoelectricity. Any two
parameters out of T, S, E, and D (stress, strain, electric field, and electric displacement) can
specify the state of the system. The two other state variables are fixed by the constitutive
equations. As an exercise, the reader may draw the corresponding diagram for gases, where the
state variables are pressure, temperature, volume, and entropy
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5.3 Piezoelectric Stiffening of the Parallel-Plate

A caveat at the beginning: The parallel-plate model is less appropriate for electric
fields than for deformation, because the electric field usually has strong non-
normal components. The electrodes usually do not cover the entire crystal; there
are ‘‘fringe fields’’ (Fig. 5.2). Fortunately, the formalism covering fringe fields
(Sect. 6.1.7) is not as difficult as one might think. It does require a finite element
calculation, but the effort is moderate.

The following section derives the shift of the resonance frequency of a parallel
plate caused by piezoelectric stiffening. For the parallel-plate geometry, the con-
stitutive relations of piezoelectricity in the stress-voltage form are

r̂ ¼ ~Gq
dû

dz
� ~e26

~eqe0
D̂ ða)

Ê ¼ � ~e26

~eqe0

dû

dz
þ 1

~eqe0
D̂ ðb)

ð5:3:1Þ

Variables have been renamed compared to Table 5.1 in order to conform with
the notation in the rest of the book. The tangential stress Txz has turned into r̂; the
strain is dû=dz (Sect. 5.4); the relevant component of the stiffness tensor is ~Gq, and
the relevant component of the permittivity tensor is ~eq e0:~eq is dielectric constant at
constant strain (A~eq e0=dq is also called ‘‘clamped capacitance’’ in order to express

the constant-strain condition). ~h26 (the relevant component of the h-tensor) was
replaced by ~e26=ð~eq e0Þ. Hats and tildes were re-inserted for amplitudes and

complex response functions. D̂ and Ê are scalars, equal to the z-components of the
corresponding vectors.

(a)

(b)

Fig. 5.2 With regard to acoustics, approximating the crystal as a parallel plate is successful
because most of the strain occurs along z. The electric field, on the other hand, has strong non-
normal components (Panel a). This might be changed, in principle. One can metalize the entire
resonator and apply a second, thick metal layer to the center of the back electrode, which will
provide for energy trapping. In this way, the electric field is made to point along the vertical and
the stray capacitances are reduced
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Equation 5.2.1 simplifies to

~Gq ¼ ~GE þ
~e2

26

~eqe0
¼ ~GE 1þ ~e2

26
~GE~eqe0

 !

� GE 1þ e2
26

GEeqe0

� �
¼ GE 1þ k2

t

ffi �

ð5:3:2Þ

The index E denotes constant electric field. The corresponding tensor is cE

(Gq might also be called GD, where the index D would denote constant electric
displacement). The combination of parameters e26/(GEeqe0)1/2 is the piezoelectric
coupling coefficient, kt (More precisely, kt is defined as e26/(Gqeqe0)1/2 = e26/
(GDeqe0)1/2, but the difference is of little relevance here. See Ref. [9] for a dis-
cussion). kt

2 is about 0.8 % for AT-cut quartz. Since kt usually is viewed as real, the
tilde was omitted for complex parameters to the right in Eq. 5.3.2.

The coupling coefficient can also be expressed in terms of energies. If a piezo-
electric device is excited mechanically, kt

2 is the fraction of the mechanical energy
converted to electrical energy. Conversely, if a piezoelectric device is excited
electrically, kt

2 is the fraction of the electric energy converted to mechanical energy.
The two effects are sometimes distinguished as the ‘‘piezoelectric’’ and the ‘‘inverse
piezoelectric’’ effect. Since the coupling coefficients are the same, one might as well
not talk of an ‘‘inverse’’ effect and remember that the coupling works both ways.

The stress-voltage representation was chosen above because the model of the
parallel plate becomes particularly simple with û and D̂ being the independent
variables. Most resonators are insulators and the charge density therefore vanishes
everywhere in the bulk. By virtue of Maxwell’s first law, this implies vanishing
divergence of the electric displacement ðr � D̂ ¼ 0Þ, which in the parallel-plate
geometry amounts to dD̂=dz ¼ 0 and D̂ = const. (Actually, Langasite does have a
finite ionic conductance at high temperature. [10] This case is left aside). The force
density is the divergence of the stress, which in 1D is given as

f̂ ¼ or̂
oz
¼ d

dz
~Gq

dû

dz
� ~e26

~eqe0
D̂

� �
ð5:3:3Þ

Do not confuse force density with frequency, both named f. In Eq. 5.3.3, the
response functions (~Gq and ~e26=ð~eqe0Þ) are under the outer derivative. If the response
functions vary with position, their derivative must be included in the calculation of
the force density. This will be essential later, when evaluating Eq. 5.3.3 at the
surface. At the surface ~h26 ¼ ~e26= eq e0

ffi �
varies rapidly.

In the bulk, ~Gq and ~e26= ~eq ~e0
ffi �

are constant and one can write

f̂ ¼ ~Gq
d2û

dz2
� ~e26

~eqe0

dD̂

dz
¼ ~Gq

d2û

dz2
ð5:3:4Þ
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Vanishing divergence of the electric displacement was used in step 2. The wave
equation is

�x2û ¼ f̂

qq
¼

~Gq

qq

d2û

dz2
ð5:3:5Þ

Clearly, the wave equation is unaffected by D̂. This simplification motivates the
use of the stress-voltage form. Again, the modulus to be used in the wave equation is
the piezoelectrically stiffened modulus. The piezoelectrically stiffened modulus must
also be used in the calculation of the speed of sound and the shear-wave impedance.

The following discussion distinguishes three cases, which are the open circuit
condition, short-circuited electrodes, and the intermediate case with a finite
electric impedance between the electrodes.

5.3.1 Open-Circuit Condition

In a first step, assume D̂ ¼ 0 everywhere. For the sake of this argument, let
electrodes be absent. One might also consider them to be very thin and not con-
nected to the outside. This corresponds to Fig. 5.3a with infinite ~Zex. When
requiring D̂ ¼ 0 everywhere, this includes the space outside the crystal. Outside
the crystal one has D̂ ¼ ~eq e0Ê and the condition D̂ ¼ 0 therefore implies Ê ¼ 0,

as well. The condition Ê ¼ 0 everywhere outside the crystal is somewhat artificial.
In realistic configurations, there will always be an electric field between the res-
onator surface and its housing. If there are neither electrodes nor an electric field
outside the crystal, the resonator does not communicate with the outside. It still has
a resonance frequency. D̂ ¼ 0 is a good starting point for the discussion, it is not a
practical reference state. With D̂ ¼ 0, the plate behaves as if it were non-piezo-
electric. The index OC (open circuit) in Sect. 4 denotes a state with all piezo-
electric effects absent.

For later use we calculate the electric potential at the surface of the plate. Note:
Ê is nonzero inside the resonator even if it is zero outside. Inside the resonator, one
has D̂ ¼ ~eq e0 Ê þ P̂ with P̂ the piezoelectrically-induced polarization. Inside the

crystal, D̂ ¼ 0 implies that the electric field compensates the polarization
(Ê ¼ �P̂=ð~eq e0Þ). For the following discussion, assume the acoustic load to be
small. The displacement pattern then is almost antisymmetric in z. It is given as
û zð Þ � ûS sin kqz

ffi �
. From Eq. 5.3.1 it follows that the electric field is

Ê ¼ � ~e26

~eqe0

d
dz

ûS sin kqz
ffi �ffi �

ð5:3:6Þ
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Integration and the relation Ê ¼ �dû=dz lead to

ûS ¼
~e26

~eqe0
ûS ð5:3:7Þ

The relation sin(kqhq) = 1 was used. The integration constant is zero for rea-
sons of symmetry.

5.3.2 Short-Circuited Electrodes

With the electrodes short-circuited, charge flows into the electrodes until the
voltage between the electrodes has turned to zero. For now, consider the ring-down
configuration, where there is no external voltage (Fig. 5.3a with ~Zex ¼ 0).
A voltage source will be introduced later (Fig. 5.3b). The total charge, ~QS, follows
from ûS; Eq. 5.3.7, and the electrical capacitance, C0, as

Q̂S ¼ 2C0ûS ¼
2~e26A

dq
ûS ¼

~e26A

hq
ûS ð5:3:8Þ

2 ex
^

AZL

~

Rout 

−iAZq /sin(2kqhq)
~ ~

iAZq tan(kqhq)
~ ~

iAZq tan(kqhq)
~~

−φ2/(iωC0)

1/(iωC0)

−iAZq /sin(2kqhq)
~ ~

iAZq tan(kqhq)
~ ~

iAZq tan(kqhq)
~ ~

−φ2/(iωC0)

1/(iωC0)
  Zex

~

(a)

(b)

Fig. 5.3 a The load-free
Mason circuit in ring-down
configuration. The electrical
port is closed, but it is closed
across an external impedance
~Zex. b The Mason circuit with
an acoustic load and, also, an
output resistance inserted
between the voltage source
and the transformer. Note The
external electrical impedance
might comprise elements
other than Rout
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Step 1 used that the voltage across the electrodes under open-circuit conditions
is given by 2ûS. The charge terminates the electric displacement and the charge
per unit area is therefore equal to D̂:

D̂ ¼ Q̂S

A
¼ ~e26

ûS

hq
ð5:3:9Þ

At this point, one has to remember that the parameter ~h26 ¼ ~e26=ð~eq e0Þ in
Eq. 5.3.1 is discontinuous at the surface. The nonzero displacement gives rise to a
piezoelectrically generated surface traction of

r̂PESC ¼ �
Zhqþe

hq�e

� d
dz

~e26

~eqe0

� �
D̂dz ¼ ~e26

~eqe0

� �hqþe

hq�e

D̂ ¼ � ~e2
26

~eqe0hq
ûS ð5:3:10Þ

The index PESC stands for PiezoElectric stiffening with the electrodes Short-
Circuited. The first minus sign occurs because the stress to be inserted into the
SLA is exerted by the resonator onto the sample (that is, into the direction of
positive z). The integration is carried out from a location just below the interface to
a location just above the interface, where e is a small distance.

The stress divided by the velocity, v̂S, yields an acoustic impedance, termed
~ZPESC . A factor of 2 is incorporated into its definition in order to account for the
fact that the stress r̂PESC acts at both surfaces:

~ZPESC ¼
2r̂PESC

v̂S
ð5:3:11Þ

With this definition, the piezoelectrically-induced frequency shift takes the
form familiar from the SLA:

D~fPESC

f0
¼

~frPESC � fOC

f0
¼ i

pZq

~ZPESC ¼
i

pZq

2r̂PESC

v̂S
ð5:3:12Þ

Inserting Eq. 5.3.10 yields

D~fPESC

f0
¼ i

pZq

~ZPESC ¼
i

pZq

�4~e2
26

ix~eqe0dq
¼ i

pZq

1
A

�4/2

ixC0
ð5:3:13Þ

The relations / = Ae26/dq and C0 ¼ Aêq e0=dq were used in step 3. Equa-
tion 5.3.13 shows that the element to be inserted into the vertical bar of the Mason
circuit is -/2/(ixC0). Short-circuiting the electrodes lowers the resonance fre-
quency. The electric field induced by the charge in the electrodes counteracts the
piezo-electrically generated electric field inside the crystal and thereby lowers the
electric contribution to the energy of deformation.
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The effects of piezoelectric stiffening (where ‘‘piezoelectric softening’’ would
arguably be the more appropriate term) can also be expressed in terms of the
piezoelectric coupling coefficient as

D~fPESC

f0
¼ i

pZq

�4~e2
26

ix~eqe0dq
¼ �1

pZq

4~e2
26

2pnf0~eqe0

2qqf0

Zq
¼ �1

np2 ~Gqqq

4~e2
26

~eqe0
qq

¼ �4k2
t

np2

ð5:3:14Þ

On the level of the four-element circuit, the effects of short-circuiting can be
lumped into the motional capacitance. The thus-corrected motional capacitance is
called �C1 in Sect. 4.5.3. One finds

1

ix�C1
¼ 1

4/2

jR

ix
� 4/2

ixC0

� �
¼ 1

4/2

jR

ix
1� 4/2 1

C0

1
jR

� �

¼ 1

4/2

jR

ix
1� 4

A2e2
26

d2
q

dq

Aeqe0

2dq

npð Þ2AGq

 !

¼ 1

4/2

jR

ix
1� 8k2

t

npð Þ2

 !
ð5:3:15Þ

This result leads to Eq. 4.5.22.

5.3.3 Finite Electrical Impedance Between Electrodes

For real resonators, there always is an external electrical impedance. Figure 4.10 is
misleading in this regard because it draws the voltage source as being ideal. An
ideal voltage source would have vanishing output resistance. It would supply
whatever current is needed in order to let the voltage across the device-under-test
be equal to the prescribed value. Impedance analyzers are never ideal. Most of the
time, the output resistance is in the range of 50 X. R1 of a crystal in air can be less
than this (typically a few ohms to a few tens of ohms, depending on size). On
resonance, a large part of the voltage nominally supplied by the analyzer drops off
at the output resistance. Accounting for the output resistance is important.

With a finite impedance between the electrodes, ~Zex, the relation between
surface charge and surface potential is given as

2ûS ¼ ~ZexÎ ¼ ~ZexixQ̂S ¼ ~ZexixAD̂ ð5:3:16Þ
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~Zex might be dominated by the output resistance of the impedance analyzer
(Fig. 5.3b), but stray capacitances and the inductance of the cables also play a role.
From Eq. 5.3.1, it follows that the electric field is

Ê ¼ � ~e26

~eqe0

d
dz

ûS sin kqz
ffi �ffi �

þ 1
~eqe0

D̂ ð5:3:17Þ

Integration and the relation Ê ¼ �dû=dz lead to

ûS ¼
~e26

~eqe0
ûS �

hq

~eqe0
D̂ ð5:3:18Þ

The constants of integration are zero for reasons of symmetry. Equating ûS

from Eq. 5.3.16 to ûS from Eq. 5.3.18, one finds

1
2

~ZexixAD̂ ¼ ~e26

~eqe0
ûS �

hq

~eqe0
D̂ ð5:3:19Þ

and

D̂ ¼ ~e26

hq þ
~ZexixA~eqe0

2

ûS ¼
1

1þ ~ZexixC0

~e26

hq
ûS ð5:3:20Þ

The relation C0 = Aeqe0/(2hq) was used in step 2. As in the short-circuited con-
figuration, the electric displacement generates a surface traction equal to r̂PE ¼
�~h26D̂ ¼ �~e26=ð~eq e0ÞD̂. With D̂ from Eq. 5.3.20, the surface traction becomes

r̂PE ¼
~e2

26

ixhq~eqe0

1
~ZexixC0 þ 1

ixûS

¼ 2
A

/2 1
ixC0

1
~ZexixC0 þ 1

� �
v̂S

¼ 2
A

/2 � 1
ixC0

þ ixC0 þ ~Z�1
ex

ffi ��1
� �

v̂S

ð5:3:21Þ

The relations / = Ae26/dq and C0 = Aeqe0/dq were used in line 2. In line 3, the
term in brackets was rearranged, such that one can recognize the corresponding
elements in the equivalent circuit (Fig. 5.3a).

As before, the stress divided by the velocity yields an acoustic impedance and a

factor of 2 is included into its definition, so that the ~Df later takes the familiar form:

~ZPE ¼
2r̂PE

v̂S
ð5:3:22Þ
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The piezoelectrically-induced frequency shift is

~frPE � fOC

f0
¼ i

pZq

~ZPE ¼
i

pZq

2r̂PE

v̂S
ð5:3:23Þ

Note that the term ~fr;PE�fOC was not called ~DfPE because the open circuit

condition is not a practical reference state. Accounting for this complication, ~DfPE

is defined as

D~fPE

f0
¼ D~frPE � D~frPE;ref

f0
¼ i

pZq

2 r̂PE � r̂PE;ref

ffi �

v̂S

¼ i
ApZq

4/2 ixC0 þ ~Z�1
ex

ffi ��1� ixC0 þ ~Z�1
ex;ref

� 	�1
� � ð5:3:24Þ

Equation 5.3.24 is the basis for the frequency-based determination of a sam-
ple’s electrical impedance (Sect. 14.1).

With nonzero ~Zex the motional capacitance becomes

�C1 ¼ C1 1� 8k2
t

npð Þ2
1

~ZexixC0 þ 1

 !�1

ð5:3:25Þ

Note: �C1 depends on elements outside of the resonator.
Of special relevance is the situation, where the analyzer’s output resistance is

high and where there is a second capacitor close to the resonator. The second
capacitor might be a load capacitor inserted with the aim of pulling the resonance
frequency. It also might be a double layer capacitance, occurring when the crystal
is loaded with a conductive liquid. With ~Zex ¼ 1=ðixCLÞ and ~Zex;ref ¼ N,
Eq. 5.3.24 reads as

D~fPE

f0
¼ i

ApZq
4/2 ix C0 þ CLð Þð Þ�1� ixC0ð Þ�1

� 	

¼ 1
ApZq

4A2e2
26

d2
q

1
x

�CL

C0 þ CLð ÞC0

¼ � 1
pZq

4A

d2
q

~Gq~eqe0
e2

26

~eqe0 ~Gq

1
x

CL

C0 þ CLð ÞC0

¼ � 4
np2

~Gq

2dqZq
k2

t

1
x

CL

C0 þ CL
¼ � 4k2

t

np2

CL

C0 þ CL

ð5:3:26Þ
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Equation 5.3.26 is often shown with the frequency shift normalized to the
reference frequency at the respective overtone order, rather than the fundamental.
Further, one often converts kt

2 to the capacitance ratio, using Eq. 4.5.25. One finds

D~fPE

f
¼ 4k2

t

npð Þ2
�CL

C0 þ CL
¼ � 1

2
C1

C0

CL

C0 þ CL
ð5:3:27Þ

Because n2 appears in the denominator, overtone crystals are not suitable for
pulling with a load capacitance. The relation is further simplified if the reference
state is the state with infinite load capacitance. The widely quoted result is

D~fPE

f
� D~fPE;inf

f
¼ 1

2
C1

C0 þ CL
ð5:3:28Þ

5.4 Appendix: Voigt Notation

Stress and infinitesimal strain are 2nd-rank tensors, in principle; and the stiffness
tensor therefore is a 4th-rank tensor. The piezoelectric tensors (d, g, e, and h, see
Table 5.1) are 3rd-rank tensors. However, stress and strain are symmetric tensors.
They only have six independent components, not nine. Voigt proposed to collect
these six values in a one-dimensional array, following the scheme

T ¼ T1; T2; T3; T4; T4; T6ð Þ ¼ Txx; Tyy; Tzz; Tyz; Txz; Txy

ffi �

S ¼ S1; S2; S3; S4; S4; S6ð Þ ¼ Sxx; Syy; Szz; 2Syz; 2Sxz; 2Sxy

ffi � ð5:4:1Þ

Note the factor of 2 in line 2. The factor of 2 is the consequence of the fact that
the symmetrized infinitesimal strain enters the calculation of the stress (cf. Sects. 6.
1.1 and 6.1.8). The infinitesimal strain tensor is defined as

Sij ¼
1
2

oui

oxj
þ ouj

oxi

� �
ð5:4:2Þ

In Voigt notation the stiffness tensor turns into a 6 9 6 matrix. This matrix should
not be called a tensor because is does not transform like a tensor when the coordinate
system is changed. For the same reason, T and S as written in Eq. 5.4.1 are not vectors
in the narrow sense of the word. The piezoelectric tensors turn into 3 9 6 matrices.
For example, e26 connects the y-component of the electric field to the xy-component
of the stress tensor (which is a linear array in Voigt notation). Voigt notation is used in
Table 5.1. Tensor notation is used in Sects. 6.1.1 and 6.1.8.
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Glossary

Variable Definition (Comments)

26 As an index: component of piezoelectric coupling tensor applicable
to AT-cut quartz (Table 5.1)

A (Effective) area of the resonator plate

c Stiffness tensor (Table 5.1)

cp,cV Specific heat capacity at constant pressure and constant volume

CL Load capacitance (inserted with the aim of pulling the resonance)

C0 Parallel capacitance

C1 Motional capacitance

�C1 Motional capacitance taking piezoelectric stiffening into account

d One of the tensors quantifying piezoelectric coupling (Table 5.1,
piezoelectric strain coefficient)

d26 Relevant component of the d-tensor (piezoelectric strain coefficient,
d26 = 3.1 9 10-12 m/V for AT-cut quartz)

dq Thickness of the resonator (dq = mq/qq = Zq/(2qqf0) )

D̂; D Electric Displacement (if bold: a vector; if not bold: z-component of
D̂ or D)

D As an index: at constant electric Displacement

e One of the tensors quantifying piezoelectric coupling (Table 5.1
(piezoelectric stress coefficient))

e26 Relevant component of the e-tensor (piezoelectric stress coefficient,
e26 = 9.65 9 10-2 C/m2 for AT-cut quartz)

Ê; E Electric field (If bold: a vector. if not bold: z-component of Ê or E)

E As an index: at constant Electric field

f̂ Force density (Do not confuse with frequency)

f Frequency

fr Resonance frequency

fs Series resonance frequency

f0 Resonance frequency at the fundamental (f0 = Zq/(2mq) = Zq/
(2qqdq))

g One of the tensors quantifying piezoelectric coupling (Table 5.1)

G Shear modulus
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Gq Shear modulus of AT-cut quartz (Gq & 29 9 109 Pa Gq is the pie-
zoelectrically stiffened modulus)

h One of the tensors quantifying piezoelectric coupling (Table 5.1)

hq Half the thickness of a the resonator plate

k Wavenumber (k = x/c)

kt Piezoelectric coupling coefficient (kt = (e26/(eqe0Gq))1/2)

Î Electric current

mq Mass per unit area of the resonator (mq = qqdq = Zq/(2f0))

n Overtone order

OC As an index: the resonance condition of the unloaded plate under
Open-Circuit conditions. With no current into the electrodes (more
precisely, with vanishing electric displacement everywhere), piezo-
electric stiffening is fully accounted for by using the piezoelectrically
stiffened shear modulus.

p Pressure

P̂ Electric polarization

PE As an index: PiezoElectric stiffening

PESC As an index: PiezoElectric stiffening with Short-Circuited electrodes

q As an index: quartz resonator

Q̂S Electrical surface charge density (Unit: C/m2)

ref As an index: reference

R Resistance

Rex External resistance

Rout Output resistance of the driving electronics

s Compliance tensor (Table 5.1)

S Entropy (Do not confuse with infinitesimal strain tensor)

S As an index: Surface or at constant Strain (At constant strain: in
Table 5.1)

Sij Infinitesimal strain tensor (Table 5.1, Eq. 5.4.2)

T Temperature

T As an index: at constant stress (Table 5.1)

Tij Stress tensor (Table 5.1)

u Tangential displacement
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ui Displacement (component of vector)

ûS Tangential displacement at the resonator surface

V Volume

xi Spatial coordinate (component of vector)

z Spatial coordinate perpendicular to the surface of a layer or to the
resonator plate

~Zex; Zex External electrical impedance

~ZPE Stress-velocity ratio at the two resonator surfaces resulting from of
PiezoElectric stiffening

~ZPESC Same as ~ZPE with Short-Circuited electrodes

~Zq; Zq Acoustic wave impedance of AT-cut quartz (Zq = 8.8 9 106 kg m-2 s-1)

D As a prefix: A shift induced by the presence of the sample

e A small distance (Eq. 5.3.10)

~e; e Dielectric permittivity (A tensor, Table 5.1)

~eq; eq Dielectric constant of AT-cut quartz (eq is the clamped dielectric
constant. eq = 4.54 for AT-cut quartz)

e0 Dielectric permittivity of vacuum (e0 = 8.854 9 10-12 C/(Vm))

u Electric potential

/ Factor converting between mechanical and electric quantities in the
Mason circuit (/ = Ae26/dq)

jR Resonator’s motional stiffness

qq Density of crystalline quartz (qq = 2.65 g/cm3)

~r;r Tangential stress

~rPE;rPE Piezoelectrically-induced apparent tangential stress

x Angular frequency
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Chapter 6
The Small Load Approximation Revisited

Abstract The chapter contains two extensions of the SLA. The first (Sect. 6.1)
generalizes the SLA to arbitrary resonator shapes and modes of vibration. The load
impedance in this formulation is a 3rd-rank tensor. The formalism shows that the
statistical weight in area-averaging is the square of the local amplitude. The second
extension (Sect. 6.2) is a perturbation analysis, applied to the model of the parallel
plate. The perturbation is carried to 3rd order. The 3rd-order result fixes an
inconsistency obtained when treating viscoelastic thin films in air with the con-
ventional SLA.

6.1 Small Load Approximation in Tensor Form

6.1.1 Derivation

In most of the book the load impedance is viewed as a scalar quantity. Z̃L is the
ratio of the shear stress (in the xz-plane) to the tangential velocity at the crystal
surface (along x). One can also view Z̃L as the xzx–component of a third-rank
tensor, defined by the relation

r̂S;ij ¼
X

k

~ZL;ijkv̂S;k ð6:1:1Þ

The local velocity may have components into different directions. Also, there
may be stress components other than the xz-component. Note: Eq. 6.1.1 assumes
that the stress locally depends on the strain. Nonlocal stress-strain relations will be
needed for piezoelectrically generated stresses (Sect. 6.1.7).

In the following, the SLA is extended to arbitrary geometries, displacement
fields, and stress distributions. A perturbation analysis is applied, similar to what is
done in quantum mechanics [1]. In addition to being more general than Eq. 4.6.1,

D. Johannsmann, The Quartz Crystal Microbalance in Soft Matter Research,
Soft and Biological Matter, DOI: 10.1007/978-3-319-07836-6_6,
� Springer International Publishing Switzerland 2015
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the calculation also leads to a more precise definition of what a ‘‘small load’’ in the
sense of the SLA should be. Further, it proves that the statistical weight to be
applied in area-averaging is |ûS

2(rS)| (Sect. 6.1.5).
The problem is formulated as an eigenvalue problem. In the bulk, the material

obeys the wave equation

f̂i

qq
¼
X

j

1
qq

or̂ij

orj
¼
X

jkl

1
qq

o

orj
~cijkl

1
2

oûl

ork
þ oûk

orl

� �� �
¼ �~x2

r ûi ð6:1:2Þ

f̂ is the force density. cijkl is the stiffness tensor. For the stiffness tensor of a-quartz
see Refs. [2, 3].

The force density exerted at the resonator surface is the stress tensor contracted
with the surface normal. It is linked to the displacement as

X

j

njr̂S;ij rSð Þ ¼
X

jk

ixnj~ZL;ijk rSð Þ ûS;k rSð Þ ð6:1:3Þ

n is the surface normal. The two above equations can be condensed into one by use
of the Dirac d-function:

1
qq

X

jkl

o

orj
~cijkl

1
2

oûl

ork
þ oûk

orl

� �
þ d r� Sð Þixnj~ZL;ijk ûk

� �
¼ �~x2

r ûi ð6:1:4Þ

S is a position on the resonator surface. d(r - S) is zero for locations away from
the surface and infinite at the surface. d(r - S) integrates to unity if the integration
is carried out along a path perpendicular to the surface.

In mathematical language, Eq. 6.1.4 constitutes an eigensystem. The vector
field û(r) is the eigenfunction and �~x2

r is the eigenvalue. The left-hand side
defines the ‘‘x2-operator’’, termed A. Deviating from quantum mechanics, the
eigenvalue is complex. In the spirit of perturbation theory, the operator A is
separated into a larger, ‘‘unperturbed’’ part, A0, and a smaller part, A1 (the
‘‘perturbation’’):

A ¼ A0 þ A1 ð6:1:5Þ

Later, the operator A0 will have to be self-adjoint. This entails a complication
because operators with complex eigenvectors are not self-adjoint. In order to make
A0 self-adjoint, the complex-valued stiffness tensor must be replaced by its real
part c0ijkl. The imaginary part of the stiffness tensor, c00ijkl, needs to be part of the
perturbation. Since the unperturbed stiffness tensor is defined as real, the dis-
placement field solving the unperturbed eigensystem, û0(r), can also be chosen as
real. For a real operator A0, self-adjointness implies that that any two test functions
ûa(r) and ûb(r) obey the relation
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Z
ûaA0ûbd3r ¼

Z
ûbA0ûad3r ð6:1:6Þ

In mathematical language: Upon contraction of the operator with two test-
functions, the result is symmetric under exchange of the test functions.

The unperturbed operator and the perturbation are given by

A0ûð Þi ¼
X

jkl

1
qq

o

orj
c0ijkl

1
2

oûl

ork
þ oûk

orl

� �� �

A1ûð Þi ¼
X

jkl

1
qq

o

orj
c00ijkl

1
2

oûl

ork
þ oûk

orl

� �
þ d r� Sð Þixnj~ZL;ijk ûk

� � ð6:1:7Þ

The proof that A0 defined this way is indeed self-adjoint is given in Sect. 6.1.8.
With real eigenvalues of the unperturbed operator, one can apply perturbation

theory in the same way as in quantum mechanics. One can do that, even though the
perturbation operator is not self-adjoint. The frequency shift may be complex. The
formalism only requires self-adjointness of the unperturbed operator. This state-
ment holds for the 1st-order perturbation analysis. If a 2nd-order calculation is to
be carried out as in quantum mechanics, the 1st-order perturbation operator must
be self-adjoint. For a simplified version of the 2nd-order calculation see Ref. [4].

In perturbation theory, the strength of the perturbation is proportional to a small
perturbation parameter. One expands all terms in the perturbation parameter and
requires that the equations hold for all powers of the perturbation parameter,
separately. Following this line of reasoning, the solution, û(r), and the eigenvalue,
-x2

r , are expanded as

û ¼ û0 þ û1 þ � � � ð6:1:8Þ

and

�~x2
r ¼ �x2

r;0 � ~x2
r;1 � � � � ð6:1:9Þ

Again: x2
r;0 is real. The eigensystem now reads as

A0 þ A1ð Þ û0 þ û1 þ � � �ð Þ ¼ �x2
r;0 � ~x2

r;1 � � � �
ffi �

û0 þ û1 þ � � �ð Þ ð6:1:10Þ

We collect the terms at the different orders and write down separate equations
for the 0th and the 1st order. The 0th-order equation is

A0û0 ¼ �x2
r;0û0 ð6:1:11Þ

Finding the solution to the 0th-order equation will in general be far from trivial.
û0(r) is the mode of vibration. û0(r) is a standing plane wave for the parallel plate.
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For more realistic resonators (this includes the plate with energy trapping), the
mode shapes and the corresponding frequencies will usually be calculated
numerically [5, 6].1

Assume that û0(r) has been found. In the next step, one collects all terms which
are linear in the small perturbation. The 1st-order equation is

A0û1 þ A1û0 ¼ �~x2
r;1û0 � x2

r;0û1 ð6:1:12Þ

-~x2
r;1 is the shift of the eigenvalue induced by the perturbation. The corresponding

frequency shift is calculated from ~x2
r;1 and x2

r;0 as

2pD~f1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

r;0 þ ~x2
r;1

q
� xr;0 � xr;0 1þ 1

2

~x2
r;1

x2
r;0

 !

� xr;0 ¼
1
2

~x2
r;1

xr;0
ð6:1:13Þ

Taylor expansion ((1 + e)1/2 & 1 + e/2) was applied in step 2. Note: Df̃1
encompasses the intrinsic dissipation (originating from c00ijkl) as well as the con-
tribution from the sample.

As in quantum mechanics, we multiply Eq. 6.1.12 by û0(r) from the left and
integrate over the volume

Z
û0 � A0û1d3rþ

Z
û0 � A1û0d3r ¼ �~x2

r;1

Z
û0 � û0d3r� x2

r;0

Z
û0 � û1d3r

ð6:1:14Þ

The next step makes use of the fact the operator A0 is self-adjoint. The self-
adjointness of A0 implies that

Z
û0A0û1d3r ¼

Z
û1A0û0d3r ¼ �x2

r;0

Z
û1û0d3r ð6:1:15Þ

The first and the last term in Eq. 6.1.14 cancel, which leads to

~x2
r;1 ¼ �

R
û0 � A1û0d3r
R

û0 � û0d3r
ð6:1:16Þ

1 Among the resonators having been subjected to modal analysis is the sun. It displays a group of
acoustic resonances at frequencies between 2 and 4 mHz [5]. The amplitudes are a few hundred
kilometers. Readers may also consult a certain J. W. Goethe on that matter. In his prolog to
‘‘Faust’’ he lets Raphael say:

The Sun sings out, in ancient mode [!],
His note among his brother-spheres,
And ends his pre-determined road
With peals of thunder for our ears.
In this case, J. W. got it right: There indeed is a lot of noise on the sun [6].
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Inserting Eq. 6.1.16 into 6.1.13 leads to

D~f1 �
1

4pxr;0

R
û0 � A1û0d3r
R

û0 � û0d3r

¼ 1

4pqqxr;0
P

k

R

Volume

û0;k � û0;kd3r

�
X

ijkl

Z
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orj
c00ijkl

1
2

oû0;l

ork
þ oû0;k

orl

� �
d3rþ

Z

Surface

û0;S;iixnj~ZL;ijkû0;S;kd2rS

0

B@

1

CA

2

64

3

75

ð6:1:17Þ

rS is a vector on the surface. The first term in the square brackets originates from
the intrinsic dissipation. We call the respective (purely imaginary) frequency shift
D~fdiss and write D~f ¼ D~f1 � D~fdiss. D~f is the frequency shift originating from the
sample. The next step exploits the second approximation inherent to the SLA,
which is x � xr;0. The load impedance is evaluated at the reference frequency
rather than the shifted frequency, which leads to

D~f � i
4pqq

P

ijk

R

Surface
û0;S;inj~ZL;ijkû0;S;kd2rS

P

k

R

Volume
û0;kû0;kd3r

ð6:1:18Þ

Equation 6.1.18 is the small load approximation in tensor form.
Equation 6.1.18 can be used to calculate the complex frequency shift of reso-

nators with arbitrary shape from the stress-velocity ratio (in its tensor form) at the
resonator surface. As before, the SLA entails two separate approximations: The
dependence of resonance frequency on the load is linearized in the load and
the stress is calculated at the reference frequency. Those two approximations are
separate.

Using r̂ij ¼ ẐL;ijkixûk, one can express the frequency shift in terms of the
surface stress:

D~f � 1
4pqqxr;0

P

ij

R

Surface
û0;S;inj r̂ij � r̂ref ;ij

� �
d2rS

P

k

R

Volume
û0;kû0;kd3r

ð6:1:19Þ

This is the SLA in the form written down by Pechhold in Ref. [7]. Note:
Eq. 6.1.19 is more general than Eq. 6.1.18. Equation 6.1.18 assumes that the local
surface traction is connected to the local velocity by the tensor ~ZL;ijk. In the case of
piezoelectric stiffening (Sect. 6.1.7), the electric displacement depends nonlocally
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on the strain of the entire crystal because electromagnetic waves travel much faster
than sound.

In the following, Eqs. 6.1.18 and 6.1.19 are applied to various geometries, all
related to plates in one way or another.

6.1.2 Parallel Plate

For the parallel plate, the tensor form of the SLA must reduce to the standard form,
which is proven in the following. For the parallel plate, the displacement field has
only one component, ûx. ûx(z) is a standing wave with antinodes at the surface. One
has

û0;x zð Þ ¼ ûS sin
npz

dq

� �
ð6:1:20Þ

z = 0 is in the center of the plate. The only nontrivial term on the right-hand side
in Eq. 6.1.18 is the xzx-term. Renaming Z̃L,xzx as Z̃L (assumed as constant over the
entire resonator surface) and inserting Eq. 6.1.20 into Eq. 6.1.18 yields

D~f ¼ i
4pqq

R

Surface
ûS~ZLûSd2rS

R

Volume
û2

S sin2 npz
dq

ffi �
d3r

¼ i
4p

1
qq

û2
SA~ZL

û2
SAdq

1
2

¼ i
p

f0

Zq

~ZL

ð6:1:21Þ

Line 2 used that the integral of the sin2-term evaluates to 1/2. Line 3 used f0 =
Zq/(2qqdq) (Eq. 4.3.16). Equation 6.1.21 is the conventional SLA (Sect. 4.6.1).

6.1.3 Parallel Plate with Energy Trapping

In the following Eq. 6.1.18 is applied to a parallel plate with energy trapping. The
plate undergoes flexural deformations, in addition to thickness-shear (Sect. 7.6).
First consider the plate in air.

Let the displacement have a vertical component, ûz, caused by bending.
Equation 6.1.18 then reads as
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D~f ¼ i
4pqq

R

Surface
û2
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2rS
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ð6:1:22Þ

One hopes that the effects of normal stress are constant over the time of the
experiment and that they therefore disappear from the frequency shifts.

Now consider the plate immersed in a liquid. This situation deserves special
attention because it will turn out that the SLA cannot be applied to the flexural
components in this case. The perturbation scheme requires the perturbation
operator, A1, to be much smaller than the unperturbed operator, A0. This is not the
case if the resonator surface radiates compressional waves into a liquid.

Using û0 as a test function, the small-load condition amounts to

Z

Volume

û0A1û0d3r�
Z

Volume

û0A0û0d3r ða)

Z
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X

ijk

û0;S;inj
ix~ZL;ijk

qq
û0;S;kd2rS

�
Z
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ijkl

û0;i
c0ijkl

2qq

o

orj

oû0;l
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þ oû0;k

orl

� �
d3r ðb)

ð6:1:23Þ

The volume integral in (a) is meant to include the surface. The integration
boundaries are outside the resonator surface. In the line 2, the intrinsic dissipation
was neglected. For the parallel plate in the thickness shear mode Eq. 6.1.23b reads
as

Z

Surface

û2
0;S;xix~ZL d2rS

							

							
�

Z

Volume

û0;xGq
o2û0;x

oz2
d3r

						

						
¼

Z

Volume

Gqk2
z û2

0;xd3r

						

						

ð6:1:24Þ

Applying the relations kz
2 = (x/cq)2 = x2qq/Gq, Zq = (Gqqq)1/2, dq = cq/(2f0)

and, further, ignoring numerical factors of order one, this reduces to the familiar
condition ~ZL

		 		� Zq.
Importantly, the small-load condition differs between thickness-shear defor-

mation and flexural deformation. In the following, let all deformation be

6.1 Small Load Approximation in Tensor Form 149



independent of y. For a flexural deformation of a plate, the vertical force density is
given by the Euler–Bernoulli equation, which is [8, 9]

f̂0;S;z � EqI
o4û0;z

ox4
ð6:1:25Þ

f̂0;S;z is normalized to area, not to volume. It has dimensions of N/m2. The cor-

responding bulk force density is given as f̂0;bulk;z ¼ f̂0;s;z



dq. Eq is the Young’s
modulus (of an isotropic material), and I is the second moment of area. For a plate,
the second moment of area is I = dq

3/12. Since the force density does not depend
on z, the right-hand side in Eq. 6.1.23 is

Z

Volume

û0A0û0d3r ¼
Z

Volume

û0
f0;bulk

qq
d3r ¼ EqI

qq

Z

Surface

û0;z
o4û0;z

ox4
d2rS ð6:1:26Þ

Inserting I = dq
3/12 and approximating o4û0;z=ox4 by û0,z/Lq

4 with Lq a length of
the order of radius of the active area, one finds

Z

Volume

û0A0û0d3r � 1
12

1
qq

d3
q

L4
q

Eq

Z

Surface

û2
0;zd

2rS ð6:1:27Þ

The right-hand side in Eq. 6.1.23 is small because of the term dq
3/Lq

4. The left-
hand side in Eq. 6.1.23, on the other hand, is large because the perturbation is
caused by compressional waves. The parameter ~ZL;zzz is the equal to the com-
pressional wave impedance, ~Zcomp ¼ ccompqliq (Eq. 4.2.6) with ccomp the speed of
compressional ultrasound. The left-hand side in Eq. 6.1.23 is

ix~Zcomp

qq

Z

Surface

û2
0;zd

2rS ð6:1:28Þ

If the right-hand side in Eq. 6.1.23a is supposed to be smaller than the left-hand
side, this requires

x~Zcomp

qq

					

					
� 1

12
1
qq

d3
q

L4
q

Eq ð6:1:29Þ

However, inserting values (x = 2p 5 MHz, cliq & 1500 m/s, qliq = 103 kg/m3,
dq = 330 lm, Eq & 70 GPa, Lq & 3 mm) one finds the left-hand side to be larger
than the right-hand side by a factor of about 104. Equation 6.1.29 is not fulfilled; the
SLA does not apply to compressional waves in liquids.
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What are the consequences of this argument? This is good news, in the first
place, because it means that the QCM can actually be used in liquids. This is what
Mason and McSkimin had missed, when they discarded thickness-shear resonators
for use in liquids in 1949 (Sect. 1.4, Ref. [10]). In air, the amplitude of normal
motion of the plate can be many times larger than the tangential component.
Bending translates to large amplitudes of motion in the vertical direction. If the
amplitude was as large in liquids as it is in air, compressional waves would be
detrimental. The compressional load impedance would govern the frequency
response. However, the liquid itself much reduces the flexural component
(Actually, the liquid may revert the sign of the flexural component as discussed in
Sect. 7.6. The sign is irrelevant here).

Of course the fact, that the SLA does not apply to the flexural components, is a
drawback in the context of modeling. Note, however, that the SLA still applies to the
thickness-shear component. The transverse shear wave impedance of the liquid is
small and the shear stiffness of the crystal is large. Because the liquid reduces the
flexural components, one may model the QCM as a thickness-shear device and
disregard energy trapping. The flexural components do exist and they do have an
influence, but we can live with them. For example, viscosity measurements on
Newtonian liquids yield values within about ±10 % of the expected value. If flexural
modes were not suppressed by the liquid, the results would be much different.

For reasons similar to the ones discussed above, the SLA does not apply to
cantilever resonators in liquids [11]. In the latter case, this is actually evident from
experiment. When immersing a cantilever into the liquid, its resonance frequency
sharply drops. Even without going through the mathematics, one sees that
|Df/f| & 1, which violates the SLA.

The above discussion does not apply to Lamb-wave sensors [12]. Lamb wave
sensors exploit flexural motion, while thickness shear has little relevance. That
configuration is different from the QCM.

6.1.4 The Modal Mass and Limits of the Sauerbrey Equation

Experiment shows that the Sauerbrey equation is not strictly obeyed even for those
films, which are too thin to let viscoelastic effects originating from the film itself
be significant. There are different reasons, discussed in Sect. 8.1. Among them is a
dependence of the modal mass (Eq. 4.5.27a) on the overtone order. Such a
dependence can be explained with flexural modes.

Let the surface normal be along z as before (nx = 0, ny = 0, nz = 1) and let the
stress at the surface be of entirely inertial origin (Z̃L,izk = ixmfdik with dik the
Kronecker d). Equation 6.1.18 becomes
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6.1 Small Load Approximation in Tensor Form 151

http://dx.doi.org/10.1007/978-3-319-07836-6_1
http://dx.doi.org/10.1007/978-3-319-07836-6_7
http://dx.doi.org/10.1007/978-3-319-07836-6_8
http://dx.doi.org/10.1007/978-3-319-07836-6_4


For the parallel plate (only for the parallel plate), the term in square brackets
evaluates to 2/mq, which leads to the Sauerbrey result. The modal mass is Amq/2,
which is half of the resonator’s true mass.

With flexural contributions present, the situation becomes more complicated.
The frequency shift is still negative and proportional to mf, but the prefactor is only
approximately equal to f/mq. Also, the prefactor differs between overtones. The
prefactor is not vastly different from f/mq, but its dependence on overtone order
can be seen in experiment. The gravimetric QCM for that reason is less accurate
than it is precise. In order to let it be accurate, the true modal mass (for the given
crystal and as a function of overtone order) would have to be known. (As far as the
n-dependence is concerned, calibration with thin films of course solves the
problem.)

6.1.5 Statistical Weight in Area Averaging

The load impedance might be a function of position. Following the literature, we
make two assumptions (which actually are slightly inconsistent with each other).
We consider a plate with a nontrivial amplitude distribution, but we ignore flexural
motion nevertheless. Equation 6.1.22 simplifies as

D~f ¼ i
4pqq
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û2
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Volume
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R

Surface
û2

S rSð Þd2rS

ð6:1:31Þ

Z̃L,xzx(rS) was renamed as Z̃L(rS) and û0,x(rS) was renamed as ûS(rS) in step 2. Also,
we used that û0,x(z) is a sine wave and performed the integration (see Sect. 6.1.2).
Equation 6.1.31 shows that the statistical weight in area-averaging is the square of
the local amplitude.

6.1.6 Parallel Plate with Surface Roughness

For a rough surface, the calculation proceeds along similar lines as for the parallel
plate. The difference is that the surface normal does not point along z, locally, but
has three components, (nx, nx, nz), where nx

2 + ny
2 + nz

2 = 1. Let the displacement
be entirely along x. All terms other than the surface integral in Eq. 6.1.18 then turn
into if0/(pZq) as in Sect. 6.1.2. In the surface integral, one needs to take all
components of the stress tensor into account. Equation 6.1.18 turns into
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D~f ¼ if0

pZq
nx~ZL;xxx þ ny~ZL;xyx þ nz~ZL;xzx

� �
area

¼ if0

pZq

nxr̂xx þ nyr̂xy þ nzr̂xz

� �
area

v̂0;x

ð6:1:32Þ

At this point, the stress at the surface of a rough plate is not computed.
Hydrodynamics would be needed to do that.

6.1.7 Piezoelectric Stiffening

The discussion of piezoelectric stiffening in Sect. 5.3 was limited to the parallel
plate. The external electrical impedance in Eq. 5.3.24 was a discrete element,
called ~Zex; the distribution of the electric field inside the sample entered the value
of ~Zex, but how this happened, was left open. Also, the electric field was strictly
vertical inside the plate. In the following, we relax these assumptions. In partic-
ular, we allow for non-normal components of the electric field inside the crystal.

At this point, the SLA again comes to help. There is a formalism leading from
the electric field distribution (more precisely, from the distribution of the electric
displacement DðrÞ) to the complex frequency shift. It is not necessary to solve the
coupled equations (elastic and electrostatic, coupled by the piezoelectric tensor).
This has been done [13, 14], but the procedure is tedious. Making use of the SLA,
the problem can be reduced to an entirely electrostatic calculation, where the
vibration pattern of the resonator enters as a source term. The SLA separates the
elastic problem from the electrostatic problem.

Start from the constitutive equations of piezoelectricity in the stress-voltage
form (Table 5.2.1):

T ¼ cD � S� ht � D ða)

E ¼ �h � Sþ e�1
S � D ðb)

ð6:1:33Þ

The superscript t denotes a transposed matrix in the Voigt sense (Sect. 5.4). In a
first step, calculate the 0th-order solution (that is, the mode of vibration) from Eq.
6.1.33a assuming open circuit conditions. With D ¼ 0, the problem is entirely
elastic in nature. The calculation might be done using the finite element method,
but one might also guess the solution. For instance, one might assume a sine wave
along z and a Gaussian amplitude distribution in the plane (Eq. 7.1.3). The
Gaussian should be elongated along x by 25 % (Sect. 7.3). The width of Gaussian
can be adapted to experiment by calculating the effective area as in Eq. 7.4.9 and
matching this area to the experimentally determined area, which follows from the
motional resistance and Eq. 7.4.7.
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In the second step, calculate the electric displacement field from Maxwell’s first
law, the boundary conditions, and Eq. 6.1.33b. The term –h�S in Eq. 6.1.33b is a
source of polarization (a ‘‘remanent polarization’’). Viscoelasticity does not enter
this calculation. The partial differential equation to be solved is Maxwell’s first
law. The resonator’s mode of vibration enters as a fixed source term, the strain
field itself is not a dynamical variable. There are numerous software packages
which solve electrostatics problems of this kind. Among them is COMSOL’s
electrostatics module.

Once the electric displacement field, D̂ðrÞ, is known, one calculates the asso-
ciated force density and derives D~f , again treating the force density as a small
perturbation. Following Eq. 6.1.33a, the force density resulting from a nonzero
electric displacement in the bulk is

f̂PE;bulk;i rð Þ ¼ oT̂PE;ij rð Þ
orj

¼ �
X

jk

~hkij
oD̂k rð Þ

orj
ð6:1:34Þ

Note that the piezoelectrically-induced force density in the bulk does not vanish
as in the case of the parallel plate because of the tensorial nature of h̃. The
divergence of D̂ vanishes (RkoD̂k rð Þ=ork ¼ 0), but unless the h-tensor is isotropic,
this does not mean that the divergence of the stress tensor would also vanish.
(For the parallel plate, the condition divD̂ = 0 implies constant dielectric dis-
placement inside the resonator and the effects of piezoelectric stiffening can
therefore all be lumped into a surface term, see Eq. 5.3.10.) As before (Sect. 5.3),
there is a surface term (in addition to the bulk term), given as

f̂PE;S;i rSð Þ ¼ �
X

jk

nj
~hkijD̂k rSð Þ: ð6:1:35Þ

The surface term goes back to the fact that the h-tensor is discontinuous at the
surface. The surface term and the bulk term can be condensed, using the Dirac
d-function as

f̂PE;i rð Þ ¼ �
X

jk

~hkij
oD̂k rð Þ

orj
�
X

jk

nj
~hkijD̂k rð Þd r� Sð Þ ð6:1:36Þ

This force density gives rise to a perturbation operator (cf. Eq. 6.1.7) of the form

A1;PE ûf g
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i
¼ 1

qq
f̂PE;i ûf g; rð Þ

¼ 1
qq

X
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�~hkij
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~hkijD̂k ûf g; rð Þd r� Sð Þ

 !

ð6:1:37Þ
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The notation in Eq. 6.1.37 is somewhat compact. The displacement in curly
brackets ({û}) is meant to imply that the acceleration depends on the entire field
û(r). Stress depends nonlocally on strain. There is no such thing as a wave
impedance (even tensorial), which would connect the local piezoelectrically-
induced stress to a local velocity (Remember: The piezoelectrically-induced force

density, f̂ PE, is the divergence of the piezoelectrically-induced stress). When
saying that stress depends nonlocally on velocity, the speed of light is approxi-
mated as infinite. Put differently, electrostatics (as opposed to electrodynamics)
was applied to calculate D̂ðrÞ.

With the perturbation operator as given by Eq. 6.1.37, the frequency shift
follows as

D~fPE;OC �
1

4pxr;0

R
û0 � A1;PE û0f gd3r
R

û0 � û0d3r

¼ 1

4pqqxr;0
P

k

R

Volume
û0;k � û0;kd3r

�
X

ijk

Z

Volume

�û0;i
~hkij

oD̂k

orj
d3rþ

Z

Surface

�û0;S;inj
~hkijD̂kd2rS

0

B@

1

CA

2

64

3

75

ð6:1:38Þ

The index OC indicates that the frequency shift is calculated with the open
circuit condition being the reference state. Since the experimental reference state is
not usually given by the open circuit condition, Eq. 6.1.38 must be applied twice,
once for the state with the sample present and once for the reference state. The
frequency shift originating from the sample is the difference between these two
results.

6.1.8 Appendix: Self-Adjointness of the Unperturbed
x2-Operator

The relation to be proven is Eq. 6.1.6:

Z
ûaA0ûbd3r ¼

Z
ûbA0ûad3r ð6:1:39Þ

ûa(r) and ûb(r) are two displacement fields.
To be precise, Eq. 6.1.39 expresses symmetry under exchange of ûa and ûb. In

mathematical terms, symmetry is not strictly equivalent to self-adjointness, but we
skip the details.
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A0 is the unperturbed x2-operator, given as

A0ûð Þi¼
f̂
0
i

qq
¼
X

j

1
qq

or̂0ij
orj
¼
X

jkl

1
qq

o

orj
c0ijkl

1
2

oûl

ork
þ oûk

orl

� �
 �� �
ð6:1:40Þ

c0ijkl is the real part of the stiffness tensor. The quantity in square brackets is the
infinitesimal strain tensor.

The proof of self-adjointness rests on that, firstly, the resonator is stress-free at
the surfaces, and that, secondly, the stiffness tensor obeys certain symmetries.
More specifically, the stiffness tensor is unchanged when exchanging indices as
i$j, as k$l, and as ij$kl. It is the last exchange, which requires time-reversal
symmetry. Dissipation violates the time-reversal symmetry. If the stiffness tensor
has dissipative components, the exchange ij$kl cannot be made. For this reason,
we had to make the dissipative part of the resonator’s stiffness part of the per-
turbation in Sect. 6.1.1. It cannot be part of A0.

As in quantum mechanics, the self-adjointness follows from partial integration.
At the surface, the unperturbed resonator is stress-free:

r̂S;zx ¼ r̂S;zy ¼ r̂S;zz ¼ 0 with z the surface normal ð6:1:41Þ

Remember that the stress tensor is symmetric. Vanishing stress at the surface
will make the first term in a partial integration go to zero. The integration can be
confined to a cube because the total resonator volume can be decomposed into
small cubes of this kind. When joining two cubes together, the stresses exerted at
the interface are equal and opposite by the principle of reaction. The newly-formed
contact between the cubes does not change the integral over the force density
(cf. Eq. 6.1.40).

In a first step, integrate ûbA0ûa from Eq. 6.1.39 along rj as
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ð6:1:42Þ

In the last line, vanishing stress at the surface (Eq. 6.1.41) was used. The next
step exploits the symmetry of the stiffness tensor

156 6 The Small Load Approximation Revisited



�
ZL

0

drj

X

ijkl

oûa
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i

orj

oûb
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ð6:1:43Þ

Symmetry of the stiffness tensor under i$j and k$l was used in step 3.
Symmetry of the stiffness tensor under ij$kl was used in step 4.

In the following, the cases of k = j and k 6¼ j must be treated separately First
consider the case of k 6¼ j. Integrating over rk and exchanging the outer and the
inner integration, one finds
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ð6:1:44Þ

Vanishing stress at the surface was used in step 3. After integration over the
third dimension, one finds Eq. 6.1.39 confirmed.

Now go back to Eq. 6.1.43 and consider the case of k = j. In this case, one can
again perform partial integration as
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Vanishing stress at the surface was used in step 3. Again, Eq. 6.1.39 is
confirmed after integration over the two remaining dimensions.

6.2 Third-Order Perturbation Analysis

The derivation of the SLA had relied on a linearization of the parameter ~Zmot in
~x� ~xOC (Eq. 4.5.13). Also, the load impedance was evaluated at the reference
frequency rather than the actual frequency. Can one do better? Yes, but one needs
to keep track of both approximations, consistently. This is what is done in the
perturbation calculation below. Improving on the SLA is not quite as academic as
one might think. The limits of the conventional SLA are noticed not only when
large frequency shifts are encountered, but also when one looks into the details of
the dependence of the D~f on n. This, one would do in order to derive J0 and J00

following Eq. 10.1.9. The viscoelastic correction Eq. 10.1.9 is a typical sec-
ond-order effect in the sense that the SLA can produce incorrect results.

For an illustration of the short-comings of the SLA, consider a thin film in air
and assume that the film has the exact same acoustic properties as the quartz
crystal. In this case the fractional frequency shift, D~f



fref , must be strictly the same

on all overtones. This follows from the fact that the resonance frequency is
inversely proportional to the total thickness of the plate, including the film. One
has

Df

fref
¼ dq

dq þ df
� 1 ¼ dq

1
dq þ df

� 1
dq

� �
¼ 1

1þ df

dq

ffi �� 1 ð6:2:1Þ

There is no dependence on overtone order. One may go on and apply Taylor
expansion in df ((1 + e)-1 & 1 - e), arriving at

158 6 The Small Load Approximation Revisited

http://dx.doi.org/10.1007/978-3-319-07836-6_4
http://dx.doi.org/10.1007/978-3-319-07836-6_10
http://dx.doi.org/10.1007/978-3-319-07836-6_10


Df

fref
� � df

dq
ð6:2:2Þ

Regardless of whether or not the Taylor expansion in df is applied: The frac-
tional frequency shift is independent of n. Contrasting to this result, an n-depen-
dence is found when applying the SLA and inserting the load impedance of the
thin viscoelastic film according to Eq. 10.1.9. For the fractional frequency shift,
Eq. 10.1.9 predicts

D~f

fref
¼ �mf

mq
1þ npð Þ2

3

~Jf

qf
Z2

q

mf

mq

� �2
 !

ð6:2:3Þ

The relations fref & nf0 and mq = Zq/(2f0) were used. Unless the compliance of
the film, ~Jf , is zero (which is impossible), there is a nontrivial dependence of D~f on
overtone order, which is in conflict with the simple and general result from
Eq. 6.2.1. The error occurs because of the approximations leading to the SLA are
not accurate enough for this particular problem.

Requiring that the mechanical impedance, ~Zmot, be zero on resonance (Fig. 4.10
and Eq. 4.5.9) amounts to an implicit equation in the resonance frequency, fr.
In principle, this implicit equation has to be solved twice (with and without the
load) in order to determine D~f . The SLA avoids the implicit equation, making two
separate approximations:

• The term cot ~kqhq

� �
is expanded to first order in ~kq � np= 2hq

� �
, leading to

Eq. 4.5.13. Equation 4.5.13 is linear in both ~x� ~xOC and ~ZL. It can explicitly
solved for ~x� ~xOC. The expansion to first order in ~kq � np= 2hq

� �
contrasts to

Eq. 10.1.9, where the load impedance was expanded to 3rd order in thickness.
There is an inconsistency.

• The load impedance to be inserted on the right-hand side of the SLA (Eq. 4.6.1)
was evaluated at the reference frequency, as opposed to the actual frequency,
which is fref + Df.

These inconsistencies can be removed with an iterative scheme described in
detail in Ref. [15]. In the following, we sketch the argument and cite the central
results. We call the calculation a ‘‘perturbation analysis’’. A perturbation analysis
in this sense deals with an implicit equation, which cannot be solved analytically.
Assume that the parameter to be found is called y. One starts from a guess (call it
y0) and expresses the true result as y = y0 + Dy. In a second step, one linearizes
the implicit equation in Dy. One solves this approximate relation for Dy and calls
the result Dy0. A second guess is thereby obtained, equal to y1 = y0 + Dy0. One
again expresses the true result as y = y1 + Dy, linearizes the resulting implicit
equation in Dy, solves for Dy, and arrives at a new, improved guess. One iterates
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and hopes that the sequence of guesses converges to the true result. The procedure
may be worth the effort because the intermediate results are explicit equations.
Using perturbation analysis, one obtains of sequence of analytical expressions,
which become more and more accurate as the perturbation order increases (and
become more and more complicated at the same time). Using perturbation anal-
ysis, one can improve on the SLA without resorting to numerical solutions.

In the following, piezoelectric stiffening is neglected. The analysis starts out
from Eq. 4.6.8. Slightly rearranged, Eq. 4.6.8 reads as

~ZL
~fref þ D~f
� �

¼ �i~Zq tan p
D~f
~f0

� �
¼ �i~Zq tan np

D~f
~fref

 !

� ~Zcr D~f
� �

ð6:2:4Þ

Equation 6.2.4 is the implicit equation to be solved for D~f . ~ZcrðD~f Þ is the stress-
velocity ratio at the interface, where the stress is exerted from the side of the
crystal. Equation 6.2.4 expresses the fact that the stress exerted by the crystal onto
the sample must be same as reverse stress (exerted by the sample onto the crystal).
This is the principle of reaction.

For notational brevity, the normalized frequency shift is defined as D ~fN ¼
D~f



fref . Both sides of Eq. 6.2.4 can be Taylor-expanded in the small perturbation
parameter Df̃N as
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ð6:2:5Þ

There is no 0th-order term on the right-hand side because ~Zcrðfref Þ ¼ 0. All
derivatives are evaluated at the reference frequency. The Taylor expansion is
terminated after the 3rd term because the perturbation analysis will also terminate
after the 3rd iteration.

In the first step, one evaluates the leading orders in Eq. 6.2.5 and solves for
D~f



fref , considering only the leading terms. The 0th-order term on the right-hand

side vanishes. Solving Eq. 6.2.5 to 1st order in D~fN , one finds

~ZL þ
d~ZL

dD~fN
D~fN �

d~Zcr

dD~fN
D~fN

D~f 1½ �
N ¼

~ZL

d~Zcr

dD~fN
� d~ZL

dD~fN

¼
~ZL

�iZqnp� d~ZL

dD~fN

ð6:2:6Þ

Superscripts in square brackets denote the perturbation order. If the second term
in the denominator is neglected, the result is equivalent to the SLA.
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In the next step one writes D~fN as D~f 1½ �
N þ D~f 2½ �

N and inserts this expression into
Eq. 6.2.5:
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ð6:2:7Þ

As before, the equation is linearized in D~f 2½ �
N and the linearized equation is

solved for D~f 2½ �
N . Necessarily, the resulting expressions become clumsy. One

repeats this procedure one more time, that is, one writes D~fN as D~f 1½ �
N þ D~f 2½ �

N þ
D~f 3½ �

N and solves for D~f 3½ �
N . We stop after the 3rd order.

Fortunately, the resulting equations are not as complicated as one might think.
If one Taylor-expands all results to 3rd order in the mass of the film and to 3rd
order in the viscosity of the liquid, many terms cancel. Taylor expansion to 3rd
order is consistent with a perturbation analysis carried to 3rd order because the
normalized frequency shift is of the same order of magnitude as the normalized
mass and the normalized shear wave impedance of the liquid (see below).

For the film in air, the perturbation analysis leads to:
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 !2
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ð6:2:8Þ

Clearly, there is a difference between Eqs. 6.2.3 and 6.2.8. The difference is
much welcomed, because the coefficient to the n2-term now vanishes if the
properties of the film and the crystal are the same ðif ~Jf =qf ¼ Z�2

q Þ. There is no
n–dependence for this case, as demanded by Eq. 6.2.1. The difference between
Eqs. 10.1.9 and 6.2.8 is important for all experiments on films with an acoustic
wave impedance comparable to Zq. Many solid films have a shear-wave impedance
comparable to Zq. Naively applied to experiments on such samples, Eq. 10.1.9 can
easily lead to negative shear moduli.
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We quote the results from the 3rd-order perturbation analysis for a few different
configurations below. The following nondimensional variables are introduced for
notational convenience:

le ¼
me

mq
; lf ¼

mf

mq
; ~nliqðxÞ ¼

~ZliqðxÞ
Zq

~feðxÞ ¼
Z2

q

~Z2
e ðxÞ

� 1 ¼
~JeðxÞ
qe

Z2
q � 1; ~ff ðxÞ ¼

Z2
q

~Z2
f ðxÞ

� 1 ¼
~Jf ðxÞ

qf
Z2

q � 1

ð6:2:9Þ

The parameter l is a dimensionless measure of the film thickness. The indices

e and f denote the first and the second layer (the electrode and the film). ~nliq is a
dimensionless measure of the viscosity of the liquid. The parameters le, lf, and
~nliqare considered as small. Since le and lf are small, the calculation only covers

thin films, it does not capture the film resonance. The parameter ~n is a dimen-

sionless measure of the shear compliance. ~ne and ~nf are not necessarily small. Note

that Eqs. 6.2.10–6.2.16 have the quantity D~fN ¼ D~f=fref on the left-hand side, as

opposed to D~f=f0, which is the left-hand side of the SLA. Also, the reference state
always is the bare crystal. Should the crystal in the reference state be loaded
already (for instance with an electrode or with a bulk liquid), the respective
subtractions have to be carried out.

The relations derived for the various cases are the following:

(a) Semi-infinite viscoelastic medium

D~f

fref
� i

np
~nliq þ

1
3

~n3
liq

� �
ð6:2:10Þ

The structure of this equation suggests that the second term might explain the
experimental result reported around Eq. 12.4.6, but the numbers do not work out.
For practical matters, the second term is negligible.

(b) Single viscoelastic film in air

D~f

fref
� �lf þ l2

f � 1þ 1
3

npð Þ2~ff

� �
l3

f ð6:2:11Þ

The coefficient of the term (np)2 is 1/3 ~Jf

.
qf Z

2
q � 1

ffi �
, not 1/3 ~Jf

.
qf Z

2
q

ffi �
as in

Eq. 10.1.9. Again: This statement concerns a single film without electrodes.
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(c) Viscoelastic film in a liquid
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ð6:2:12Þ

For the film in a liquid, the conventional SLA is good enough in most regards.
The (small) modification is discussed for the sake of completeness. A typical
situation, where Eq. 6.2.12 would be employed, is adsorption from solution. In this
case, the reference state usually is the resonator immersed in buffer solution. Also,
the film usually is so thin that only the term of 1st order in lf is of importance.
Subtracting the contribution from the pure liquid and omitting terms proportional
to lf

2 and lf
3, one arrives at:
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In order to make the comparison with Eq. 10.2.6, we normalize to the fre-
quency of the fundamental f0, rather than to fref. Also, the liquid is assumed to
Newtonian. Separating the real and the imaginary parts, one finds:
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Comparing to Eq. 10.2.6, one does find a nontrivial contribution from the
liquid. The contribution is small, though. At 5 MHz in water, the magnitude of the
term containing square roots is 1.5 9 10-4. The last term in line 2 is even smaller.

(d) Two viscoelastic films in air
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ð6:2:15Þ
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This case is important because the first ‘‘film’’ may be the electrode. Equa-
tion 6.2.15 quantifies the electrode effects. For the viscoelastic film on an elec-
trode, one finds a contribution to the slope in the plot of Df/fref, versus n2, which is
unrelated to the softness of the film. It is related to the softness of the electrode.
The film exerts a shear stress onto the electrode. If the electrode has a finite
compliance (it does), this finite compliance induces viscoelastic corrections scal-
ing as (np)2. This electrode effect scales as the mass of the film (see the 4th term in
Eq. 6.2.15), while the effect of the film’s own finite compliance scales as lf

3 (last
term in Eq. 6.2.15). This electrode effect is among the problems with the Sauer-
brey equation outlined below Eq. 8.1.4. The electrode effects also complicate the
determination of a film’s softness. (A second source of problems is the dependence
of the modal mass on overtone order, Sect. 6.1.4.) One would have to know the
properties of the electrode well in order to apply Eq. 6.2.15. Rather than trying to
gather this information, one will usually employ bare quartz blanks and excite
them across an air gap as shown in Fig. 6.1. A second option is to use aluminum
electrodes. The shear-wave impedance of aluminum is close to Zq and the
parameter fe in Eq. 6.2.15 then becomes small.

This still leaves the problem that the viscoelastic effects originating from the
film scale as the cube of the film thickness. Monomolecular layer are not soft
enough to let the finite softness be measurable. Of course one can use Eq. 6.2.15 to
one’s advantage, by sandwiching the film of interest between the crystal and the
electrode [17]. In this geometry, the electrode ‘‘clamps’’ the film from the other
side and the viscoelastic effects become linear in film thickness. A similar
experiment was reported by Schilling and Pechhold in 1969 [18]. These authors
sandwiched the sample between two resonators, rather than placing it between the
resonator surface and a second, heavy film above it.

(e) Two viscoelastic films in liquid

As for the single film in a liquid, the corrections following from perturbation
analysis are small. The result is provided for the sake of completeness:

lower electrode

upper electrode 

resonator
film

Fig. 6.1 An electrode-less quartz can be excited across an air gap. The blank rests on a metal
plate, supported by a few asperities of the rough lower surface. The contact radii of the load-
bearing asperities can be so small that the contact to the bottom plate does not affect on the
resonance frequency (Sect. 11.3). This configuration avoids an influence of the electrodes on the
measurement of the film’s shear compliance. However, there are effects of piezoelectric stiff-
ening. The resonance frequency depends on the width of the gap [16]
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Glossary

Variable Definition

:h i Average

[.] As a superscript: perturbation order

A Effective area of the resonator plate

A x2-operator

cijkl Stiffness tensor

comp As an index: related to compressional waves

cD Stiffness tensor at constant electric displacement (Eq. 6.1.33)

cr As an index: exerted by the crystal

df Film thickness

diss As an index: caused by dissipative processes

dq Thickness of the resonator

D̂;D Electric displacement

e As an index: electrode

Ê;E Electric field

fn Resonance frequency at overtone order n

fr Resonance frequency

f0 Resonance frequency at the fundamental (f0 = Zq/(2mq) = Zq/
(2qqdq))

Gq Shear modulus of AT-cut quartz (Gq & 29 9 109 Pa)

h One of the tensors quantifying piezoelectric coupling (Eq. 6.1.33)
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k Wavenumber

hq Half the thickness of the resonator plate

I Second moment of area

J̃ Shear compliance

L Width of a resonator plate

liq As an index: liquid

mf Mass per unit area of a film

mq Mass per unit area of the resonator (mq = qqdq = Zq/(2f0))

n Overtone order

n ni, Surface normal (a vector)

OC As an index: resonance condition of the unloaded plate under open-
circuit conditions. With no current into the electrodes (more pre-
cisely, with vanishing electric displacement everywhere), piezo-
electric stiffening is fully accounted for by using the piezoelectrically
stiffened shear modulus

q As an index: quartz resonator

r,ri Position, a vector and its components

ref As an index: reference state of a crystal in the absence of a load

rS, rS,i Position on the resonator surface, a vector and its components

S As an index: Surface

S Infinitesimal strain tensor (Eq. 6.1.33)

T Temperature

T Stress tensor (Eq. 6.1.33)

û Displacement (a vector)

v̂ Velocity (a vector)

Z̃L,ijk Load impedance in tensor form

Z̃mot Impedance to the left of the transformer in the Mason circuit (Fig. 4.10)

Zq Acoustic wave impedance of AT-cut quartz (Zq = 8.8 9 106 kg m-2 s-1)

C Imaginary part of a resonance frequency

dab Kronecker d (dab = 1 if a = b, dab = 0 otherwise)

d(.) Dirac d-function

eS
-1 Inverse dielectric permittivity at constant strain (a tensor)

(Eq. 6.1.33)

D As a prefix: A shift induced by the presence of the sample
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r̂S;ij Stress tensor

gliq Viscosity

l Non-dimensional mass (Eq. 6.2.9)

q Density

nliq Nondimensional shear-wave impedance of the bulk liquid (Eq. 6.2.9)

x Angular frequency

xr Angular resonance frequency (–xr
2 is the eigenvalue of the x2-

operator)

f Non-dimensional measure of the inverse square shear-wave imped-
ance (Eq. 6.2.9)
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Chapter 7
Energy Trapping and Its Consequences

Abstract Most quartz resonators apply energy trapping. By giving the electrodes
the shape of a keyhole, the acoustic thickness of the plate is made larger in the
center than at the rim. Such a plate can be viewed as an acoustic cavity, where the
surfaces are shaped such that they focus the acoustic energy to the center. Energy
trapping has numerous consequences, among them the flexural contributions to the
vibration pattern, which lead to the emission of compressional waves.

7.1 General

In Chap. 4, the resonators were modeled as parallel plates and the displacement
fields were plane waves, in consequence. Unfortunately, parallel plates are
impractical because the resonator must be mounted in one way or another and the
holder will damp the oscillation if the amplitude of vibration is large at the point of
contact with the holder. Even if that problem could be solved, the edges of the
plate would still distort the plane wave. Only a laterally infinite parallel plate is a
perfectly parallel plate the sense of this model.

A similar problem exists in optics. Light often is depicted as a plane wave,
although plane waves do not exist. An ideal plane wave would have to extend to
infinity in the lateral direction. If a plane wave is constrained by some kind of
aperture, the aperture diffracts the beam. Real beams have a finite extension and, in
consequence, a nonzero internal divergence.

If a beam’s lateral extension much exceeds its wavelength (more precisely: if
all in-plane gradients occur on a scale larger than k), the beam is almost a plane
wave in the sense that the ‘‘paraxial approximation’’ holds [1]. The paraxial
approximation leads do a formalism, which is slightly more complicated than the
plane-wave formalism, but has the attractive feature that it covers all three
dimensions. One writes the optical field (or the acoustic field) as

D. Johannsmann, The Quartz Crystal Microbalance in Soft Matter Research,
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û r;u; zð Þ ¼ ûE r;u; zð Þ exp �ikzð Þ ð7:1:1Þ

r is the distance to the symmetry axis and u is the azimuthal angle. k is a fixed
parameter with units of m-1. In the limit of small internal divergence, k is the
wavenumber. The rapidly-varying part of the wave is contained in the term exp(-ikz).
The function ûE is a slowly varying complex amplitude. The index E stands for
‘‘envelope’’. ûE obeys the relation [1]

r2
?ûE þ 2ik

oûE

oz
¼ 0 ð7:1:2Þ

r\ is the gradient in the plane perpendicular to the direction of propagation. In
cylinder coordinates one has r\

2 = 1/r q/qr(r q/qr) + 1/r2 q2/qu2.
The simplest solution to Eq. 7.1.2 is the ‘‘Gaussian beam’’. The Gaussian beam

has a waist in the focal plane. As the name says, the field distribution in this plane
is a Gaussian:

ûE r;u; z ¼ 0ð Þ ¼ ûc exp � r2

2r2
G

� �
ð7:1:3Þ

ûc is the amplitude in the center of the plate and rG is the standard deviation of the
Gaussian. The beam’s internal divergence is inversely proportional to the width of
the beam at the focus, which is 2rG. In optics, it is not particularly difficult to
achieve a Gaussian beam.

The recipe followed in acoustic sensing to confine the wave laterally is similar
to the one applied in optics. The mechanism is called ‘‘energy trapping’’ [2]. The
role of the mirrors of the optical cavity (Fig. 7.1a) is taken by the resonator
surfaces. If strong lateral confinement of the wave is required, the resonator sur-
faces are indeed given a convex shape (Fig. 7.1c). Alternatively, a flat plate is used
and focusing of the acoustic energy is achieved with electrodes covering the center
of the plate only. The electrodes make the plate thicker in the center, compared to
the edge. A flag and possibly an anchor connect the electrode to the electrical
contacts at the edge of the plate. Both measures can be combined: Keyhole-shaped
electrodes are also employed with convex crystals, and flat crystals are sometimes
given a wedge at the edge (they are ‘‘beveled’’ [3]).

Convex surfaces provide for strong energy trapping. For such crystals, the
distortion of the plane wave is so strong that these resonators behave poorly on the
overtones. Strong energy trapping has the advantage that the crystals can be small.
This saves cost on the side of crystal growth and it saves space on the printed
circuit boards. For liquid sensing, these crystals cannot be used. They can be (and
are) used as film thickness monitors in vacuum.

If the requirements on energy trapping are less stringent, one can use planar
crystals and trap the energy with keyhole-shaped electrodes (Figs. 1.1 and 1.3).
This type of crystals is applied in liquid sensing. The back electrode is smaller and
thicker than the front electrode. It largely defines the amplitude distribution. The
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asymmetry serves two purposes. Firstly, a large, grounded front electrode prevents
electric fringe fields from penetrating into the sample. Secondly, the front elec-
trode covers most of the active area and the chemical properties of the sensor
surface therefore are the same over the active area.

u(r)
^

r

(a)

(b)

(c)

(d)

Fig. 7.1 a The mirrors at the ends of an optical cavity are curved in order to confine the beam
laterally. b For spherical mirrors and small internal divergence, the solutions to Eq. 7.1.2 are the
different modes of Gauss-Laguerre beam. The simplest mode is the ‘‘Gaussian beam’’. It has no
nodal lines in focal plane. There also are modes with a more complicated field distribution. Notation
The Gaussian beam has the subscript ‘‘00’’ here. Following the literature, the corresponding modes
of thickness-shear resonators are called ‘‘01-modes’’. Panel b was produced by Bob Mellish and
was reprinted from http://commons.wikimedia.org/wiki/File:Laguerre-gaussian.png, accessed 10
June 2014. c An amplitude distribution close to the Gaussian is achieved by giving the resonator
surfaces a convex shape. d Applying electrodes only to the center of the crystal is a second method
to confine the elastic wave. The resonator still is acoustically thicker in the center than at the rim.
Since the front electrode is larger than the back electrode, it covers the entire active area. Because
the paraxial approximation does not hold at the edges of the electrodes, the amplitude distribution
differs from the Gaussian. It shows ripples on a scale comparable to k
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For reasons which are poorly understood, the fundamental mode of planar
resonators with keyhole-shaped electrodes often behaves differently from the
overtones. More often than not, all measurements are carried out on the overtones
and these crystals therefore are also called overtone crystals. Among the reasons
for poor performance on the fundamental presumably is poor energy trapping.
When stating that the crystal is thicker in the center than at the edge, one must
keep in mind that the yard stick is the wavelength of sound. For energy trapping to
be effective, the electrode thickness must be a significant fraction of the wave-
length of sound. That this is so, can also be understood from the Gaussian beam.
For any given internal divergence of the beam, the diameter of the beam at the
waist is proportional to the wavelength. The fundamental mode has the largest
wavelength and, in consequence, the broadest amplitude distribution.

Looking at the details, one finds that the in-plane amplitude distribution at the
resonator surface differs from a Gaussian [4]. The main reason is the crystal’s
anisotropy. The mathematical background was discussed by Bechmann [5, 6] and
Tiersten [7–10]. However, a Gaussian beam is not actually needed to operate the
crystal. A vanishing oscillation amplitude at the edge of the plate suffices, what-
ever the details of the amplitude distribution are.

All differences between acoustics and optics acknowledged, many features of
paraxial optics carry over to the case of thickness-shear resonators with energy
trapping:

• There are modes, which have nodal planes perpendicular to the focal plane. In
optics, these ‘‘transverse modes’’ are described by the Laguerre polynomials
[1]. Figure 7.1b displays a few transverse modes with low indices. The cor-
responding modes of the QCM are the anharmonic sidebands (Sect. 7.2).

• The Gaussian beam has maximum intensity in the center and tails with low
intensity at large r. By analogy, the amplitude distribution of the acoustic
01-mode does not have nodal lines in the resonator plane. It has a maxi-
mum in the center and decays towards the edge (upper left in Fig. 7.1b, to
the left in Figs. 7.2 and 7.3). Amplitude distributions are elaborated on in
Sect. 7.3.

• Because of the internal divergence, the electric field vector of the Gaussian
beam is no longer strictly perpendicular to the optical axis. There are electric
field components along z. By analogy, the surface displacement of resonators
with energy trapping applied is not strictly tangential to the resonator sur-
face. There are flexural deformations (Sect. 7.6), which emit compressional
waves.

• Because the 01-mode is not a plane wave, the resonance frequency at overtone
n (n the number of nodal planes parallel to the resonator plane) is not an integer
multiple of the fundamental frequency. The in-plane gradients of the dis-
placement pattern increase the resonance frequency (Sect. 7.7).
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Fig. 7.2 Vibrational patterns of the 01-mode (‘‘1’’) as well as the anharmonic side bands. The
top shows the trace of ~Yel

ffiffi ffiffi versus frequency. Reprinted with permission from Ref. [16].
Copyright 1982 Academic Press
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Fig. 7.3 a A conductance
trace around 15 MHz
(n = 3), showing the main
resonance as well as a few
anharmonic sidebands. The
sidebands are well separated
from the main resonance, as
they should be. b Same as in
a, but now at
65 MHz (n = 13) for an aged
crystal in water. The
anharmonic sidebands merge
with the 01-mode. Overlap of
the 01-mode with a sideband
is detrimental for sensing.
(Note the imperfect
calibration in panel b: Gel is
shown as slightly negative at
frequencies below the
01-mode.)
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7.2 Anharmonic Sidebands

Similarly to optical cavities, the thickness-shear resonator has vibrational modes
with nodal lines in the surface plane. (Strictly speaking, a nodal line should be
called a nodal plane intersecting the resonator plane.) These modes are the
‘‘anharmonic sidebands’’ or ‘‘spurious modes’’. The term ‘‘anharmonic’’ is slightly
misleading here because there are no overtones, which would be ‘‘harmonics’’ in
the narrow sense of the word. All overtones occur at frequencies slightly displaced
from the integer multiples of the fundamental. Strictly speaking, all overtones
could be called ‘‘anharmonic’’, including the 01-modes. (Some people would not
even use the word ‘‘overtone’’, but rather speak of ‘‘higher modes’’.)

Anharmonic sidebands are observed as peaks in the conductance spectrum
appearing to the right of the main resonance (Figs. 7.2 and 7.3). The main resonance
is called the ‘‘01-mode’’ because the edge (where the amplitude vanishes) is viewed
as an azimuthal nodal line. There is no radial nodal line, hence the indices ‘‘01’’.
The sidebands have a lower magnitude in the conductance trace than the 01-mode
because the piezoelectrically induced polarization changes sign at the nodal lines.
A large part of the current flows inside the electrode between the regions of different
polarity. These local currents do not contribute to the current measured from the
outside.

Different methods have been devised to visualize the deformation patterns of
the various modes [11–15]. The book by Bahadur and Parshad gives an overview
[16]. Figure 7.2 was taken from the work by Sauerbrey [17]. The line at the top is
the electrical admittance, ~Yel

ffiffi ffiffi, versus x. The bright patterns at the bottom show
the various mode shapes. The patterns are similar to the transverse modes in
Fig. 7.1b, but they differ in the details.

Sensing experiments are mostly carried out on the 01-modes. For any given
overtone order (labeled by number of nodal planes parallel to the resonator sur-
face, n), the 01-mode should display the largest peak in the conductance trace and
at the same time have the lowest frequency in a group of peaks at the respective
overtone order (Fig. 7.3a). If the peak with the lowest frequency is not the largest
peak, this indicates poor crystal quality. If new crystals show conductance traces of
this kind, these may go back to a wedge distortion of the plate (an insufficient
parallelity of the two surfaces). Old crystals often have suffered to different
degrees in different regions of the plate, which also induces asymmetries and
enhances the anharmonic sidebands at the expense of the 01-mode.

The anharmonic sidebands must always be well separated in frequency from the
01-mode. If the 01-mode overlaps with a sideband (as in Fig. 7.3b), the results of
the experiment cannot be trusted. This requirement poses a limit on the highest
usable overtone. At high overtones, the pattern of anharmonic sidebands becomes
increasingly dense. Eventually, the sidebands overlap with the 01-mode. Overlap
with anharmonic sidebands renders a resonance useless, because the two modes
couple to each other and because the degree of coupling is affected by the sample
(Sect. 7.5).
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There is not much work reported in the literature, where anharmonic sidebands
would have been put to use. Goka et al. propose the use of sidebands for multi-
channel-gravimetry in Ref. [18]. One might place dots coated with different
receptor layers onto a resonator. Since the amplitude distributions of the various
sidebands are different, they should respond to the mass adsorbed on the different
spots to different extents. There will be a matrix relating the masses on the spots to
the frequency shifts on the different sidebands. One should be able to calculate the
masses adsorbed to the different spots from the frequency shifts on the different
sidebands, using the inverse of this matrix.

A second potential use of the anharmonic sidebands is to monitor the tem-
perature of the crystal. Since the T-f characteristic differs between the 01-mode
and the anharmonic sidebands, one can infer temperature from the comparison,
assuming that both modes respond in the same way to the deposition of a mass.

7.3 Amplitude Distributions

If the crystal surface has spherical shape with a radius of curvature much larger
than the crystal thickness, the paraxial approximation predicts the amplitude dis-
tribution of the 01-modes to be a Gaussian. For planar crystals with keyhole-
shaped electrodes, the mathematics is somewhat different, but Gaussians are
widely assumed anyway. Below are a few further remarks (all concerning the
01-modes).

• Because of anisotropy, the active area is elongated along the x-direction by
about 25 % [19, 20].

• The available experimental data suggest that the actual distributions deviate
from the Gaussian (even the elliptically distorted Gaussian). For instance, the
distributions often do not display mirror symmetry about x and y, although they
should. The reasons might have to do with crystal imperfections or with the
flags of the electrodes pointing into one particular direction.

• Keyhole shaped electrodes can lead to amplitude distributions showing con-
centric rings. The rings can be observed when running the resonators at high
amplitude and exposing them to particle dispersions [22, 23]. The particles
preferentially adsorb in the quiet regions (Fig. 7.4). Similar rings have been
seen in the context of electrochemical QCM experiments [21]. The spacing
between the rings is about twice the resonator thickness, meaning about equal
to the wavelength of sound. Revisiting the assumptions underlying the paraxial
approximation, it is clear how these rings come about. The edges of the
electrodes are sharp, which violates the condition that the in-plane gradients of
all topographical features should be small compared to k-1. The edges scatter
the acoustic beam, such that it has an in-plane component with wavelength k.
Such structures are also reported in old work on convex crystals [17]. However,
they were only observed on high-order transverse modes, not on the 01-modes.
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• The width of the Gaussian decreases with overtone order. This happens
because the efficiency of energy trapping depends on the ratio of electrode
thickness and wavelength. Since the wavelength scales as 1/n, energy trapping
becomes increasingly efficient at high n. When determining the active area of a
resonator (for instance by applying droplets of known viscosity and variable
radius, cf. Ref. [24]) one needs to repeat the determination for all overtones.
The higher the overtone order, the sharper the amplitude distribution.

• The width of the amplitude distribution depends not only on overtone order, but
it may also depend on whether or not a sample is present. This may happen
when the sample touches the resonator in the center only (Ref. [25], Sect. 9.4).

7.4 Amplitude of Oscillation and Effective Area

In order to estimate the amplitude of oscillation and the effective area of crystals
with energy trapping, one first has to go through the same calculation for the
parallel plate. The amplitude of oscillation in the following is meant to be the
absolute value of the displacement at the surface, ûSj j. As long as the amplitude of
oscillation is low enough, ûSj j is not actually relevant for sensing because it does
not affect Df and DC. ûSj j is only relevant in the context of nonlinearities.

For the parallel plate, one can estimate the amplitude of oscillation from the
Mason circuit. This amplitude is named ûS;PP, where the index PP stands for
‘‘Parallel Plate’’. Start from the equivalent circuit in Fig. 4.10a and set the ele-
ments -/2/(ixC0) and AZ̃L to zero. Since the circuit is symmetric, the velocity
v̂S;PP is the same at both surfaces and given by half the velocity at the left-hand
side of the transformer, v̂mot. (v̂mot is a virtual quantity, only to be interpreted in the
context of this circuit.) Following Eqs. 4.5.8a and d, v̂S is related to the current into
the electrodes by [26]

Fig. 7.4 When exposing a
resonator driven at high
amplitude to dispersion of
particles, particles are found
to preferentially adsorb in
concentric rings. The
amplitude of oscillation was
about 30 nm. The rings
developed after the resonator
had been driven at this
amplitude for about an hour.
Similar ring-shaped
structures have also been seen
in Refs. [21, 22]
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v̂S;PP ¼
v̂mot

2
¼ Î

2/
¼ dq

2Ae26
Î ð7:4:1Þ

Using the relations v̂S;PP ¼ ixûS;PP, one finds [27]

ûS;PP

ffiffi ffiffi ¼ dq

4p nf0Ae26
Î
ffiffi ffiffi ð7:4:2Þ

Inserting values (dq = 330 lm, f0 = 5 MHz, A = 30 mm2, and e26 = 9.65 9

10-2 C/m2), the prefactors turns into 1.8/n lm/A. Equation 7.4.2 is to be applied
under conditions of current control. Under conditions of voltage control, one
makes use of Î ¼ Û=R1. Inserting R1 from Eq. 4.5.20, dq from Eq. 4.3.15, and /
from Eq. 4.5.8d, one finds [28]

v̂S;PP ¼
Û

2/
1

R1
¼ Û

2/
8/2

np AZqdq

¼ ÛQ
4

np AZq

Ae26

dq

¼ ÛQ
4

np
Gqd26

Zqdq

ð7:4:3Þ

In line 3, the piezoelectric stress coefficient, e26, was replaced by d26Gq, where d26

is the piezoelectric strain coefficient (more precisely: the relevant tensor component
of the d-tensor, Table 5.1). For AT-cut quartz one has d26 = 3.1 9 10-12 m/V.

Further using the relations v̂S;PP ¼ ixûS;PP, Zq = (Gqqq)1/2, and f0 = Zq/(2mq),
one arrives at

ûS;PP ¼
v̂S;PP

ix

¼ 1
i

4
np

Gq

2p nf0Zqdq
d26QÛ

¼ 1
i

4

npð Þ2
Z2

q=qq

2f0Zq mq=qq

� � d26QÛ

¼ 1
i

4

npð Þ2
d26QÛ

ð7:4:4Þ

For the absolute value, ûS;PP

ffiffi ffiffi, one finds

ûS;PP

ffiffi ffiffi ¼ 4

npð Þ2
Q d26 Û

ffiffi ffiffi ¼ 1:25 pm
Q

n2
Û
ffiffi ffiffi ð7:4:5Þ
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Note the scaling with overtone order: The amplitude scales as n-2 under voltage
control, while it scales as n-1 under current control.

Before it was stated that the current is equal to Û=R1 ‘‘under conditions of
voltage control’’. Voltage control implies that the driving electronics supplies
whatever current is needed to let the voltage at the device be equal to the pre-
scribed value. Voltage control usually breaks down if the resistance of the device
to be tested is less than the output resistance of the driving electronics, Rout. The
voltage Û is the voltage across the resonator’s electrodes, to be distinguished from
the nominal output of the impedance analyzer Ûnom. The two are related by

Û � Ûnom
R1

R1 þ Rout
ð7:4:6Þ

Typical impedance analyzers have Rout around 50 X; the exact values are
always worth a check. Also, there may be elements of influence other than Rout.
The matter can be complicated; the reader is advised to check carefully if accurate
values of the oscillation amplitude are needed.

The area of the parallel plate, A, can be obtained from a calculation along
similar lines. The current into the electrodes is proportional to the area. Solving
Eqs. 4.5.20 and 4.3.14 for A one finds

A ¼ np

32Zqd2
26f 2

0

1
QR1

ð7:4:7Þ

Since the mass of the resonator is given by Aqqdq, the parameter, MR (Eq. 4.5.27)
can be determined from experiment, using R1.

In the following, these calculations are adapted to plates with energy trapping.
For the sake of this estimate, assume the dependence of amplitude on r to be a
Gaussian [29]:

ûS rð Þj j � ûcj j exp � r2

2r2
G

� �
ð7:4:8Þ

ûc is the amplitude in the center of the plate and rG is the standard deviation of the
Gaussian. For the plate with energy trapping, the active area can be defined as

A ¼

R1

0
û2

S rð Þ
ffiffi ffiffi2p rdr

û2
S;PP

ffiffiffi
ffiffiffi

ð7:4:9Þ

The weight function is the square of the amplitude, because this is the statistical
weight entering the area-averaged load impedance (Sect. 6.1.5). The parameters ûc
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and rG can be estimated by requiring that the total dissipated power and the total
electric current should to be the same for the crystal with energy trapping and the
equivalent parallel plate. Since power and current are proportional to û2

S

ffiffi ffiffi and ûSj j,
respectively, one arrives at the relations

Z1

0

û2
S rð Þ

ffiffi ffiffi2p rdr ¼ û2
S;PP

ffiffiffi
ffiffiffiA

Z1

0

ûS rð Þj j2p rdr ¼ ûS;PP

ffiffi ffiffiA

ð7:4:10Þ

Inserting Eq. 7.4.8 for ûSðrÞj j, doing the integrations, and solving for ûcj j and
rG, one finds

ûcj j � 2 ûS;PP

ffiffi ffiffi

rG �
1
2

ffiffiffi
A

p

r ð7:4:11Þ

Again, these are estimates. Firstly, the amplitude distribution is different from a
Gaussian. Secondly, the back electrode does not fully cover the active area.

Two further comments:

• The amplitude of oscillation has been measured by Borovsky and Krim using a
scanning tunneling microscope combined with a QCM [30]. The electrode
surface showed point-like features, which appeared elongated, once the oscil-
lation had been turned on. The long axis of these elongated objects was
identified with twice the oscillation amplitude. Borovsky and Krim report a
value on the fundamental of ûPP=Û ¼ Q� 1:4 pm=V, which is in reasonable
agreement with Eq. 7.4.5.

• In water at 5 MHz, a drive level of 15 dBm leads to an amplitude of oscillation
at the resonator surface of ûS;PP

ffiffi ffiffi ¼ 1:6 nm. This length should not be com-
pared to the molecular scale because the liquid does not slip (does not usually
slip). One should rather convert ûS;PP to a shear angle, using the decay length of
the shear wave of about d = 250 nm. Dividing ûS;PP by d, one finds a shear
angle of 0.6 %. Normal liquids obey linear stress-strain relations at these levels
of strain. Using the small load approximation (Sect. 4.6.1), the amplitude of
oscillation can be converted to an amplitude of stress. Following Eq. 4.6.2, one
finds a stress of r̂j j � 200 Pa (again for a drive level of 15 dBm at 5 MHz in
water, where DC & 700 Hz).
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7.5 Activity Dips

When two modes of vibration are similar in frequency, they often couple to each
other. Think of the two modes as two resonators, linked to each other across a soft
spring in the sense of Fig. 4.15d. Weak coupling most of the time can be ignored
as long as the two modes have well-separated frequencies. However, if the modes
are close to being degenerate, coupling shifts the resonance frequencies noticeably
and also increases the bandwidths.

These problems are particularly impressive if both frequencies depend on
temperature, but with different temperature-frequency coefficients. One can then
continuously change the difference between the frequencies with a temperature
ramp as shown in Fig. 7.5. Adding to the confusion, the second mode may or may
not be visible in the conductance trace. It was not visible in the experiment shown
in Fig. 7.5. The second mode behaves like a coupled resonance. The one visible
mode went through a maximum in damping at around 22 �C. Df showed the
corresponding antisymmetric pattern.

Coupling between modes has been known for a long time and was given the
name ‘‘activity dips’’. The term refers to the fact the resonator does not perform
well (is damped) in the respective temperature range. People try to avoid activity
dips. The FEM study from Ref. [40] (Sect. 7.8) had the prediction of activity dips
as its practical motivation.

0 20 40
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Fig. 7.5 An activity dip. A plane-convex resonator driven at the third overtone was slowly
ramped in temperature from 5 to 55 �C. There is weak coupling to another mode, which happens
to have the same resonance frequency as the 01-mode at about T = 22 �C. Coupling to this other
mode withdraws energy from the main resonance; hence the peak in DC at that temperature.
Df(T) and DC(T) are resonance curves of their own (Sect. 4.6.3). Temperature tunes the differ-
ence between the frequencies of the two coupled modes
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7.6 Flexural Deformations, Compressional Waves

Flexural deformations are a severe problem for the operation of the QCM in
liquids [31–34]. What is worst about them is, that the details are not known. With
compressional waves, one is never sure how large the amplitudes are and to what
extent they affect the measurement.

Figure 7.6 sketches the mechanism by which flexural deformations come about.
A gradient in amplitude along the upper surface compresses the material at the
surface (dashed ellipse in Fig. 7.6a); the plate avoids compression by bending
upwards. The motion of the surface then contains a normal component; the plate
emits a compressional wave. The problem is that compressional waves propagate
in air and liquids (shear waves do not). They can be reflected at the opposing wall
of the cell and return to the crystal. In Sect. 1.4 it was argued that surface-spec-
ificity was among the principal advantages of the QCM. Compressional waves
spoil the surface-specificity.

For plates immersed in a liquid, there is a twist to the volume-conservation
argument above: Volume conservation applies both to the crystal and to the liquid.
The plate wants to bend upwards, but the liquid at the same time wants to expand
vertically and therefore pushes the plate downward. As shown in Ref. [23], the
liquid wins. In liquids, the plate actually bends downwards (Fig. 7.6c). Friedt and
co-workers estimate the amplitude of the vertical displacement to be of the order
of 1/10th of the corresponding tangential amplitude [35].

If one wants to view it that way, compressional waves can give rise to another
aesthetically pleasing example of coupled resonances. Figure 7.7 shows an
example (see also Refs. [33, 34]). The crystal and the opposing wall of the cell

compressionexpansion
(a)

(b)

(c)

Fig. 7.6 a–c When a parallel plate experiences a hypothetical pure thickness-shear deformation
with in-plane gradients, volume is not conserved at those places, were the gradient is large. The
pure thickness-shear mode therefore is not realized; the plate bends. If the crystal is immersed in
a liquid, volume conservation applies to the liquid above the resonator, as well. The liquid exerts
a normal pressure onto the resonator surface and the plate may actually bend the other way (c)
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formed a cavity for conventional ultrasound. The cavity resonates whenever the
distance between the resonator and the opposing wall (or some other feature of the
cell giving rise to standing waves) is a multiple of the wavelength of compres-
sional sound. The wavelength depends on temperature. Of course, what is shown
in Fig. 7.7, is the engineer’s nightmare. In order to not let such a thing happen, one
should design the cell such that the resonator surface is inclined relative to the
opposing wall. This recommendation was actually formulated as early as 1987 by
Eggers and Funk in the same paper, where they propose complex resonance fre-
quencies [36]. Eggers and Funk placed a ‘‘spoiler’’ (an irregular piece of Teflon) in
front of the crystal in order to deflect the compressional waves. Few researchers
have reported on temperature sweeps employing liquid cells. It is always difficult
to say why certain experiments were not done (better: not reported), but one may
guess that compressional waves were found to be a problem. When changing
temperature, one changes the pattern of standing compressional waves.

Compressional-wave effects can never be eliminated in measurements of vis-
cosity because one compares frequencies measured in air and measured in the
liquid phase. Compressional waves are only of influence in the second measure-
ment. With regard to adsorption experiments in the liquid, one can hope that the
effects of compressional waves are constant, regardless of whether or not there is
an adsorbed film. They then disappear from the frequency shift. Probably, the
matter should be phrased more optimistically. If the hope expressed above was not
justified, the QCM would not be used successfully at so many places.

Compressional waves are not quite as detrimental to QCM experiments in
liquids as one might think because the small load approximation does not apply to
compressional waves. If the small load approximation would apply to the stress
exerted by the compressional wave, the associated frequency shift might well be
larger than the one originating from the shear wave. This follows from the fact that
the compressional-wave impedance is larger than the shear-wave impedance. The
matter is discussed in detail in Sect. 7.6. Roughly speaking, the liquid resists

20 40
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Δ
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ΔΓ

Temperature [°C]

Δf

Fig. 7.7 Temperature dependence of Df and DC of a resonator in a liquid, where the crystal
surface was parallel to the opposing cell wall. There are standing compressional waves inside the
cell, the wavelength of which changes with temperature. One observes a sequence of coupled
resonances (Sect. 4.6.3)
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compression about as strongly as the plate itself. The liquid itself much reduces the
amplitude of the flexural contribution.

A final note: Flexural modes can also occur when using quartz resonators,
which do employ energy trapping, that is, quartz resonators with electrodes cov-
ering the entire surface. This can be checked by driving such resonators at high
amplitude and searching for steady streaming as described in Sect. 13.2. One does
find steady streaming, which leads to the conclusion that these resonators do not
vibrate in the pure thickness shear mode. For a numerical treatment of the problem
see Ref. [37].

7.7 Energy Trapping Increases the Resonance Frequency

To understand why energy trapping affects the resonance frequency, write the
resonance frequency in the following way [38].

x2
r

c2
� k2

z þ k2
?;eff ¼

np
dq

� �2

þk2
?;eff ð7:7:1Þ

The first term is the contribution of the plane wave. The second term accounts
for the strain in the plane of the resonator. It was written as k\,eff

2 although the in-
plane strain is not a plane wave. The magnitude of k\,eff

2 can only be estimated, but
it is clear that it must of the order of rG

-2, where rG is the width of the amplitude
distribution. rG varies a bit between overtones, but we approximate it as constant
for the sake of the following simple argument. One can rearrange Eq. 7.7.1 as
(Fig. 7.8)

xr

n
� c

p
dq
þ

k2
?;eff

n2

 !1=2

ð7:7:2Þ

Equation 7.7.2 shows that energy trapping increases fr. The fractional contri-
bution of k\,eff

2 to fr decreases with increasing n because kz
2 scales as n2, while

k\,eff
2 remains about constant. Because of energy trapping, the value of f0 is not

strictly equal to cq/(2dq), as for the parallel plate (Eq. 5.5.13). Using dq & 330 lm
and k\,eff & 2p/(3 mm), the difference is estimated as 0.5 %. The relation
fr & ncq/(2dq) becomes progressively more accurate with increasing overtone
order. In Eq. 4.3.17, the parameter mq (the mass per unit area of the crystal) was
replaced by Zq/(2f0). A better approximation would have been

mq ¼ lim
n!1

nZq

2fn
ð7:7:3Þ

with fn the n-th resonance frequency.
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There is a second reason why fn is not equal to nf0 (with n an integer), which
is piezoelectric stiffening. The term producing the difference is the element
-/2/(ixC0) in the Mason circuit (Fig. 4.9), which softens the crystal. The influ-
ence of piezoelectric stiffening also decreases with increasing n. This can be seen
from taking the limit of n ? ? in Eq. 4.5.22. In this limit, C�1 approaches C1:C�1
does account for piezoelectric stiffening, while C1 does not. The effect of piezo-
electric stiffening is opposite to the effect of energy trapping: It lowers fr. The
statement that mq is best approximated by the high-n limit of nZq/(2fn) (rather than
Zq/(2f0)) also holds for piezoelectric stiffening. The higher the overtone order, the
more accurate is the plane-wave model from Sect. 5.5.

Given that energy trapping changes the resonance frequency, one might suspect
that it also affects the mass sensitivity constant in the Sauerbrey equation (see
Eq. 8.1.3). Going through the calculation, one finds that such an influence exists,
but that it is negligible in magnitude.

7.8 Modeling Resonators in 3D

The ultimate goal of a realistic model would be to reproduce the vibration pattern
and the corresponding frequencies with and without the load in three dimensions.
There is a considerable body of literature on 3D modeling of acoustic resonators
using analytical theory. The work started in the late 1950s [6] and continued with
steady progress into the late 1980s [5, 7–10, 39]. Tiersten, in particular, dedicated
much effort to the subject and summarized his work in a book in 1995 [10].
Among the problems driving these studies (and solved by them) was the optimum
choice for the shape and the thickness of the electrodes. Evidently, the analytical
studies must make simplifying assumptions; these often (but not always) follow
the lines of the paraxial approximation. Interestingly, the problem of optimum
electrode shape has been picked up recently. Two groups have shown that
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Fig. 7.8 Normalized resonance frequency, fr/n, versus overtone order for a typical crystal. The
limiting value at high frequencies is a good choice for the parameter f0. The reasons for fr/n not
being constant are piezoelectric stiffening and energy trapping. Data kindly provided by I.
Reviakine
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elliptical (rather than circular) electrodes show an improvement with regard to
suppression of anharmonic side bands [19, 20].

Today, numerical techniques and the Finite Element Method (FEM), in par-
ticular, are gradually replacing the analytical treatments [40–43]. Finite element
calculations are more flexible with regard to geometry. Similar code can be applied
to other resonators shapes. Flexibility is paid for with limits in the numerical
accuracy (for instance originating from the finite mesh size in FEM simulations).
At the time of writing, setting up a realistic Finite Element Model of a resonator
requires expertise [44].

Given these challenges, it is worthwhile to point out that the approximations
underlying the SLA are of help in 3D-modeling. The SLA provides for an interface
between numerical calculations on different spatial scales and, also, between
calculations being entirely elastic and entirely electrostatic in nature.

• Following the SLA, the sample’s influence onto the resonance can be entirely
subsumed under the stress at the resonator/sample interface, where the latter is
evaluated at the reference frequency. The stress might be calculated analyti-
cally or numerically. Even if the traction at the resonator surface is calculated
numerically (cf. Chap. 12), this calculation will usually be done separately
from the determination of resonator’s vibration pattern. It needs to be a separate
calculation because the spatial scales are different. The sample will be struc-
tured on the nanoscale. On the millimeter scale, typical adsorbates to a QCM
surface look homogeneous. If the sample is structured on the nanoscale only,
one can calculate the stress using a simulation volume of a few cubic microns.
The stress averaged over the bottom surface of this small cell can be assumed
to be the same as the stress averaged over the entire resonator surface. This
simplification is needed for the computation. A single FEM code cannot cover
the nanoscale (relevant for the sample) and the millimeter scale (relevant for
the resonator) at the same time. The SLA links the different scales.
There is an assumption in the discussion above the concerning liquid cells,
which is that the geometry of the chamber on the macro-scale neither enters the
calculation of the vibration pattern nor the calculation of the interfacial stress.
The resonator was assumed to only interact with its immediate environment. As
emphasized in Sect. 7.6, compressional waves violate this assumption. If these
return from the opposite wall of the chamber, they cause coupled resonances
and thereby strongly affect the frequency. In principle, the entire cell can be
included in a comprehensive model [45], but the geometry of the cell must then
be carefully controlled. Life is easier if the liquid can be thought of as being
semi-infinite.

• If the SLA holds, effects of piezoelectric stiffening can treated in a separate
calculation, solving an entirely electrostatic problem (Sect. 6.1.7). The coupled
equations are not needed. One first calculates the resonator’s mode of vibration,
ignoring piezoelectric stiffening. This calculation is not simple in the narrow
sense of the word, but it is still simpler than the calculation with piezoelectricity
included. In a second step, one calculates the electric displacement field, D̂ rð Þ,
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making use of Maxwell’s first law. Piezoelectricity and the crystal’s deformation
as calculated in the first step enter the second calculation as a source of polari-
zation. At this level of approximation, the source is fixed; it does not dependent on
the electric displacement field calculated in the second step. Once D̂ rð Þ is known,
the induced frequency shift follows from the SLA (Sect. 6.1.7).

All benefits acknowledged, the SLA cannot solve the problem of finding the
vibration pattern in the unloaded state. This problem persists. It would be highly
desirable to have user-friendly software available, which solves this problem
realistically and on a routine basis.

Glossary

Variable Definition (Comments)

A Effective area of the resonator plate

~c Speed of propagation

C1 Motional capacitance

�C1 Motional capacitance of the 4-element circuit (Piezoelectric
stiffening and the load have been taken into account)

D̂ Electric displacement

df Film thickness

dq Thickness of the resonator

d26 Piezoelectric strain coefficient (d26 = 3.1 9 10-12 m/V for AT-cut
quartz)

e26 Piezoelectric stress coefficient (e26 = 9.65 9 10-2 C/m2 for AT-cut
quartz)

f Frequency

f As an index: film

fn Resonance frequency at overtone order n

fr Resonance frequency

f0 Resonance frequency at the fundamental (f0 = Zq/(2mq) = Zq/(2qqdq))

Gel Electric conductance

Gq Shear modulus of AT-cut quartz (Gq & 29 9 109 Pa)

Î Electric current

k Wavenumber
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mot As an index: motional

mf Mass per unit area of a film

mq Mass per unit area of the resonator (mq = qqdq = Zq/(2f0))

n Overtone order

PP As an index: Parallel Plate

q As an index: quartz resonator

Q Quality factor

r Distance to the axis of a beam

r Position

ref As an index: reference state of a crystal in the absence of a load

R1 Motional resistance

S As an index: Surface

û Displacement, more general, a field variable obeying the wave
equation

ûc Amplitude in the center of a Gaussian amplitude distribution

ûE Slowly varying envelope

Û Voltage

v̂ Velocity (v̂ ¼ ixû)

z Spatial coordinate along the surface normal

Zq Acoustic wave impedance of AT-cut quartz (Zq = 8.8 9 106

kg m-2 s-1)

C Imaginary part of a resonance frequency

d Depth of penetration of a shear wave

dL Loss angle (tan(dL) = G00/G0 = J00/J0)

D As a prefix: A shift induced by the presence of the sample

e A small quantity (In Taylor expansions)

u Azimuthal angle

/ Factor converting between mechanical and electric quantities in the
Mason circuit (/ = Ae26/dq)

k Wavelength

rG Standard deviation of a Gaussian distribution

q Density

x Angular frequency
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Chapter 8
Gravimetric Sensing

Abstract The advanced QCMs provide information beyond gravimetry, but that
is not to say that gravimetry was obsolete. Gravimetry is based on the Sauerbrey
equation, derived in this chapter from the small load approximation. Strategies are
discussed to improve the limit of detection. At least as important as sensitivity is
specificity, meaning the ability to distinguish between different analytes. Speci-
ficity is achieved with receptor layers.

8.1 The Sauerbrey Equation and Its Implications

In Sect. 1.3, the Sauerbrey result was briefly explained by reasoning that a film
makes the entire resonator thicker and therefore lowers the resonance frequency.
Without proof, it was stated Df that was proportional to the mass of the film, rather
than its thickness. We are now in a position to provide that proof and with the SLA
at hand, the proof actually is simple. The Sauerbrey result applies to all rigid
samples; it is by no means limited to thin films. The sample might be a thin film,
but tightly adsorbed nanoparticles behave in the same way. As long as the sam-
ple’s deformation is negligible, the geometry is irrelevant.

For a rigid sample, the interfacial traction is the product of areal mass density and
acceleration. One has r̂S ¼ �x2ûSmf with ûS the amplitude and mf the mass per unit
area (possibly area-averaged). The index f (for ‘‘film’’) was used, although the sample
might not be a film. With r̂S ¼ �x2ûSmf the load impedance comes out to be

~ZL ¼
r̂S

v̂S
¼ �x2ûSmf

ixûS
¼ ix mf ð8:1:1Þ

Inserting this load into the SLA, one finds

D~f

f0
� i

pZq
ixmf ¼ �

2nf0

Zq
mf ¼ �n

mf

mq
ð8:1:2Þ
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The relations x = 2pnf0 (n the overtone order) and mq = Zq/(2f0) were used in
steps 2 and 3, respectively. Equation 8.1.2 is the famous Sauerbrey equation [1–3].
The Sauerbrey equation is the quantitative basis for the use of bulk acoustic wave
resonators as mass-sensitive detectors [4].

Clearly, the imaginary part in Eq. 8.1.2 is zero on the right-hand side. Sauer-
brey layers do not increase the bandwidth. This is the most important check on
whether or not the layer under study may be analyzed with the Sauerbrey equation.
If DCj j � Dfj j; one is on a good way with Eq. 8.1.2.

Equation 8.1.2 is often rearranged as

mf ¼ �
Zq

2f 2
0

Df

n
¼ �

ffiffiffiffiffiffiffiffiffiffi
qqGq

p

2f 2
0

Df

n
¼ �C

Df

n
ð1:1:1Þ

What is called Gq here (the shear modulus of the crystal), often carries the name lq

in the literature. C is the mass-sensitivity constant. Its value for a 5 MHz crystal is
17.7 ng cm-2 Hz-1. (Conversion: With a density of 1 g/cm3, 100 ng/cm2 corre-
spond to a thickness of 1 nm. A 1-nm film shifts the frequency by 6 Hz.)

Again: mf is the mass per unit area (also: ‘‘areal mass density’’). One might
convert it to a mass in units of kg, in principle, but in a sensing context, the mass
per unit area is the more meaningful parameter. In sensing, one usually is inter-
ested in the concentration of the analyte. The higher the concentration, the higher
the coverage of the surface with the analyte, where coverage is proportional to
mass per unit area. Alternatively, the concentration might be known, but the
equilibrium binding constant might be in question [5, 6]. This will be the case if
the sensor surface is functionalized with a receptor layer and if the interaction of
the respective recognition element with different molecules is the target of
investigation. Again, the higher the (bio-)affinity of the target molecule to the
receptor, the larger the adsorbed mass per unit area. Measuring a mass only makes
sense if a single molecule (or a single nanoparticle) is adsorbed and if the mass of
this object is to be determined. This amounts to mass spectroscopy. Using pie-
zoelectric resonators as mass spectrometers is in reach for the modern nanoelec-
tromechanical devices [7], but not for the standard QCM.

The mass per unit area as derived with the Sauerbrey equation is the ‘‘Sauerbrey
mass’’. If the sample is a film with known density, qf, the film thickness, df, can be
derived from Eq. 8.1.2 as

df ¼ �
1
qf

Zq

2f 2
0

Df

n
ð8:1:4Þ

df is also called ‘‘Sauerbrey thickness’’. Applied to films in air, df is a fair guess for
the geometric thickness. The Sauerbrey relation can also be applied in the liquid
phase, but interpreting the Sauerbrey thickness of films immersed in a liquid
requires some caution (Sect. 10.3).
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Equation 8.1.4 predicts Df to scale as –n for Sauerbrey films. This scaling
behavior is only approximately obeyed in experiment for three reasons. Firstly, the
finite compliance of the electrodes leads to a slope in a plot of Df/n versus n2 (4th
term in Eq. 6.2.15). This effect can be avoided with aluminum electrodes because
these have a shear-wave impedance similar to AT-cut quartz. Secondly, the
flexural contributions lead to a modal mass being different from Amq. The matter is
discussed in Sect. 6.1.4. Finally, there can be effects of piezoelectric stiffening,
which may change upon deposition of a thin film. QCM-based gravimetry has
excellent precision, but the accuracy unfortunately stays behind precision by quite
a bit, even for measurements in the vapor phase.

With a short-time repeatability in frequency of the order of 0.1 Hz, the noise-
equivalent mass is 1.7 ng/cm2 (for a 5 MHz resonator). With a density of 1 g/cm3

this translates to a noise-equivalent thickness of 17 pm. The QCM has sub-
monolayer sensitivity, but the sensitivity nevertheless leaves room for further
wishes. In order to quantify adsorption, one hopes for a signal-to-noise ratio
around 100 at monolayer coverage. This is difficult to achieve for small molecules.

Can the limit of detection (the LOD) be improved? There are different options
(none of them without problems), which can roughly be grouped into two cate-
gories. Firstly, one can increase the number of adsorption sites per unit area with a
porous capture layer [8] or a soft film capable of swelling in the vapor phase [9].
Such measures are usually part of the design of a receptor layer and we discuss
them in that context further below. Secondly, one can try to improve the sensitivity
and the noise floor of the device.

Equation 8.1.2 shows that the mass-sensitivity constant scales as f0
-2. Note,

however, that an improved mass sensitivity constant does not directly translate to
an improved noise-equivalent mass because the scatter on the frequency readings
also increases with frequency. The scatter is inversely proportional to the Q-factor;
one needs to optimize the ‘‘Qf-product’’ (more precisely the ‘‘Qf0-product’’). To
see this, invert the Sauerbrey equation as

mf ¼
Zq

2
1
f0

Df

f
ð8:1:5Þ

The minimum detectable frequency shift is some fraction of the bandwidth. Call
this fraction a (that is: d(Df) = aC with d the uncertainty). The smaller the
bandwidth, the more precise the reading of the frequency. The detection limit in
mass, d(mf), is

d mf

� ffi
¼ Zq

2
1
f0

d Dfð Þ
f
¼ Zq

2
1
f0

aC
f
¼ aZq

4
1

f0Q
ð8:1:6Þ

Clearly the detection limit scales as (Qf0)-1. In air, the Q-factor is dominated by
the resonator’s loss tangent (Eq. 4.3.15), which linearly increases with frequency
(dL = xgq/Gq

0, Eq. 4.5.21). As a consequence, the detection limit decreases lin-
early with f0, not quadratically as the Sauerbrey equation would suggest. In liquids,
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it is even less advantageous to increase the frequency than in air. In liquids, the
bandwidth increases as f0

3/2 (Sect. 9.1) and the LOD therefore scales as f0
-1/2. Note:

This argument applies to bulk acoustic wave (BAW) resonators. For acoustic delay
lines (Sect. 15.4) the matter is more complicated, but increased frequency still
translates to an improved limit of detection.

Clearly, the LOD can be improved somewhat with thinner plates, but making
the plates thinner entails other problems. The most severe among them is that the
resonance frequency responds to bending; this effect becomes stronger with
thinner plates. Bending can, for instance, be caused by slight fluctuations in the
pressure of liquid [10]. The Okahata group has implemented a scheme for dealing
with pressure fluctuations, where they make sure that both sides of the crystal are
exposed to a liquid and that both liquids are under the same hydrostatic pressure
[12]. This scheme reduces the fluctuations in resonance frequency.

There are QCMs employing resonators with a base frequency higher than
10 MHz [11–13]. There even are bulk acoustic wave resonators with fundamental
frequencies higher than 100 MHz. These are the FBARs [14–16] and the ‘‘inverted
mesa resonators’’ [17]. For more comments on the FBAR see Sect. 15.6. Inverted
mesa resonators are prepared by thinning the central portion of a quartz plate with
reactive ion etching (RIE). Since these resonators have a rigid frame, they can be
handled and mounted easily. Otherwise, such thin crystals would be too fragile to
be of practical use. Unfortunately, the increased sensitivity can only be exploited
in air or vacuum [18]. When used in liquids, inverted mesa resonators suffer from
the dependence of the resonance frequency on bending [19].

Ogi employs high-frequency plates (f0 = 170 MHz) in a microfluidic envi-
ronment using a technique called ‘‘RAMNE-Q’’. Thin sheets of quartz (not coated
with electrodes) are integrated into a microfluidic cell and exposed to the liquid on
both sides [20]. Since the resonator is entirely immersed in the liquid, effects of
hydrostatic pressure are largely absent. The resonators are held in place by small,
soft pads of an elastomer. No energy trapping is employed; there are not even
electrodes evaporated onto the plate. The electrical excitation occurs with external
electrodes. The use of external electrodes entails a loss in sensitivity because of a
reduced coupling efficiency. Also, there may be problems related to piezoelectric
stiffening. The electric field emanating from the vibrating crystal permeates the
liquid and the liquid’s electric properties have an influence on the resonance
frequency (Chap. 5). The Q-factor is 1,500, which comes close to the value
expected for a parallel plate in water at this frequency.

In order to avoid the problems related to bending, one can resort to guided-wave
instruments (Sect. 15.4). Here, a thin resonant structure (more precisely, a thin
structure guiding an acoustic wave) is placed onto a supporting substrate, which
prevents bending. With surface acoustic wave devices, there is not even the need
of a guiding layer. The surface itself guides the wave. The frequencies of the
guided-wave devices are in the range of a few hundred MHz. Similarly to the bulk
acoustic wave devices, the limit of detection improves with increasing frequency.
In particular, the limit of detection (LOD) achieved with surface acoustic wave
(SAW) devices in vacuum is better than the LOD of a QCM. SAW devices (Sect.
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15.4) are employed in some of the commercially available electronic noses
[21, 22]. The matured SAW devices use surface corrugation waves and can
therefore only be employed in gas sensing. When it comes to small molecules in
the gas phase, the commercial acoustic mass-sensitive devices (of what-ever kind)
are still surpassed in the LOD by metal oxide detectors [21]. The latter respond to
reducing gases with a change of resistivity. They have low specificity and low
stability, but with regard to simplicity and LOD, they are difficult to beat.

MEMS resonators and NEMS resonators (Sect. 15.5) also work at frequencies
above 100 MHz and have reached spectacular LODs [23]. (Note: For resonators
with a geometry other than the parallel plate, the Sauerbrey equation does not
apply. These usually need calibration). At the time of writing, these resonators
have not turned into commercial products. MEMS-based mass-sensitive devices
are also operated in liquids [24], but the damping is a severe problem.

The upper limit of the dynamic range of the standard QCM depends on the
softness of the sample. One needs to stay away from the film resonance (Fig. 10.2,
Sect. 10.1). A film resonance occurs when the film thickness is around a quarter of
the wavelength of sound. Of course one might attempt to live with the film res-
onance and analyze the data using equations Eq. 10.1.7 (in the gas phase) or Eq.
10.2.3 (in the liquid phase). Experience has shown that quantitative agreement
between the experiment and these models is often poor. The maximum thickness
(staying below the film resonance) can be a few microns for rigid films in the dry,
but is closer to a few hundred nanometers in the liquid because these layers tend to
be swollen in the liquid (therefore being soft, meaning that the wavelength of
sound is small). For thickness determination on soft, thick samples, one can resort
to resonators with lower frequency, such as the torsional resonators [25]. A
potential application would be monitoring of biofilm growth. Biofilms are soft and
thick to the extent that the standard QCM determines the sample’s viscoelastic
properties at the substrate-film interface rather than the film thickness (Sect. 12.6).
The Sauerbrey thickness derived with kHz resonators comes closer to the geo-
metrical thickness. Note: Dry films with a thickness in the micron range can also
be weighed with a high-quality conventional balance. Thickness determination
with kHz resonators only makes sense in the liquid phase.

The section closes with some remarks on a competing technique widely used
for similar purposes, which is surface plasmon resonance (SPR) spectroscopy [26].
SPR spectroscopy and acoustic mass sensing both are label-free techniques in the
sense that no tags (such as fluorescent groups or radio markers) would be needed
[27]. SPR spectroscopy has its own set of problems, the most important being that
the adsorbed mass can only be quantitatively determined if the refractive index of
the layer is known. The result of an SPR measurement is reported in terms of
‘‘refractive index units’’ (RIU or lRIU [28]) rather than film thickness for that
reason. The conversion from RIU to adsorbed mass or layer thickness requires
knowledge about the material’s refractive index increment, dn/dc. SPR spectros-
copy usually is superior to the QCM with regard to sensitivity and baseline sta-
bility. Also, there is an imaging mode [29–32], allowing to acquire kinetic
adsorption curves on multiple channels simultaneously. A further important
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difference between SPR spectroscopy and the QCM is that the SPR spectroscopy is
less sensitive to swelling of the film in the ambient liquid than the QCM. The
output generated by SPR spectroscopy is roughly proportional to the adsorbed
mass, while the QCM determines a quantity closer to the geometric layer thickness
(Sect. 16.2). QCM-based instrumentation can be simpler than SPR spectroscopy.
There is no need for an optical beam. The averaging area is larger than a laser spot.
This is an advantage for heterogeneous samples. There is no simple lesson from
this comparison, other than that one would wish to have both techniques at one’s
disposal.

8.2 Receptor Layers

A second performance parameter of a sensor equally important as the limit of
detection is specificity. One wants the instrument to only respond to the molecule
of interest with little cross-sensitivity to contaminants. Specificity usually is
achieved with a receptor layer. (It can also be achieved with chromatographic
separation upstream of the sensor.) Receptor layers are briefly discussed in the
following, although they are a topic separate from the physics of the QCM. Most
sensors contain a ‘‘transducer’’, which is separate from the ‘‘receptor’’ [5]. The
transducer converts a chemical parameter (here: the adsorbed amount) to some
physical signal (here: the frequency shift). Transducers are designed by physicists
or engineers. The receptor layer (also: capture layer, recognition layer) ensures
that the transducer mostly responds to the molecule of interest. Receptor layers
usually are designed by chemists.

An important performance criterion for receptor layers is small nonspecific
adsorption. Nonspecific adsorption is less common in liquids than in air, but it is
always a problem. In liquids, an adsorbed molecule replaces solvent molecules. If
the adsorption energy of a contaminant is about as large as the adsorption energy
of the solvent to the same surface, the driving force for adsorption of the con-
taminant is weak. In air, most organic molecules (even those with a high vapor
pressure) tend to adsorb to solid surfaces because of van-der-Waals attraction.
Particularly problematic are metal surfaces because of their large polarizibility.
Fluorinated surfaces lead to low unspecific adsorption because of the small
polarizability [33].

Related to unspecific adsorption is the issue of reversibility and regeneration of the
sensor after exposure. Selectivity can be in conflict with reversible adsorption. If two
chemical groups recognize each other well, they tend to adhere to each other strongly.
The sensor then must be disposed after use or regenerated in some way. Devices which
cannot be regenerated are sometimes called ‘‘assays’’ rather than ‘‘sensors’’.

For gas sensing, much experience has been gathered with receptor layers being
polymer films capable of swelling the vapor phase [9, 34]. Similar films are in use
as stationary phases in gas chromatography [35]. A class of polymers commonly
employed are the siloxanes, which have a glass temperature much below room

196 8 Gravimetric Sensing

http://dx.doi.org/10.1007/978-3-319-07836-6_16


temperature. Relying on a film rather than a solid surface functionalized with
receptor groups [36] has two advantages. Firstly, one gains in sensitivity because
the mass uptake in a film is higher than the mass adsorbed to a surface. Equally
important is that slightly crosslinked, soft polymer films are liquid-like on the
molecular scale and therefore equilibrate with the vapor phase [37]. The sorption
isotherm reflects the chemical potential of the analyte in both phases. Soft polymer
networks do have some memory, meaning that equilibration cannot be taken for
granted, but equilibrium thermodynamics is still a good starting point for analysis.
Partition coefficients have been determined and tabulated for numerous pairs of
polymers and vapors. These predict the distribution of molecules between the
vapor phase and the film [9]. With known partition coefficients, the partial pres-
sures of the analytes can be inferred from the mass uptake of the films.

A drawback with polymer films is their broad spectrum of relaxation times,
which usually involves memory. There is a scheme to achieve liquid-like behavior
of a receptor layer on the local scale in conjunction with macro-scale mechanical
integrity, which relies on a mesoscale rigid skeleton rather than a polymer film.
One can coat the resonator with a porous structure and fill the pores with a liquid.
Mesoporous layers of titania [38], alumina [37], or gold [8] have been used. The
liquid takes up the analyte according to its concentration in the vapor phase and the
partition coefficient. Ionic liquids are particularly suitable as the liquid because
they have low vapor pressure and therefore do not evaporate themselves. With
other liquids, the vapor pressure needs to be controlled since they might evaporate
themselves.

The information content provided by a sensor system can always be enhanced
by use of an array, that is, by a number of different sensors coated such that they
respond differently to different analytes. The human nose can be viewed as such an
array. Making use of the combined information from many different olfactory
receptors, humans can distinguish between a few thousand types of odors. With an
array at hand, one can tolerate the fact that any given detector responds to more
than one type of analyte. As long as two detectors respond to two gases differently,
one can infer both concentrations separately from the combination of the two
readings. The procedure is also called ‘‘multivariate analysis’’ [5]. In order for
this scheme to work reliably, all sensors must respond differently to the differ-
ent molecules. In mathematical language, one channel’s response should be
‘‘orthogonal’’ to the response of all other channels [9, 39, 40]. If orthogonality is
poor, the errors in the derived concentrations are correlated. In gas sensing, the
matter has been studied in quite some detail [9, 39, 40] and it turned out to be
difficult to find receptor films generating a vector space of sensor outputs with
more than five mutually orthogonal dimensions (where the number of five can be
debated). This can be phrased differently. For a given molecule, its solubility in a
wide variety of polymer matrices can be predicted rather well with five parameters
only (among them the polarity, the polarizibility, and the ability to participate in
hydrogen bonding). If two molecules are similar in all these parameters, they will
be recognized as belonging to the same species. The rules underlying this state-
ment carry the name ‘‘linear solvation energy relationships (LSER)’’ [41]. LSERs
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were developed in the context of gas-liquid chromatography. Actually, gas-liquid
chromatography inserted into a sensor system upstream of a gravimetric detector
(or some other detector) is an alternative to a sensor array. When replacing a
sensor array by chromatographic separation, one exploits similar physical princi-
ples [42].

8.3 Remarks on Gravimetric Sensing in the Liquid Phase

The QCM immersed in a liquid is discussed in generality later in the book. The
following comments concern experiments, where the main interest is in the
determination of adsorbed mass. Liquid-phase gravimetry is less mature than gas-
phase gravimetry, but it is very visible in the literature. The survey by Speight and
Cooper [43] counts around 80 publications on protein adsorption in 2010 alone.
Here is a list of considerations:

• Effects of mass loading and liquid loading (that is, of variable viscosity) are
only additive in the limit of small film thickness (Eq. 10.2.5, Ref. [44]).

• The Sauerbrey equation only holds if the film is much stiffer than the bulk.
Viscoelastic effects are more pronounced in the liquid than in the vapor phase.
In the vapor phase, the viscoelastic correction scales as mf

2 (Eq. 10.1.9), while
the correction is independent of film thickness in the liquid phase (Eq. 10.2.6).
Also, films in liquids are often softer than in the dry because of swelling.
Viscoelastic effects can be interesting, but if ignored or poorly understood, they
produce artifacts.

• Viscoelastic effects increase in importance with increasing frequency because
the penetration depth of the shear wave decreases. At frequencies above
100 MHz, soft bioadsorbates can easily reach a thickness comparable to d.
When the sample is not thin compared to the wavelength of sound (or to d), the
Sauerbrey equation does not apply and the proportionality between adsorbed
mass and frequency shift is lost.

• The QCM measures the total mass of the film swollen in the ambient medium
[45, 46]. This includes trapped liquid. Swelling can help because it enhances
the signal. At the same time swelling complicates the interpretation (Sect. 10.3)
[47].

• From a measurement of Df(n) and DC(n) one can infer whether the film is rigid
or soft. Softness is to be distinguished from swelling in the liquid phase. The
film may be much more rigid than the bulk, but still be slightly swollen. The
degree of swelling can be inferred from the comparison of wet and dry
thickness.

• One can always avoid these problems by drying the resonator after dipping it
into the solution to be analyzed. This is the ‘‘dip-and-dry approach’’ [48].
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• Generally speaking, coating the QCM surface with a receptor layer is easy.
There are numerous recipes to construct intricate layer systems and sensing
platforms, reviewed by Guilbault in Ref. [49].

• In liquids, a specific interaction between a suitably functionalized surface and
an analyte molecule is more easily achieved than in the vapor phase. The most
impressive example is the antigen/antibody interaction [50]. QCMs making use
of antibodies have acquired a separate name, which is ‘‘piezoelectric immu-
nosensors’’. ‘‘Piezoelectric’’ is often abbreviated as Pz. A certain drawback of
immunosensors is that recognition occurs irreversibly because of the high
binding constant.

• Polymer matrices can contain pockets fitting to certain analytes. These are
created by a process called ‘‘molecular imprinting’’ [51, 52]. Receptor layers
based molecular imprinted polymers (MIPS) have also been used on a QCM
[53, 54].

• In studies involving specific recognition, the recognition itself often is the
research target (as opposed to the concentration of the molecule in question).
Determining binding constants of numerous pairs of receptors and candidates
for novel drugs is of central importance to the pharmaceutical industry. The
field also carries the name biological interaction analysis (BIA) [55].

• In determining the degree of adsorption of an analyte to a receptor layer, one
often relies on kinetic measurements. The instrument records the uptake of the
analyte versus time, as well as the release of the analyte upon purging the cell
with buffer. The fits yield the rate constants kon and koff. The protocol leading to
such kinetic data traces is called flow injection analysis (FIA).

• QCM-gravimetry in the liquid phase suffers from the instrumental noise floor
when the molecules under study are small. Typical ‘‘small’’ molecules would
be candidate molecules for novel drugs. ‘‘Large’’ molecules would be proteins.
Various schemes of amplification have been devised, reviewed in Ref. [56].
These amount to linking the recognition event to the adsorption of a large
object (or to its replacement by large objects, in the case of a competitive
assay). A large object might be a protein or a nano particle. When particles are
used, one runs into the problem that these might not be coupled to the resonator
surface tightly enough. If a large particle is loosely bound, it can increase the
resonance frequency (Sect. 11.3, Ref. [57]). This is to be avoided for gravi-
metric sensing.

An example of a functional multilayer system and its formation process being
monitored with a QCM is given in Fig. 8.1. Such complicated processes have
ample opportunities for things to go wrong, on the one hand, but they also provide
for options to improve specificity, to gain additional information by variation of
the protocol, and to give bioanalytical chemistry a role in process.
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Glossary

Variable Definition (Comments)

C Mass-sensitivity constant

d Thickness of a layer

f Frequency

f As an index: film

f̃r Resonance frequency

f0 Resonance frequency at the fundamental (f0 = Zq/(2mq) = Zq/
(2qqdq))

Fig. 8.1 Quartz crystal microbalance with dissipation monitoring analysis of growth factor
binding to an immobilized heparin conjugate. The polystyrene surface, used as a proxy for an
islet surface, was initially coated with albumin to create a matrix to which biotin could bind.
Biotin binding was followed by sequential addition of avidin, heparin conjugate, and finally
vascular endothelial growth factor-A (VEGF-A). For each step at which material was added to
the sensor, a corresponding dampening of the frequency was obtained (f, blue line). The
corresponding change in the dissipation factor, DD, is indicated by purple line. Binding of VEGF-
A to the final heparin surface produced a distinct change in both Df and DD. Reprinted with
permission from Ref. [58]. Copyright 2010 Mary Ann Liebert Inc.
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Gq Shear modulus of AT-cut quartz (Gq & 29 9 109 Pa, often called lq

in the literature.)

m Mass per unit area

n Overtone order

q As an index: quartz resonator

Q Q-factor (Q = 1/D = fr/(2C))

ref As an index: reference state of a crystal in the absence of a load

S As an index: Surface

t Time

û (Tangential) displacement

v̂ Velocity (v̂ = ixû)

Z̃L Load impedance

Zq Acoustic wave impedance of AT-cut quartz
(Zq = 8.8 9 106 kg m-2 s-1)

C Imaginary part of a resonance frequency (Half-bandwidth at half-
height of a resonance)

d As a prefix: uncertainty, scatter

D As a prefix: A shift induced by the presence of the sample

e A small quantity (in Taylor expansions)

q Density

qq Density of crystalline quartz (qq = 2.65 g/cm3)

r̂ (Tangential) stress (also called traction when exerted at a surface)

x Angular frequency
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Chapter 9
Homogeneous Semi-infinite Samples

Abstract The load impedance of a homogeneous, semi-infinite medium in contact
with the resonator surface is equal to the material’s shear-wave impedance, which
leads to the Gordon-Kanazawa-Mason result. For Newtonian liquids the QCM
determines the viscosity-density product. If the density is known independently,
one can infer the viscosity. The Gordon-Kanazawa-Mason result can be extended
to viscoelastic media, in which case the (complex) viscosity is often converted to
the complex shear modulus at MHz frequencies. The formulation can be extended
to cover nematic liquid crystals, colloidal dispersions, interfaces with shallow
surface roughness, and samples, which touch the resonator in the center, only.

9.1 Newtonian Liquids

For the viscoelastic half-space, the load impedance, Z̃L, is the same as the shear-
wave impedance of the medium, Z̃. This sounds simple, but even these simple
samples have their intricacies. Consider the Newtonian liquid first. For simple
liquids (consisting of small molecules), all relaxations are so fast that viscoelastic
dispersion is negligible in the MHz range (Sect. 3.7). For instance, the relaxation
time for water according to dielectric spectroscopy is below a nanosecond [1]. As
far as the QCM is concerned, water can safely be regarded as a Newtonian liquid.
Newtonian liquids have g00 = 0 and g0 = const, independent of frequency.

For the Newtonian liquid, the SLA predicts

D~f

f0
¼ i

pZq

~ZL ¼
i

pZq

~Zliq ¼
i

pZq

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ixqliqgliq

q

¼ �1þ i
ffiffiffi
2
p

pZq

ffiffiffiffi
x
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

qliqgliq
p

ð9:1:1Þ
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The index liq denotes the bulk medium. gliq is the viscosity, Z̃liq = qliqc̃liq =
(qliqG̃liq)1/2 = (ixqliqgliq)1/2 is the shear-wave impedance.

Equation 9.1.1 is the Gordon-Kanazawa-Mason result. Df and DC are equal and
opposite for Newtonian liquids. They both scale as n1/2. As Eq. 9.1.1 shows, the
QCM determines the viscosity-density product, not the viscosity itself. However,
the density is often known. Conversion from the viscosity-density product to
viscosity rarely is a problem. (If desired, the density of a liquid can be determined
separately with a rigid mesoporous layer on the quartz surface, which takes up the
liquid and thereby decreases the resonance frequency with no corresponding
increase in damping [2, 3]. However, there are easier ways to determine a liquid’s
density; this scheme has little practical relevance). With known density, the vis-
cosity is derived as

gliq ¼
pZ2

q

qliq f

Df 2

f 2
0

¼
pZ2

q

qliq f

DC2

f 2
0

ð9:1:2Þ

Importantly, the QCM only probes the region close to the interface. The dis-
placement pattern is of the form

û z; tð Þ ¼ Re ûS exp i xt � ~kz
� ffi� ffi� ffi

¼ ûS cos xt � k0zð Þ exp �k00zð Þ

¼ ûS cos xt � z

d

� �
exp � z

d

� � ð9:1:3Þ

ûS was assumed as real in line 2. In line 3, the complex wavenumber was con-
verted to an inverse penetration depth using k = x/c̃ = x(q/(ixg))1/2 = (1 + i)/d.
The penetration depth is d = (2g/(xq))1/2. In water, the penetration depth at
5 MHz is 250 nm. It scales as n-1/2. The displacement pattern is shown in Fig. 9.1.

The presence of a gas (such as air) does have an influence on the resonance
frequency, as can be noticed when operating a QCM in a vacuum chamber [4].
These effects cannot be explained with the Gordon-Kanazawa-Mason result. The
viscous drag exerted by air is small, as can be seen by inserting the density of
1.2 9 10-3 g/cm3 and the viscosity of 18 lPa s into Eq. 9.1.1. Larger than the
viscous drag are the effects of compressional waves and a slight dependence of the
crystal’s elastic stiffness on hydrostatic pressure. The influences of a gas phase on
Df̃ is neglected in the following.

Jakoby has reviewed the use of acoustic devices for the determination of vis-
cosity [5]. He also covers micromachined sensors with geometries other than the
parallel-plate. A commercial instrument (the ViSmartTM Sensor) is available from
Vectron. Acoustic waveguides can also be used to determine a viscosity. The
principal benefit is the small sample volume. A number of different effects
interfere with acoustic measurement of the viscosity. Among them are nanobub-
bles, roughness, slip, compressional waves, and adsorbed contaminants. The
reproducibility of viscosity measurements between different QCM crystals is in the
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range of *10 %. (At least this is so in the author’s laboratory.) Also, remember
that the MHz viscosity can be different from the viscosity in steady shear in case the
sample is not a simple liquid. Such differences can be expected for engine oil. (They
are absent for water). What the QCM determines, may not be, what the user is
interested in. kHz resonators (torsional resonators [6], in particular, see Sect. 15.3)
come closer to most technical applications in this regard. Viscosity as a sensing
target of the QCM is less relevant than microweighing.

For viscoelastic semi-infinite media, Eq. 9.1.1 is generalized as
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The complex viscosity is derived from Df and DC as
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Using the shear modulus ð~Gliq ¼ ix~gliqÞ and complex variables, this result can be
formulated more compact as

~Gliqqliq ¼ � pZq
D~f

f0

� �2

ð9:1:6Þ

The density, qliq, was moved to the left-hand side to emphasize that the QCM
determines the product of G̃liq and qliq. Note: G̃liq is expected to differ between
overtones. A viscoelastic spectrum (in a frequency range of about a decade) can be
explicitly obtained.

The depth of penetration of the shear wave in viscoelastic media is the inverse
of k00, which is given as

0 500 1000

0

1 displacement [a.u.]

z [nm]

Fig. 9.1 Displacement field of a shear wave in a Newtonian liquid according to Eq. 9.1.3. The
wave decays within a few hundred nanometers from the surface. The full and the dashed curve
show the displacement at t = 0 and t = T/4 with T the oscillation period
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Contrary to intuition, C depends on a material’s storage modulus more than on its
loss modulus. More specifically, if one keeps the absolute value of the complex
viscosity constant (jg0liq � ig00liqj � const:) and decreases the loss angle (making the
medium more elastic) the bandwidth increases. To see this, set G00liq to zero in
Eq. 9.1.4. The right-hand side then turns imaginary. Df is zero and DC is pro-

portional to G01=2
liq . This behavior follows from the fact that the more elastic

material transports the wave over a longer distance (has a larger depth of pene-
tration). Even though the local rate of dissipation is lowered when making the
material more elastic, the rate by which energy is withdrawn from the crystal
(which is, what C measures) increases because the increase in volume permeated
by the shear wave outweighs the decrease in the local rate of dissipation.

The shear modulus as determined with Eq. 9.1.6 is the shear modulus at the
respective frequency. It must not be confused with the low frequency shear stiff-
ness. For polymers, this statements is sometimes phrased in the form: ‘‘The QCM
operates at –20 �C’’. Of course the QCM does not operate at –20 �C, but a large
class of amorphous polymers appear to the QCM, as though they had been cooled
to somewhere below 0 �C. This is the consequence of time-temperature super-
position (Sect. 3.7). Time-temperature superposition states that a measurement at
high frequency can be equivalent to a measurement at lower frequency and lower
temperature. There is a ‘‘shift factor’’, aT, which expresses this equivalence. The
shift factors are in a similar range for many polymers. Seven decades in frequency
(the ratio of 10 MHz and 1 Hz) translate to a shift in temperature of a few tens of
degrees. The details vary, but one can still think of a QCM measurement on a
polymer as providing the shear modulus of this material at a temperature, which is
lower than the actual temperature of the measurement.

9.2 Nematic Liquid Crystals

In nematic liquid crystals (LCs) the relation between shear stress and shear rate
depends on the orientation of the preferred direction (the ‘‘director’’) relative to the
flow direction and the gradient direction. Consequently, Df and DC depend on
the orientation of the director relative to the sensor surface. The orientation at the
surface is controlled by a process called ‘‘orientational anchoring’’ [7]. The pre-
ferred direction depends on the surface topography and the organization of
the molecules at the surface. If the material is aligned parallel to the surface, the
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in-plane orientation can be selected by rubbing the surface. This is what the
LC–display industry does; orientational anchoring is of central importance for
displays.

Orientational anchoring can also be used as an amplification scheme in sensing
[8]. If proteins adsorb to a surface, they change the local chemistry and topography
to the extent that they can be visualized optically by bringing the respective surface
into contact with a nematic LC and imaging the sample with a polarizing micro-
scope. Changes in orientational anchoring are also (easily) detected with a QCM,
based on the dependence of the apparent viscosity on LC–orientation [9, 10].

On paper, the flow behavior of nematics has been all worked out. The formalism
carries the name ‘‘nematodynamics’’ and is covered in, for instance, the book by
deGennes and Prost [11]. The flow behavior of nematics is specified by no less than
five different viscosities, all of which are complex functions of frequency and tem-
perature [11]. The formalism is elegant in many ways, but it is a bit of an academic
exercise because of the unknown viscosities. One can measure some of them, but it is
difficult to devise experiments, which would be able to falsify the model as such.

Interestingly, there is one such test, addressing a special aspect: The test
amounts to comparing the high-frequency shear-wave impedances of two nematic
samples aligned along x and z in Fig. 9.2. They are predicted to be the same and
the theory can be tested in this regard.

At some point in the theory, the number offree parameters reduces by one because
of the so-called Onsager relations. It appears to be less than certain that the Onsager
relations actually do apply [12]. If they do, the ‘‘Rapini equality’’ holds, which
(translated to the QCM-experiment) says that the frequency shift induced by a
nematic LC does not depend on whether the director is along the displacement
direction or along the gradient direction (panels b and c in Fig. 9.2). The Onsager
relations are part of non-equilibrium thermodynamics. They cannot be explained in a
few lines, but it is safe to say that they are more difficult than they look at first glance.
The book by deGennes and Prost at this point contains a footnote, saying: ‘‘The
experts in classical mechanics (Ericksen, Truesdell) consider that the use of the
Onsager relations in hydrodynamics requires special caution. The Rapini equality,
which does depend on the validity of these relations, provides a direct experimental

n n
v

n

resonator
surface

nematic
LC

x

z(a) (b) (c)

Fig. 9.2 Three different orientations of the nematic director relative to the crystal surface. The
effective viscosities in configuration b and c are the same [12]. They are different from the
configuration shown in a, where the preferred direction of the liquid crystal is along the vorticity
direction
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check on this point’’. Again, the Rapini equality can be tested rather easily. The
two effective viscosity from Fig. 9.2b, c might be unequal. The experiment was
undertaken by Kiry and Martinoty in 1977 on the material 4-n-pentyl-40cyanobi-
phenyl (5CB) [13, 14], using shear-wave reflectometry. Kiry and Martinoty applied
the instrument described in Sect. 15.1. As shown in Sect. 4.2, ultrasonic reflec-
tometry is equivalent to a QCM experiment. The author had his own go at the
problem [9]. Part of the motivation was to show that shear-wave reflectometry and
QCM-experiments are indeed equivalent. However, agreement was not achieved in
this particular experiment; the two acoustic impedances were found to be unequal.
There is a caveat though: Tilted orientation is not covered in Ref. [13] and tilt may
have been present in the author’s experiments. Tilted orientation leads to a coupling
between shear waves and compressional waves, which may explain the large loads
found for the inclined state.

On the conceptual side, nematics on a QCM are intriguing samples because
orientation is not trivially coupled to deformation. In addition to the displacement
field, there is the field of mean molecular orientation (the ‘‘director’’). Orientation

hydrodynamic mode

orientational mode

u

z

z

u

superposition
no-slip, orientationally 
    anchored

z

u

(a)

(b)

(c)

Fig. 9.3 At a solid surface, a nematic liquid crystal is pinned both with regard to position
(‘‘no-slip condition’’) and to orientation (‘‘orientational anchoring’’). Displacement and
orientation are separate dynamical variables, giving rise to two separate types of decaying
waves. They both combine displacement and rotation. For the hydrodynamic mode (a), the
orientation mostly follows the shear gradient. For the orientational mode (b), the displacement is
small and the orientation substantially deviates from the shear gradient. Inserting materials
parameters, one finds that the depth of penetration of the orientational mode is smaller than that
of the hydrodynamic mode. A superposition of both modes (c) is needed to fulfill the boundary
conditions on orientation and displacement
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is a dynamical variable on its own. The displacement above the resonator surface
is not a decaying cosine as in simple liquids, but rather a superposition of two
such functions (‘‘modes’’, Fig. 9.3). One mode is predominantly translational
(‘‘hydrodynamic’’ in Ref. [14]), while the other one is predominantly orientational.
The orientational mode primarily exerts a torque at the interface. Both modes are
needed to fulfill the boundary conditions with regard to orientation and dis-
placement at the same time (Fig. 9.3c). While this sounds interesting, it turns out
that the stress exerted by the orientational mode is small. The peculiarities of
nematics under shear excitation have not translated to a practical sensing scheme.

9.3 Colloidal Dispersions

Colloidal dispersions consist of small particles embedded in a liquid. The particles
are colloidally stable; they neither aggregate nor sediment. Colloidal dispersions
are of outstanding importance in the chemical and the pharmaceutical industry.
Biofluids also contain numerous dispersed particles. Particles tend to adsorb to
surfaces and particle adsorption is intensely investigated with the QCM [15–19].
Here the question is a different one: Suppose that particle adsorption is prevented
somehow: Can one learn anything about the bulk of the dispersion by determining
its effective viscosity at MHz frequencies? ‘‘Effective’’ here means ‘‘as calculated
from Df̃ with Eq. 9.1.5.’’ The question relates to a topic frequently recurring in the
modeling process: Consider a heterogeneous medium with some random structure
and let the scale of heterogeneity be below the wavelength of shear sound: Can this
medium be described by some kind of effective medium theory? What information
about the medium is contained in the effective parameters?

Effective medium theories have a long tradition in colloid science [20].
A famous example is the Einstein-formula for the viscosity of a colloidal dis-
persion. Einstein predicts the macroscopic viscosity of colloidal dispersion to be
geff = gliq (1 + 5/2u) with u the particle volume fraction and gliq the viscosity
of the liquid phase. The particle size does not enter. The Einstein relation holds
for non-interacting spherical particles at low volume fraction and low frequency.
The effective viscosity at higher solids content is a complicated matter. In par-
ticular, it depends on the interaction between particles. Conversely, one can learn
about the interaction between particles by measuring the macroscopic complex
shear modulus as a function of particle volume fraction and frequency.

In this context, there is specific advantage of high-frequency rheology. One of
the characteristic time scales in colloid science is the time needed for a
rearrangement of the local cages around a particle. This time is given by dP

2/D with
dP

2 the interparticle distance (often approximated by the particle diameter) and D the
particle diffusivity. If the measurement of the viscosity occurs on a time scale faster
than dP

2/D, this can make data analysis easier. In particular, there is a relation
between the curvature of the interparticle potential at the mid-plane between two
particles, on the one hand, and the high-frequency shear modulus, on the other [21].

9.2 Nematic Liquid Crystals 211



Hydrodynamic interactions complicate the picture [22]. Still, one can assess the
charge on the particle surfaces [23].

In the past, ‘‘high-frequency rheology’’ has mostly meant rheology in the range
of many kHz, as opposed to a few MHz [24–27]. Can one expand the frequency
range at the upper end and learn even more from an experiment as sketched in
Fig. 9.4? A first problem with such experiments is that one must be sure to indeed
avoid particle adsorption. The higher the frequency, the more sensitive is the device
to adsorbed mass. Further complicating the situation, there are characteristic times
other than the time needed for rearrangement of local cages. These are the
‘‘hydrodynamic time scale’’ [28], shyd, given as dP

2qliq/gliq and the ‘‘momentum
relaxation time’’, sMR, given as (qP – qliq)RP

2/gliq (numerical factors were ignored,
see also Sect. 11.6). Both times must be smaller than the period of oscillation if
high-frequency rheology in the sense of Ref. [22] shall be of use. Consider shyd first.
Effective medium theories only hold as long as all structural heterogeneities occur
on a scale below d. This condition is more difficult to fulfill, if one goes up in
frequency. shyd is the inverse frequency, at which dp is comparable to d. The pen-
etration depth is 250 nm at 5 MHz in water and it decreases with increasing over-
tone order. Polymer dispersions have particle sizes in the range of 100 nm, which is
awkwardly close to the penetration depth. Gold nanoparticles and nanoclays are
smaller (around 10 nm, possible a few tens of nanometers), but a similar argument
applies to the distance between particles, dP. dP should also be smaller than d.

The momentum relaxation time is related to inertial forces. Typical colloidal
particles are too small to feel inertia. However, neglecting inertia is questionable at
MHz frequencies because the forces of inertia scale as x2 [23]. To assess whether
inertia makes a significant contribution to the shear-wave impedance, one com-
pares the inertial force to the drag force. The two can be estimated as

F̂drag � nPv̂ ¼ 6pgliqRP ixûSð Þ

F̂inertia �
4p
3

qP � qliq

� ffi
R3

P

dv̂
dt
¼ 4p

3
qP � qliq

� ffi
R3

P �x2ûS

� ffi ð9:3:1Þ

z

u(z)

interaction 
potential

RP δ<<

Fig. 9.4 When exposed to a colloidal dispersion of non-adsorbing spheres with a size of less
than the penetration depth, the QCM determines an effective shear modulus, to be interpreted in
the frame of an effective medium theory. The effective shear modulus reflects the interactions
between the particles
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RP is the particle radius. The first relation is Stokes’ law. Requiring that the
two forces be comparable in magnitude (|F̂drag| & |F̂inertia| at x = xc) leads to a
characteristic frequency of

xc �
9
2

gliq

qP � qliq

� ffi
R2

P

ð9:3:2Þ

The momentum relaxation time is the inverse of xc (again: numerical factors
aside). Using g & 1 mPa s, RP & 100 nm, and Dq & 0.1 g/cm3 one arrives at
xc/(2p) & 700 MHz. Inertial effects are small, but not necessarily irrelevant.
Inertial effects in colloids have a this point not been explored with the QCM, but
such studies should be possible. (Inertial effects in colloids have been observed
with an optical technique called nanorheology, see Ref. [29]). It was stated in
Sect. 3.7 that G(t) can never be negative and that G0(x) monotonically increases
with frequency because inertial forces are irrelevant in viscoelastic media. Con-
ventional viscoelastic materials respond to stress with relaxation processes only;
there are no resonances. This statement needs to be revisited, if the frequency of
excitation is beyond xc.

9.4 Elastomers Contacting the Resonator
in the Center only

The near-surface viscoelastic properties of elastomers are of outstanding practical
importance [30–32]. The QCM can make a contribution to this research because it
probes the material’s viscoelastic properties within in the penetration depth, only.
Unfortunately, a QCM-based measurement of G0 and G00 of a polymer melt or a
typical elastomer is difficult. Most polymers are so viscous that they overdamp the
resonance. (The viscosity is complex for polymer melts, but that does not change
the previous statement.) The resonances become so broad that they cannot be fitted
reliably. Large drive levels, careful calibration, and slow frequency sweeps with
good signal-to-noise ratio help, but the matter remains difficult.

If fitting the broad resonances turns out to be impossible, one can confine the
area of contact to a small spot in the center of the plate. The damping then is much
reduced. This mode of measurement was first demonstrated by Flanigan et al. who
combined the QCM with a JKR apparatus (Refs. [32, 33], see also Sect. 16.5).
Because of the finite contact area, Eq. 4.6.1 must be modified as

D~f

f0
¼ i

pZq
KA Acð Þ

Ac

A
~ZL ð9:4:1Þ

Ac is the contact area and KA is a sensitivity factor, accounting for the nontrivial
amplitude distribution over the area of the crystal. Equation 9.4.1 assumes plane
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waves, that is, a contact area much larger than the decay length of the shear wave.
Comparison with Eq. 6.1.31 shows that the combination of prefactors KA Ac/A is
equal to

KA Acð Þ
Ac

A
¼

R

contact area
û2

S rSð Þ
		 		d2rS

R

resonator
surface

û2
S rSð Þ

		 		d2rS
ð9:4:2Þ

ûS is the amplitude of motion at the surface and rS is a location on the resonator
surface. The prefactors in Eq. 9.4.1 can be determined by a calibration with a
substance of known shear-wave impedance. One deposits droplets of variable
radius on the resonator surface and determines KA(Ac) from the induced complex
frequency shift. Note: Since the efficiency of energy trapping depends on overtone
order, the calibration has to be repeated for every overtone.

There is a complication: By contacting the resonator in the center only, one
changes the degree of energy trapping and thereby changes the resonance fre-
quency (Sect. 7.7) [34]. There is a contribution to Df originating from enhanced
energy trapping. This contribution is not covered by Eq. 9.4.1. The effect can be
noticed in experiment because energy trapping affects frequency more than
bandwidth and the ratio of Df and DC therefore depends on contact area. This
should not be the case, following Eq. 9.4.1. The dependence of DC/(–Df) on
contact area has been analyzed in Ref. [35]. The solution to this problem consists
in doing all experiments at variable contact size and extrapolating to vanishing
contact area. Arguably, this complication mitigates the experiment’s beauty and
simplicity. On the other hand, the experiments principal virtue is unchanged: The
instrument determines the sample’s shear modulus close to the interface.
(Remember: It is the MHz shear modulus.)

9.5 Solid-Liquid Interfaces with Shallow Roughness

An effect of surface roughness on the resonance frequency is plausible from
intuition. An early experiment is reported in Ref. [36]. Roughness is expected to
lower the resonance frequency because of the trapped liquid. The Tel-Aviv group
has put forward a more quantitative mathematical description [37]. These equa-
tions also cover the half-bandwidth and the overtone dependence of Df and DC.

There are two separate models. A surface, where the vertical scale of roughness
is large compared to the lateral scale (hr � lr), is treated like a porous layer. The
Brinkman equation is employed, which amounts to an effective medium theory.
See Ref. [37] for more details. If the aspect ratio is low (that is, if the height of the
features is much less than their width, Fig. 9.5), effects of roughness can be
captured by a small modification to the plane-wave picture. The displacement
pattern mostly is a decaying shear wave. Superimposed onto the shear wave is a
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small-amplitude flow field, ensuring continuity of stress and displacement every-
where at the corrugated surface. The stress resulting from this second displacement
field is approximated as being additive. Because the (small) stress is additive, one
may Fourier-decompose the surface corrugation and solve the equations of hydro-
dynamics for each Fourier component (characterized by its wave vector, q) sepa-
rately. The total roughness-induced stress is the sum of the stresses induced by the
Fourier components. The frequency shift resulting from shallow roughness can be
written down in analytical form. Again, the feature height (the root-means-square
value of the height distribution), hr, is assumed to be much less than the feature
width, lr. Also, the feature height must be less than the penetration depth of the
shear wave d.

For the general case, the power spectral density of the roughness distribution
must be known. As always, assumptions can be made. For instance, one might
assume the spectral density to follow a Gaussian. Two limiting cases have to be
distinguished. If the lateral scale is much less than d (lr � d) the result is:

Df

f0
� �1

pZq

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qliqxgliq
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For the opposite case of lr � d, one has
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Fig. 9.5 Shallow roughness can be accounted for with a small-amplitude flow field superim-
posed onto the shear wave. The small added flow field is characterized by a vertical component,
dv̂\(q), a tangential component, dv̂||(q), and a pressure, dp(q). The resulting surface traction is
treated as an additive contribution to r̂S. Since the contribution is additive, one can decompose
the surface topography dz(x, y) into its Fourier components (each component characterized by its
wave vector, q) and solve the incompressible Stokes problem (see Sect. 9.1) for every Fourier
component separately
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Again, both relations assume hr � lr and hr� d. With hr = 0, Eqs. 9.5.1 and
9.5.2 reduce to the Gordon-Kanazawa-Mason result. Clearly, roughness effects are
quadratic in hr. Note: In Ref. [37], C is the full-width at half-height, not the
half-width at half-height, as in this book. Also, Ref. [37] contains a misprint in
Eqs. 2 and 3: f2 should be f0f. This can be seen from setting hr = 0, in which case
Eqs. 2 and 3 must reduce to the Gordon-Kanazawa-Mason result.

Roughness certainly is relevant to experiment. For illustration, use Eq. 9.5.1
and insert values typical for a gold surface (hr & 3 nm and lr & 10 nm): With
x = 2p 9 5 MHz, qliq = 1 g/cm3, and gliq = 1 mPa s, one arrives at a rough-
ness-induced frequency shift of 13.5 Hz. The roughness-induced shift in half-
bandwidth is 0.2 Hz. The shift in frequency is larger than the shift in half-band-
width because a rough surface traps the liquid in the valleys. A value of 13.5 Hz
for the roughness-induced frequency shift definitely is relevant to the experiment.
If, for instance, an adsorbate smoothens the surface, this will have an effect on the
frequency. Large roughness is often observed in electrodeposition experiments. An
experimental study of roughness effects, which compares experimental values of
Df and DC to the predictions from the Tel-Aviv group, is reported in Ref. [38].

Glossary

Variable Definition (Comments)

aT Shift factor (Sect. 3.7)

A (Effective) area of the resonator plate (Sect. 7.4)

c Speed of (shear) sound (c̃ = (G̃/q)1/2)

dP Interparticle distance (Sect. 9.3)

D Diffusivity (Sect. 9.3, do not confuse with the dissipation factor (1/Q))

eff As an index: effective, mostly used in the context of an effective
medium

f Frequency

f0 Resonance frequency at the fundamental (f0 = Zq/(2mq) =
Zq/(2qqdq))

fr Resonance frequency

F̂inertia An inertial force (Sect. 9.3)

~G Shear modulus

KA A sensitivity factor (Sect. 9.4, taking care of an amplitude
distribution)

hr Characteristic vertical scale of roughness (Sect. 9.5)

k̃ Wavenumber (k̃ = x/c̃)
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liq As an index: liquid

lr Characteristic horizontal scale of roughness (Sect. 9.5)

M Mass

n Overtone order

p Pressure (Sect. 9.5)

q Wave vector (Sect. 9.5)

P As an index: Particle

rS A position on the resonator surface

RP Particle radius

S As an index: Surface

t Time

û (Tangential) displacement

v̂ Velocity

z Spatial coordinate perpendicular to the surface

Z̃liq Acoustic wave impedance of a liquid (Z̃liq = (ixqliqgliq)1/2)

Z̃L Load impedance

Zq Acoustic wave impedance of AT-cut quartz (Zq = 8.8 9 106

kg m-2s-1)

C Imaginary part of a resonance frequency

d As a prefix: a small quantity (Fig. 9.5)

d Penetration depth of a shear wave (Newtonian liquids: d = (2gliq/
(qliqx))1/2)

D As a prefix: A shift induced by the presence of the sample

u Particle volume fraction

~gliq gliq Viscosity

q Density

shyd Hydrodynamic time scale (Sect. 9.3)

sMR Momentum relaxation time (Sect. 9.3)

n Drag coefficient

x Angular frequency

xc A critical frequency, above which inertial effects are noticeable
(Sect. 9.3)

Glossary 217

http://dx.doi.org/10.1007/978-3-319-07836-6_9
http://dx.doi.org/10.1007/978-3-319-07836-6_9
http://dx.doi.org/10.1007/978-3-319-07836-6_9
http://dx.doi.org/10.1007/978-3-319-07836-6_9
http://dx.doi.org/10.1007/978-3-319-07836-6_9
http://dx.doi.org/10.1007/978-3-319-07836-6_9


References

1. Nandi, N., Bhattacharyya, K., Bagchi, B.: Dielectric relaxation and solvation dynamics of
water in complex chemical and biological systems. Chem. Rev. 100(6), 2013–2045 (2000)

2. Goubaidoulline, C., Reuber, J., Merz, F., Johannsmann, D.: Simultaneous determination of
density and viscosity of liquids based on quartz-crystal resonators covered with nanoporous
alumina. J. Appl. Phys. 98(1), 014305 (2005)

3. Schön, P., Michalek, R., Walder, L.: Liquid density response of a quartz crystal microbalance
modified with mesoporous titanium dioxide. Anal. Chem. 71, 3305 (1999)

4. Stockbridge, C.D.: Effects of gas pressure on quartz crystal microbalances. In: Behrndt, K.H.
(ed.) Vacuum Microbalance Techniques, vol. 5. Plenum Press, New York (1966)

5. Jakoby, B., Beigelbeck, R., Keplinger, F., Lucklum, F., Niedermayer, A., Reichel, E.K.,
Riesch, C., Voglhuber-Brunnmaier, T., Weiss, B.: Miniaturized sensors for the viscosity and
density of liquids-performance and issues. IEEE Trans. Ultrason. Ferroelectr. Freq. Control
57(1), 111–120 (2010)

6. http://www.flucon.de/, Accessed 28 Mar 2013
7. Jerome, B.: Surface effects and anchoring in liquid-crystals. Rep. Prog. Phys. 54(3), 391–451

(1991)
8. Gupta, V.K., Skaife, J.J., Dubrovsky, T.B., Abbott, N.L.: Optical amplification of ligand-

receptor binding using liquid crystals. Science 279(5359), 2077–2080 (1998)
9. Domack, A., Johannsmann, D.: High frequency effective viscosities of nematic liquid crystals

with tilted orientation. Appl. Phys. Lett. 80(25), 4750–4752 (2002)
10. Muramatsu, H., Iwasaki, F.: Monitoring of the changes of dynamic viscoelastic properties of

liquid crystals during the orientation with voltage pulses using a quartz crystal resonator.
Mol. Cryst. Liq. Cryst. Sci. Technol. Sect. A 258, 153–162 (1995)

11. deGennes, J.P., Prost, J.: The Physics of Liquid Crystals. Oxford University Press, Oxford
(1993) (Ch. 5.2.2)

12. Parodi, O.: Stress tensor for a nematic liquid crystal. J. Phys. 31(7), 581–584 (1970)
13. Kiry, F., Martinoty, P.: Ultrasonic investigation of anisotropic viscosities in a nematic liquid-

crystal. J. Phys. 38(2), 153–157 (1977)
14. Martinoty, P., Candau, S.: Determination of viscosity coefficients of a nematic liquid crystal

using a shear waves reflectance technique. Mol. Cryst. Liq. Cryst. 14(3–4), 243 (1971)
15. Berglin, M., Olsson, A., Elwing, H.: The interaction between model biomaterial coatings and

nylon microparticles as measured with a quartz crystal microbalance with dissipation
monitoring. Macromol. Biosci. 8(5), 410–416 (2008)

16. Fatisson, J., Domingos, R.F., Wilkinson, K.J., Tufenkji, N.: Deposition of TiO2 nanoparticles
onto silica measured using a quartz crystal microbalance with dissipation monitoring.
Langmuir 25(11), 6062–6069 (2009)

17. Olofsson, A.C., Hermansson, M., Elwing, H.: Use of a quartz crystal microbalance to
investigate the antiadhesive potential of N-acetyl-L-cysteine. Appl. Environ. Microbiol.
71(5), 2705–2712 (2005)

18. Molino, P.J., Hodson, O.A., Quinn, J.F., Wetherbee, R.: The quartz crystal microbalance: a
new tool for the investigation of the bioadhesion of diatoms to surfaces of differing surface
energies. Langmuir 24(13), 6730–6737 (2008)

19. Poitras, C., Fatisson, J., Tufenkji, N.: Real-time microgravimetric quantification of
Cryptosporidium parvum in the presence of potential interferents. Water Res. 43(10),
2631–2638 (2009)

20. Russel, W.B., Schowalter, D.A.S., Schowalter, W.R.: Colloidal Dispersions. Cambridge
University Press, Cambridge (1991)

21. Buscall, R., Goodwin, J.W., Hawkins, M.W., Ottewill, R.H.: Viscoelastic properties of
concentrated lattices 2 theoretical-analysis. J. Chem. Soc. Faraday Trans. I 78, 2889–2899
(1982)

218 9 Homogeneous Semi-infinite Samples

http://www.flucon.de/


22. Bergenholtz, J., Willenbacher, N., Wagner, N.J., Morrison, B., van den Ende, D., Mellema,
J.: Colloidal charge determination in concentrated liquid dispersions using torsional
resonance oscillation. J. Colloid Interface Sci. 202(2), 430–440 (1998)

23. Wagner, N.J.: The high-frequency shear modulus of colloidal suspensions and the effects of
hydrodynamic interactions. J. Colloid Interface Sci. 161(1), 169–181 (1993)

24. Huang, J.S., Varadaraj, R.: Colloid and interface science in the oil industry. Curr. Opin.
Colloid Interface Sci. 1(4), 535–539 (1996)

25. Bell, J., Kohler, T., Woermann, D.: Change of the resonance frequency of a quartz crystal
microbalance in contact with an aqueous dispersion of solid particles. Berichte Der Bunsen-
Gesellschaft-Phys. Chem. Chem. Phys. 101(6), 879–883 (1997)

26. Lionberger, R.A., Russel, W.B.: High-frequency modulus of hard-sphere colloids. J. Rheol.
38(6), 1885–1908 (1994)

27. Wagner, N.J.: The High-frequency shear modulus of colloidal suspensions and the effects of
hydrodynamic interactions. J. Colloid Interface Sci. 161(1), 169–181 (1993)

28. Kao, M.H., Yodh, A.G., Pine, D.J.: Observation of Brownian-motion on the time scale of
hydrodynamic interactions. Phys. Rev. Lett. 70(2), 242–245 (1993)

29. Atakhorrami, M., Mizuno, D., Koenderink, G.H., Liverpool, T.B., MacKintosh, F.C.,
Schmidt, C.F.: Short-time inertial response of viscoelastic fluids measured with Brownian
motion and with active probes. Phys. Rev. E 77(6), 13 (2008)

30. Persson, B.N.J.: Theory of rubber friction and contact mechanics. J. Chem. Phys. 115(8),
3840–3861 (2001)

31. Baumberger, T., Caroli, C., Ronsin, O.: Self-healing slip pulses along a gel/glass interface.
Phys. Rev. Lett. 88(7), 075509 (2002)

32. Shull, K.R.: Contact mechanics and the adhesion of soft solids. Mater. Sci. Eng. R 36(1),
1–45 (2002)

33. Flanigan, C.M., Desai, M., Shull, K.R.: Contact mechanics studies with the quartz crystal
microbalance. Langmuir 16(25), 9825–9829 (2000)

34. Efimov, I., Hillman, A.R., Schultze, J.W.: Sensitivity variation of the electrochemical quartz
crystal microbalance in response to energy trapping. Electrochim. Acta 51(12), 2572–2577
(2006)

35. Herrscher, M., Ziegler, C., Johannsmann, D.: Shifts of frequency and bandwidth of quartz
crystal resonators coated with samples of finite lateral size. J. Appl. Phys. 101(11), 114909
(2007)

36. Martin, S.J., Frye, G.C., Ricco, A.J., Senturia, S.D.: Effect of surface-roughness on the
response of thickness-shear mode resonators in liquids. Anal. Chem. 65(20), 2910–2922
(1993)

37. Daikhin, L., Gileadi, E., Katz, G., Tsionsky, V., Urbakh, M., Zagidulin, D.: Influence of
roughness on the admittance of the quartz crystal microbalance immersed in liquids. Anal.
Chem. 74(3), 554–561 (2002)

38. Bund, A.M., Schneider, M.: Characterization of the viscoelasticity and the surface roughness
of electrochemically prepared conducting polymer films by impedance measurements at
quartz crystals. J. Electrochem. Soc. 149, 331 (2002)

References 219



Chapter 10
Stratified Layer Systems

Abstract Samples, which are homogeneous in the resonator plane, can be modeled
as acoustic multilayers. The deformation pattern is a plane wave. Thin films
exposed to air behave as predicted by Sauerbrey. For somewhat thicker films, there
is a viscoelastic correction scaling as the square of the film’s mass. For films
exposed to a liquid, the viscoelastic correction is independent of thickness. If the
layer is soft, the correction can be substantial, even for molecularly thin films.
Under certain conditions, the film’s elastic compliance, Jf

0, can be calculation from
the ratio of DC and (–Df). Thick films display a film resonance.

10.1 Viscoelastic Film in Air

The geometry of the film in air is shown in Fig. 10.1. The acoustic wave is
reflected at the outer edge of the film and returns to the resonator surface. The
stress at the resonator surface is

r̂S ¼ �~Gf
dû zð Þ

dz

����
z¼dq

¼ �~Gf �i~kf

� ffi
û�f � ûþf

� �

¼ i~Gf
x
~cf

û�f � ûþf

� �

¼ ix~Zf û�f � ûþf

� �

ð10:1:1Þ

Note the minus sign before G̃f in line 1. It occurs because r̂S is exerted by the resonator
onto the sample. For a film in air one has ~Zbulk � 0 and the reflectivity at the film-air
interface is ~rf ;bulk ¼ ð~Zf � ~ZbulkÞ=ð~Zf þ ~ZbulkÞ ¼ 1. ûþf then is related to û�f by

ûþf ¼ exp �i~kf df

� ffi
~rf ;bulk exp �i~kf df

� ffi
û�f

¼ exp �2i~kf df

� ffi
û�f

ð10:1:2Þ

D. Johannsmann, The Quartz Crystal Microbalance in Soft Matter Research,
Soft and Biological Matter, DOI: 10.1007/978-3-319-07836-6_10,
� Springer International Publishing Switzerland 2015
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The load impedance is

~ZL ¼
r̂S

v̂S
¼

ix ~Zf û�f � ûþf

� �

ix û�f þ ûþf

� � ¼ ~Zf
1� exp �2i~kf df

� ffi

1þ exp �2i~kf df

� ffi

¼ ~Zf
exp i~kf df

� ffi
� exp �i~kf df

� ffi

exp i~kf df

� ffi
þ exp i~kf df

� ffi

¼ i~Zf tan ~kf df

� ffi

ð10:1:3Þ

The relation tanðxÞ ¼ �iðexpðixÞ � expð�ixÞÞ=ðexpðixÞ þ expð�ixÞÞ was used in
line 3. The frequency shift is

D~f

f0
¼ �1

p Zq

~Zf tan ~kf df

� ffi
ð10:1:4Þ

In the derivation of Eq. 10.1.4 we have applied the SLA. The corresponding
equation derived without invoking the SLA (but still neglecting piezoelectric
stiffening) is

~Zq tan ~kqdq

� ffi
¼ �~Zf tan ~kf df

� ffi
ð10:1:5Þ

Equation 10.1.5 follows from Eqs. 10.1.3 and 4.6.8. Using ~kq;ref � ~kq;OC ¼ np=dq

as well as tanðn pþ xÞ ¼ tanðxÞ for integer n, this amounts to

tan D~k þ ~kref

� ffi
dq

� ffi
¼ tan D~kdq

� ffi
¼ tan

2pdq

~cq
D~f

� �
¼ �

~Zf

~Zq
tan

2pdf

~cf

~f

� �
ð10:1:6Þ

Equation 10.1.6 is usually ascribed to Lu and Lewis (Ref. [1], for the extension to
layers with finite viscosity see Ref. [2]). In the context of film-thickness monitors,
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Fig. 10.1 Layer system and
definition of variables for the
single film. If the bulk is a
vapor phase, its acoustic
wave impedance is small
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the use of Eq. 10.1.6 is called ‘‘Z-match method’’ [3]. The user provides the wave
impedance of the coating to be deposited. Properly accounting for a nontrivial Z-
ratio ðZf =Zq 6¼ 1Þ, the instrument calculates a value for the deposited mass, which
is more accurate than the Sauerbrey mass. Tabulated values of Zf for some com-
mon coating materials can be found in Ref. [4].

It is instructive to rewrite Eq. 10.1.4 as

D~f

f0
¼ �1

p Zq

~Zf tan ~kf df

� ffi

¼ �
~Zf

p Zq
tan

x
~cf

df

� �
¼ �

~Zf

p Zq
tan

x
ffiffiffiffiffi
qf
p
ffiffiffiffiffiffi
~Gf

q df

0

B@

1

CA ¼
�~Zf

p Zq
tan

x
~Zf

qf df

 !

¼ �
~Zf

pZq
tan

x
~Zf

mf

 !

ð10:1:7Þ

Equation 10.1.7 shows that the acoustic properties of a film are fully specified by
two parameters, which are its acoustic wave impedance, ~Zf , and its mass per unit
area, mf. (Strictly speaking, there are three parameters, which are Z 0f ; Z

00
f , and mf.)

Equation 10.1.4 misleadingly suggests that one might be able to separately
determine the film thickness and the density of the film. Independent information
is needed to separate thickness from mass.

Figure 10.2 shows Df and DC as predicted by Eq. 10.1.4 versus film thickness.
The arrows indicate four different regimes, which are the Sauerbrey regime at very
low thickness, the ‘‘thin-film regime’’, in which the viscoelastic correction is small
compared to the Sauerbrey-term, the film resonance(s), [5, 6], and the limit of infinite
thickness. In the limit of df ! 0, one expands the tangent as tanðxÞ � x and recovers
the Sauerbrey equation. In the limit of df !1, the complex tangent approaches -i.

(Remember that k00[ 0 and ~k ¼ k0 � ik00, Eq. 4.1.6). Equation 10.1.4 then approa-
ches the Gordon-Kanazawa-Mason result (Eq. 9.1.5).

semi-
infinite 
medium

thin film with
viscoelastic
correction

Sauerbrey
limit

Δf
, 

ΔΓ
 [a

.u
.]

df [a.u.]

film 
resonance
k

f
d

f
 = π/2

ΔΓ

Δf

Fig. 10.2 A plot of Df and
DC versus film thickness
according to Eq. 10.1.4. The
loss angle of the film is
dL = 40�
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The maximum in DCðdf Þ occurring at kf df ¼ p=2 is called ‘‘film resonance’’.
At the film resonance, Df increases with increasing thickness. Df can even turn
positive, if the film resonance is sharp enough. The fact that the film resonance is a
coupled resonance in the sense of Sect. 4.6.3 becomes clear upon approximating

tanð~kf df Þ by ð~kf df � p=2Þ�1 in the vicinity of ~kf df ¼ p=2:

D~f

f0
¼ �1

p Zq

~Zf tan ~kf df

� ffi

� �1
p Zq

~Zf
1

~kf df � p
2

¼ �
~Zf

pZq

2
p

1
p~kf df

2 � 1

¼
~Zf

pZq

2
p

~xFR

~xFR � x

ð10:1:8Þ

The index FR denotes the Film Resonance. The film’s resonance frequency, xFR,
is given by the condition that ~xFR=~cf df ¼ ~kf df ¼ p=2. Equation 10.1.8 has the
same structure as Eq. 4.6.24.

Figure 10.3a sketches why the film itself forms a resonator at kf df ¼ p=2. At
kf df ¼ p=2, the film thickness is one quarter of the wavelength of sound. The
displacement pattern is a standing wave with an antinode at the surface and a node
at the interface with the resonator. Because there is a node at the substrate-film
interface, a small amplitude at the resonator surface translates to a large amplitude
at the film-air interface, which is characteristic of a resonance. The film can be
viewed as a viscoelastic plate rigidly clamped on one side. The film is not strictly
clamped because the resonator has a finite elastic compliance. However, since
most polymer films are much softer than quartz, one can approximate the film as
being clamped. If the film is not much softer than quartz, Eq. 10.1.4 must be
replaced by Eq. 10.1.6.

If the film has little internal dissipation, the film resonance amounts to a sharp
peak in a plot DC versus df. Note, however, that the SLA does not apply under these
conditions. Df and DC plotted versus n only form a resonance curve of their own, if
the damping factor of the coupled resonance is large enough (cf. Eq. 4.6.26).
For samples with low internal dissipation, one has two separate modes around
kf df ¼ p=2 [7]. Two separate modes have been seen with Langmuir-Blodgett films,
sequentially deposited on the resonator surface [8]. One also can find the resonance
frequency to discontinuously jump upwards in swelling experiments. In this case
the instrument at some point looses the lower branch because the respective res-
onance becomes to weak. It then searches a resonance and finds the upper branch.
Only sufficiently viscous films follow Eq. 10.1.4 and Fig. 10.2.

Figure 10.3b shows the same data as Fig. 10.2, plotted in polar form (DC versus
Df). Clearly there is a spiral, characteristic for the damped coupled resonance.
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Contrasting to the case of a sphere on a plate (Sects. 4.6.3 and 11.4), the spiral can
make more than one turn. The subsequent turns are the higher overtones of the film
resonance. An experimental example, which follows Eq. 10.1.4 particularly well,
is shown in Fig. 10.3c [9]. Salomaki and Kankare display their results in polar
form and they convert Df and DC to ~ZL using Eq. 4.6.1. The authors use the metric
Rayl as the unit of the impedance (cf. Sect. 4.2). The metric Rayl is equal to
1 kg m-2 s-1. The agreement between Fig. 10.3c and the model is quite
remarkable. Figure 10.3c is a rare example, where the higher overtones of the film
resonance are seen. The spiral makes 1.5 turns. (The ‘‘higher film resonances’’
have kf df ¼ m p=2 with m an odd integer).

film

resonator

 [a
.u

.]

f [a.u.]

(a)

(b)

(c)(c)

Fig. 10.3 a At the film
resonance, the film thickness
equals a quarter of the
wavelength of sound. The
displacement pattern is a
standing wave with an
antinode at the film-air
interface and a node at the
film-substrate interface. A
small amplitude at the
resonator surface thereby
translates to a large amplitude
at the film-air interface. b The
simulated data from Fig. 10.2
shown in polar form. One
finds the characteristic spiral.
c Experimental results
showing a film resonance.
The film was formed from
polyelectrolyte multilayers
[48]. The layers were
deposited sequentially and
QCM measurements were
undertaken at various stages
during the build-up. The
authors converted Df and DC
to a load impedance making
use of Eq. 4.6.1. Because
Eq. 4.6.1 contains the imagi-
nary unit, panels b and c dif-
fer by a 90�-rotation. 1 Rayl
corresponds 1 kg m-2 s-1

(Sect. 4.2). Panel c is rep-
rinted with permission from
Ref. [9]. Copyright 2007
American Chemical Society
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Figure 10.4 shows a second experimental example of a film resonance [10]. In
this case, a polymer film was swollen in solvent vapor. Upon exposing the film to
the vapor phase, it becomes thicker and softer. The highest overtone shown (n = 5
at 25 MHz) reaches the film resonance first because it has the shortest wavelength.
The third overtone (15 MH) follows later. For the fundamental, the film resonance
is barely reached.

The film resonance experimentally confirms the multilayer formalism, but it is
of limited practical relevance, otherwise. The thin-film limit is much more
important. Many samples show small viscoelastic effects without showing the film
resonance itself. In the ‘‘thin film regime’’, one expands tan (~kf df ) from Eq. 10.1.4

to third order in ~kf df ðtanðeÞ � eþ e3=3), which results in
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Fig. 10.4 Experimental example of a film resonance. a Normalized frequency shift. b Normal-
ized shift of half bandwidth. A poly-isobutylene film was exposed to toluene vapor. As the
solvent uptake proceeds, both the film thickness and the film’s softness increase. The softening
actually is more important than the increase in thickness. Softening lowers the wavelength of
shear sound. The highest overtone (n = 5) goes into resonance first because the corresponding
wavelength is shorter than on n = 3 and n = 1. Quantitative agreement with Eq. 10.1.7 is poor.
There are different potential reasons (among them the gradient of softness along the z-axis). Less-
than-perfect agreement between data and theory at conditions close the film resonance is often
observed. Adapted from Ref. [10]
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D~f

f0
¼ �1

p Zq

~Zf tan ~kf df

� ffi
� �1

p Zq

~Zf
~kf df þ

1
3

~kf df

� ffi3
� �

¼ �1
p Zq

x mf 1þ npð Þ2

3

~Jf

qf
Z2

q

mf

mq

� �2
" #

¼ �1
p Zq

x mf 1þ npð Þ2

3

Z2
q

~Z2
f

mf

mq

� �2
" #

ð10:1:9Þ

The relations ~kf ¼ x=~cf ¼ xðq~Jf Þ1=2 and x ¼ 2pnf0 ¼ pnZq=mq were used in line

2. The relation ~Zf ¼ ðqf =~Jf Þ1=2 was used in line 3.
At this point we recall three results from Sects. 6.1.4 and 6.2:

(a) Revisiting the approximations inherent to the SLA, one finds that the term
ð~Jf =ðqf ÞZ2

q needs to be replaced by ð~Jf =ðqf ÞZ2
q � 1:

D~f

f0
� �x mf

p Zq
1þ npð Þ2

3

Z2
q

Z2
f

� 1

 !
mf

mq

� �2
" #

¼ �x mf

p Zq
1þ npð Þ2

3

~Jf

qf
Z2

q � 1

 !
mf

mq

� �2
" # ð10:1:10Þ

The difference between Eqs. 10.1.9 and 6.2.8 matters when the film’s acoustic
wave impedance is comparable to Zq.

(b) The parameter mq in the denominator is half the plate’s mass within the
parallel plate model, but it turns into the ‘‘modal mass’’ when accounting for
deviations from that model (Sect. 6.1.4). The true modal mass as a function
of overtone order can be determined with thin rigid films. An overtone
dependence of Df/n can only be attributed to viscoelastic effects after the
modal mass has been corrected for.

(c) A dependence of Df/n on n2 can also result from electrode effects. See the text
around Eq. 6.2.15 for details.

For small mf/mq (neglecting the second term in square brackets), Eq. 10.1.10
reduces to the Sauerbrey equation. For slightly thicker films, there is a viscoelastic
correction proportional to n2, m2

f , and ~Jf . Importantly, the viscoelastic contribution

is large for soft films (with large ~Jf ). The non-gravimetric QCM plays out its
strength when the sample is softer than quartz. Viscoelastic effects disappear in the
thin-film limit because the film’s own inertia is the only source of shear stress; the
sample is not clamped from the other side. It is difficult to determine the softness
of a film thinner than about 10 nm and it is quite impossible to determine the
softness of a monomolecular adsorbate. This contrasts to the situation in liquids.
A liquid exerts a stress onto the film from the outer edge and thereby makes
viscoelastic effects visible even for adsorbed monolayers.

10.1 Viscoelastic Film in Air 227

http://dx.doi.org/10.1007/978-3-319-07836-6_6
http://dx.doi.org/10.1007/978-3-319-07836-6_6
http://dx.doi.org/10.1007/978-3-319-07836-6_6
http://dx.doi.org/10.1007/978-3-319-07836-6_6


A plot adapted to the structure of Eq. 10.1.10 has n2 along the x-axis and the
normalized shifts of frequency and half-bandwidth (Df/n) and DC/n) along y. An
example is shown in Fig. 10.5. If ~JðxÞ were constant, straight lines would result
and the compliances (elastic and viscous) would be proportional to the slopes.
However, ~JðxÞ usually does depend on frequency. For J00 this is not a problem
because J00ðxÞ can be explicitly derived from the DC/n. However, there is a
problem for the shear compliance because one needs to extrapolate Df(n) to n = 0
in order to determine the mass, mf. An approximate law for J0ðxÞ must be assumed
in order to do the extrapolation. Typical would be a power law as in Eq. 10.4.1.

For thin films in air, DC can be converted to J00 using [11]

DC � 8
3qf Zq

f 4
0 m3

f n3p2J00 ¼ 8f 4
0 n3p2

3Zq
q2

f d3
f J00 ð10:1:11Þ

mf can be estimated from the Sauerbrey equation (mf � �mqDf=fr), resulting in

J00f
qf
� 3

npð Þ2
1

Z2
q

f

Df

� �2 DC
�Df

� �
ð10:1:12Þ
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Fig. 10.5 Plot of Df/n (a) and DC/n (b) versus n2 as suggested by Eq. 10.1.10. The sample was a
spin-cast film of poly-isobutylene. The thickness as derived from the offset in panel a is about 1.6 lm.
In this particular example, the slope d(Df/n)/d(n2) is about constant, indicating a weak dependence of
J0f on frequency. The frequency dependence of J00f is more evident (panel b). Quantitative evaluation
leads to shear moduli in the range of 100 MPa. Such high values appear surprising at first glance
because poly-isobutylene is a soft polymer. The high value is explained by viscoelastic dispersion
and the high frequency of the measurement (cf. Fig. 3.3). Adapted from Ref. [48]
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10.2 Viscoelastic Film in a Liquid

Start the analysis from Fig. 10.1, but let the bulk medium be a liquid rather than
air. Equation 10.1.1 still applies, but the reflectivity at the outer interface now is
~rf ;bulk ¼ ð~Zf � ~ZliqÞ=ð~Zf þ ~ZliqÞ. The amplitude of the reflected wave at the reso-
nator surface, ûþ, is given as

ûþ ¼ exp �2i~kf df

� ffi ~Zf � ~Zliq

~Zf þ ~Zliq
û� ð10:2:1Þ

Inserting Eq. 10.2.1 into Eq. 10.1.1 leads to

~ZL ¼ ~Zf

1� exp �2i~kf df

� ffi ~Zf�~Zliq

~Zfþ~Zliq

1þ exp �2i~kf df

� ffi ~Zf�~Zliq

~Zfþ~Zliq

¼ ~Zf

~Zf exp i~kf df

� ffi
� exp �i~kf df

� ffi� ffi
þ ~Zliq exp i~kf df

� ffi
þ exp �i~kf df

� ffi� ffi

~Zf exp i~kf df

� ffi
þ exp �i~kf df

� ffi� ffi
þ ~Zliq exp i~kf df

� ffi
� exp �i~kf df

� ffi� ffi

¼ ~Zf

~Zf 2i sin ~kf df

� ffi
þ ~Zliq2 cos ~kf df

� ffi

~Zf 2 cos ~kf df

� ffi
þ ~Zliq2i sin ~kf df

� ffi

ð10:2:2Þ

Upon dividing numerator and denominator by 2 cosð~kf df Þ and inserting the result
into the SLA, one finds [12, 13],

D~f

f0
¼ �

~Zf

pZq

~Zf tan ~kf df

� ffi
� i~Zliq

~Zf þ i~Zliq tan ~kf df

� ffi ð10:2:3Þ

As in Eq. 10.1.7, one can express ~kf df as ðx=~Zf Þdf , which shows that the thickness
and the mass per unit area of a film cannot be derived independently. With regard to
shear waves, the properties of a film are fully specified by the parameters ~Zf and mf.

Similar to the film in air, the Gordon-Kanazawa-Mason result is recovered in
the limit of df !1. At intermediate thickness, there again is a film resonance.
The film resonance has been seen in liquids; Fig. 10.6 shows an example. The
importance of the film resonance in liquid sensing is limited and the discussion
therefore continues with the thin-film limit.

Expanding Eq. 10.2.3 to first order in df, one finds

D~f

f0
� i

p Zq

~Zliq þ i~Zf
~kf df 1�

~Z2
liq

~Z2
f

 !" #

ð10:2:4Þ
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The two terms can be attributed to the bulk viscosity and to the adsorbed mass. For

a sufficiently stiff film ðj~Z2
f j � j~Z2

liqjÞ
2 the second term in square brackets is the

Sauerbrey term:

D~f

f0
� i

p Zq

~Zliq þ i~Zf
~kf df

� ffi
¼ i

p Zq

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ixqliq ~gliq

q
þ ix mf

� �

¼ �1þ i
ffiffiffi
2
p

p Zq

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xqliq ~gliq

q
� 2nf0

Zq
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Fig. 10.6 Example of a film resonance observed in the liquid phase. a Normalized frequency
shift. b Normalized shift of half bandwidth. c Polar diagram. Slightly simplifying the matter, the
film resonance corresponds to a situation where the argument of the tangent in Eq. 10.2.3 is close
to p=2. The experiment shown here was actually conducted on a polymer brush, rather than a
film. The polymer brush has a segment density profile u(z), which gradually approaches zero at
the edge; there is no sharp interface between the polymer and the bulk liquid. Even this sample
shows a film resonance. The thickness of the brush was varied, using temperature. The solvent
quality of this polymer-solvent pair (polystyrene-cyclohexane) improves with temperature. As
temperature increases, the brush swells. Swelling increases the thickness and at the same time
softens the material because the more dilute polymer has weaker interactions between
neighboring chains. Arrows indicate increasing overtone order. Adapted from Ref. [12]
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The frequency shift is a sum of a viscous contribution (following the Gordon-
Kanazawa-Mason equation) and an inertial contribution (following Sauerbrey).
For stiff films the QCM works as a gravimetric sensor even in the liquid phase.
Additivity of the two contributions was found experimentally in Ref. [14].

The way in which viscoelasticity enters the equations of the thin-film limit
deserves a closer look. The frequency shift is usually determined with respect to a
reference state, where the quartz is already immersed in liquid. Referencing the
measurement to the bare quartz in the liquid, one obtains [13–16]

D~f

f0
� i

p Zq
ð~Ztot � ~ZliqÞ ¼

�1
p Zq

~Zf
~kf df 1�

~Z2
liq

~Z2
f

" #

¼ �x mf

p Zq
1�

~Z2
liq

~Z2
f

" #

¼ �x mf

p Zq
1�

~Jf xð Þ
qf

ixqliqgliq

" #

¼ �x mf

p Zq
1� 2p in

~Jf xð Þ
qf

f0qliqgliq

" #

ð10:2:6Þ

The prefactor has the same form as the right-hand side of the Sauerbrey equation;
the term in square brackets is the viscoelastic correction. As opposed to experi-
ments air, softness increases the resonance frequency. It decreases the apparent
Sauerbrey mass (the mass obtained when naively analyzing experimental data with
the Sauerbrey equation).

An experimental example is shown in Fig. 10.7. These data were obtained on a
layer of adsorbed vesicles. The details are unessential. Of course vesicles are discrete
objects, but the layer appears like a soft film to the QCM. Characteristically for a soft
film in a liquid, the plot of Df/n versus n slopes upwards. The larger the slope, the
larger is the sample’s viscous (!) compliance. Note: When a film is immersed in a
liquid, a finite elastic compliance mostly affects the bandwidth, while a finite viscous
compliance mostly affects the frequency. It is the other way round in air.

Contrasting to the dry state, the viscoelastic correction is independent of film
thickness in a liquid environment. For films in air the viscoelastic correction scales
as the square of the mass (Eq. 10.1.9) because the film surface is stress-free in air.
The film only shears under its own weight. This is different in liquids because the
liquids exerts a stress onto the film. The viscoelastic correction may be sizeable,
even for molecularly thin films.

Equation 10.2.6 predicts –Df to increase with overtone order, as shown in
Fig. 10.7. In experiment, one can also find –Df decreasing with n. The reasons are
unclear; roughness may play a role.

Because Eq. 10.2.6 is linear in mass, it also holds in an integral sense [17];

D~f

f0
� � �x

p Zq

Z1

0

~Z2ðzÞ � ~Z2
liq

~Z2ðzÞ

 !

qðzÞdz � �
qliqx

p Zq

Z1

0

~GðzÞ � ~Gliq

~GðzÞ

� �
dz ð10:2:7Þ
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In step 2, q(z) was assumed to be about constant and equal to qliq. Equation 10.2.7
will be central importance in Sects. 10.6 and 16.2.

Two notes concerning the literature:

• The Voigt model from Ref. [18] is equivalent to the acoustic multilayer for-
malism. For the proof see the appendix of Ref. [13]. Although not readily
apparent, the ‘‘Voigt model’’ also makes use of the SLA. At the end of the
derivation, Voinova et al. invoke an approximation from a previous paper of
the group (Ref. [19]), which essentially is the SLA.

• The ‘‘missing-mass effect’’ from Ref. [15] is equivalent to the viscoelastic
correction in Eq. 10.2.6 (Ref. [11]).

10.3 Equivalent Mass and Equivalent Thickness

The interpretation of QCM measurements in liquids is somewhat of a challenge.
Practitioners often just apply the Sauerbrey equation (Eq. 8.1.2) to their data and
call the resulting areal mass density the ‘‘Sauerbrey mass’’. The corresponding
thickness is the ‘‘Sauerbrey thickness’’. The Sauerbrey thickness can certainly
serve to compare different experiments, but it must not be naively identified with
the geometric thickness. Here is a list of worthwhile considerations:

(a) The QCM always measures a film’s areal mass density, never its geometric
thickness. The conversion from areal mass density to thickness requires the
physical density as independent input.
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Fig. 10.7 Plot of normalized shifts of frequency and half-bandwidth versus overtone order as
suggested by Eq. 10.2.6. The sample was a layer of vesicles. Details of the sample preparation are
unessential. Characteristically, the slope of Df/n versus n is positive. If the slope were constant
over the entire data range, this would indicate an elastic compliance independent of frequency.
Given that the sample consists of discrete adsorbed objects, the derived values of elastic and
viscous compliance must be viewed as effective values. Data kindly provided by Ilya Reviakine
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(b) One can account for the viscoelastic correction by fitting the experimental
sets of {Df(n)}and {DC(n)}, with in Eq. 10.2.6. The parameter mf then is one
of the fit parameters. The fits are not trivial though, there sometimes is a
question with regard to uniqueness.

(c) If full-fledged fitting shall be avoided, one can extrapolate the function
Df(n) to n = 0. At n = 0, the viscoelastic correction disappears.

(d) If the correction factor is significantly different from unity, it also affects the
bandwidth and makes -Df/n depend on overtone order. If, conversely, such
effects are absent (if DC� ð�Df Þ and Df=n � constÞ, one may assume

1� ~Z2
liq=

~Z2
f

���
��� � 1. The Sauerbrey equation then is trustworthy.

(e) If the viscoelastic correction is insignificant as discussed in (c), this does not
imply that the film would not be swollen in the ambient liquid. It only implies
that the (swollen) film is much more rigid than the ambient liquid. The
amount of swelling can only be inferred from the comparison of wet and dry
thickness. QCM data taken on the wet sample alone do not allow to infer the
degree of swelling (cf. Sect. 16.2).

(f) Soft samples often have a fuzzy interface with the ambient liquid. Fuzzy
interfaces usually are soft interfaces. They will induce significant viscoelastic
effects (DC [ 0, Df/n a function of n). In the absence of such effects, one may
conclude that the border of the film with the liquid is sharp.

(g) The degree of swelling of a film in aqueous solution can be inferred from
H2O/D2O exchange experiments, see Ref. [20].

10.4 Determination of Viscoelastic Constants

In principle, both J0f and J00f can be extracted from the n-dependence of Df and DC.
A few difficulties must be kept in mind, though. Firstly and importantly, J0f and J00f
themselves depend on n. Secondly, J0f and J00f cannot be derived explicitly because
the mass is not a priori known. Finally, films in a liquid environment can show an
overtone dependence of Df/n because of roughness (Sects. 9.5 and 12.2). (And of
course there is always the possibility of compressional waves having an influence.)

Rheological spectra usually are smooth. They are displayed on logarithmic
scales (Sect. 3.7). Since the experimentally accessible range of frequencies is only
about a decade, it is fair to approximate the frequency dependence of J0f and J00f by

a power law with power law exponents b0 and b00

J0f fð Þ � J0f fref

� ffi f

fref

� �b0

J00f fð Þ � J00f fref

� ffi f

fref

� �b00
ð10:4:1Þ
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Note: The index ‘‘ref’’ here denotes a frequency somewhere in the middle of the
frequency range of the QCM (as opposed to a reference state of the crystal without a
sample). Power laws analogous to Eq. 10.4.1 can be formulated for other choices of
viscoelastic parameters (G0f and G00f or G0f and g0f ). Unfortunately, power laws in J0f
and J00f do not turn into power laws in G0f and G00f when transformed with Eq. 3.7.4.
A set of power laws in J0f and J00f therefore is not strictly equivalent to a similar set in
G0f and G00f .

There are limits on b0 and b00. If expressing viscoelasticity in terms of com-
pliance (J0f and J00f as in Eq. 10.4.1), one has �2\b0\0 and �1\b00\1. If

moduli are used (G0f and G00f ), one has 0\b0\2 and �1\b00\1. Users of the
QCM-D often express viscoelasticity in terms of l ¼ G0f and g ¼ G00f =x. The
power law exponent for g is between -2 and 0.

10.5 The DC/Df-Ratio and a Film’s Elastic Compliance

The term in square brackets in Eq. 10.2.6 is the viscoelastic correction to the
Sauerbrey equation. The film thickness only enters as a prefactor. In the limit of
thin films, the viscoelastic correction is independent of film thickness and the
thickness can be eliminated from the equations by taking the ratio DC to (–Df) (the
‘‘DC/Df-ratio’’). The DC/Df-ratio is an intrinsic property of the adsorbed material.
It is related to the material’s density and viscoelastic constants as

DC
�Df

¼
�Im 1� ~Z2

liq=
~Z2

f

� �

Re 1� ~Z2
liq=

~Z2
f

� � ð10:5:1Þ

It turns out that the DC/Df-ratio mostly is a measure of a film’s softness. To see this
more quantitatively, we make further approximations. Assume the liquid to be

Newtonian. The shear-wave impedance of this liquid is ~Zliq ¼ ðixqliqgliqÞ
1=2,

which leads to

DC
�Df

¼
�Im 1� ixqliqgliq

~Jf



qf

� ffi

Re 1� ixqliqgliq
~Jf



qf

� ffi ¼
xqliqgliqJ0f

qf � xqliqgliqJ00f
ð10:5:2Þ

The densities in soft-matter experiments often are similar. Approximating qf by
qliq yields

DC
�Df

�
xgliqJ0f

1� xgliqJ00f
ð10:5:3Þ
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Most films of interest are substantially more rigid than the ambient liquid. Even
films, which are soft at low frequencies, often appear as rigid in the MHz range.

The denominator in Eq. 10.5.3 can be rewritten as 1� J00f =J00liq where J00liq ¼
ðxgliqÞ

�1 is the viscous compliance of the liquid. If the viscous compliance of the
film is much smaller than the viscous compliance of the liquid (given as

ðxgliqÞ�1), the denominator is close to unity and one has [17]

DC
�Df

� xgliqJ0f ¼ 2p nf0gliqJ0f ð10:5:4Þ

This is one of the cases, where the shear compliance as a parameter quantifying
viscoelastic response is more convenient than the shear modulus. One can easily
determine J0f from experiment, but not J00f . Because the conversion to shear
modulus requires knowledge of both J0f and J00f (Eq. 3.7.4), neither G0f nor G00f can
be derived (but J0f can).

If the density of the film and the liquid are unequal, one can still neglect the
second term in the denominator in Eq. 10.5.3, which leads to

DC
�Df

�
qliq

qf
gliqx J0f ¼

qliq

qf
2p nf0gliqJ0f ¼ Re

Z2
liq

���
���

~Z2
f

0

@

1

A ð10:5:5Þ

Again: Eq. 10.5.1 only holds for thin films. The detailed calculations show that
Eqs. 10.5.4 and 10.5.5 should only be applied if the thickness is a few nanometers
at most.

The Gizeli group has carried this concept even further [21, 22]. They take the
ratio DD/(–DF) (D the dissipation factor and DF = Df/n the normalized frequency
shift) and call this parameter the ‘‘acoustic ratio’’. While the acoustic ratio clearly
is equivalent to what is called DC/Df above, the meaning given to it by the Gizeli
group is different. These workers attached DNA strands to the QCM surface. They
find that acoustic ratio to be constant up to a certain limit in coverage. From the
fact that DD/(–DF) is independent of coverage, they conclude that the acoustic
ratio is a property of the molecules under investigation (as opposed to a property of
the layer). Evidently, this argument only holds in the range where DD/(-DF) is
indeed independent of DF. The acoustic ratio was found to depend on the length of
the DNA strands adsorbed. It increased with increasing length. In the discussion,
the group draws an analogy to the intrinsic viscosity of a dilute solution, [g],
which is defined as [g] = (g-g0)/(g0c), to be evaluated in the limit of low c. g0

is the viscosity of the pure solvent, c is the concentration of the solute. In the limit
of low concentration, intermolecular interactions do not affect the viscosity and
[g] is a property of the solute/solvent pair.
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Two more remarks:

• From a mathematical point of view, it is not necessarily clear that the DC/Df-
ratio should be proportional to the intrinsic viscosity of the adsorbate mole-
cules. The Gizeli group has established experimentally that there is a corre-
lation between the DC/Df-ratio and the intrinsic viscosity of the same
molecules in the bulk. In principle, the DC/Df-ratio might relate to other
molecular parameters, as well. That would not invalidate the argument as such.
Whatever the parameter is, it would still be a property of the solute/solvent
pair.

• A DC/Df-ratio independent of -Df is not always observed. Figure 12.8 shows
counter examples. The DC/Df-ratio only is a property of the molecules
involved, as long as it is independent of coverage.

10.6 Multilayers and Continuous Viscoelastic Profiles

For samples consisting of multiple layers, the explicit equations predicting D~f
become long and complicated. For two layers in a liquid, the equation still fits into
one line, which is [6]:

D~f

f0
¼ �

~Z1

pZq

~Z2 ~Z1 tan ~k1d1
� ffi

þ ~Z2 tan ~k2d2
� ffi� ffi

þ i~Zliq ~Z1 tan ~k2d2
� ffi

tan ~k1d1
� ffi

� ~Z2
� ffi

~Z2 ~Z1 � ~Z2 tan ~k2d2
� ffi

tan ~k1d1
� ffi� ffi

þ i~Zliq ~Z1 tan ~k2d2
� ffi

þ ~Z2 tan ~k1d1
� ffi� ffi

ð10:6:1Þ

The indices 1, 2, and liq denote the two films and the liquid, respectively. The
author has made a software package for the analysis of multilayers available on the
web [23]. This software calculates Df for up to 4 layers. Of course the uniqueness
of the fit must be checked carefully.

Continuous viscoelastic profiles can be approximated by a sequence of many
thin layers, evaluated with the matrix method (Sect. 1.5.3). There is a second
method. It is not necessarily difficult, but it requires the use of one of the advanced
mathematical software packages like Mathematica or MATLAB. These can solve
ordinary differential equations numerically. The respective command is a one-li-
ner. If the functions qðzÞ;G0ðzÞ, and G00ðzÞ are given, one can calculate the dis-
placement ûðzÞ with Mathematica and infer the stress-velocity ratio from ûðz ¼ 0Þ
and dû=dzðz ¼ 0Þ One has

ZL ¼
r̂S

v̂S
¼
�~G d

dz
û zð Þ

���
z¼0

ixû zð Þjz¼0

ð10:6:2Þ

ûðzÞ is the solution to the wave equation, which in this case is
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�q zð Þx2û zð Þ ¼ dr̂
dz
¼ d

dz
~G zð Þ dû zð Þ

dz

� �
ð10:6:3Þ

Note that the shear modulus must be inside the second derivative in case ~G itself is
a function of z.

Mathematica code implementing this method is provided in Sect. 10.8. (This
section also discusses the initial conditions). The input to such a model consists of
two steps. First, an assumption is needed on the dependence of the polymer vol-
ume fraction on distance, u(z), where u is the polymer volume fraction. More
difficult is the question of how the shear modulus should depend on u. Remember:
The model needs the shear modulus at MHz frequencies. The low frequency shear
modulus might be determined with conventional rheology on bulk solutions of the
respective material, but such low-frequency moduli are of little help. Input from
polymer physics is needed. What is written down in Sect. 10.8 is just a guess.

If the overall thickness of the sample is much below the penetration depth, there
are relations between the complex frequency shifts and certain integrals. This limit
was called the thin-film limit in Sect. 10.2. Another term used in optics is the
‘‘long-wavelength limit’’ [24]. Applying Eq. 10.2.7 to viscoelastic profiles and
assuming q(z) & qliq, one finds

Df
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� �

qliqx

p Zq
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1� xgliqJ00ðzÞ
� ffi

dz

DC
f0
�

qliqx

p Zq

Z1

0

xgliqJ0 zð Þdz

ð10:6:4Þ

The Sauerbrey thickness is given as

dapp ¼ �
1

qliq

Zq

2nf 2
0

Df �
Z1

0

1� xgliqJ00 zð Þ
� ffi

dz ð10:6:5Þ

The index app denotes the apparent thickness. Based on the DC/Df-ratio
(Sect. 10.5), one can define an apparent elastic compliance as
J0app ¼ DC=ð�Df Þ=ðxgliqÞ. The apparent elastic compliance is related to the vis-
coelastic profile as

J0app ¼
1

xgliq

DC
�Df

� �
�

R1

0
J0 zð Þdz

R1

0
1� xgliqJ00 zð Þdz

ð10:6:6Þ
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10.7 Slip

Slippage at an interface between a solid and a simple liquid has for a long time
been regarded as a misunderstanding. As the textbooks explain, the solid-liquid
interface obeys a no-slip condition because the attraction between the small
molecules forming the liquid phase and a wall is at least as strong as the mutual
attraction between the small molecules [25, 26]. At first glance, there appears to be
little reason, why a material should flow more easily close to a wall than in
the bulk. On the contrary: Adsorption of molecules to the surface should enhance
the local viscosity. There are many examples of solidified layers of liquid mole-
cules next to a solid surface. The opposite phenomenon, a layer of highly mobile
molecules next to a wall, was long considered an exception, if not a phantom.

Today there is solid experimental evidence for slip even in simple liquids [27–31].
Different mechanisms have been put forward. For instance, nanobubbles can facil-
itate a flow. The hydrophobic interaction can also reduce the density of water near a
hydrophobic surface, thereby reducing the local viscosity [29].

In passing we mention two other meanings of slip, different from what is
discussed below. Firstly, slip can mean ‘‘solid-like sliding’’ in the sense of friction
and tribology [32]. Some aspects of tribology with relevance to the QCM are
discussed in Sect. 12.1. Secondly, slip can denote interfacial shear-thinning in
complex fluids [33, 34]. A well-known example is tooth paste. When tooth paste is
squeezed out of the tube, it experiences plug flow, meaning that bulk of the
material remains undeformed and the shear gradient is concentrated close to
the wall. In tooth paste, large stress causes structural transformations, which lower
the viscosity. On start-up, the pressure-driven flow has a parabolic profile. Soon
afterwards, the structural transformation sets in close to the wall, where the shear
gradient is largest. There is positive feed-back, eventually leading to strong
shear-thinning at the wall and movement without internal shear everywhere else.
MHz shear waves are not suited to study shear-thinning in complex fluids. Firstly,
the structural transformations are too slow to be induced by MHz excitation.
Also, the fluids giving rise to plug flow all are viscous to the extent that they
overdamp the resonator’s vibration. Further, the stress required to induce
shear-thinning is too large to be exerted by a QCM.

We now return to simple liquids. Slip in simple liquids is of practical relevance,
whenever the flow occurs on small spatial scales. An obvious example is flow in
porous media [35], where the pore size may easily be comparable to the slip
length. (For the definition of the slip length see Fig. 10.8). A second example is
sedimentation [36], where the slip length must be compared to the particle
diameter. Nanobubbles and slip also are of importance in electrochemistry, key
words being gas diffusion electrodes [37] and electrophoretic deposition [38].

In simple liquids, the layer of anomalous viscosity (be it decreased or increased)
is few nanometers thick, at most. Only molecules in the vicinity of the surface feel
the effect, which the surface has on the material’s density and dynamics. Unless
the viscosity in the denominator of Eq. 10.7.1 is close to zero, the slip length is a
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few nanometers, as well, and the measurement of the slip length by conventional
macroscopic techniques is difficult. As has been pointed out by numerous authors,
MHz shear waves can be exploited to this end [39–43]. Their penetration depth is
around 100 nm. If the slip length is—for instance—1 % of the penetration depth,
slip is readily detected.

The continuum model of slip in simple liquids amounts to a layer of decreased
viscosity near a surface. The slip length, bsl, is defined by extrapolating the linear
portion of the flow profile, v(z), to the plane of zero shear (Fig. 10.8) [44]. Again,
the near-surface viscosity may be decreased or increased. It can be increased by a
layer of adsorbed molecules. The distance between the surface and the plane of
zero shear then (by definition) is the hydrodynamic thickness of the respective
layer [45]. The slip length can be viewed as an apparent negative hydrodynamic
thickness.

For steady flows, the slip length is given by [29]

bsl ¼
gliq

gSL
� 1

� �
dSL ð10:7:1Þ

dSL is the thickness of the layer with reduced viscosity (the Slipping Layer, solid
line in Fig. 10.8) and gSL is the viscosity inside this layer. Since 10.7.1 is linear in
dSL, it also holds for continuous profiles, g(z), (dashed line in Fig. 10.8) in an
integral sense:

bsl ¼
Z1

0

gliq

g zð Þ � 1

� �
dz: ð10:7:2Þ

The frequency shift induced by a layer with reduced viscosity can be predicted
from an adapted version of Eq. 10.2.7, which is [46]:

z

v(z)

bsl

plane of 
zero shear

Fig. 10.8 Flow profile above a solid surface with slip. The shear gradient, dv(z)/dz, is inversely
proportional to the local viscosity, g(z). From Newton’s law of action, the shear stress is constant,
independent of z. Solid line The viscosity is reduced inside a hypothetical discrete layer. Dashed
line The viscosity g(z) varies gradually. If there is slip, the viscosity is smaller near the surface
than in the bulk. At the surface, the shear gradient is correspondingly increased. The slip length,
bsl, is the distance from the surface to the extrapolated plane of zero shear (dotted line)
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If the density of the slipping layer is the same as the density of the bulk liquid,
(q(z) & qliq), one has

D~f

f0
�

2f qliq

Zq

Z1

0

gliq

gðzÞ � 1

� �
dz �

2f qliq

Zq
bsl ð10:7:4Þ

With constant density, slip looks like a negative Sauerbrey mass, where the slip
length is equal to the negative Sauerbrey thickness.

If the densities of the slipping layer and the bulk liquid are unequal, the situ-
ation is more complicated. There is an ‘‘acoustic slip length’’, bsl,ac, given as

bsl;ac ¼
Z1

0

gliq

g zð Þ �
q zð Þ
qliq

 !

dz ð10:7:5Þ

When slip is caused by a nanobubbles, the slipping layer’s average density is less
than the density of the bulk. The acoustic slip length then is different from the
conventional slip length.

Equations 10.7.2 and 10.7.4 ignore roughness and heterogeneities [47]. Bubbles
and nanobubbles do constitute such heterogeneities. Nanobubbles do not neces-
sarily induce slip. Since nanobubbles constitute a laterally structured sample, we
defer their discussion to Sect. 12.4.

10.8 Appendix: Modeling Viscoelastic Profiles Using
the Wave Equation

In Sect. 10.6 it was stated that the complex frequency shift induced by a sample
with continuous ~GðzÞ and q(z) can be found by solving the wave equation
numerically. The calculation amounts to a few lines of code in Mathematica and
we provide an example below.

240 10 Stratified Layer Systems

http://dx.doi.org/10.1007/978-3-319-07836-6_12


The following assumptions were made to set up the model:

• The polymer volume fraction was chosen as u = u0 1/2(1 - tanh(z - zi)/w)).
u0 is the polymer volume fraction at z = -?, zi is the point of inflection, and
w is the width of the interface.

• The density, q, was assumed to be constant and equal to 1 g/cm3.
• The shear modulus was assumed to obey a Maxwell model, meaning that ~G is

given as ~G ¼ ixgliq þ G1ixs=ð1þ ixsÞ. G? is the elastic shear modulus at
infinite frequency and s is a relaxation time. s was made to depend on polymer
volume fraction as s = 0.1 ns 9 103 u/u0. At z = ?, the shear modulus
equals the (complex) shear modulus of the bulk liquid.

There is subtlety with regard to the initial condition of the problem, which is the
amplitude at infinity (where ‘‘infinity’’ is some value zmax far outside the region of
interest). Mathematica integrates the wave equation from zmax down to the reso-
nator surface. Since the wave equation contains the second derivative, initial
conditions are needed for both û and dû=dz at z = zmax. It turns out that all initial
conditions lead to the same frequency shift. Consider ûðzmaxÞ first. Because what is
analyzed eventually is the ratio of stress to velocity, r̂S=v̂S, one is free to pick the
amplitude ûðzmaxÞ arbitrarily. Multiplying ûðzÞ by some complex number does not
change the ratio of r̂S=v̂S. Somewhat surprisingly, the value of the first derivative
of ûðzÞ at zmax has no influence on r̂S=v̂S, either. Some value must be chosen in
order to get Mathematica running, but all choices lead to the same D~f . While one
might think that dûðzÞ=dz must be chosen as �ikûðzÞ, any other choice is fine as
well. This is so because any other choice will represent a superposition of two
waves decaying towards positive and negative z. The second solution (decaying
towards negative z) is unphysical because it grows to infinity far away from the
resonator surface. However, the presence of this unphysical contribution is no
problem if zmax is large enough. If zmax is far away from the surface, the unphysical
part of the solution decays to zero at the resonator surface and has no influence
on D~f .

The code below should not be misunderstood as a realistic model. It is a tool
box, allowing users to develop their own model [49]1.

1 A Mathematica file with the content given below is available for download at http://www.pc.
tu-clausthal.de/en/forschung/ak-johannsmann/qcm-modellierung/
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Glossary

Variable Definition (Comments)

app As an index: apparent

bsl Slip length

bsl,ac Acoustic slip length (Eq. 10.7.5)

c̃ Speed of (shear) sound (~c ¼ ð~G=qÞ1=2)

d Thickness of a layer

dq Thickness of the resonator (dq ¼ mq=qq ¼ Zq=ð2qqf0Þ)
f Frequency

f As an index: film

f0 Resonance frequency at the fundamental
(f0 = Zq/(2mq) = Zq/(2qqdq))

FR As an index: Film Resonance

~G Shear modulus

G? Limiting storage modulus at high frequency

~J Shear compliance (~J ¼ 1=~G)

~k Wavenumber (~k ¼ x=~c)

liq As an index: liquid

m Mass per unit area

mq Mass per unit area of the resonator (mq ¼ qqdq ¼ Zq=ð2f0Þ)
n Overtone order

~r Amplitude reflection coefficient (reflectivity, for short)

ref As an index: reference state of a crystal in the absence of a load or
reference frequency for viscoelastic constants (Eq. 10.4.1)

S As an index: Surface

SL As an index: Slipping Layer

t Time

û (Tangential) displacement

v̂ Velocity

w Width of a fuzzy interface (Sect. 10.8)

zi Point of inflection of a segment density profile (Sect. 10.8)
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~Zliq Shear-wave impedance of a liquid (~Zliq ¼ ðixqliqgliqÞ1=2)

~ZL Load impedance

zmax Limit of integration range (Sect. 10.8)

Zq Acoustic wave impedance of AT-cut quartz
(Zq = 8.8 9 106 kg m-2 s-1)

b0; b00 Power law exponents (Eq. 10.4.1)

C Imaginary part of a resonance frequency

d Penetration depth of a shear wave (Newtonian liquids:

d ¼ ð2gliq=ðqliqxÞÞ1=2)

D As a prefix: A shift induced by the presence of the sample

u Polymer volume fraction (Sect. 10.8)

~g;g Viscosity ~g ¼ ~G=ðixÞ
q Density

r̂ (Tangential) stress

r̂s Tangential stress at the surface, also: ‘‘traction’’

s Relaxation time

x Angular frequency
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Chapter 11
Point Contacts and Contact Stiffness

Abstract If an external object (such as a sphere) touches the resonator surface
across a contact with a diameter much below the wavelength of sound and, also,
much below the size of the particle, one can infer the stiffness of the contact from
the frequency shift. The situation is particularly transparent for particles, which are
heavy enough to be clamped in space by inertia, so that they do not follow MHz
motion of the resonator. In this case, the frequency shift is positive and propor-
tional to the contact stiffness. Smaller particles give rise to coupled resonances.
Coupled resonances can be viewed as absorption lines in shear-wave spectroscopy.

11.1 General

In Chaps. 9 and 10, all modeling occurred within the plane-wave picture. The
samples where either laterally homogeneous or almost lateral homogeneous in the
sense that the plane-wave picture could be suitably adapted. For instance, the
sample did not cover the entire resonator surface in Sect. 9.4, but the diameter of
the contact was still much larger than k and the displacement pattern therefore was
almost a plane wave. We now turn to the opposite limit, where the lateral scale
inherent to the sample is much smaller than the wavelength of sound. More pre-
cisely, we discuss discrete contacts of small size, which are elastically independent
from each other. For such samples, the bulk of the object touching the surface
remains undeformed (Fig. 11.1a). It experiences translation and rotation, but no
internal deformation. The contact region, on the contrary, does experience defor-
mation. One may integrate the tangential stress over the contact area and obtain a
force. Because the contact is small, one can define a displacement vector based on
the relative displacement evaluated outside the deformation zone. The ratio
between force and displacement is the tangential spring constant (also: ‘‘contact

D. Johannsmann, The Quartz Crystal Microbalance in Soft Matter Research,
Soft and Biological Matter, DOI: 10.1007/978-3-319-07836-6_11,
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stiffness’’), ~jP. Note: The contact stiffness here refers to a single contact, as opposed
to a multi-contact-interface. It has dimensions of N/m.

A typical experimental configuration is a sphere with radius RP deposited on the
sensor surface. The index P denotes a Particle. The external object does not
necessarily have to be a sphere, but its surface must be curved at the contact to
ensure a small contact size. Particles of arbitrary shape may form multiple contacts
or even a flat contact. This must be avoided because it spoils the separation of
scales between contact size, on the one hand, and particle size and wavelength, on
the other.

The mechanical equivalent circuit is shown in Fig. 11.1b. The contact is
depicted as a spring in parallel to a dashpot (a ‘‘Voigt element’’). For the sake of
complex formulation, the spring constant, jP, and the drag coefficient, nP, were
subsumed under one complex parameter ~jP ¼ jP þ ixnP, in the following. In
principle, jP and nP may depend on frequency because of viscoelastic dispersion.
They are approximated as constant for simplicity. Note that the model is one-
dimensional. The real particle may undergo translation or rotation. The link may
be sheared or bent (or both). In this regard, the equivalent circuit from Fig. 11.1b is
too simple. This problem is treated Sect. 11.5. It will turn out that the equivalent
circuit from Fig. 11.1b remains valid, but that the parameters MP, jP, and nP need
reinterpretation. Along similar lines: What causes the dissipation quantified by nP

is not entirely clear. One often finds a substantial increase in DC upon deposition

(a)

κP ξP

(c)

(b)

κP ξP

MP

Fig. 11.1 a Sketch of a contact between a sphere and the resonator surface. It is essential that the
contact is smaller than both the sphere and the wavelength of sound. Only the region close to the
contact (dashed circle) is deformed. Together with the deformed region of the substrate, it forms
a Hookean spring. b Mechanical equivalent circuit. Viscous dissipation is covered by the dashpot.
c If the sphere is heavy enough, it is clamped in space by inertia. The sphere can then be replaced
by a rigid wall
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of rigid particles onto a rigid sensor surface, which suggests that interfacial pro-
cesses contribute to the damping.

Earlier in the book, modeling was largely based on plane waves. In the wave
picture (Sect. 4.4), point contacts amount to sources of scattering. A thorough
discussion of scattering would go beyond the scope of this book. There is one
aspect of scattering, though, which is relevant and not easily explained otherwise.
Guided by what is known from optics, one might think that even perfectly elastic
contacts would damp the resonance. Elastic optical scattering does attenuate
optical beams. By analogy, elastic acoustic scattering at the contacts does have an
influence on DC. However, the small-load-approximation predicts this influence to
be insignificant. The detailed argument is provided in Sect. 11.7. As shown in the
Sect. 11.7, the assumptions, which lead to the small-load-approximation, also
predict the contribution of elastic scattering to DC to be insignificant.

The influence of a sphere attached to the resonator onto the frequency shift depends
on the ratio between the mass and the contact stiffness (Eq. 11.4.2, Sect. 4.6.3). The
limit of small particles rigidly attached to the resonator surface is simple. These
particles behave according to Sauerbrey. They increase the mass of the resonator,
shifting the resonance frequency downward. (In this limit the separation of scales
invoked below is not required. For inertial loads, geometry is irrelevant.) The
opposite limit (large particles, soft contacts) is similarly simple, but less widely
known. This is the elastic-coupling limit. In the elastic-coupling limit, the QCM
essentially measures the contact stiffness, regardless of how large the mass is
(Sect. 11.3). Saying that the QCM measures the contact stiffness does not imply a
statement on how the contact stiffness relates to the microscopic structure of the
contact and the materials parameters. Predicting a contact stiffness from geometry
and materials parameters is difficult [1]. Arguable, one only rephrases one’s lack of
understanding when converting frequency shift to contact stiffness with Eq. 11.3.5.
Equation 11.3.5 does not explain why some contacts are stiffer than others, but it
translates the result of a QCM experiment to the language of contact mechanics.

The intermediate case (ratio of mass and stiffness in-between the limits of
inertial loading and elastic-coupling) is complicated, but of much practical
importance. It is discussed in Sects. 11.4 and 11.5. To start out, we invest one
section on the background, which is contact mechanics. Some of this material will
also be needed in Chap. 13, dealing with nonlinear interactions.

11.2 Some Element of Contact Mechanics

The contact stiffness is quickly defined and also readily extracted from the QCM
experiment (Eq. 11.3.5), but its relation to the microscopic structure of the contact
region is highly nontrivial. Contact mechanics is an active field of research with a
wide range of applications [2–4]. One must keep in mind, though, that the QCM
only accesses a small subsection of the many contact mechanics problems. Among
the topics not amenable to QCM experiments are steady sliding, steady rolling, and
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sudden impacts. Only those phenomena can be studied, which are caused by small-
amplitude periodic excitation. A further constraint follows from the requirement of
well-separated spatial scales. One can certainly do experiments employing larger
contacts, but the interpretation is difficult. Only those geometries are well
understood, where the contact area is small.

The simplest model for predicting forces and displacements at contacts dates from
1882 and was formulated by Heinrich Hertz [5]. The Hertzian contact consists of a
sphere with radius RP pushed against a plate by an external force, FN (Fig. 11.2).
There is no adhesion, no roughness, and no third phase which would exert capillary
forces, lubricate the contact, or affect the contact in any other way. Both contacting
media are isotropic, characterized by a Young’s modulus, E, and a Poisson ratio, m.
According to Hertz, the contact radius, a, depends on the normal force as

a ¼ 3
4

FNRP

E�

� �1=3

ð11:2:1Þ

E* is an effective modulus, given as

1
E�
¼ 1� m2

1

E1
þ 1� m2

2

E2
ð11:2:2Þ

The indices 1 and 2 label the two media. The compression, dN, (Fig. 11.2) is
related to the contact radius by

dN ¼
a2

RP
ð11:2:3Þ

Combining Eq. 11.2.1 with Eq. 11.2.3, one finds

FN ¼
4
3

E�d3=2
N R1=2

P ð11:2:4Þ

The differential contact stiffness is given as

dFN

ddN
¼ 2E�R1=2

P d1=2
N ¼ 2E�

4
3

RP

E�

� �1=3

F1=3
N ð11:2:5Þ

 a 

r 
δN

RP

FN
Fig. 11.2 Hertzian contact:
definition of variables
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Substituting Eq. 11.2.3 into Eq. 11.2.5 leads to

dFN

ddN
¼ 2E�a ð11:2:6Þ

The differential contact stiffness is proportional to the contact radius, not to the
contact area. Clearly, the Hertzian contact is not a Hookean spring. The Hertzian
contact behaves nonlinearly because the contact stiffness depends on the contact
size and because the contact size, in turn, depends on the normal force.

The stress distribution inside the contact is non-uniform. The normal stress as a
function of the distance to the center of the contact, r, is given as

pðrÞ ¼ p0 1� r2

a2

� �1=2

ð11:2:7Þ

p0 = 3/2 FN/(pa2) is the normal stress at the center. p(r) as given by Eq. 11.2.7 is
sketched as a solid line in Fig. 11.3a.

Again, the Hertz-model ignores adhesive forces, roughness, and influences of
an intervening third phase. One of the many improvements is the JKR model [6].
Including adhesive forces into the model (as the JKR model does), one finds a
stress concentration at the edge of the contact. Such stress concentrations are
characteristic for contact mechanics and will be needed in Sect. 13.3 to explain
QCM experiments. The JKR contact extends the Hertz model by an interfacial
energy, cS. A nonzero cS is caused by short-range attractive forces. Following JKR
theory, the contact radius is

tangential 
stress

stick
normal 
stress

Cattaneo-
Mindlin

 

x

Savkoor  

(a)

(b)

(c)

Fig. 11.3 Distribution of normal stress and tangential stress for a Hertzian contact under a
tangential load. a A hypothetical contact sticking everywhere, even close to the rim, where the
tangential stress diverges. b, c A contact with partial slip according to Cattaneo-Mindlin [9, 10]
and Savkoor [13]
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a3 ¼ 3RP

4E�
FN þ 6cSpRP þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12cSpRPFN þ 6cSpRPð Þ2

q� �
ð11:2:8Þ

The distribution of normal stress is

pðrÞ ¼ p0 1� r2

a2

� �1=2

þ p1 1� r2

a2

� ��1=2

ð11:2:9Þ

with p0 = 2aE*/(pRP) and p1 = E*/p(dN/a – a/RP). The second term contains an
inverse square-root singularity in tensile stress at the edge of contact. Of course,
the JKR model is incomplete in this regard. The tensile stress cannot be infinite;
some further refinement of the model is needed. The refinement might start out
from recognizing that the edge is not infinitely sharp. Actually, giving contacts
rounded shapes at the edge can significantly increase their pull-off force [7].
Rounded edges lower the peak in tensile stress of the adhesive contact and thereby
increase the force of detachment. Rounded edges can also help to prevent partial
slip and fretting wear [8]. Regardless of how the infinity at the edge is avoided:
The JKR contact has a stress concentration close to the edge. Given the large
stress, one can expect nonlinear stress-strain relations in this zone. Stress con-
centrations are a second source of nonlinearities in contact mechanics (in addition
to the load-dependence of the contact area).

The behavior of contacts under tangential loads is different in many ways from
the behavior under normal load. For instance, the Hertzian contact responds to a
tangential force with either partial slip or (in the case of large loads) gross slip.
When two surfaces slide against each other, some stress is released, but there still
is sliding friction, meaning that the sliding portion of the contact contributes to the
overall tangential force (Fig. 11.4).

In a first step, consider, a sticking contact between identical materials. The
equations of continuum elasticity lead to a distribution of tangential stress given by [3]

rðrÞ ¼ r1 1� r2

a2

� ��1=2

ð11:2:10Þ

The stress at the center is given as r1 = Fx/(2pa2) with Fx the tangential force. At
this level of approximation, the Hertzian contact under tangential load is a
Hookean spring. The total force, Fx, is proportional to the tangential displacement.
The tangential stiffness, jP, is

jP ¼ 2G�a ð11:2:11Þ

G* is an effective modulus, given as

1
G�
¼ 2� m1

4G1
þ 2� m2

4G2
ð11:2:12Þ
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m is the Poisson ratio and G is the shear modulus. G is related to the Young’s
modulus, E, by the relation G = E/(2(1 + m)).

As in the case of the normal load with adhesion (treated with the JKR model), the
stress goes to infinity at the edge (thick line in Fig. 11.3a), which is unphysical. The
infinity can be avoided by different mechanisms, among them a rounded edge.
Differing from pulling problem, the singularity can also be removed by a mechanism
called partial slip (also: ‘‘microslip’’). Cattaneo [9] and Mindlin [10], who indepen-
dently developed the simplest model of partial slip, make the following assumptions:

(a) Those parts of the contact, where the tangential stress exceeds a critical value,
undergo slip.

(b) The tangential stress in the sliding zone is given as lp with p the normal
stress and l a ‘‘friction coefficient’’. lp also is the critical tangential stress of
the onset of slip.

(c) The distribution of the normal stress follows the Hertz model (Eq. 11.2.7).

The stress distribution resulting from these assumptions is shown as a thick line
in Fig. 11.3b. Clearly, the singularity is removed, which was the goal of the model.
While assumptions (b) and (c) can be debated, assumption (a) is not at all special
or peculiar. Partial slip is an everyday experience. One can convince oneself of its
existence by pushing one’s thumb against a surface and gently moving it sideways.
In a technical context, partial slip leads to fretting wear [11, 12]. When contacts
are subjected to prolonged periodic tangential stress (for instance due to vibra-
tions), they wear off at the edge. Contacts between rough surfaces show microslip
and fretting wear, as well. Figure 11.5 shows a photograph from Johnson’s book
[2]. A steel plate, which had been contacted with a sphere and which had expe-
rienced oscillatory tangential loads for some time, showed scratches at the edge of
the contact area.
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Fig. 11.4 Force-displacement relation under conditions of partial slip following two different
models. Solid black line r = lp in the sliding zone with l the friction coefficient and p the
normal stress (after Cattaneo [9] and Mindlin [10]). Dashed red line r = s0 = const in the
sliding zone (after Savkoor [13, 14])
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Contrasting to the assumption of partial slip as such, assumptions b and c above
are choices, which may or may not be realistic and can be modified. Another
choice has been studied in detail by Savkoor, which is sS = const in the slipping
zone [13, 14]. The force-displacement relations following from Cattaneo-Mindlin
and Savkoor are shown as a solid and a dashed line in Fig. 11.4. They will be
needed in the discussion of QCM experiments in Sect. 13.3.

11.3 Large Particles

Contact mechanics experiments with the QCM are most easily analyzed if the
particles are so heavy that they are clamped in space by inertia. An estimate of the
minimum size needed to achieve inertial clamping is given at the end of this
section. The minimum size is a few tens of microns in diameter. (If smaller
contacts are to be studied, one can glue these to a backing plate.)

In the equivalent circuit representation, the bulk of the particle is depicted as a
wall (Fig. 11.1c). With the mass, MP, replaced by a rigid support, the force, F̂, is
proportional to ~jPûS. One has

F̂ ¼ ~jPûS ¼ jP þ ixnPð ÞûS ð11:3:1Þ

F̂ has the same sign as ûS (even though it is restoring force) because the stress
inserted into the SLA is the stress exerted by the resonator onto the sample.

Let NP be the number of particles per unit area. The load impedance is

~ZL ¼
r̂Sh iarea

v̂S
¼ NP

F̂

ixûS
¼ NP

~jP

ix
ð11:3:2Þ

Fig. 11.5 Upon prolonged exposure of a contact to oscillatory tangential stress, a characteristic
pattern of wear develops. There a scratches in those areas, which have undergone partial slip (also
‘‘microslip’’). Reprinted with permission from K.L. Johnson, Contact Mechanics. Copyright 1985
Cambridge University Press
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Angle brackets denote an average. From the SLA one finds:

D~f ¼ i
f0

p~Zq

~ZL ¼
f0

pZq

NP~jP

x
¼ 1

2np2Zq
NP~jP ð11:3:3Þ

If the number of spheres is small, one should include a statistical weight into
Eq. 11.3.3, accounting for the amplitude distribution (Sect. 4.6.2). One writes:

D~f ¼ Np

2np2Zq

P
û2

S rS;i

� ��� �� ~jP;iP
û2

S rS;i

� ��� �� ð11:3:4Þ

The index i labels the contacts. uS(rS,i) is the local amplitude of oscillation.
Characteristic for the elastic-loading condition, Eq. 11.3.3 predicts Df to be

positive. Df is positive because the contact increases the effective stiffness of the
composite resonator [15, 16]. This situation is termed ‘‘elastic coupling’’. Elastic
coupling contrasts to mass-loading, where the frequency decreases. Remember that
a resonance frequency can be expressed as (j/M)1/2 with j a stiffness and M a mass.
With inertial loads, resonator’s modal mass increases and the frequency decreases,
in consequence. If the resonator is elastically coupled to an outside object fixed in
space, the stiffness increases, which moves the resonance frequency up.

Equation 11.3.3 can be inverted as

~jP ¼
2np2Zq

NP
D~f ð11:3:5Þ

The fact that the QCM can determine a contact stiffness was first noted by Dybwad
in his seminal paper from 1985 [15]. The appendix of Ref. [17] shows that
Dybwad’s expression reduces to Eq. 11.3.3 in the limit of large spheres.

In Eq. 11.3.5, Df scales as 1/n with n the overtone order, which is called ‘‘Dybwad
scaling’’, here. Dybwad scaling contrasts to Sauerbrey scaling (Df * –n). By
checking for the overtone dependence, one can confirm that a positive frequency
shift is indeed the consequence of elastic coupling across a small contact [22].

For single-asperity contacts, the established models of contact mechanics
(Hertz theory being the simplest one) make predictions for jP [3]. For contacts
between rough interfaces [18], contacts with intervening soft films [19], or con-
tacts exposed to water vapor [22] the situation is much less clear. For the stiffness
of multicontact interfaces (contacts between rough surfaces) see Sect. 11.8.

Measurements of contact stiffnesses based on the detuning of a resonance are
also performed with AFM-based instrumentation [21] and, further, with macro-
scopic equipment [20]. The approach is more generally referred to as the ‘‘contact
resonance method’’. When employing a QCM in this role, the contact radius must
be much below the wavelength of sound for Eq. 11.3.5 to hold. Otherwise, inertial
effects play a role. In principle, a similar condition also applies with to macro-
scopic devices. The situation there is different, though, because the frequency is
lower and the wavelength of sound is larger.

11.3 Large Particles 255

http://dx.doi.org/10.1007/978-3-319-07836-6_4


Figure 11.6 shows an experimental example [22]. A resonator was densely
covered with spheres (RP between 45 and 700 lm) and the response of the fre-
quency, initially, was not at all spectacular. The frequency did shift slightly, but
the effect was poorly reproducible. Also, the frequency shift was not always
positive and did not obey Dybwad scaling. In a second step, the sample was
exposed to humid air. Again, the frequency changed by a small amount, but these
changes were neither impressive, nor were they easily interpreted based on the n-
dependence. In a third step, dry air was blown over the sample. At this point, there
was a dramatic increase in frequency. Df on the fundamental mode was more than
10 kHz. In this state, Dybwad scaling was well obeyed (Fig. 11.6b).

In these experiments, the contact stiffness clearly cannot be predicted from the
Hertz model (Eq. 11.2.12). When the dry spheres first touch the resonator surface,
Df is much smaller than predicted by Hertz because of roughness. After exposing
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Fig. 11.6 An example, where the QCM was used to determine contact stiffness. The contact was
established between glass spheres and the resonator surface. The stiffness strongly depended on
ambient humidity. At low humidity, capillary forces pull the spheres towards the plate, thereby
stiffening the bonds. Panel a shows Df versus time for various overtones obtained with 200 lm
spheres. In the dried-out state, the frequency shift is positive and scales as 1/n (b). Df in the dry
state increases over prolonged cycling (c). This behavior is also referred to as capillary aging. It is
one of the reasons why the static friction coefficient increases with time. Adapted from Ref. [22]
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the contacts to humid air for some time and drying them again, the stiffness is
much larger than predicted by Hertz for the reasons sketched in Fig. 11.7. The
mechanism is also called the ‘‘sandcastle effect’’ [23, 24]. Initially, the contact is
established across a few small asperities, which only exert a negligible tangential
force (This is a long-standing experience in QCM manufacturing. Non-electroded
quartz blanks can be tested by placing them on a—slightly rough—metal surface
and using this metal surface as the lower electrode. The few load-bearing asperities
have hardly any influence on the resonance.) Upon admitting humid air to the
chamber, there is capillary condensation at the points of contact. However, the
capillary force pulling the two surfaces together is weak because the air-water
interface has a large curvature, following the Kelvin equation [25]. The capillary
pressure (as predicted by the Laplace equation) is correspondingly small. An
impressive change in frequency is only observed when the sample is dried after
having been exposed to humid air. Upon drying, the negative capillary pressure
increases and pulls the two surfaces together. In consequence, the contact becomes
stiffer than it was originally. The formation of capillary bridges is hysteretic.

The above argument relies on capillarity alone. There also is the possibility that
the presence of the water slightly modifies the properties of the glass surface.
Impurities might leach out and glue the surfaces together after drying. Chemistry
might play a role (here and in the sand castle effect, in general).

As Fig. 11.6c shows, the contact stiffness increases with the time spent in the
wet state (Fig. 11.6c). The dependence of Df on time follows the logarithm, typical
for aging phenomena [26]. Contact aging also manifests itself in the increase of the
static friction coefficient with the time of rest. The static friction coefficient also
increases logarithmically with the rest time [27]. Capillary hysteresis is one of the
reasons for contact aging [27]. Another one is asperity creep [28, 29].

The section concludes with a calculation of the sphere size needed a achieve
inertial clamping. The particle rests in place if the particle resonance frequency

~xP ¼ jP=MPð Þ1=2 (see text around Eq. 11.4.2 in the next section) is much lower

(a)

(b)

(c)

Fig. 11.7 Capillary forces
are hysteretic. When the
sample is first exposed to
humid air, capillary bridges
form between asperities,
which had been separated in
the dry state. The capillary
force pulls the asperities
together and the asperities
remain in contact when the
gap dries out. a Initial state of
a dry contact display
roughness on the nanoscale.
b The same contact at high
humidity. c The contact of
after drying
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than the frequency of the resonator. For the reasons stated in Sect. 11.5, the
parameter MP is not the mass of the particle itself, but rather 2/5 of this mass
(MP ¼ ð2=5Þð4p=3ÞqPR3

P). The contact stiffness can be estimated from Hertz
theory [3]. The Hertzian contact has a tangential stiffness of jP = 2G *a with a the
contact radius as predicted by Eq. 11.2.1 and G* the effective modulus given by
Eq. 11.2.12. The normal force (which enters the calculation of a) is FN = gqP(4p/
3)RP

3 with g = 9.81 m/s2 the standard acceleration. Combining the above equa-
tions and assuming G1 & G2 & G and m1 & m2 & m & 0.2 yields

x � 1:3G1=3q�1=3
P R�5=6

P g1=6 ð11:3:6Þ

Requiring that xP be smaller than x by a factor 2 and solving Eq. 11.3.6 for RP

yields

RP� 0:6 x�6=5g1=5G2=5q�2=5
P ð11:3:7Þ

Inserting the values of quartz on both sides of the contact (qP = 2.65 g/cm3,
G & 30 GPa) and further using x = 2p 5 MHz, one arrives at a sphere radius of
about 60 lm (This estimate assumes free spheres. Rolling can be prevented by
gluing spheres to a backing plate). Again: Whether or not the sphere is inertially
clamped, can be checked experimentally based on Dybwad scaling (Df * 1/n). If
the frequency shift is positive but not proportional to 1/n, elastic coupling is in
question.

11.4 Contacts with Particles of Intermediate Size

Particles, which are too small to be clamped by inertia and too large to be tightly
coupled to the crystal, clearly are a more difficult case [30–33]. These give rise to a
coupled resonance with a least three free parameters in the model. There are two
reasons to describe this case in detail: Firstly, many bio-colloids fall into this class.
The particles of interest include bacteria [34–39], diatoms [40], and protozoan
oocysts [41]. The prospect of being able to measure the stiffness of a link between
a bio-colloid and a solid substrate has attracted much attention. Secondly, a
coupled resonance amounts to an absorption line in shear-wave spectroscopy. With
a QCM, one can do vibrational spectroscopy on surface-attached colloids.

Particles of intermediate size are described by the equivalent circuit shown in
Fig. 11.1b. Applying the mechanical Kirchhoff rules (Sect. 4.7.3) to Fig. 11.1b,
one finds the load impedance as
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~ZL ¼ NP
~jP

ix

� ��1

þ ix MPð Þ�1

 !�1

¼ NP
ix MP~jP

~jP � x2MP

ð11:4:1Þ

Equation 11.4.1 can be simplified by introducing the particle resonance frequency,
~xP, as

~xP ¼ 2p~fP ¼

ffiffiffiffiffiffiffi
~jP

MP

s

ð11:4:2Þ

A word of caution: ~jP and MP will turn out to be a ‘‘modal stiffness’’ and a ‘‘modal
mass’’ later. There may be ambiguities in interpretation. As in Sect. 4.1.3, the
undamped particle resonance frequency is defined as

xP;0 ¼
ffiffiffiffiffiffiffi
jP

MP

r
ð11:4:3Þ

Because of damping, xP,0 is different from xP
0, where xP

0 is the ‘‘damped particle
resonance frequency’’. xP

0 is given as

x0P ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jP

MP

� �2

� nP

2MP

� �2
s

ð11:4:4Þ

Differing from Sect. 4.1.3, the difference between xP,0 and xP
0, can be substantial

because the coupled resonance can be strongly damped.
Assume all contacts to have the same ~xP. Inserting Eq. 11.4.2 into Eq. 11.4.1

and using the SLA, one finds

D~f ¼ �NP
f0

p Zq
x MP

~x2
P

~x2
P � x2

¼ NP
f0

p Zq
x ~jP

1

x2 � x2
P

ð11:4:5Þ

Comparison to Eq. 4.6.21 shows that such particles give rise to a coupled reso-
nance. As emphasized in Sect. 4.6.3, the application of the SLA here requires
some caution because the load may or may not be small in the sense of the SLA.
The reader quickly convinces himself that the Sauerbrey limit and the elas-
tic-coupling limit are obtained from Eq. 11.4.5 in the limits of x0P � x and
x0P � x, respectively (Both cases require x00P � x0P).

A further algebraic simplification results if, firstly, x00P � x0P (small damping)
and, secondly, x � x0P. One can then write x2�~x2

P ¼ ðxþ ~xPÞðx� ~xPÞ
� 2~xPðx�~xPÞ, which leads to
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D~f � �NP
f0

2pZq
x MP

~xP

~xP � x
ð11:4:6Þ

Note that this simplification can be unrealistic when the coupled resonance is
broad.

Figure 11.8a shows Df and DC versus x/xP according to Eq. 11.4.5. The fre-
quency shift crosses from negative to positive at a frequency in the range of xP,0/
(2p). This frequency is called ‘‘frequency of zero crossing’’, fZC, in Ref. [42] (Do
not confuse the frequency of zero crossing with the damped particle resonance
frequency. The two are different. The former increases with increased damping as
shown in Eq. 11.4.7, while the latter decreases.) The open symbols in Fig. 11.8 are
meant to remind the reader that experimental values of Df and DC are only
available for frequencies matching one of the overtones. Since fZC must be
obtained by interpolation, there is some uncertainty. Setting the real part of
Eq. 11.4.5 to zero, one finds the frequency of zero-crossing as

fZC ¼
1

2p
xP;0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� c2

P

x2
P;0

r ¼ 1
2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jP

MP � n2
P

jP

s
ð11:4:7Þ
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Fig. 11.8 When the sample gives rise to a coupled resonance, Df and DC (shown in a and b,
respectively) display some characteristic features: Df crosses from negative to positive at the
zero-crossing frequency, fZC. 2pfZC is similar to the undamped resonance frequency of the
coupled resonance xP,0 = (jP/MP)1/2. At the zero-crossing frequency, DC goes through a
maximum. Plotting DC versus Df, one finds a circle (more generally: a spiral). The radius of this
circle is a measure of the contact stiffness, jP. The open symbols were inserted to remind the
reader that x in Eq. 11.4.5 can only take discrete values equal to the overtones
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cP = nP/(2MP) is the damping factor of the coupled resonator. A note on large
damping: One might be tempted to define the parameter CP = cP/(2p) and view
CP as the half-bandwidth of the coupled resonance. However, this is misleading
because many of the relations making life easier for the QCM rely on a sharp
resonances. The coupled resonance, on the contrary, usually is broad. In liquids, it
can easily be overdamped.

The target of investigation in such studies will usually be the bond stiffness. The
bond stiffness should reflect the strength of the interaction between the particle and
the surface. One might be tempted to invert Eq. 11.4.7, such that jP is on the left-
hand side. There are three problems. Firstly, the right-hand side of Eq. 11.4.7
contains three unknowns (jP, MP, and nP). nP can only be neglected if it is small,
but this is not necessarily the case. Secondly, the parameter MP is much less
certain than one would hope. MP is not equal to the mass of the particle. There is
the possibility of rotation (in which case MP represents a moment of inertia) and
there may be some liquid mass coupled to the particle’s motion. Thirdly, it is not
even clear, what the meaning of jP should be. jP may be a shear stiffness or a
bending stiffness. The virtue of Eq. 11.4.7 mostly is in the comparison between
experiments. If fZC increases or decreases in a set of experiments, this probably
goes back to an increase or decrease in contact stiffness (but, again, nP and MP also
enter the equation).

The parameter MP has relevance unrelated to the ambiguities in interpretation:
By suitably choosing the particle size, one can move the particle resonance fre-
quency into the frequency window of the QCM. The corresponding change in the
particle resonance frequency is the analog of the isotope shift in IR-spectroscopy.
As in IR–spectroscopy, it is not strictly certain that the properties of the bond are
unchanged when the mass of the particle increases or decreases, but one can make
that assumption. If the spheres of interest are available in different sizes, one can
pick a size such that xP

0/(2p) is between 5 and 65 MHz.
As always with coupled resonances, DC and Df fall on a spiral when plotted

against each other (Fig. 11.14, Ref. [42]). When the coupled resonance is weakly
damped (x00p � x0p), DC plotted versus Df forms a circle. Such a polar diagram is
shown in Fig. 11.8b. The parameter RPD is the radius of the circle, where the index
PD stands for Polar Diagram. Like the parameter fZC, the parameter RPD can be
read from the experimental data without fitting. RPD is attractive in so far, as it can
sometimes be determined in cases, where fZC is outside the accessible frequency
range. An example is shown in Fig. 11.10. These data form a section of a circle,
but the circle does not include the apex. Values for fZC are uncertain, but an
estimate of RPD can still be obtained from the graph.

If the damping is weak enough to let Eq. 11.4.5 be applicable, one can separate
D~f into real and imaginary parts as
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Fig. 11.9 Df/NP and DC/NP

as a function of the overtone
order n (a, b) and their
relation as expressed in a
polar diagram (c) for 0.5 lm
radius silica particles
adhering to sensor crystals
coated with SiO2 at various
ionic strengths. Adapted from
Ref. [42]
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Fig. 11.10 Same as
Fig. 11.9, but now with a soft
layer immersed between the
resonator surface and the
sphere. The particle
resonance frequency has
moved up compared to
Fig. 11.9. It is now beyond
65 MHz. Adapted from Ref.
[42]
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Df

f0
¼ �NPx MP

p Zq

xP x2
P;0 � x2

� 	
þ x cPð Þ2

x2
P;0 � x2

� 	2
þ x cPð Þ2

DC
f0
¼ NPx MP

p Zq

cPx3

x2
P;0 � x2

� 	2
þ x cPð Þ2

ð11:4:8Þ

RPD can be approximated by half the value of DC at x = xP,0:

RPD �
DC x ¼ xP;0
� �

2
� NPMPf0

2p Zq

x2
P;0

cP
¼ NPf0

2p Zq

MPjP

nP
ð11:4:9Þ

Equation 11.4.9 is plagued by the same problems as Eq. 11.4.7. While one would
certainly hope to be able to move jP to the left-hand side and derive it from RPD,
there are the uncertain parameters MP and nP on the right-hand side, as well.
Assumptions are needed to derive jP.

At this point, we anticipate a result from the Sect. 11.5. Taking a distribution of
particle resonance frequencies into account and, further, allowing for less-than-
perfect coupling between the particle’s vibration and the crystal’s vibration, one
finds:

RPD �
NPf0

2p Zq
fOS

jP

chet
ð11:4:10Þ

The factor fOS (the ‘‘oscillator strength’’) quantifies incomplete coupling. cP was
replaced by the ‘‘heterogeneous linewidth’’, chet in order to account for ~xP varying
between particles. Regardless of these modifications: If RPD increases in a set of
experiments, this increase can—with all caveats kept in mind—be attributed to an
increase in contact stiffness. Clearly, this interpretation requires the parameters fOS

and chet to be constant between experiments.
Figure 11.9 shows an experimental example [42]. Glass spheres with a radius of

0.5 lm had been deposited on a SiO2-coated resonator. The number of spheres per
unit area had been determined independently with a camera. Df and DC have been
divided by particle number in Figs. 11.9 and 11.10. Note the difference to the
experiment shown in Fig. 11.6. The spheres here were much smaller than in Ref.
[43] and they did not densely cover the surface. Also, this experiment occurred in a
liquid, while the experiment shown in Fig. 11.6 had occurred in air.

For glass spheres interacting with a silica surface across an electrolyte solution,
the force between the sphere and the plate can be tuned by ion concentration
because ions screen the electrostatic repulsion. The normal force has three con-
tributions, which are gravity, van-der-Waals attraction, and electrostatic repulsion.
The electrostatic repulsion opposes gravity and van-der-Waals attraction. The
experiments shown in Figs. 11.9 and 11.10 rely on the tunability of the force. In
pure water, the repulsion is so strong that the spheres can be easily washed away
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by pumping liquid through the cell. Upon adding salt, the electrostatic repulsion is
screened and the overall attractive force increases correspondingly. The contact
stiffness can be expected to follow this increase. The different symbols in Fig. 11.9
label the different ion strengths. The arrows indicate increasing attractive force.

Figure 11.10 shows a second data set from the same series of experiments.
These data differ from Fig. 11.9 in that the resonator surface had been coated with
a layer of biotin, linked to the surface across short chains of polyethylene glycol
(PEG). While one might expect a soft interlayer to decrease the bond stiffness, the
experiment evidences the opposite. The data still fall onto a section of a circle, but
the frequency of zero crossing has moved up and now is outside the accessible
range (fZC [ 65 MHz).

From Eq. 11.4.7 one sees that an increase in fZC can have two sources, which
are an increase in xP,0 and an increase in cP. An increase in cP would be plausible
because the surface has become softer after functionalization with the organic
layer (Remember the flexible linker between the surface and the biotin groups). A
more detailed analysis based on fits with Eq. 11.5.6 shows both effects contribute:
cP has increased between the experiments shown in Figs. 11.10 and 11.9, but xP,0

has also gone up. An increase in xP,0 is less plausible than an increase in cP. After
all, the surface has become softer. Possibly, an increased contact radius is the
cause for xP,0 going up (cf. Eq. 11.2.11). A similar conclusions is reached from
the analysis of RPD (Fig. 11.10c). RPD is connected to the stiffness of the link by
Eq. 11.4.10. RPD is larger than in Fig. 11.9.

Figures 11.9 and 11.10 agree with the expectations in two regards:

• The frequency of zero crossing, fZC, increases with increasing attractive force.
Following Eq. 11.4.7 and reasoning that the ionic strength has little effect on
the parameters MP and nP, this implies that the contact stiffness increases with
increasing normal force, which seems reasonable.

• The radius of the circle in the polar diagram, RPD, increases with increasing
attractive force. Assuming that the parameters fOS and chet in Eq. 11.4.10 stay
approximately constant, this again suggests increasing contact stiffness.

Given that the data from Figs. 11.9 and 11.10 together with Eq. 11.4.7 and
Eq. 11.4.10 form a consistent picture, one might hope that quantitative fits of the
data with Eq. 11.4.5 were possible and would make the above statements more
reliable and exact. However, it turns out that convincing fits are not easily
obtained. The poor fits reveal significant short-comings of the model. There are
two separate problems: Firstly, the peaks in DC(u) are too broad to agree with
Eq. 11.4.5. Secondly, the fitted parameter MP is too small to be compatible with
the known sphere size. We will come back to these problems after rephrasing the
coupled-resonance-phenomenon, using the language of spectroscopy.

A historical note: Coupled resonances caused by adsorbed particles have been
observed on one single overtone, before. In these experiments, xP,0 was made to
change with time by gradually stiffening the bond between the particle and the
plate. In the first case, capillary aging was employed [43]; in the second case, the
spheres were deposited onto to spin-cast polymer film [44]. Heating the resonator
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to the glass temperature of the polymer induced to particle embedding and an
increased contact stiffness. If ramping xP,0 in this way, one finds a peak in a plot of
DC versus time and a corresponding asymmetric pattern in the Df-trace. These
features occur, when xP,0 equals the resonance frequency of the QCM.

11.5 Coupled Resonances and Shear-Wave Spectroscopy

If one re-labels the axes in Fig. 11.8 with ‘‘-n’’ for Df and ‘‘k’’ for DC, Fig. 11.8
describes an optical absorption line. n and k here are the real and the imaginary
part of the refractive index. An optical absorption does two different things to the
electromagnetic wave: It attenuates the wave and it delays its propagation. Sim-
ilarly, the coupled resonance removes energy from the vibration of the crystal and
it adds a phase shift onto the amplitude of the reflected wave, thereby delaying its
return to the crystal. A QCM performs shear-wave spectroscopy.

The analogy has aesthetic value, for one, but it also holds the clue to why the
parameter MP comes out as too small when fitting the data from Fig. 11.9 with
Eq. 11.4.5. More precisely, MP comes out as too small, when the data are fitted
with a modified equation, which accounts for a distribution in xP,0, (Eq. 11.5.6
below). MP is a prefactor in Eq. 11.4.5 and it remains a prefactor in the modified
equation. MP is a robust fit parameter; its fitted value does not depend on which
distribution is chosen for xP,0. Stating that MP is too small amounts to saying that
the absorption line is weaker than expected. Weak absorption lines are known
(very well) from optical spectroscopy. Weak lines are not related to a small modal
mass, but rather to an inefficient coupling between the respective transition and the
wave exciting it.

To illustrate the analogy between vibrational spectroscopy on molecules, on the
one hand, and shear-wave spectroscopy on surface-attached colloids, on the other,
consider the example of the CO2 molecule in the gas phase. For this molecule, the
‘‘mode assignment problem’’ has been solved (The mode assignment problem will
concern us later in the context of shear waves, as well). There are a total of 4
modes, which are the symmetric stretch mode at a wavenumber of about
1,340 cm-1, the antisymmetric stretch mode at 2,350 cm-1, and two degenerate
bending modes at 666 cm-1. For a sufficiently dilute gas, the symmetric stretch
mode is so weakly coupled to the exciting electromagnetic wave, that it is actually
not visible at all. More technically, the symmetric stretch mode has a vanishing
transition dipole moment (TDM). The molecule’s vibration does not involve an
oscillating electric dipole because the oxygen atoms (which carry a small negative
charge) move symmetrically. Because of the vanishing TDM, the vibrating mol-
ecule neither emits nor absorbs electric dipole radiation. In the language of
spectroscopy, the symmetric stretch mode is ‘‘forbidden’’. ‘‘Forbidden’’ does not
mean that the mode would not exist. It exists and is populated by thermal exci-
tation like any other mode. ‘‘Forbidden’’ only implies that the mode does not
couple to the IR electromagnetic wave. Which modes are forbidden, is the content
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of the ‘‘selection rules’’. Selection rules often are rooted in the symmetry of the
molecule.

If one looks a little closer, one can find conditions, under which the symmetric
stretch mode can still be observed [46]. The symmetric stretch mode becomes
visible, when the density of the gas is large enough to let collisions between
molecules play a role. Two colliding molecules form a transient dimer and the
presence of a second molecule breaks the first molecule’s inversion symmetry. The
symmetric stretch mode now is visible (although the line is weak). In other words:
Special conditions and a refinement of the theory have turned a ‘‘forbidden’’
transition into a ‘‘weakly allowed’’ transition. Weakly allowed transitions are very
common in spectroscopy. There are numerous examples, where certain transitions
appear to be forbidden, at first glance, but can nevertheless be observed because
the model does not capture certain mechanisms of coupling or certain special
conditions of the experiment. The ‘‘rocking mode’’ of a surface-adsorbed particle
will turn out to be weakly allowed in shear-wave spectroscopy.

Clearly, there is no sharp line separating forbidden and allowed transitions. The
coupling between a transition and its source of excitation is quantified by an
‘‘oscillator strength’’, fOS, which is a number between 0 and 1. fOS is close to zero
for forbidden transitions. It will enter Eq. 11.4.5 as a prefactor; it is a further free
parameter of the model.

Two more notes on the vibrational spectrum of CO2:

• Whether a transition is forbidden or not depends on the type of excitation. For
instance, the symmetric stretch mode of CO2 can be observed in Raman
spectroscopy (as opposed to IR spectroscopy), because the selection rules in
Raman spectroscopy differ from the selection rules in IR spectroscopy. By
analogy, the stretch mode of a surface-adsorbed colloidal particle is not excited
by shear waves. It is excited by compressional waves, though.

• There is an interesting twist to the symmetric stretch mode of CO2 (visible in
Raman spectroscopy and in collision-induced IR absorption spectroscopy).
There actually are two lines around 1,340 cm-1, not one. That happens because
there is a coupled resonance (cf. Sect. 4.6.3). The second overtone of the
bending mode happens to have a frequency close to the frequency of the
symmetric stretch mode. Because the two modes couple, the symmetric stretch
mode splits up into a doublet. The phenomenon is called ‘‘Fermi resonance’’ in
the context of molecular spectroscopy. What was called ‘‘activity dip’’ in Sect.
4.6.3 for macroscopic resonators, also happens on the molecular scale.

We now turn to heterogeneity and heterogeneous line broadening. Heteroge-
neous line broadening denotes a situation, where different molecules have slightly
different transition frequencies. The absorption line observed from the outside then
is a superposition of all individual lines. The linewidth does not reflect the
damping of the resonance, but rather the width of the distribution of resonance
frequencies. The damping would be reflected in the ‘‘natural linewidth’’, which
often is smaller than the heterogeneous linewidth. The CO2 molecule in the gas
phase is not a good example for heterogeneous line broadening. Better examples

266 11 Point Contacts and Contact Stiffness

http://dx.doi.org/10.1007/978-3-319-07836-6_4
http://dx.doi.org/10.1007/978-3-319-07836-6_4


are the electronic transition of dye molecules embedded in a solid matrix. The
matrix affects the frequency of the electronic transition and broadens the line. At
any rate: An experimentally observed linewidth cannot always be interpreted as
the rate of damping.

The terms to be remembered from this discussion of optical spectroscopy and to
be translated to shear-wave spectroscopy are ‘‘mode assignment’’, ‘‘oscillator
strength’’, and ‘‘heterogeneous broadening’’. The mode assignment problem in
shear-wave spectroscopy is approached with a finite element analysis in the fol-
lowing section.

11.5.1 Finite Element Simulations, Multiple Modes

The hypothesis, that an adsorbed sphere may resonate in more than one way and
that these different modes couple to the motion of the resonator to different extents,
can be supported with a finite element simulation. The simulation amounts to a
clean experiment on the computer. The technicalities of the calculation are dis-
cussed in Chap. 12. The user prescribes a geometry, the viscoelastic constants, and
the frequency of excitation; the software uses this information to calculate the
displacement pattern. The software knows nothing about modes or selection rules.
It just solves the partial differential equations given to it. From the displacement
pattern, it calculates the area-averaged stress at the resonator surface, which leads
to Df̃ after insertion into the SLA. A short-coming of this particular code is that it
only works in two dimensions. What is called a particle below, is a circle or,
depending on the point of view, an infinite cylinder. Of course an adsorbed cyl-
inder is different from an adsorbed sphere, but it turns out that the motion of the
cylinder also displays two resonant modes.

As in most simulations, simplifying assumptions are needed with regard to the
geometry. As other simulations, the finite element model can provide answers,
which the real experiment cannot give. Of importance here is, that it predicts the
displacement pattern. More on the technical side: The simulation is not limited to
frequencies corresponding to one of the overtones. The frequency scale in
Fig. 11.11 extends from 1 to 90 MHz and contains a few hundred data points. The
scale might as well have extended from 1 Hz to a few GHz. There are no con-
straints on frequency.

Figure 11.12 shows the geometry and the flow field. The resonator surface is
located to the left. A particle with a diameter of 4 lm touches the resonator across
a link. The link is a rectangle 100 nm thick and 600 nm wide. Its stiffness is
1 GPa. The particle itself is rigid. The way this simulation is set up, the area of the
contact remains unchanged if the particle moves. There is neither peeling not
sliding (It is instructive to compare Figs. 11.12 to 12.3. In Fig. 12.3, the link was
made wide enough to move the coupled resonance upwards out of the frequency
window of the QCM. Also, the particle was much smaller).
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Figure 11.11 shows Df(f) and DC(f) for frequencies between 1 and 90 MHz.
Clearly, there are two coupled resonances, not one. Moreover, one of the peaks in
DC(f) is smaller than the other. Since the displacement patterns are known, one can
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Fig. 11.11 Shifts of
frequency (a) and half-
bandwidth (b) as computed
from the finite element model
shown in Fig. 11.12. One
observes two coupled
resonances, which are the
rocking mode and the
rotational mode. The integral
over a peak in DC(f) is
proportional to the oscillator
strength, fOS

Fig. 11.12 Displacement
pattern around an adsorbed
sphere as calculated by the
Finite Element Method. The
quartz resonator is on the left-
hand side. The sphere has a
diameter of 4 lm and is rigid.
It is linked to the substrate
across a link with a thickness
of 100 nm, a width of
600 nm, and a shear modulus
of 1 GPa. Color encodes the
local tangential velocity. For
panels a and b, the dark lines
are streamlines, where the
velocity is measured relative
to the substrate. Panels a, b, c,
and d correspond to
frequencies of 1, 4.2, 54, and
90 MHz, respectively
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look into the question of why the mode at 4.2 MHz is coupled to the resonator’s
tangential movement less efficiently than the mode at 54 MHz. The finite element
simulation has solved the mode-assignment problem for us.

The different panels in Fig. 11.12 correspond to different frequencies, which are
1, 4.2, 54, and 90 MHz. At low frequencies (1 MHz, panel a), the particle
essentially moves with the crystal. The sphere and the trapped liquid increase the
resonator’s mass, thereby decreasing the resonance frequency. The decrease is
roughly proportional to the frequency itself, as shown on the left-hand side in
Fig. 11.11a. Clearly, this is the Sauerbrey limit. Panel d shows the opposite limit
of high frequencies (90 MHz). The particle almost rests in place. It still rotates, but
only by a small amount. The link exerts a restoring force onto the resonator, which
amounts to elastic coupling as discussed in Sect. 11.3. As the right-hand side in
Fig. 11.11a shows, Df is not positive in this limit, although the frequency shift
decreases with increasing x. Df is negative because the viscous drag exerted by the
liquid is superimposed onto the elastic force exerted by the sphere. The liquid
causes a negative offset in Df.

Panels b and c in Fig. 11.12 show the flow fields at the frequencies of the two
resonances (4.2 and 54 MHz). The sphere rotates about the point of contact (or a
point close to the contact) at 4.2 MHz, while it rotates about its center (or a point
close to that) at 54 MHz. This explains why the mode at 4.2 MHz (the ‘‘rocking
mode’’, see below) is the weaker mode than the mode at 54 MHz (the ‘‘rotational
mode’’). When the sphere rotates about the point of contact, it exerts a torque onto
the substrate, rather than a tangential stress. If the axis of rotation were exactly at
the point of contact and if there were no coupling across the liquid, the mode
would be strictly forbidden. But there is coupling across the liquid and the axis of
rotation is slightly displaced from the point of contact. For these reasons, the mode
at 4.2 MHz is (weakly) coupled to the substrate’s tangential motion. It is seen, but
it is less strong than the rotational mode.

11.5.2 Vibrational Spectroscopy on Surface-Attached
Colloids

At the beginning of this chapter, it was stated that Dybwad’s model leaves open
how the particle moves. Unrealistically, there is only one degree of freedom; the
model is one-dimensional. The finite element model, on the other hand, treats a
continuum, which amounts to infinitely many degrees of freedom (The number of
degrees of freedom is finite in the actual calculation because the mesh-size is
finite). In the following, the problem is discussed at an intermediate level of
abstraction, where the number of degrees of freedom is large enough to capture the
essential features of the problem, but not so large that these features would be
hidden in the complexity of the model. This model consists of a rigid sphere and a
deformable link. In a way, the model is close to a mechanical equivalent circuit; it
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differs in that the link is not just a spring, but a rather a rod which can be distorted
in different ways. Likewise, the particle is not just a point, but rather a sphere
which can move in different ways (three translations, three rotations). The different
ways to deform a link are depicted in Fig. 11.13a. Each way to deform the link
corresponds to a mode of vibration of the substrate/link/sphere assembly. The
modal stiffness and the modal mass differ between the types of deformation. Three
of the modes translate the upper end of the link relative to the bottom, while the
three other ones rotate it. The deformation modes of the link are:

• Vertical translation, stretching the link
• In-plane translation along x and y, shearing the link
• Rotation about z, twisting the link
• Rotation of the sphere about horizontal axes passing through the link, bending

the link.

Symmetry enforces some of the modes to be degenerate. Because x and y are
equivalent, the two modes shearing the bond (along x or y) and the two modes
bending the link (along x or y) have the same frequency, respectively. Symmetry
also implies certain selection rules: The substrate performs a translation along
x and therefore cannot excite shear along y, bending along y, twist, or stretch.
These four modes are forbidden by symmetry. Actually, the stretch mode would
become weakly allowed, if there was a normal contribution to the motion of the
substrate. In fact, there is such a contribution because of energy trapping (ignored
in the following for the sake of simplicity). Similarly, shear along y and bending
along y would become weakly allowed if the mirror symmetry about the x-axis
were broken in some way. This would, for instance happen if there was some kind
of interaction between the particle and one of its neighbors.

The two interesting modes are the one shearing the contact along x and the one
bending it along x. These are again depicted in Fig. 11.13b, where the particle was
included in the diagram. The modes have been renamed. The link is sheared if the
particle performs a rotation about its center. This mode was termed ‘‘rotational’’.

shear (x,y)

strech

twist

bend (x,y)

rotational

rocking

(a)

(b)

Fig. 11.13 A link between a
particle and a substrate (here
displayed as a cylinder) can
be deformed from the two
ends in 6 different ways (a).
Only two of those
deformations couple to a
periodic translation of the
substrate along x. These are
termed the rotational mode
and the rocking mode (b)
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The link is bent if the particle rotates about an axis passing through the link. This
mode was named ‘‘rocking’’ mode. An oscillation of the substrate along x certainly
couples to the rotational mode. This mode is allowed. With regard to the rocking
mode, the situation is more complicated. One might think that bending of the link
could only be induced by a torque, not by a tangential stress. Following this
argument, the rocking mode would be forbidden. However, this is only true as long
as the axis of rotation passes exactly through the bond. If the axis of rotation is
slightly displaced from the bond, the rocking mode slightly shears the bond and the
rocking mode becomes weakly allowed. For the displacement pattern shown in
Fig. 11.12b, the axis of rotation is indeed not exactly at the point of the link and
the rocking mode therefore is seen as a weak absorption line in Fig. 11.11. Also,
there is some transfer of stress across the liquid phase.

The equivalent circuit from Fig. 11.1b (containing a mass, a spring, and a
dashpot) is not invalidated by these insights; it only needs a reinterpretation.
Consider the rotational mode, first. The mass must be replaced by a moment of
inertia; the force must be replaced by a torque. The moment of inertia of a sphere
rotating about its center is IP = (2/5)MPRP

2. The torque exerted by the contact is
given by F̂RP (with F̂ the force). The force is equal to ~jPûS and ûS is related to the

angle of rotation, ĥ, as ûS = RPĥ. The dynamics of the system follows the equation

�x2IPĥþ ~jshearR
2
Pĥ ¼ 0 ð11:5:1Þ

The spring constant was given an index ‘‘shear’’ because it must be distinguished
from the bending stiffness, which governs the dynamics of the rocking mode. From
Eq. 11.5.1 the resonance frequency of the rotational mode follows as

xP;rot;0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jshearR2

P

IP

s

¼
ffiffiffi
5
2

r ffiffiffiffiffiffiffiffiffiffiffi
jshear

MP

r
ð11:5:2Þ

Rotation can simply be accounted for by a prefactor of (5/2)1/2. Should the axis of
rotation be slightly displaced from the center of the sphere, this shifts the values of
IP and also the calculation of the torque, but the effects are not dramatic.

Now consider the rocking mode. If the axis of rotation is at the point of contact,
the moment of inertia is IP = 7/5 MPRP

2. The torque exerted at the point of contact
is equal to the bending stiffness of the contact, ~jbend , times the angle. The bending
stiffness needs to be calculated from contact mechanics. It has units of Nm. The
ratio of the bending stiffness and the moment of inertia has units of s-2. The
particle resonance frequency is

xP;rock;0 ¼
ffiffiffi
5
7

r ffiffiffiffiffiffiffiffiffiffiffiffi
jbend

MPR2
P

r
ð11:5:3Þ

In Fig. 11.11 the rocking mode occurs at a frequency below the frequency of the
rotational mode. This is always so, regardless of the details, as the following
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argument shows. For the Hertzian contact with a � RP, the shear stiffness and the
bending stiffness are

jshear ¼ bshearGa

jbend ¼ bbendGa3
ð11:5:4Þ

bshear and bbend are numerical constants of the order of unity (see also Eq. 11.2.11
and Eq. 11.2.12). Equation 11.5.4 follows from dimensional arguments. The
particle resonance frequencies of the rotational mode and the rocking mode are

xP;rot;0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jshearR2

P

2=5 MPR2
P

s

�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
5bshear

2

r ffiffiffiffiffiffiffi
Ga

MP

r

xP;rock;0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jbend

7=5 MPR2
P

r
�

ffiffiffiffiffiffiffiffiffiffiffiffi
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7

r ffiffiffiffiffiffiffi
Ga

MP

r
a

Rp

ð11:5:5Þ

If bshear and bbend are both of order unity and if a � RP, the rocking mode has
the lower frequency.

11.5.3 Heterogeneous Broadening, Oscillator Strength

Eventually, the insights derived from the comparison with spectroscopy must result in
a suitably modified scheme to analyze QCM experiments. Consider the width of the
peak in the plot of DC(n) first. Broad peaks as seen in Fig. 11.9 cannot be explained
with a large damping coefficient, cP. For a narrow coupled resonance, the half-width
at half-height is given by cP/(2p). However, when cP is comparable to xP,0 or larger,
this picture breaks down. Large values of cP turn the circle in the polar diagram into a
spiral (Fig. 11.14, see also Fig. 10.3). Expressed differently, a large value of cP leads
to Df being negative at low n, but barely turning positive at high n. For cP [xP,0, the
frequency shift does not turn positive at all; there is no zero-crossing. In Fig. 11.9 the
bandwidth of the coupled resonance clearly is larger than xP,0 itself. The peak is
wider than the accessible frequency range. However, there still is a zero crossing in
Df(n) and the data can therefore not be fitted Eq. 11.4.5.

This inconsistency can be resolved by allowing different particles to have
different particle resonance frequencies. The distribution in xP might go back to a
distribution in stiffness, which might be a consequence of nano-scale roughness.
Taking heterogeneity into account, the coupled-resonance picture explains the data
well. Unfortunately, this extension of the model can be made to agree with
experiment in a few different ways. Different distributions of xP will work equally
well. Also: There might be distributions not only for xP, but also for cP, and
possibly even for MP. The parameter space for fitting is large.
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The second problem with quantitative fitting (the fitted MP being unrealistically
small) is fixed by introducing the oscillator strength, fOS, as a prefactor into the
equations.

Equation 11.4.5 turns into:

D~f xð Þ � �fOSNP
f0

p Zq
x MP

Z1

0

g xP;0

� � x2
p;0 þ ix cP

x2
p;0 þ ix cP

� 	
� x2

dxP;0 ð11:5:6Þ

g(xP,0) is the distribution function of particle resonance frequencies. Again: The
above equation only covers distributions in xP,0. cP might vary between particles,
as well.

The section concludes with an updated equation for the radius of the circle in
the polar diagram, RPD. Taking heterogeneous line broadening and the nontrivial
oscillator strength into account, the radius becomes

RPD �
NPf0

4p Zq
fOS

jP

chet
ð11:5:7Þ

The right-hand side now contains two unknowns (chet and fOS). Clearly, one must
be careful with quantitative statements on jP.
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large damping of the coupled
resonance (cP comparable to
xP) turns the circle in the
polar plot into a spiral. For
clarity, Df and DC were
normalized to the peak value
of DC. For large damping, the
plot of Df versus x becomes
asymmetric. With
cP [ xP;0;Df does not even
turn positive at high
overtones. The frequency of
zero crossing is lost

11.5 Coupled Resonances and Shear-Wave Spectroscopy 273



There are difficulties and unknowns in this analysis, but these should not hide
the central outcome of the discussion: The stiffness of the bond between a bio-
colloid and a solid surface is accessible with the QCM.

11.6 Particles Coupled to the Resonator Surface Across
a Dashpot

In Sect. 11.5 it has become clear that the 3-element network from Fig. 11.1b holds
problems and that any simplification must be welcome. One simplification can be a
large sphere, which makes the parameter MP disappear from the equations. Another
circuit bringing about a simplification is the particle coupled to the surface across a
dashpot, only (Fig. 11.15). This circuit has been employed in the context of QCM-
based nanotribology. Figure 11.15 assumes the link to behave like a liquid. The
sphere slides on the surface. A remark on terminology: Do not confuse this type of
motion with solid-like sliding in the Coulomb sense. In Coulomb friction, the tan-
gential force is independent of the sliding velocity, while the tangential force here is
proportional to molecule’s velocity relative to the substrate. The molecule’s motion
has also been called ‘‘creep’’ to avoid this misunderstanding.

From Fig. 11.15 the load impedance is found to be:

~ZL ¼ NP
1

ix MP
þ 1

nP

� ��1

¼ NP
ix MPnP

ix MP þ nP

¼ NP ix MP
1

1þ ix sMR
¼ NP ix MP

1� ix sMR

1þ x2s2
MR

ð11:6:1Þ

sMR = MP/nP is the momentum relaxation time. The momentum relaxation time is
called ‘‘slip time’’ in Refs. [47] and [48]. To understand the meaning of the slip
time, consider a hypothetical experiment, where the particle and the substrate
move at the same velocity, initially, and where the substrate at some time abruptly
arrests. The velocity of the particle then also returns to zero, but it does so with a
delay because of inertia. The particle velocity decreases exponentially, where the
decay time is sMR.

Using the small load approximation, Eq. 11.6.1 leads to

D~f

f0
¼ �NPx MP

p Zq

1� ix sMR

1þ x2s2
MR

ð11:6:2Þ

The momentum relaxation time is inferred from the ratio of DC and -Df as

sMR ¼
1
x

DC
�Dfð Þ ð11:6:3Þ

274 11 Point Contacts and Contact Stiffness



Equation 11.6.3 has been used extensively by J. Krim and co-workers to analyze
the behavior of adsorbed atoms and molecules. Similar studies have been reported
by Mistura, who also studied the amplitude-dependence of the bandwidth [49]. A
recent review is given in Ref. [50].

Two remarks:

• A check on whether or not sMR depends on overtone order is worthwhile. The
author has occasionally found the momentum relaxation time as derived by
Eq. 11.6.3 to differ between overtones.

• If there are clusters of some kind (‘‘nanodroplets’’), these might be more
efficient in dissipating energy than adsorbed molecules. Even few clusters
might have an effect which is large compared to the dissipation induced by a
molecular monolayer.

Krim finds a significant increase in bandwidth even for monolayers of adsorbed
noble gases. This is surprising because simple estimates of the drag coefficient lead
to values which are much higher than what is found with the QCM using
Eq. 11.6.3, the known mass, and the relation sMR = MP/nP. Inertia should not be
strong enough to make molecular monolayers slide on a QCM surface. The drag
coefficient is related to the diffusivity, D, by the fluctuation-dissipation theorem
[51]. One should have D = kBT/nP with kBT the thermal energy. If the shift in
bandwidth is converted to diffusivity using Eq. 11.6.3 and the fluctuation-dissi-
pation theorem, the derived diffusivities come out as unrealistically high. Also,
there are estimates of how much the adsorption energy should vary across the
surface. There are barriers between the preferred sites of adsorption and these
should prevent sliding of single atoms. A number of suggestions have been made
to remove this inconsistency. Naturally, some of them go beyond the simple model
underlying Eq. 11.6.3. For a review, see Ref. [50].

11.7 Point Contacts as Centers of Acoustic Scattering

The discussion of point contacts above was based on the area-averaged stress, which
was converted to Df̃ using the SLA. Scattering was briefly alluded to. There is one
particular aspect of the scattering picture, which merits discussion. Guided by the
optical analog, one might think that even elastic scattering (nP = 0 in Fig. 11.1, no
dissipative processes at the link) would attenuate the shear wave and thereby damp
the resonance because it deflects part of the acoustic energy sideways. This is what

MP

ξP

Fig. 11.15 A particle
coupled to the resonator
surface across a dashpot
exerting liquid-like forces
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happens in turbid media. The optical extinction has two contributions, which are
absorption and scattering. The same is true with shear waves, in principle. Elastic
scattering does increase DC. However, when applying the SLA to this problem, the
contribution of scattering to DC is found to be negligible.

To see this more quantitatively, unfold the path of the acoustic beam as in
Fig. 11.16. The resonant mode turns into a propagating wave. A localized contact
scatters the wave. Because only an estimate is needed, simplifying assumptions
can be made:

• The wave is represented as a scalar field; the direction of displacement is
ignored.

• The material is approximated as isotropic.
• The contact is assumed to be so small that the scattered wave is spherical. In

quantum mechanics, this limit is called s-wave scattering [52, 53].

With these simplifications the scattered wave takes the form

ûscðrÞ ¼ ûS

~bsc

r
exp �ikrð Þ ð11:7:1Þ

r is the distance to the scattering center, ûS is the amplitude of the incoming wave,
and b̃sc is the scattering length.

Scattering is isotropic, which includes the forward direction. Forward scattering
shifts the phase (and possibly the amplitude) of the incident wave (the resonant
mode). In the language of Sect. 4.4, scattering affects the reflectivity at the reso-
nator surface.

The scattered field at large z contains contributions from many different con-
tacts (Fig. 11.17). Replacing the sum over all scattering centers by an integral over
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Fig. 11.16 Sketch of an unfolded beam path. The contact is a scattering center. The scattered
wave is approximated as spherical. It superimposes itself onto the primary wave (the resonant
mode). Forward scattering leads to a phase shift and to a frequency shift, in consequence. The
energy scattered into directions other than the forward direction damps the resonance, in
principle, but this effect is small compared to the shift in frequency
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area multiplied with the number density of particles and, further, using
r = (rS

2 + z2)1/2 with rS the in-plane distance to the beam, one finds

ûsc zð Þ � ûSNP
~bsc

Z1

0

exp �ik
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

S þ z2
p� 	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

S þ z2
p 2prSdrS

¼ � 2pi
k

NP
~bscûS exp �ikzð Þ

ð11:7:2Þ

The term –2piNPb̃sc/k should be identified with the quantity (r̃q,S – 1) in Eq. 4.4.12.
Using Eq. 4.4.12, this amounts to

D~f

f0
� 1

2pi
~rq;S � 1
� �

¼ 1
2pi

�2pi
1
k

NP
~bsc

� �
¼ � 1

k
NP

~bsc ¼ �
NP

k2
k~bsc ð11:7:3Þ

As long as NP/k2 is not extremely large, one has kb̃sc � 1 because D~f=f0
�� ��� 1.

For elastic scattering, the scattering length is of the form [52]

~bsc ¼
1

2ik
exp 2idscð Þ � 1ð Þ ð11:7:4Þ

dsc is the scattering phase. Since kb̃sc � 1, the scattering phase is small and one
can Taylor-expand b̃sc to second order in dsc (exp(e) & 1 + e + e2/2), leading to

~bsc �
1
k

dsc þ id2
sc

� �
ð11:7:5Þ

The ratio of DC to Df follows as

DC
Df
� dsc ð11:7:6Þ

Since dsc is small, elastic scattering has little influence on DC.

z

rS

Fig. 11.17 The scattered
field is a superposition of
scattered waves originating
from the different scattering
centers. A large z, the sum
over the different
contributions can be replaced
by an integral
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11.8 Contact Stiffness of Rough Interfaces

The stiffness of rough interfaces is to be distinguished from the stiffness of discrete
contacts. The geometry is shown in Fig. 11.18. Rough interfaces (multi-contact
interfaces, MCIs) respond to tangential stress with an excess tangential displace-
ment. The interface stiffness is the ratio of the tangential stress and the excess
displacement. One might view the interface as a soft interlayer, but the thickness
of this layer is not uniquely defined. The stiffness of the interface is normalized to
area; it has dimensions of N/m3. If the contact is established across asperities,
which do not elastically interact, one can write S = Rji/A, where the index i labels
the contacts and A is the total area (cf. Eq. 11.3.3 and Eq. 11.3.4). However, the
contacts of MCIs usually do interact. The stiffness of MCIs is not easily calculated,
but of considerable interest [54–56].

The prevalent method to determine the interfacial contact stiffness is ultrasonic
reflectometry [57, 58]. One infers the stiffness, S, from the relation

~rj j ¼ 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2S

x Z

� �2
q ð11:8:1Þ

r̃ is the amplitude reflection coefficient and Z is the wave impedance of the
adjacent media (assumed to be same on both sides of the interface). The above
equation is derived in the following. It is a worthwhile exercise and builds on the
discussion leading to Eq. 4.2.11. The interfacial contact stiffness can also be
determined with a QCM, as shown later. Given that the QCM basically is a
reflectometer, such a correspondence can be expected. Note: Eq. 11.8.1 formulates
the problem in terms of the absolute value of the reflectivity. Other ultrasonic
instruments determine the phase as well.

As usual, the analysis is based on the continuity of stress and displacement.
Consider stress first. Stress is conserved, expressed by the relation

r̂�1 þ r̂þ1 ¼ r̂intf ¼ r̂�2 ð11:8:2Þ

A shear wave with an associated stress of r̂�1 is assumed to enter from the left. The
reflected wave has an amplitude of stress of r̂þ1 . r̂�2 is the stress of the transmitted
wave; r̂intf is the stress at the interface.

Using that stress is the product of velocity and wave impedance (see Eq. 4.2.5),
Eq. 11.8.2 turns into

ix~Z1 �û�1 þ ûþ1
� �

¼ �ix~Z2û�2 ð11:8:3Þ
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The amplitude of the transmitted wave is

û�2 ¼
~Z1

~Z2
û�1 � ûþ1
� �

ð11:8:4Þ

Now turn to the displacement. Differing from Eq. 4.2.8, the continuity of dis-
placement is expressed as

û�1 þ ûþ1 ¼ ûintf þ û�2 ð11:8:5Þ

For the definition of the displacement at the interface, ûintf, see Fig. 11.18. ûintf is
related to the amplitudes of the different waves by

ûintf ¼
r̂intf

~S
¼ r̂�2

~S
¼ �ix~Z2

~S
û�2 ¼

�ix~Z1

~S
û�1 � ûþ1
� �

ð11:8:6Þ

Equation 11.8.4 was used in the last step. Inserting Eq. 11.8.6 into Eq. 11.8.5, one
finds

û�1 þ ûþ1 ¼
�ix~Z1

~S
û�1 � ûþ1
� �

þ
~Z1

~Z2
û�1 � ûþ1
� �

ð11:8:7Þ

and

ûþ1 � ix~Z1

~S
þ

~Z1

~Z2
þ 1

� �
¼ û�1 � ix~Z1

~S
þ

~Z1

~Z2
� 1

� �
ð11:8:8Þ

uintf σintf

(a)

(b)

Fig. 11.18 The shear
stiffness of rough interfaces is
the ratio of the tangential
stress, rintf , and the excess
displacement, uintf . One has
S ¼ rintf =uintf . An analogous
relation exists for the normal
stiffness. Panels a and b show
the undeformed and the
deformed state, respectively
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The reflectivity is

~r ¼ ûþ1
û�1
¼
� ix~Z1

~S
þ ~Z1

~Z2
� 1

� ix~Z1
~S
þ ~Z1

~Z2
þ 1

ð11:8:9Þ

In order to arrive at Eq. 11.8.1 from Eq. 11.8.9, assume that the two adjacent
media have the same wave impedance (Z̃1 = Z̃2 = Z̃̃), which leads to

~r ¼
� ix~Z

~S

2� ix~Z
~S

¼ 1

1þ i 2~S
x~Z

ð11:8:10Þ

Some ultrasonic reflectometers do not determine the phase. If the phase is not
available, one needs to approximate both Z̃̃ and S̃ as real, which leads to

~rj j ¼ 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2S

x Z

� �2
q ð11:8:11Þ

Too see that the QCM functions in essentially the same way, start from Eq. 4.4.12
and insert r̃ from Eq. 11.8.9 for ~rq;S.

D~f

f0
¼ 1

2p i
rq;S � 1
� �

¼ 1
2p i

� ix ~Z1
~S
þ ~Z1

~Z2
� 1

� ix ~Z1
~S
þ ~Z1

~Z2
þ 1
� 1

0

@

1

A ¼ i
p

�1

� ix Zq

~S
þ Zq

~Z2
þ 1

0

@

1

A

¼ i
p

~S

ix Zq �
~SZq

~Z2
� ~S

0

@

1

A

ð11:8:12Þ

Z̃1 has been replaced by Zq in step 3.
Equation 11.8.12 only holds if D~f

�� ��� f0. It can only be applied if the inter-
facial contact stiffness is small in the sense of |S̃| � xZq (Equation 11.8.11 does
not suffer from this limitation). If ~S

�� ��� xZq and if, further, Zq � ~Z2, the
denominator in Eq. 11.8.12 can be replaced by ixZq, leading to

D~f

f0
� 1

p Zq

~S

x
ð11:8:13Þ

If the contacts are all elastically independent (they usually are not), one has
~S ¼ NP~jP, which results in
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D~f

f0
� 1

p Zq

~S

x
¼ 1

p Zq

NP~jP

x
ð11:8:14Þ

This is the familiar result known from the treatment of discrete contacts in
Sect. 11.3.

If the small-load approximation is to be avoided, one can follow Eq. 4.6.8 and
write

tan p
D~f

f0

� �
� i

1� rq;S

1þ rq;S
ð11:8:15Þ

Inserting Eq. 11.8.9 into Eq. 11.8.15, an implicit equation in Df̃ and S̃, is obtained,
which can be solved numerically for ~S.

Two caveats:

• Using ultrasound, both the normal contact stiffness and the tangential contact
stiffness can be determined, employing the suitably-polarized acoustic waves.
With the QCM, one mostly determines the tangential contact stiffness, but there
may be a contribution form the normal stiffness because of the flexural
deformation.

• Both ultrasonic reflectometry and the QCM-based measurement neglect inertial
effects. This is permissible as long as the contact size is much below the
wavelength of sound. The assumption is called quasi-static approximation
(QSA) [59] in the context of ultrasound.

Glossary

Variable Definition (Comments)

0 As in index: undamped (Exception: f0)

a Contact radius

A (Effective) area of the resonator plate (See Sect. 7.4)

b̃sc Scattering length (Sect. 11.7)

bshear,
bbend

Numerical coefficients (Eq. 11.5.4)

D Diffusivity (Sect. 11.6)

E Young’s modulus

E* Effective Young’s modulus (Eq. 11.2.2)

f Frequency
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fOS Oscillator strength (a number, not a frequency)

fZC Frequency of zero-crossing (Eq. 11.4.7)

f0 Resonance frequency at the fundamental (f0 = Zq/(2mq) = Zq/
(2qqdq))

FN Normal force

Fx Tangential force

g Standard acceleration (g = 9.81 m/s2)

G Shear modulus

G* Effective shear modulus (Eq. 11.2.12)

het As an index: heterogeneously broadened (Sect. 11.4)

intf As in index: interface (Sect. 11.8)

I Moment of area (Eq. 11.2.12)

k Wavenumber

kBT Thermal energy

liq As an index: liquid

M Mass

n Overtone order

NP Number of particles per unit area

p Normal stress

P As an index: Particle

PD As an index: Polar Diagram

r Distance from the center of a contact, distance from a scattering
center

rock As in index: rocking mode

rot As in index: rotational mode

RP Particle radius

RPD Radius of circle in polar diagram (Eq. 11.5.7)

r̃q,S Reflectivity evaluated at the resonator surface (Sect. 11.7)

rS Location at the resonator surface

rS In-plane distance from the scattering center (Sect. 11.7)

S As an index: Surface

S̃ Contact stiffness (Sect. 11.8)

Sc As an index: scattered (Sect. 11.7)
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û,u Tangential displacement

v̂ Velocity

Z̃L Load impedance

Zq Acoustic wave impedance of AT-cut quartz (Zq = 8.8 9 106

kg m-2 s-1)

cP Damping factor of a coupled resonance (Sect. 11.4)

cS Surface energy (Sect. 11.2)

C Imaginary part of a resonance frequency

dN Normal compression (Fig. 11.2)

dscm Scattering phase (Sect. 11.7)

D As a prefix: A shift induced by the presence of the sample

K Spring constant

l Friction coefficient (l = Fx/FN)

m Poisson number

h Angle of rotation

q Density

r Tangential stress

sMR Momentum relaxation time (also: slip time Sect. 11.6)

sS A constant tangential stress in the sliding zone of a contact experi-
encing partial slip (Sect. 11.2)

n Drag coefficient

x Angular frequency

xP Particle resonance frequency
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Chapter 12
Heterogeneous Samples

Abstract When the sample is structured in the plane of the resonator with a
characteristic scale comparable to the wavelength of sound, analytical predictions
of the displacement field and the frequency shift are difficult. Among the samples
that are heterogeneous in this sense are nanobubbles, nanodroplets, nanoparticles,
vesicles, and biological cells. In analyzing such samples, one can rely on common
sense and empirical correlations. If one wants to go beyond those more qualitative
pictures, one can calculate the area-averaged periodic stress at the resonator sur-
face numerically. An example of a numerical method is discussed in detail. The
finite element method (FEM) is employed to solve the incompressible Stokes
problem and to predict the periodic interfacial stress. The frequency shift follows
from the area-averaged stress and the SLA.

12.1 Laterally Heterogeneous Interfaces

Structured samples have been mentioned a few times already, and we therefore
start with a list of problems, which this chapter is not about. It is, firstly, not about
heterogeneity along the vertical, that is, layer systems. Stratified layers can be
treated within the acoustic multilayer formalism, regardless of how thin the
individual layers are. The chapter is, secondly, not about samples, the properties of
which vary laterally on a scale much larger than k (k the wavelength of sound).
Such samples can be treated as acoustic multilayers, locally, because the in-plane
gradients can be neglected. Since the load impedance as derived by the multilayer
formalism varies over the resonator surface, averaging with a suitable statistical
weight (Eq. 6.1.31) must be applied. However, averaging does take care of het-
erogeneity; there is no need to abandon the multilayer formalism. Thirdly, mate-
rials with some random structure on a scale below k are outside of this chapter.
Colloidal dispersions (Sect. 9.3) are an example. Such materials should be treated
within an effective medium theory. Finally, the advanced schemes discussed below
are not needed for point contacts as described in chap. 11. Point contacts—by
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definition—are so small that one may integrate over the stress distribution and
obtain a transverse force or a torque. These samples can be understood in the frame
of a lumped element representation.

There is a large number of interesting samples falling outside these classes of
heterogeneity. Vesicles, bacteria, other biological cells, nanobubbles, and many of
the biocolloids display in-plane structure on the scale of k. Neither the plane-wave
picture (possibly adapted to a contact in the center only or to shallow roughness,
see Sects. 9.4 and 9.5) nor the point-contact limit (Chap. 11) can be applied.
Simplifying assumptions, which would allow for an analytical treatment, are not
available. Apart from the complexity, there often is a second problem, which is
insufficient knowledge of the geometry. The models described below need the
geometry as an input. But for some cases, reasonable guesses can be made.
Vesicles (Sect. 12.5), viruses, [1] proteins, [2] and other nanoparticles [3] have
been characterized with other methods. Their size and shape is known or can be
guessed with some confidence. If reasonable assumptions on the geometry and the
viscoelastic parameters are available, one may try one’s luck with a numerical
model.

Typical questions that can be addressed by those computations are:

• What is the height of the adsorbed objects? (The height is different from the
Sauerbrey thickness, if coverage is incomplete.)

• To what extent are the adsorbed objects clustered?
• What is the contribution of the trapped liquid to the frequency shift?
• If energy is dissipated in the adsorbed layer: Where is it dissipated? At the link?

Inside the adsorbed object? Or rather in the liquid phase?
• Are there concentrations of stress at some locations? Can one expect rupture or

slip at these places?
• If there is a membrane, what is the contribution of membrane bending to the

dissipation of energy?
• If there is a liquid-liquid interface or a liquid-gas interface, to what extent does

interfacial energy affect the flow profile and the frequency shift?

It will be emphasized below, that the existing code can only give preliminary
answers. But the model as such exists. As the computational resources advance,
such simulations will become more practical. In the following section, we give an
overview of the essential steps.

12.2 Numerical Computation of Area-Averaged Stress

If the geometry and the viscoelastic constants of the object under study are known,
the input to a numerical simulation is at hand. One computes the velocity field by
solving the wave equation for the respective geometry. The software will often be
a PDE-solver of some kind, where ‘‘PDE’’ stands for ‘‘partial differential equa-
tion’’. The PDE-solver might make use of the finite element method (FEM).

288 12 Heterogeneous Samples

http://dx.doi.org/10.1007/978-3-319-07836-6_9
http://dx.doi.org/10.1007/978-3-319-07836-6_9
http://dx.doi.org/10.1007/978-3-319-07836-6_11


From the flow field, one calculates the stress field at the resonator surface and
averages over the surface area. Note: Any numerical technique which predicts the
stress at the resonator surface will work. The FEM-based methodology described
below it nothing but a first try and a proof of principle. Computational fluid
dynamics offers a wide variety of methods for treating problems of this kind. Even
molecular dynamics calculations are conceivable [4].

The problem to be solved is a boundary value problem (BVP) as sketched
in Fig. 12.1. A caveat: The existing code only works in two dimensions. The
‘‘particle’’ in Fig. 12.1 is a cross-section through an infinite cylinder, not a sphere.
The velocity can be in the plane of the drawing (the xz-plane) or perpendicular to it
(along y), but not at an angle. Evidently, these particular calculations are not truly
realistic.

The elements of a BVP are the partial differential equation(s) (PDEs) to be
solved and the boundary conditions. Consider the PDEs first. Soft matter at a QCM
surface undergoes an incompressible Stokes flow. Incompressibility can be
assumed because compressional sound has a wavelength much longer than the
penetration depth of the shear wave. A Stokes flow (rather than a solution to
the Navier-Stokes equation) can be assumed because the amplitude is small. The
incompressible Stokes flow obeys the following set of equations:

q
ov

ot
¼ gr2v�rp

r � v ¼ 0
ð12:2:1Þ

PDEs to be
solved:
incompressible
Stokes flow

resonator surface:
prescribed oscillatory
movement

periodic
boundary
conditions

upper boundary
outside range of 
shear wave

particle: a domain
with ρ and η
different from the 
bulk liquid

internal interfaces:
no-slip, 
stress continuous 

 ~

Fig. 12.1 In order to
compute the periodic stress at
the resonator surface using a
PDE solver, the user has to
specify the partial differential
equation, the continuity
conditions at the internal
interfaces, and the boundary
conditions at the border of the
simulation cell. The existing
code only works in two
dimensions. What is called
‘‘particle’’, is a cross-section
through an infinite cylinder
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For periodic motion, Eq. 12.2.1 can be written in the frequency domain as

ixqv̂ ¼ ~gr2v̂�rp̂

r � v̂ ¼ 0
ð12:2:2Þ

Velocity and pressure have turned into complex amplitudes. (Note: Pressure is not
truly a dynamic variable in these calculations. It takes whatever value is needed to
keep the density constant.) q and ~g are materials parameters depending on posi-
tion, r. They might be constant inside certain domains (where a domain would
correspond to a particle, a film, or a liquid) or be continuous functions of r (which
would be typical for a polymer brush). Since the viscosity is complex, the mate-
rials involved are allowed to be viscoelastic. A ‘‘rigid’’ sphere would be composed
of a material with a large, imaginary viscosity. The complex shear modulus is
given as ~G ¼ ix~g. Viscoelastic dispersion is not a problem, since ~g can be made
to depend on overtone order.

In Eq. 12.2.2 the velocity is assumed to be in the plane of the simulation. It is
also possible to let all motion occur perpendicular to that plane. The velocity then
only has a y–component, vy. vy depends on x and z, but not on y itself. Since
ovy=oy ¼ 0, incompressibility is automatically fulfilled and there is no need for a
hydrostatic pressure to ensure constant density. The equation to be solved simply
is

ixvy ¼
~g
q
r2vy ð12:2:3Þ

This PDE is solved by COMSOL’s steady state diffusion model. vy must be
renamed as c (concentration); ~g=q (the kinematic viscosity) must be renamed as
D (a diffusivity, which fortunately is allowed to be complex). The term on the left-
hand-side is a source term (called ‘‘reaction rate’’, also allowed to be complex by
COMSOL). Clearly, this computation is simpler than the one solving Eq. 12.2.2.
The discussion below is phrased such that it applies to Eq. 12.2.2, but all remarks
can be reformulated to apply to Eq. 12.2.3.

How can a model designed to solve the Navier-Stokes equation be applied to
the Stokes equation and, further, how can a model designed to calculate steady
flows be made to compute periodic flows? The Stokes equation differs from the
Navier-Stokes equation (cf. Sect. 13.2) in that the advected-momentum term is
absent. The advected momentum term can be effectively removed from the
Navier-Stokes equation by making the amplitude small. The advected momentum
term is not strictly absent at low amplitudes, but it is negligible for amplitudes
lower than 10-10 m. The module then solves the Stokes problem (This problem
does not arise with the steady state diffusion model solving Eq. 12.2.3 because the
diffusion equation does not contain a nonlinear term.) A periodic flow pattern can
be computed using a ‘‘steady state’’ module because both modules (Navier-Stokes
and diffusion) allow for complex-valued solutions. Why this is so, is unclear to the
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author. He just (gratefully) accepts it. The complex fields may represent the
complex amplitudes of periodic solutions. This leaves the problem of somehow
accounting for inertia. Inertia is introduced by inserting the term iqxv̂ as a body
force. A typical body force would be gravity, but if iqxv̂ is entered in the
respective field, the module still works and it solves the periodic Stokes problem.
(In the diffusion model, inertia—more precisely: acceleration—is entered in the
form of a reaction rate.)

We now turn to the boundary conditions. Importantly, the simulation box as
shown in Fig. 12.1 is only a few microns wide; it does not contain the resonator
itself. The bottom of the cell is a small fraction of the resonator surface. That must
be so because the sample has structure on the nanometer scale, while the resonator
is a few millimeters wide. The finite element model cannot cover small length
scales and large length scales at the same time. However, a multi-scale model is
not actually needed. It suffices to let the software compute the stress at the bottom
of a small simulation volume. As long as the small volume is representative of the
entire sample, the stress averaged over the small surface suffices for the SLA to be
applicable. The SLA provides for a link between the different spatial scales.

The boundary conditions of the problem are the following:

• The displacement is prescribed at the bottom of the cell (the resonator surface).
It is constant over the bottom surface and given as ûS cosðxtÞ.

• Periodic boundary conditions apply at the external boundaries to the left and to
the right.

• Stress and displacement are continuous at all internal interfaces.
• The boundary condition at the top is irrelevant because the height of the cell is

made to exceed the penetration depth of the shear wave. Since the liquid is at
rest at the top, the boundary condition at the top has no influence on the flow
field at the bottom.

The model reproduces the Sauerbrey equation and Gordon-Kanazawa-Mason
result to an excellent accuracy even with a coarse mesh. More interestingly, it
reproduces the frequency shifts induced by a corrugated surface according to
Ref. [5]. For details see the supporting information to Ref. [9]. The calculations
from Ref. [5] lead to the shallow-roughness effects as discussed in Sect. 9.5.

There are technical complications, not discussed here in detail. For instance,
there are stress singularities at corners, which require attention. Further limitations
of the current code are the following:

• The simulation occurs in 2D.
• The model cannot deal with random distributions of particles [6, 7]. Remember

the boundary conditions to the right and to the left: All geometries represent
periodic arrays. In order to cover larger assemblies, some kind of coarse
graining scheme would be needed. In a way, the work reported in Ref. [2]
amounts to a coarse-graining approach. Assumptions were made on, firstly, the
interactions between the molecules and the substrate and on, secondly, the
interactions between neighboring molecules. In a second step, molecules were
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deposited randomly on the resonator surface and the frequency shift was
predicted from the interactions according to the assumption and the geometry.
If the elementary interactions can be calibrated against a realistic calculation,
such a procedure will link first principles to experiment, but such a coarse-
graining scheme is not available at present.

• The boundaries are fixed. A particle can never slide, roll or detach. If it does in
reality, the code will not catch the consequences [8].

• Boundaries do not have an interfacial energy themselves, they do not exert a
capillary pressure.

Those limitations are not of a fundamental kind. They can be overcome by better
code.

A detailed step-by-step account of the existing code is outside the scope of the
book. Reference [9] contains details. The following paragraphs are intended to
give the reader an understanding of the essential steps.

The adsorption of ferritin molecules to a gold surface was chosen as the toy
system. Ferritin is an iron storage protein with a roughly spherical shape and a
diameter of 12 nm [10]. It has been discussed as model system for bio- and
nanotechnology by a different authors [11–13]. AFM images had been acquired
in situ on the exact same samples. These showed that the ferritin molecules were
distributed evenly on the surface. The surface coverage could be inferred from the
AFM micrographs.

While the geometry of the adsorbate is known (from the literature) and the
coverage is known (from the AFM images), it is still an open questions, how to
represent contact to the substrate in the FEM simulation. At this point, the sim-
ulation was guided by the experiment. Experiment showed that, firstly, Df was
negative and that, secondly, Df was larger in magnitude than DC. Motivated by this
knowledge, the link was modeled as a truncation of an otherwise spherical (strictly
speaking: cylindrical) particle. The width of the link was 6 nm, which is half the
diameter of the particle. Had the link been made much narrower, a coupled res-
onance would have resulted (Sect. 11.5.1).

Figure 12.2 shows the geometry and the mesh. The figure was cut off at the top
for clarity. The cell extended to z = 2 lm, which is well beyond the penetration
depth of the shear wave. The width of the cell was 20 nm. With a particle diameter
of 12 nm, this amounts to a surface coverage of 60 %. The coverage was varied
(see Fig. 12.5). A further noteworthy feature is the resolution of the mesh close to
the edge of the contact. Because of the stress singularity (Fig. 12.4), the mesh must
be fine there. The density of the liquid was chosen as 1 g/cm3; its viscosity was
1 mPa s. The density of the ferritin molecules was chosen as either 1.6 g/cm3

(corresponding to the state, where the protein is loaded with iron) or 1 g/cm3

(corresponding to the unloaded state, in which case the protein is called apofer-
ritin). The storage modulus was chosen as G0 = 1 GPa. The loss angle was
dL = 5�. These latter choices are somewhat arbitrary. The molecules were mod-
eled as ‘‘rigid’’. Choosing G0 = 0.1 GPa rather than 1 GPa would have not made a
noticeable difference (but choosing it as 1 MPa would).
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Figure 12.3 shows raw outputs. Panels a and b display the vertical and the
horizontal components of the velocity as calculated from the Navier-Stokes
equation. More precisely, what is shown are the real parts of these velocities, that
is, the components of the velocity which are in-phase with the movement of the
resonator surface. The velocities are complex amplitudes. Panel c shows the
hydrostatic pressure. It is the imaginary part in this case. The hydrostatic pressure
mostly is in-phase with the displacement, that is, out-of-phase relative to the
velocity of the substrate. Note the peaks in pressure close to the edge of the
contact.

The next step towards the frequency shift is the calculation of the stress at the
resonator surface as shown in Fig. 12.4. The stress is supplied by COMSOL as part
of the post-processing. There is a stress singularity at the edge, also discussed in
Sect. 11.2. Most of the stress occurs close to the edge. Differing from the dis-
cussion in Sect. 13.3, there is no partial slip. There is no partial slip in the cal-
culation, because all boundaries are fixed. Whether or not there is partial slip in the
experiment, cannot be judged based on the simulation. However, experiment did
not reveal an amplitude dependence of D~f , which is evidence against partial slip.

A side remark for the mathematically inclined readers: Since the singularity is
an inverse square-root singularity, the integral is finite. Even though the stress is
formally infinite at the edge, the integrated force is not. The stress concentration
leads to technical difficulties, but it does does invalidate the calculation as such.

Hardly visible in Fig. 12.4 is a second feature of interest: The stress exerted by
the liquid outside of the contact is not strictly constant; it depends on the distance
to the edge of the contact. Some of the force exerted by the particle onto the
surface is transmitted across the liquid. The effect is small here, but it is clearly
significant for cases, where the link between the particle and the substrate is
narrow. Remember the high frequency: The stress transmitted across a liquid
scales as xg, which for water at 5 MHz amounts to about 4 9 104 Pa.

Integration over the stress profile shown in Fig. 12.4 produces the force.
Dividing the force by the width of the cell produces the average stress, which—
upon insertion into the SLA leads to the frequency shift, shown in Fig. 12.5. Note

Fig. 12.2 An example of a
geometry together with the
mesh. The resonator surface
is at the bottom. The
truncated sphere represents
an adsorbed ferritin molecule.
Adapted from Ref. [9]
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Fig. 12.3 Raw output of the
finite element model shown
in Fig. 12.2. The flow is in
the plane of the paper;
Eq. 12.2.2 is the PDE
applied. Panels a and b and
c show the vertical
component of the velocity,
the horizontal component of
velocity, and the pressure,
respectively. Adapted from
Ref. [9]
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Fig. 12.4 Local tangential
stress at the bottom of the
simulation cell as shown in
Fig. 12.2. Note the stress
peaks close to the edge of the
contact. Panel b shows the
same data as panel a with the
y-scale expanded. Adapted
from Ref. [9]
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the dependence of Df/n on overtone order. The n-dependence results from
hydrodynamic effects, not from the softness of the adsorbate. The adsorbate had
been given a storage modulus of G0 = 1 GPa, which amounts to rigid object.

The agreement between the simulations and the experiment is as good as it can
be expected. In the author’s opinion, these tests can count as a validation—within
the limits as discussed—and he has applied the model to a number of different
geometries [14–19]. Clearly, the FEM model is a start. It is to be hoped that
experts will pick up on the problem and make better code available.

The section concludes with a second case study (following Ref. [14]), which
addresses the question of why certain samples dissipate more energy than others
and where the dissipation occurs. The model here carries insight, which is inde-
pendent from experiment and common sense. The example shall demonstrate how
such computations can contribute to the understanding of experimental findings
beyond what plain physical reasoning can do.

It is an experimental observation that the bandwidth (proportional to the dis-
sipation factor) often goes through a maximum, when discrete objects adsorb to
the resonator surface. A prominent example are vesicles (Sect. 12.5). A second
example is streptavidin anchored to a lipid bilayer [20]. In the case of vesicles,
there clearly is a transient state in the adsorption process, which is different from
the final state, where a supported lipid bilayer has formed. (Actually, this final state
is not always reached. Some types of liposomes stay intact.) In the case of
streptavidin anchored to a lipid bilayer, the authors attribute the transient state to a
crystallization process, which was observed in a separate study by atomic force
microscopy [21]. For vesicles and streptavidin a peculiar transient state is plausible
and certainly interesting. However, the same type of maximum in the dissipation
factor was also observed when adsorbing cow pea mosaic virus (CPMV) particles

Fig. 12.5 Shifts of frequency and bandwidth versus coverage. Large symbols are experimental
values. Small symbols connected with lines are the results from FEM modeling with truncated
particles. The FEM results are arithmetic means of the results obtained with the flow direction
perpendicular and along the cylinders (Eqs. 12.2.2 and 12.2.3). Squares, circles, and upper
triangles denote overtone orders 1, 5, and 11, respectively. Reprinted with permission from Ref.
[9]. Copyright 2006 American Chemical Society
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and annexin proteins to a lipid bilayer [2]. In principle, one might hypothesize a
transient state for these simple particles, as well. The particles might be loosely
bound to the surface, but the nature of this soft bond would have to be explained on
a molecular level. One might seek a more conventional explanation: A half-filled
adsorbate layer might be more mobile than a layer at full coverage because of the
interparticle interactions, which stiffen the layer, once it becomes dense.

The latter hypothesis can be supported with an FEM calculation. The experi-
mentally acquired curves of Df(h) and DC(h) with h the coverage can be repro-
duced with simulations based on the geometry shown in Fig. 12.5c. A single
particle is attached to the resonator surface across a link. The diameter of the
particle was 28 nm, matching the diameter of the cow pea mosaic virus, which had
been used in the experiments (Fig. 12.6a, Refs. [2, 14]). The only parameter varied
in the simulation was the lateral width of the simulation cell. Remember: What
appears as a single particle in Fig. 12.6c is an array of particles because of the
periodic boundary conditions. By varying the width of the cell, one in effect varies
the coverage. Coverage in Fig. 12.6b is to be understood as the ratio of the particle
diameter to the width of the cell. All other parameters of the model were kept
fixed. Keeping them fixed excludes some kind of a transition state during
adsorption.

Increasing the thus-defined coverage step-by-step, one finds that the bandwidth
first increases with coverage and then later decreases as the layer becomes more
dense. The agreement with the experimental results can be made quantitative
(Fig. 12.5a, b) by choosing the stiffness of the link suitably. There is an interesting
side result. One might suspect that the energy is mostly dissipated in the liquid
between the particles because the particles themselves are rigid. For the simulation
reported in Ref. [14], this is not the case. Figure 12.5c shows a map of the local
rate of frictional heating. The pattern is complicated and not easily understood
from simple arguments. For this particular geometry, the major part of the dissi-
pation occurs at the link. The link periodically bends, thereby dissipating energy.
Of course this only happens if the link has nonzero G00, which was the case here.
When there is little hydrodynamic interaction between particles, the amplitude of
this rocking motion is large and the energy dissipated at the link is correspondingly
large (cf. Sect. 11.5). As the interparticle interaction starts to lower the amplitude
of the rocking motion, it lowers the amount of dissipated energy. The hydrody-
namic interaction is critical to the explanation of the peak in the dissipation factor,
but the mechanism is indirect. The rate of entropy production is highest at the link,
not in the space between particles.

Of course such a calculation is not strictly a proof for the second hypothesis
(peak in bandwidth entirely caused by weak lateral interactions). It only says that a
transient state is not strictly required to explain the experiments. More generally,
there is an enormously wide space of parameters and geometries, which all might
represent the sample. It cannot be ruled out that other choices would have
reproduced the experiment equally well.
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12.3 DC/Df-Extrapolation Scheme

The previous section hopefully brought across that there is much potential in
numerical modeling, on the one hand, but that both physical reasoning and
empirical input are still needed, on the other. The following section introduces a
semi-empirical procedure for data evaluation (invented by Tellechea and Revia-
kine [18]) which is half-way between common sense and rigorous modeling.
It amounts to what is sometimes called a ‘‘rule’’. The scheme has been shown to
work a few times in cases, where independent information on the sample was
available (more specifically, where the geometric height of the adsorbed discrete
objects was known). The scheme has also been substantiated with FEM simula-
tions. However, there is no simple physical reason for why this rule should hold.
Also, there are deviations, both in experiment and in the FEM models. The
(known) height of sample often agrees reasonably well (±20 %) with the pre-
diction obtained from the DC/Df-extrapolation scheme, but there is scatter and
there are outliers. The DC/Df-extrapolation scheme has to be used with some
caution. Whether the rule applies to a given sample and what uncertainty should be
assigned to the derived height remains in question. All caveats acknowledged, the
rule is intriguing.

Fig. 12.6 The bandwidth
often goes through a
maximum during adsorption
of small particulate objects
like the cow pea mosaic virus
(panel a). This has lead to the
speculation, that there might
be a loosely bound transient
state. A maximum in DC
versus coverage can be
reproduced with a finite
element simulation (panel b),
where the only parameter
varied is the number of
particles per unit area (the
coverage). Panel c shows the
local entropy production rate.
Bright corresponds to a large
rate of frictional heating. The
particle itself is rigid and does
not dissipate energy.
Integration shows that most
of the dissipation occurs at
the link. Panels a and b were
reprinted with permission
from Ref. [14]. Copyright
2005 American Chemical
Society
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Equation 10.5.4 in Sect. 10.5 relates the DC/Df-ratio to the softness of adsor-
bate. Generally speaking, dilute adsorbates tend to be soft, while more dense
adsorbates tend to be more stiff. Section 10.5 was concerned with continuous
films. Dilute adsorbates might also be composed of discrete objects (vesicles,
viruses, …), which look like a film to the QCM, although they have an internal
structure. ‘‘Soft’’ and ‘‘stiff’’ then are to be understood as effective properties.
‘‘Effective’’ is not necessarily meant to imply an effective medium theory; it is
meant in the sense of ‘‘as seen by the QCM’’. The dynamics of such heterogeneous
samples will contain a contribution from the stiffness of the link between the
adsorbate and the substrate as well as a contribution from the interaction between
the different objects. The interactions might be electrostatic, viscoelastic, or
hydrodynamic in nature. The interactions become stronger with increasing cov-
erage and one can therefore expect the effective stiffness of the layer to increase
with coverage. In consequence, DC/(–Df) should decrease during adsorption.

DC/(–Df) is indeed often found to decrease with coverage. Beyond this general
finding, experiment as well as finite element simulations have evidenced three
other rules, which are not easily explained, but have re-surfaced a few times
[14, 15, 18]. These are:

(a) The negative DC/Df-ratio decreases linearly with increasing negative fre-
quency shift (increasing –Df/n).

(b) Upon extrapolating the line to DC/(–Df) = 0 on the Df/n-scale, the different
overtones extrapolate to the same point (Fig. 12.8b).

(c) Converting –Df/n at the intercept to a length with the Sauerbrey equation, this
length is close to the height of the adsorbate.

Note: The height of the adsorbate is larger than the Sauerbrey thickness because
of incomplete coverage (Fig. 12.7). Of course rule c can only be formulated in
cases where the height of the adsorbed objects is known. This was true in reference
experiments and in the FEM calculations. Building on this experience, the last rule
can be used to estimate the height of the adsorbate in those cases, where it is not
known independently (Fig. 12.8a, b).

12.4 Droplets and Bubbles

The internal boundaries in the simulations discussed in Sect. 12.1 separate dif-
ferent domains. They do not exert any stress of their own, they only denote a line,
where the materials abruptly change. This behavior is untypical of liquid-liquid or
gas-liquid boundaries. Such phase boundaries have an interfacial energy them-
selves; they exert a capillary pressure. Since interfacial tension affects the flow
field, it should also have an effect on D~f . One might be able to measure this effect
when depositing droplets onto a QCM surface.
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A quick estimate shows that surface tension only is of significance if the radius
of curvature is below about a micron. Consider the geometry shown in Fig. 12.9. If
the droplet radius is much larger than the penetration depth, the deformation
pattern can be approximated by the deformation pattern in a semi-infinite medium,
that is, ûðzÞ � ûS expð�ikzÞ with k = (1 - i)/d. Of course this is not strictly
correct. Close to the edge, surface tension will affect the flow profile, but for the

Fig. 12.7 The acoustic thickness of a layer as measured by the QCM is related to the size of the
objects as well as the coverage. Different combinations of height and coverage therefore result in
the same acoustic thicknesses. The unknown contribution of the surrounding liquid to the acoustic
thickness makes it difficult to separate the contributions of size and coverage to the frequency and
bandwidth shift. Reprinted with permission from Ref. [18]. Copyright 2009 American Chemical
Society

Fig. 12.8 a The negative
DC/Df-ratio is often found to
decrease linearly with -

Df. Only data from the third
overtone are plotted. 4
114 nm liposomes. h 86 nm
liposomes. s Cow pea
mosaic virus (CPMV)
particles (&28 nm).
b Plotting the negative DC/
Df-ratio as a function of –Df/
n for several overtones
reveals a common intercept
with the x-axis. Adapted from
Ref. [18]
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sake of this estimate, ignore the difference. There are two separate forces onto the
resonator. The first one originates from the viscosity of the liquid and is given as

F̂vis

�� �� � AD~Zliqv̂S

�� �� ¼ AD~ZliqixûS

�� �� ð12:4:1Þ

AD is the droplet area. As always, stress is equal to wave impedance 9 velocity. The
second contribution to the stress at the interface originates from the 3-phase-line.
Assume a hemispherical droplet as in Fig. 12.9. When the droplet is sheared, the
contact angle changes periodically and there is a periodic tangential force roughly
proportional the shear angle. This force is about

F̂3PL

�� �� � LDcS sin
oû

oz

� ffi����

���� � LDcS
ûS

d

����

���� ð12:4:2Þ

LD is the perimeter of the droplet and cS is the surface energy. The index 3PL
denotes the 3-phase-line. The ratio of the two forces is

F̂3PL

F̂vis

����

���� �
LdcS

Ad ~Zliqixd

�����

�����

¼ 2prD

pr2
D

cS
ffiffiffiffiffiffiffiffiffiffi
qxg
p

x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2g= qxð Þ

p ¼
ffiffiffi
2
p

rD

cS

xg

ð12:4:3Þ

In line 2 the droplet area, AD, and the length of the perimeter, LD, were expressed
in terms of the droplet radius, rD. Clearly, the influence of capillary forces
increases with decreasing droplet size.

There is another way of putting this argument. If surface tension is insignificant
compared to viscous stress, the droplet readily deforms in the flow field regardless
of surface tension. Otherwise, the capillary pressure prevents deformation. The
matter has been extensively studied in the context of droplet break-up [22].

Fvis 

~ ADηdv/dz^

^F3PL 

~ LDγSdu/dz

^
^

Fig. 12.9 For macroscopic droplets (with rD � d), the deformation pattern at the resonator-
liquid interface is about the same as for a semi-infinite liquid. The overall force at the substrate
has two contributions: one from the interface (index vis for viscous) and one from the 3-phase line
(index 3PL). The viscous contribution scales as the area, AD. The force from the 3-phase line is
proportional to the surface tension, cS, and scales as the length of the droplet’s perimeter, LD
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To what extent capillary pressure and viscous stress influence droplet shape, is
assessed by the capillary number, given as

Ca ¼
_cgrD

cS
ð12:4:4Þ

_c is the shear rate (more generally, the characteristic rate of the flow). Ca compares
the viscous stress, _cg to the capillary pressure, 2cS/rD. For steady flows and
Ca � 1, droplets get deformed and later break up. Surface tension delays this
process, but does not prevent it. Smaller drops have a correspondingly smaller
capillary number and the influence of capillary pressure increases. Large shear
rates are needed to break these up.

Droplet deformation and bubble deformation have an associated time scale,
termed ‘‘emulsion time’’ in the context of drops [23]. It is given as sr = grD/cS.
After cessation of a flow, the droplet returns to spherical shape within a time of
about sr. The capillary number can also be written as Ca ¼ _csr. Written this way,
Ca compares the flow rate to the inverse emulsion time.

The above remarks concerned steady flows. For oscillatory flow, shear rate is
replaced by frequency. The capillary number becomes

Ca ¼ xgrD

cS
ð12:4:5Þ

As before, Ca compares viscous stress to capillary pressure. It also compares the
emulsion time to the period of oscillation. Following the first view, small Ca
implies that the viscous stress does not suffice to deform the particle. Following the
second view, small Ca implies that the period of oscillation is too short to allow for
significant deformation. There is a difference to the case of steady flow: Bubbles
subjected to a small-amplitude periodic shear flow never break up; they only
deform. The capillary number separates the regimes of deformable and non-
deformable droplets (Ca � 1 and Ca � 1).

Everything said about droplets above similarly applies to bubbles, at least in
principle. There is a difference, though: If viscous forces dominate, bubbles
attached to the resonator surface will increase the resonance frequency, because
the viscous drag exerted by the gas phase is lower than the drag exerted by the
liquid. For adsorbed bubbles, the effects of viscous drag and of surface tension
have opposite sign with regard to their effect on Df. At this point, the size
dependence is critical. Large bubbles are soft objects. A resonator with large
bubbles adhering to its surface has a frequency higher than the frequency of the
same resonator in the bulk liquid. This contrasts to a surface covered with hemi-
spherical nanobubbles (Fig. 12.10b). Nanobubbles are stiff objects. They trap
liquid in the pockets between them.

Note: This argument only applies to hemispherical bubbles (Fig. 12.10a).
Shallow nanobubbles also are stiff objects, but there is slip at the bubble surface
with respect to tangential motion. Shallow nanobubbles will reduce the hydro-
dynamic drag; they will induce slip.
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The arguments above were made quantitative, making use of finite element
analysis, in Ref. [19]. The results from the FEM simulations were corroborated by
an experiment, where bubbles had been formed electrochemically. The frequency
shifted downward under conditions, where nanobubbles were expected to form.
The rigidity of the nanobubbles makes the bubble mattress look like a film. The
bubbles increase the hydrodynamic drag at the interface. The slip length is neg-
ative, and so is the frequency shift. A similar result has been obtained for steady
shear flows [24, 25]. A mattress of nanobubbles has a negative slip length in steady
shear, as well.

At this point we slightly digress and discuss an unresolved problem. As dis-
cussed in Sect. 9.1, determining viscosities with a QCM has a few limitations.
Among them is the fact that the scaling laws predicted by the Gordon-Kanaza-
wa-Mason result (Df = –DC, Df * n1/2, DC * n1/2) are slightly but systemati-
cally different from what is observed in experiment. Du observed that these
deviations can be captured by modifying the equations with one additional
parameter, which he calls ‘‘B’’ [26]. He writes

D~f

f0
¼ i

pZq

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ixqliqgliq

q
1þ iBnð Þ ð12:4:6Þ

Tentatively, this functional form was explained with laterally heterogeneous slip in
the original publication. The calculation is analytical in nature. While laterally
heterogeneous slip might occur in a number of different ways, the explanation of
Eq. 12.4.6 with nanobubbles or nano-pancakes has not survived an experimental
test performed by Zhang [27]. Zhang produced nanobubbles by the solvent
exchange method [28]. That should have produced laterally homogeneous slip, but

Fig. 12.10 Shallow nanobubbles induce slip because the liquid feels little hydrodynamic
resistance when tangentially moving along at the bubble surface. This contrasts to hemispherical
nanobubbles. Here, there is a significant normal component to the interfacial stress. Because the
capillary pressure is high for nanobubbles, they look like solid objects. They trap water in the
pockets between them, thereby increasing the hydrodynamic drag at the interface. The slip length
is negative
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Zhang could not explain her data with the model from Ref. [26]. Equation 12.4.6
as such has been confirmed on an experimental level in other laboratories, [29] but
there is no satisfactory explanation.

12.5 Vesicles and Supported Lipid Bilayers

Among the numerous surface-sensitive techniques that work in liquids or in
vacuum (SPR, ellipsometry, XPS, SIMS, …) the QCM stands out because it is
sensitive to how the material is organized at the interfaces, and not only to how
much of it is there. A particularly impressive feature of the QCM is its ability to
distinguish between surface-adsorbed liposomes (lipid vesicles) and planar lipid
bilayers (also: ‘‘supported lipid bilayers’’, SLBs).

We slightly digress and comment on the relevance of liposome adsorption.
Liposomes are spherical compartments with a size in the range of a few tens to a
few hundred nanometers, bounded by a lipid bilayer. They form spontaneously;
they even are a paradigmatic example of a self-organization. The vesicle size can
to some extent be adjusted by the conditions of preparation. Otherwise, the
structure and the properties are fully determined by the properties of the constit-
uent molecules. In nature, the lipid membrane is host to numerous functional
proteins. Liposomes can likewise contain proteins and other functional units.

Liposomes are rather stable, basically, but when brought into contact with a
solid surface, they may rupture. If the conditions are chosen suitably, the lipid then
spontaneously forms a new self-organized structure at the respective surface,
which is the supported lipid bilayer (the SLB, inset in Fig. 12.11) [32, 33]. The
SLB is attached to the surface by non-covalent interactions. It may contain
functional molecules of a wide variety. Being attached to a surface, it is amenable
to the array of surface analytical techniques. SLBs can be a platform for sensing,
as well.

Given the importance of SLBs, the processes leading to their formation have
attracted much interest, and the QCM has had a prominent role in this research.
SLBs in their final state lead to a frequency shift of about –25 Hz, corresponding
to a Sauerbrey thickness of about 5 nm. They do not induce an increase in
bandwidth (blue curve in Fig. 12.11), while adsorbed liposomes induce large shifts
in frequency and bandwidth, that depend on the size of the liposomes (red curve in
Fig. 12.11) [34–36]. Based on the observation of the extrema in frequency and
dissipation factor during the SLB formation, Keller and Kasemo [34] postulated
that SLBs form via adsorbed liposome intermediates, which was later confirmed
by atomic force microscopy [37]. There were further studies on the subject, which
analyzed the kinetics of lipid rearrangements at the surface, building on the
extrema in frequency and dissipation. The magnitude of these extrema is related to
the amount of liposomes present at the surface during SLB formation. When the
rate at which liposomes rupture is much faster than the rate at which they adsorb,
the extrema vanish. This happens with negatively charged surfaces, i.e., when the
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lipid-surface interactions are strong [38, 39]. These and related results have been
reviewed in Ref. [30].

At this point it should be emphasized that there is no ab initio understanding of
how adsorbed vesicles affect the frequency shift. The existing literature on SLB
formation studied with the QCM makes use of the extrema as such, the comparison
between samples, the kinetics, and supplementary techniques. There is no equation
of any kind, which would relate the surface coverage and the liposome size to D~f .
A quantitative model would indeed have to be rather advanced. In particular, the
bending rigidity of the lipid bilayer at MHz frequencies would be needed as an
input to a realistic representation.

There is a recent quantitative study on liposome deformation [15]. It goes
beyond the kinetic analysis. Building on the DC/Df-extrapolation scheme and finite
element analysis, values of the heights of adsorbed liposomes were derived from
the QCM experiment. For a model system with well-known properties, a corre-
lation was established between the liposome deformation and bending modulus,
which was plausible and gives credibility to the technique. Building on the DC/Df-
extrapolation scheme, one can move on to systems which are less well understood.

As sketched in Fig. 12.12, liposomes deform when they adsorb to a surface.
The deformation is driven by the energy of adsorption to the surface; it is resisted
by, firstly, the osmotic pressure of the medium inside the liposome and, secondly,
by the membrane’s bending rigidity [40, 41]. Liposome deformation has been
studied previously by cryo-electron microscopy [42], which is a powerful, but
time-consuming technique. Being able to study liposome deformation in situ with
a QCM certainly is an attractive perspective.

Figure 12.13a, c shows adsorption kinetics acquired at temperatures of 10
and 32 �C. The lipid chosen was dimyristoyl phosphatidyl choline (DMPC) in

Fig. 12.11 The evolution of
Df and DC upon vesicle
adsorption differs
characteristically between
liposomes forming bilayers
(blue) and liposomes which
remain intact upon adsorption
(red) as reported in Ref. [34].
When a bilayer forms, there
is a transient state with both
–Df and DC being higher than
in the final state. The
behavior of liposomes at
inorganic surfaces has been
reviewed in Ref. [30].
Reprinted with permission
from Ref. [31]. Copyright
2011 American Chemical
Society
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Fig. 12.12 Deformation of liposomes upon adsorption to surfaces. R is the radius of the
liposomes in solution. h is the height of the surface-adsorbed liposomes. For non-deformed
liposomes one has h = 2R (a). Adsorption may lower the value of h (b). Reprinted with
permission from Ref. [15]. Copyright 2012 American Institute of Physics

Fig. 12.13 Studies of
adsorbed liposome
deformation making use of
the DC/Df-extrapolation
scheme. Dimyristoyl
phosphatidyl choline
(DMPC) liposomes were
adsorbed to TiO2 at 10 �C
(a, b), and 32 �C (c, d).
Below the main transition
temperature of *24 �C, the
liposomes are stiff and
deform little, while they are
soft and free to deform,
above. This was confirmed by
cryo-electron microscopy.
The intercepts of the—DC/
Df versus –Df/n plots shown
in b and d, pointed to by the
blue arrows, indicate that the
heights of the adsorbed
liposomes are different at the
two different temperatures
(see insets), even though the
same liposome solution was
used in both cases. Reprinted
with permission from Ref.
[15]. Copyright 2012
American Institute of Physics
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both cases. The bending rigidity of DMPC depends on temperature. At low tem-
peratures, there is strong lateral interaction between the alkyl chains, which has
numerous consequences, among them a bending stiffness of the membrane, which
is much larger than the bending stiffness above the main transition at 24 �C.
Adsorbing DMPC to a titania surface at temperatures above and below the main
transition, one can study the influence of the bending rigidity on the liposome
deformation with one and the same material.

Note: DMPC does not form a supported lipid bilayer under the conditions of
this experiment. There are maxima in bandwidth in both panel (a) and panel (c),
but these are of the kind discussed at the end of Sect. 12.5. The maxima do not
reflect a transient state of the individual vesicle, but rather the fact that the
hydrodynamic interaction between neighboring adsorbed liposomes is weak, ini-
tially, and grows stronger as the density of adsorbed liposomes increases. AFM
images reveal that the final state consists of adsorbed liposomes, as opposed to an
SLB. This is the situation, to which the DC/Df-extrapolation scheme can be
applied. Panels (b) and (d) of Fig. 12.13 show DC/(-Df) versus -Df/n for the
first five overtones. The lines extrapolate to -Df/n & -480 Hz and to -Df/
n & -370 Hz in panel (b) and (d), respectively. The lowered value in (d) can be
interpreted as the consequence of deformation, as sketched in the insets.

The height of adsorbed DMPC liposomes is plotted as a function of temperature
in Fig. 12.14. A correlation emerges between the liposome height and the bending
modulus: The modulus changes abruptly across the transition, and so does the
height. The correlation as such was expected, but Fig. 12.14 makes it quantitative.
Building on this methodology, one can study rather easily and conveniently, how
the admixture of other lipids, the addition of proteins, the pH, the salt concen-
tration, and the presence of solutes inside the liposome affect liposome deforma-
tion. Liposome deformation is a central aspect of the formation of SLBs.

12.6 Biological Cells

Cell layers and bacteria attached to a QCM surface are a popular target of current
research. As of March 2013, the Web of Science returned 254 publications
matching ‘‘quartz crystal microbalance’’ and ‘‘bacteria*’’. It returned 274 entries
for ‘‘quartz crystal microbalance’’ and ‘‘cell adhesion’’. The focus of the book is on
shear waves more than on biological cells and the discussion therefore is limited to
a few remarks:

• Viscoelastic modeling from first principles in the author’s view is hopeless.
Bioadhesion is the realm of empirical models [45]. An empirical model pre-
dicts trends in Df and DC as a function of system parameters, based on
experience and common sense. Such models exist, but reproducing them with a
sophisticated ab-initio calculation is futile because the geometry contains too
many unknowns.
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• Df is often found to be positive. This can be explained with coupled resonances
(Sect. 11.4).

• Biological cells are thick and soft to the extent that the shear wave does not
reach to the top. The QCM mostly probes the viscoelastic properties of the
region close to the resonator surface.

• With living objects, one can analyze the variability of the signal with time,
which gives access to the cell’s motility [46, 47].

• In Ref. [48], the half-bandwidth and its dependence on the system parameters
(number of cells per unit area, in this case) was reproducible and made sense,
while Df fluctuated strongly and was not of much predictive use. This behavior
is the consequence of the coupled resonance (Sect. 4.6.3). In the presence of a
coupled resonance, DC is always positive. It might fluctuate when the exper-
imentalist has poor control, but it never turns negative. Df, on the other hand,
may change sign and may be close to zero when the zero-crossing frequency of
the coupled resonance is close to the resonance frequency. In such situations,
DC is the more robust empirical parameter. Bandwidth in this case is not just an
‘‘added benefit’’ of the advanced QCM, it is the one bit of information left to be
interpreted. Generally speaking, this situation (which challenges the conven-
tional view of the QCM) can occur in other contexts as well (Sect. 17.9).

• There have been a number of attempts to monitor blood clotting with a QCM
[49–51]. The matter is more complicated than one might think. A commercial
instrument did not emerge.

More detailed accounts of the QCM applied to biological systems are available
in Refs. [45, 52].
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Fig. 12.14 The height of DMPC liposomes adsorbed to a TiO2 surface at different temperatures
(open squares) is overlaid with the bilayer bending moduli (triangles). The bilayer bending
moduli were obtained from Refs. [43] (lower triangles) and [44] (upper triangles). Vertical
dashed lines indicate the temperatures of two phase transitions. For details see Ref. [15]. Adapted
from Ref. [15]
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Glossary

Variable Definition (Comments)

3PL As an index: 3-Phase Line

AD Area of a droplet

bS Slip length (see also Sect. 10.7)

Ca Capillary number

D Dissipation factor (D = 2C/fr)

D As an index: Droplet

f Frequency

f0 Resonance frequency at the fundamental (f0 = Zq/(2mq) = Zq/
(2qqdq))

G Shear modulus

h Height of an adsorbate layer

k Wavenumber

liq As an index: liquid

n Overtone order

LD Perimeter of a droplet

p Pressure

rD Radius of a droplet

r Position (a vector)

R Radius of a liposome (Fig. 12.12)

S As an index: Surface

t Time

T Temperature

Tm Melting temperature of a lipid membrane

u, u Tangential displacement (when bold: a vector)

v, v, v̂, v̂ Velocity

vis As an index: viscous

x, y, z Spatial coordinates, z: along the surface normal

~Zliq Shear-wave impedance of a liquid (Z̃liq = (ixqliqgliq)1/2)

_c Shear rate

cS Surface energy
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C Imaginary part of a resonance frequency

d Penetration depth of a shear wave
(Newtonian liquids: d = (2gliq/(qliqx))1/2)

dL Loss angle

D As a prefix: A shift induced by the presence of the sample

g; ~g Viscosity

h Coverage

q Density

r Tangential stress

sr Emulsion time (A relaxation time of emulsions and droplets)

x Angular frequency
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Chapter 13
Nonlinear Interactions

Abstract If the stress at the resonator surface is not proportional to the dis-
placement (if there is nonlinear response), the frequency shift depends on the
amplitude of oscillation. Nonlinearities can also be detected in the form of steady
forces, steady flows, second-harmonic signals, and third-harmonic signals. The
chapter gives particular emphasis to the amplitude dependence of the frequency
shift. It is analyzed in the frame of a time-averaged periodic stress inserted into the
SLA. An application example is the study of partial slip.

13.1 General

The standard model of the QCM assumes linear stress-strain relations. Linearity is
a prerequisite for the wave equation to hold. It also underlies the equivalent
circuits and anything else covered in this book so far. Nonlinearities do occur in
the physics of the QCM, but they are much weaker than the linear components of
the periodic stress inside the resonator itself. For that reason, they can be treated as
a small perturbation. Strong nonlinearities would lead to poorly predictable phe-
nomena such as turbulence (in liquids) or fracture (in mechanics). Actually, quartz
crystals do break when driven at high enough amplitudes, but damage is outside
the scope here. Speaking of poorly predictable phenomena: Not only the crystals
behave nonlinearly at high powers, the driving electronics does, as well. The
problem needs attention.

The sources of nonlinear behavior in QCM experiments are twofold. A first
field of application with ubiquitous nonlinearities is contact mechanics [1, 2]. In
contact mechanics one deals with large stresses close to the contacts. Even if the
stress averaged over the macroscopic apparent contact area is small, the local
stress is high to the extent that the load-bearing asperities deform plastically or
slide. Also, the true contact area often is a function of the load, which also entails
nonlinear response. A second source of nonlinearities visible to the QCM is rooted
in hydrodynamics. The nonlinearities observed in the liquid phase go back to the
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advected-momentum term in the Navier-Stokes equation. The importance of the
nonlinear term relative to the viscous term is quantified by the Reynolds number,
defined as Re = qvL/g with q the density, v a characteristic velocity, L a char-
acteristic length, and g the viscosity. Inserting numbers, one finds that Re \ 1 in
QCM experiments. One never observes turbulent flow, at least not close to the
surface. Still, the Reynolds number can be large enough to let nonlinearities be
visibly. The QCM can set off steady flows; it can act as a pump (Sect. 13.2).

If the nonlinear forces (or stresses) are small enough, they can be expressed as a
power series in displacement (or strain). To simplify the algebra, we limit the scope
and make a few assumptions. Firstly, we write the power series down for a force, F,
and a displacement u. Doing so, we avoid tensors. Tensors would have been needed
for stress-strain relations. (Ref. [3] uses tensors to treat the intrinsic nonlinearities of
quartz crystals.) Secondly, we abandon the complex formulation. The coefficients ji

in Eq. 13.1.1 are real. All interactions are approximated as elastic. Complex response
functions might be used, but we avoid the complications connected to them. Thirdly,
we exclude hysteresis. For the general case, a force at time t may not only depend on
displacement and velocity at time t, but also on the state of the system at some earlier
time. For instance, the force may depend on whether or not a contact has been sliding
in the past and, if it has been sliding, where it has come to rest.

The force-displacement relation of a weakly nonlinear spring is expressed as

F tð Þ � j1u tð Þ þ j2u2 tð Þ þ j3u3 tð Þ ð13:1:1Þ

u(t) is the displacement. j1 is the conventional spring constant. j2 and j3 quantify
the spring’s nonlinear elasticity. Using u(t) = u0 cos (xt), one finds

F tð Þ � j1u0 cos xt þ j2u2
0 cos2 xt þ j3u3

0 cos3 xt

� j1u0 cos xt þ j2u2
0

1
2

1þ cos 2xtð Þ þ j3u3
0

1
4

3 cos xt þ cos 3xtð Þ

ð13:1:2Þ

u0 (a real parameter) is the amplitude of oscillation. Characteristic for weak
nonlinearities, there are forces at frequencies other than the frequency of oscil-
latory displacement, which are 0, 2x, and 3x. Even higher frequencies occur if the
power series is broken off at powers higher than 3. If the power series applies, the
respective components have a characteristic scaling with u0. For instance, the
steady force at x = 0 scales as u0

2. However, it is not guaranteed that the steady
force is entirely caused by the quadratic term. Terms of 4th, 6th, and higher order
also produce steady forces. Likewise, Eq. 13.1.1 predicts that the force at x would
only contain two contributions, one of them being linear in u0 and the other one
scaling as u0

3. That does not say that other scaling laws were impossible. On the
contrary, they are observed in experiment [4]. If the periodic force at x depends on
u0 in a way, which differs from j1u0 + 3/4 j3u0

3, this only says that Eq. 13.1.1
does not fully capture the force-displacement relation.
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Importantly, symmetry can force the quadratic term in Eq. 13.1.2 to be zero.
For instance, the quadratic term is forbidden if the system obeys inversion sym-
metry. u0

2 does not change sign under inversion, while F does. If the relations
F(x = 0) = 1/2 j2 u0

2 and -F(x = 0) = 1/2 j2 u0
2 are both supposed to be true,

j2 must be zero. Surfaces always break the inversion symmetry. u might be a
tangential displacement and F(x = 0) might be a normal force. Steady normal
forces induced by oscillatory tangential displacements are allowed because the
surface does not have mirror symmetry along z. The exact same argument applies
to second harmonic generation [5].

The following sections are concerned with nonlinear effects at frequencies of 0,
x, and 3x. Steady (mostly repulsive) forces induced by tangential oscillatory
motion can be observed with an AFM. The tangential motion can be achieved with
a QCM [6], but any other piezoelectric transducer will do as well [7–9] (Sect. 16.3).
We do not go into the details. A more relevant process is steady streaming of a
liquid, which is also caused by a force at zero frequency. Steady streaming is
discussed in Sect. 13.2. Forces at frequency x change the resonance frequency, as
expressed by the SLA. If such forces are of nonlinear origin, Df and DC depend on
amplitude. One finds nontrivial functions Df(u0) and DC(u0). An amplitude
dependence of Df and DC can go back to a 3rd-order nonlinearity, but also to
nonlinearities of 5th, 7th, and higher orders. (More mundane processes such as
frictional heating may also play a role.) The problem is treated in a general frame
(not using the power series) in Sect. 13.3. Third-harmonic generation is briefly
touched upon in Sect. 13.4.

13.2 Steady Streaming

In liquid environments, materials-based nonlinearities are not expected; the stress
and the strain are too small. A typical ‘‘materials-based nonlinearity’’ would be a
dependence of viscosity on shear rate. Such nonlinearities certainly exist [10], but
they cannot be accessed with the QCM. To understand this quantitatively,
remember that the displacement at the resonator surface, |ûS|, is a few nanometers,
at most (Sect. 7.4). The penetration depth, d, is around 100 nm, depending on the
frequency and the material. The strain is of the order of |ûS|/d and therefore
amounts to a few percent, at most. A strain at that level does not suffice to reach
the regime of nonlinear rheology. Harder materials can display nonlinear behavior
at smaller strain, but in this case, the stress required to see them is correspondingly
larger and cannot be exerted by the QCM surface. For more comments on that
topic also see the introduction to slip in Sect. 10.7. (The above arguments apply to
homogeneous materials, not to point contacts.)

Steady forces and steady flows are observed in simple liquids. These steady
forces have little to do with material properties. They go back to the ‘‘advected
momentum term’’ in the Navier-Stokes equation. Steady flows caused by high-
frequency acoustic waves are a research field of their own. The subject was
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covered recently by a series of tutorial papers in Lab on a Chip [11]. These authors
call the subject ‘‘acoustofluidics’’. Fluids can be pumped by acoustic means.

A few further comments:

• Researchers from acoustofluidics do not count shear waves as acoustic waves.
They limit the use of the term ‘‘acoustic’’ to compressional waves. To them, an
acoustic shear wave is a ‘‘transverse viscous wave’’, a ‘‘Stokes layer’’, or a
‘‘boundary layer’’. They have a point; the shear wave is a boundary layer.

• The steady flows described below are not discussed much in the context of
acoustofluidics, but there is a related phenomenon, which is well-known and
has been modeled in considerable detail [12]. When a liquid is permeated by
conventional ultrasound, there is a layer close to the surface, inside which the
velocity changes from zero (at the surface) to a finite value (in the bulk liquid).
The thickness of this layer is d. It is also called ‘‘Stokes layer’’ and it gives rise
to steady forces and steady flows.

• Acoustofluidics covers fluids with finite compressibility. (Gases here count as
fluids.) Finite compressibility can also give rise to nonlinearities. The discus-
sion below is limited to incompressible fluids (to liquids). Approximating
liquids at a QCM surface as incompressible is reasonable because the wave-
length of compressional sound is much larger than the penetration depth of the
shear wave.

The steady flow observed above a QCM surface is caused by the nonlinear term
in the Navier-Stokes equation. The Navier-Stokes equation is:

o qvð Þ
ot
þ v � rð Þ qvð Þ ¼ q

ov

ot
þ v � rð Þv

� �
¼ gr2v�rpþ fbody ð13:2:1Þ

q, v, t, and g have their usual meaning, p is the hydrostatic pressure and fbody is the
density of a body force (such as gravity). A density constant in space was assumed
in step 1. (The density is not constant at interfaces, which gives rise to steady
surface force, see Ref. [13]). The term in square brackets is acceleration. Accel-
eration has two contributions, where the first goes back to unsteady motion and the
second goes back to convection. A volume element can experience acceleration
even if the flow is stationary (if qv/qt = 0), because it moves in the flow field. The
latter contribution to the acceleration is given as (v�r)v. The term q(v�r)v is also
called the ‘‘advected momentum term’’. Since the velocity appears quadratically,
the advected momentum gives rise to nonlinear behavior.

The influence of the nonlinear term onto the flow is assessed with the Reynolds
number, Re = qvL/g. The Reynolds number compares the magnitudes of the
advected momentum and the viscous drag. For Re [ 1,000, the flow usually is
turbulent. For Re � 1, the flow obeys linear rheology. These flows are called
‘‘laminar’’. Above a QCM surface, Re is much below unity. To see that, insert the
numbers v & xu0, u0 & 1 nm, x & 2p 9 5 MHz, L & d & 250 nm,
q & 103 kg/m3, and g & 10-3 Pa s. Re comes out to be in the range of 10-2.
Since Re � 1, there is no turbulence. The absence of turbulence does not imply
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that the nonlinear term in the Navier-Stokes equation was of no influence at all. It
is of influence; it can drive a steady flow.

For the quantitative discussion of steady streaming, neglect the body forces and
rearrange Eq. 13.2.1 as

q
ov

ot
¼ �q v � rð Þvþ gr2v�rp ð13:2:2Þ

Written this way, the first term on the right-hand side can be viewed as an effective
force density. Since it contains the velocity twice and since cos2(xt) =
1/2(1 + cos(2xt)), part of this force occurs at x = 0.

Following perturbation theory, the flow field is decomposed into a steady part,
vst(r), and an unsteady part, vus(r). The steady component is much smaller than the
unsteady component. The Navier-Stokes-Equation applied to the (large) unsteady
part at frequency x is

�xqvus;0 sin xt þ uvð Þ ¼ �q vus;0 � r
ffi �

vus;0 cos2 xt þ uvð Þ
� gr2vus;0 cos xt þ uvð Þ � rpus;0 cos xt þ up

ffi �

ð13:2:3Þ

The index 0 denotes an amplitude, uv and up are phases. Because of the cos2-term
on the right-hand side, the unsteady flow generates a steady force density, which is
to be inserted as a source term into the Navier-Stokes equation applied to the
steady component. The 1st-order perturbation equation at x = 0 is

0 ¼ � q vus;0 � r
ffi �

vus;0 cos2 xt þ uvð Þ
� �

time
�gr2vst �rpst

¼ � 1
2
q vus;0 � r
ffi �

vus;0 � gr2vst �rpst

ð13:2:4Þ

The left-hand side is zero because the time-derivative of a steady flow vanishes by
definition. The factor of 1/2 results from cos2(xt) = � (1 + cos(2xt)).

It was emphasized in the introduction that steady forces sometimes vanish for
reasons of symmetry. Such a symmetry argument applies here. If the flow direction
and the gradient direction are perpendicular, the steady force vanishes because the
dot product in Eq. 13.2.4 returns a zero. As a consequence, the steady force
vanishes for pure shear flows. In order for steady forces to exist above a QCM
surface, the shear flow must be distorted somehow. The flexural modes resulting
from energy trapping provide for such a distortion [14]. With flexural modes
present, the surface moves into both the tangential and the normal direction. It is
the combination of a transverse wave rapidly decaying into the z-direction and a
compressional wave, which creates the steady force. A similar geometry was
discussed by Wang and Drachman [15] and more recently by Sadhal [16].

Note: The type of streaming discussed above is different from Rayleigh
streaming, which also occurs close to solid surfaces [12]. Rayleigh streaming
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involves strong in-plane gradients of amplitude. It is also different from the
‘‘quartz wind’’. For the quartz wind, see Ref. [12].

As discussed in more detail in Ref. [14], the flow occurs in the plane of the
resonator, parallel to the displacement direction, and towards the center of the
plate. Its absolute value can be estimated as

vst � a
dqx2u2

0

4g
ð13:2:5Þ

a is the ratio of the normal and the tangential component of the plate’s motion. a
depends on position (x and y); it may have positive or negative sign. As discussed
in Sect. 6.1.3, a is below unity. With an amplitude of motion of around 40 nm on
the fundamental, the velocity of the steady flow was found to be of the order of
1 mm/s. There is a side aspect to these experiments: From the fact that the flow is
directed towards the center (a\ 0), one concludes that the sketch shown in Fig. 7.
6c (not the one in Fig. 7.6b) correctly depicts the deformation pattern of the plate
in a liquid.

Steady streaming should be of importance in particle detachment events as
described in Refs. [17, 18]. This type of measurement is termed Rupture Event
Scanning (REVS) by its inventors. In REVS, the amplitude of oscillation is
ramped up until the object of interest (often a virus) is shaken off the QCM surface.
The interpretation is not primarily based on the frequency shift, but rather on the
amplitude of oscillation, at which the particle detaches. A steady tangential flow
may aid the debonding. Presumably, steady streaming was also implicitly observed
by Edvardsson et al. in Ref. [19] and Heitmann et al. in Ref. [20]. These authors
studied, whether particles or biological cells can be prevented from adsorbing by a
large amplitude of oscillation. These experiments differ from REVS in that the
high-amplitude vibration does not detach particles; it only prevents adsorption.
The difference is emphasized in Ref. [19]. In the experiments by Edvardsson et al.
the particles could not be shaken off. The authors conclude that the effect should be
attributed to fluid dynamics rather than contact mechanics.

In the context of adsorption experiments, steady streaming can be used to stir
the liquid. In a way, steady streaming is even more efficient in producing con-
vective mass transport towards the sensor surface than conventional stirring. When
stirring a liquid, convection does not reach to the resonator surface. There is a
layer with a thickness of a few hundred microns (the so-called Nernst layer), inside
which the transport occurs by diffusion only, no matter how fast the liquid is
agitated. This is different if the resonator itself pumps the liquid. The steady force
is generated inside the tail of the shear wave. The pump is located right at the
resonator surface and convection therefore reaches closer to the surface than with
stirring. (The same is true for flows driven by surface acoustic waves [21].)
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13.3 Amplitude Dependence of Df and DC

It was shown in Sect. 13.1 that nonlinear interactions produce forces at x, which
are not proportional to u0. Since these periodic forces shift the resonance fre-
quency, the resonance frequency depends on amplitude. The series expansion in
Eq. 13.1.1 is rather restrictive. In general, the force will depend in some com-
plicated way on displacement and velocity, and it does so hysteretically, that is,
there is a dependence of the force on displacement and velocity at times in the
past. In the context of QCM experiments, the displacement always is time-har-
monic (u = u0cos(xt)). The QCM controls the displacement and measures the
force. In that specific context it suffices to know how the force depends on u, u0,
and x. This dependence will encompass memory effects, but only in so far as they
occur with time-harmonic displacement.

For notational convenience, we define a normalized displacement as uN = u/
u0 = cos(xt). The force can be written as F±(uN, u0, x), where -and + denote
motion into direction of negative and positive u (Fig. 13.1). Since the displace-
ment is time-harmonic, the functions F±(uN, u0, x) can be converted to a function
of time, F(t). It turns out that the SLA can be expanded, such that it covers
arbitrary functions F(t) and therefore arbitrary functions F±(uN, u0, x), as well.
The theory of the weakly perturbed resonator leads to the relation [22–24]

D~f

f0
¼ i

pZq

2 rS tð Þ exp ixtð Þh iarea;time

v̂S

¼ i
pZq

2
v̂S

rS tð Þ cos xtð Þ þ irS tð Þ sin xtð Þh iarea;time

¼ NP

pZq

2
xu0

F tð Þ cos xtð Þ þ iF tð Þ sin xtð Þh iarea;time

ð13:3:1Þ

In line 3 it was assumed that the stress is caused by individual contacts, which are
all identical and elastically independent. The stress is then equal to the force per
contact, F(t), multiplied by the number of contacts per unit area, NP. Also, the
velocity was expressed as v̂S = ixu0 in line 3. As Eq. 13.3.1 shows, the QCM
essentially operates like a lock-in amplifier. It reports the first Fourier-component
of rS(t) at frequency x. Df and DC are proportional to the in-phase and the out-of-
phase part of this component. The proof of Eq. 13.3.1 is sketched in the following.
More detailed derivations are given in Refs. [22, 23].

Consider the unloaded resonator first (Sect. 4.1.3). Slightly rearranged,
Eq. 4.1.8b reads as

d2x

dt2
¼ �2cD

dx

dt
� x2

0x ð13:3:2Þ

13.3 Amplitude Dependence of Df and DC 319

http://dx.doi.org/10.1007/978-3-319-07836-6_4
http://dx.doi.org/10.1007/978-3-319-07836-6_4


Define the variable y as

y ¼ 1
xd

dx

dt
þ cD

xd
x ð13:3:3Þ

xd = 2pfd is the damped angular resonance frequency. From Eq. 4.1.18 one has

x2
d ¼ x2

0 � c2
D ð13:3:4Þ

Using the variable y, the second order differential equation in Eq. 13.3.2 can be
transformed to a system of two differential equations only containing first time-
derivatives:

dx

dt
¼ �cDxþ xdy

dy

dt
¼ �xdx� cDy

ð13:3:5Þ

A simpler equation system is obtained by introducing the absolute value, a, and the
negative phase, /, as

F
−
(u,u

0
,ω)

displacement, u

F
+
(u,u

0
,ω)

u
0

fo
rc

e,
 F

fo
rc

e,
 F

time, t

 viscoelastic contact
 contact with partial slip

(a)

(b)

Fig. 13.1 a Force-displacement relations for the viscoelastic contact (black, ellipse) and the
contact undergoing partial slip according to Cattaneo and Mindlin (red, lens-shaped). The force
depends on the instantaneous displacement, u, on the amplitude of oscillation, u0, and on the
frequency, x. b Since the displacement is approximately time-harmonic according to the SLA,
the functions F-(uN, u0, x) and F+(uN, u0, x) can be converted to a function of time, F(t). The
QCM determines the first Fourier-component of F(t)
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a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p

/ ¼ � arctan
y

x

ð13:3:6Þ

Repeated application of the chain rule and the product rule leads to:

da

dt
¼ 1

a
x

dx

dt
þ y

dy

dt

	 

¼ �cDa

d/
dt
¼ 1

a2
y

dx

dt
� x

dy

dt

	 

¼ xd

ð13:3:7Þ

The solution to this equation system with a(t = 0) = x0 and /(t = 0) = 0 is:

a tð Þ ¼ x0 exp �cDtð Þ
/ tð Þ ¼ xdt

ð13:3:8Þ

Clearly, the solution forms a spiral in the xy-plane as shown in Fig. 13.2. The damped
resonance frequency and the half bandwidth are related to da/dt and du/dt by

fd ¼
1

2p
d/
dt

C ¼ � 1
2p

1
a

da

dt

ð13:3:9Þ

In the next step, turn on the external force. There are two types of external
forces, which are the driving force and the force exerted by the sample, Fsam. Only
the force exerted by the sample is discussed in the following. With regard to the
driving force, the discussion below Eq. 4.1.20 captures the situation well. There is
little to be gained by redoing the calculation in terms of a and /. Limiting the
discussion to the force exerted by the sample can formally be justified by the
equivalence between ring-down and impedance analysis. In ring-down, the driving
force is zero. Arguably, this justification is on weak grounds because—strictly
speaking—ring-down and impedance analysis only are equivalent within the frame
of linear response. We still proceed with the force exerted by the sample.

With the force exerted by sample included, Eq. 13.3.2 turns into

d2x

dt2
¼ �2cD

dx

dt
� x2

0xþ Fsam tð Þ
MR

ð13:3:10Þ

Defining y as before, one arrives at

dx

dt
¼ �cDxþ xdy

dy

dt
¼ �xdx� cDyþ 1

xd

Fsam tð Þ
MR

ð13:3:11Þ
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The analog of Eq. 13.3.7 is

da

dt
¼ �cDaþ y

a

1
xd

Fsam tð Þ
MR

d/
dt
¼ xd �

1
a

x

a

1
xd

Fsam tð Þ
MR

ð13:3:12Þ

The next step exploits the SLA. Since the trajectory of the resonator, x(t), is only
marginally changed by application of the force, one may write x/a & cos(/) and
y/a & -sin(/). Cutting a slightly more complicated argument short, we limit the
discussion to long times. In the words of Ref. [22], we apply the ‘‘two-timing
approximation’’. The complications arising from application of the SLA are
irrelevant on long time scales. Replacing x/a and x/a in Eq. 13.3.12 by cos(/) and
-sin(/) and using Eq. 13.3.8, one finds

da

dt
� �cDaþ sin xdtð Þ

xdMR
Fsam tð Þ

d/
dt
� xd �

cos xdtð Þ
axdMR

Fsam tð Þ
ð13:3:13Þ

The shift in resonance frequency is obtained by subtracting Eq. 13.3.7 from
Eq. 13.3.13, inserting the difference into Eq. 13.3.9, and averaging over time. The
following relations result:

Df ¼ fd � fd;ref ¼
1

2p
d/
dt
�

d/ref

dt

� �

time

� � 1
2pMRxda

cos xdtð ÞFsam tð Þh itime

DC ¼ C� Cref ¼ �
1

2pa

da

dt
� daref

dt

� �

time

� � 1
2pMRxda

sin xdtð ÞFsam tð Þh itime

ð13:3:14Þ

a(t)

φ(t)

x(t)

y(t)Fig. 13.2 a and / are the
absolute value and the
negative phase of the
complex variable x + iy. For
the unperturbed resonance,
d//dt and da/dt are equal to
2pf and -2pCa, respectively
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In complex notation, this reads as

D~f � 1
2pMRxda

�Fsam tð Þ exp ixdtð Þh itime ð13:3:15Þ

This result obtained for arbitrary resonators must now be mapped onto the model
of the vibrating plate. The replacements leading from Eq. 13.3.15 to 13.3.1 are the
following:

• Rename xd as x.
• Replace MR by Amq/2 = AZq/(4f0) (Eqs. 4.5.27a and 4.3.17).
• Replace a by the amplitude of oscillation u0. The dependence of D~f on u0 will

be discussed in detail below.
• Replace Fsam by -ArS. The minus-sign occurs because the stress in the SLA is

exerted by the resonator onto the environment, contrasting to the force in the
simple harmonic resonator, which is exerted onto the resonator.

Again, Eq. 13.3.15 is valid beyond the power series introduced in the beginning
of the chapter. It does not require the relation between rS and uS to be weakly
nonlinear. There is a subtlety here: The dynamics of the entire resonator is weakly
nonlinear because the surface traction is small compared to the elastic stress inside
the crystal itself. If the dynamics of the crystal as a whole was strongly nonlinear,
it would behave chaotically. This would be the end of any QCM experiment. The
QCM has a whole is weakly perturbed and therefore obeys a weakly nonlinear
dynamical equation. Still, the sample may behave strongly nonlinear in the sense
that the (small) surface stress is not well described by a power series in u0. A
strongly nonlinear stress-displacement relation is even plausible in experiments
involving the rupture of contacts. When a contact starts to slide, the force trans-
mitted across the contact abruptly drops. Such a sudden drop is not well covered
by a series expansion of Fsam in u0.

The matter can also be rephrased from an experimental point of view. If the
stress as a function of surface displacement follows a cubic polynomial
(Eq. 13.1.1), one can insert this law into Eq. 13.3.1 and arrive at a prediction for
the function Df(u0), which is

Df

f0
� 2

pZqxu0
j1u0 cos2 xtð Þ
� �

timeþ j3u3
0 cos4 xtð Þ

� �
time


 �

¼ 2
pZqxu0

j1

2
u0 þ

3
8
j3u3

0

� �

¼ 1
pZqx

j1 þ
3
4
j3u2

0

� �
ð13:3:16Þ

Clearly, there is a constant term and a term proportional to u0
2. Df(u0) is predicted

to be parabolic. Whether or not the series expansion from Eq. 13.1.1 holds, can be
easily checked experimentally. Experiment shows that the power series terminated
at third order does not usually hold.
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Equation 13.3.1 primarily concerns forces which are not time-harmonic. The
displacement, u(t), on the other hand, is almost time-harmonic. This is the con-
sequence of the SLA. The force is so small that the motion of the resonator surface
remains approximately sinusoidal. In the terminology of mechanics, the QCM
controls the displacement and measures the force. (Other instruments in
mechanical testing control the force and measure the displacement.) Since the
function uN(t) = u(t)/u0(t) = cos(xt) is piecewise monotonic (Fig. 13.3a), the
time-average in Eq. 13.3.1 can be converted to an average over displacement. The
averaging process must occur separately for the two directions of motion, where
the two forces are F-(uN,u0,x) and F+(uN,u0,x).

For the function Df(u0), the transformation from F(t) to F±(uN,u0,x) takes the
form

0.0 0.5 1.0
0

4

-1 0 1

u(t) F
+
(t)

F
−
(t)

t = Tt = T/2t = 0

u
N

−
N

N

u

u 21

u
N

F−

F+

F
(u

N
) 

[a
.u

.]

(a)

(b)

(c)

Fig. 13.3 a Force and displacement versus time for a viscoelastic contact. The displacement
monotonously decreases and increases for the first half and the second half of the period of
oscillation. Since u(t) is piecewise monotonic, a time-average can be converted to an average
over displacement. b Force-displacement relation. Solid line viscoelastic contact. Dashed line
Partial slip according to Cattaneo [9] and Mindlin [10]. The shift in half-bandwidth is
proportional to the area inside the force-displacement loop (that is, the difference between F+ and
F-). The shift in frequency is a weighted integral of the sum of F+ and F-, where the weight
function (panel c) has a sharp maximum at the turning point. Note F+ and F- are functions of u,
u0, and x. Adapted from Ref. [31]
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Df u0ð Þ ¼
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1
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ð13:3:17Þ

T is the period of oscillation. Line 2 made use of xT = 2p and dt/
duN = ± x-1(1 - uN

2 )-1/2. Since the integrand is symmetric in uN, the integral
can be limited to positive values of uN (line 4). The term uN(1 - uN

2 )-1/2 then is
positive and can be viewed as a statistical weight. The frequency shift is pro-
portional to a weighted average of |F- + F+|, where the weight function has a
sharp peak at the turning point (Fig. 13.3c).

For the half-bandwidth, DC, the conversion reads as

DC u0ð Þ ¼
NP

np2Zq

1
u0

1
T

ZT=2

0

F� tð Þ sin xtð Þdt þ
ZT

T=2

Fþ tð Þ sin xtð Þdt

0

B@

1
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np2Zq

1
u0

1
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1

F� tð Þd cos xtð Þð Þ þ
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�1
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0

@

1
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¼ NP

np2Zq

1
u0

1
2p

Z1

�1

�F� uN ; u0;xð Þ þ Fþ uN ; u0;xð Þð ÞduN

¼ NP

np2Zq

1

u2
0

1
2p

Zu0

�u0

Fþ uN ; u0;xð Þ � F� uN ; u0;xð Þð Þdu

ð13:3:18Þ

Line 2 made use of sin(xt)dt = -d(cos(xt))/x. DC is proportional to the area
inside the force-displacement loop. The integration variable u (rather than uN) was
used in the line 4 in order to give the integral the familiar dimension of an energy.
DC is proportional to the energy dissipated per cycle divided by u0

2.
If the dependence of F+ and F- on uN, u0, and x is known, one can predict the

functions Df(u0) and DC(u0) from Eqs. 13.3.17 and 13.3.18. Unfortunately, the
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inversion (the calculation of F+(uN,u0,x) from D~f u0ð Þ) is impossible unless
F+(uN,u0,x) has some further properties not obeyed in friction experiments.

Inversion is possible if the force is a function of displacement only, that is, if
there is no hysteresis. These conditions often are fulfilled in non-contact atomic
force microscopy [25–27]. In frequency-modulation AFM, one varies the distance
between the vibrating cantilever and the surface, rather than amplitude, but this
does not affect the formal structure of the equations. The measurement of the
resonance frequency versus distance to the surface is a rather powerful method in
this context. One can explicitly derive the force-distance relation. In friction
experiments, this methodology does not work because the force itself depends on
the amplitude (if there is hysteresis). The formalism only runs forward; the
analysis requires assumptions on F±(uN,u0,x) as an input. There is a second dif-
ference: The formalism applied to QCM-data starts from a viscoelastic contact,
which becomes slightly nonlinear, as the amplitude increases. On the way, the
contact becomes weaker and eventually breaks. In the AFM experiment, one starts
from a non-contact situation, which is perturbed by a weak interaction with the
sample. Both types of experiments deal with weak contacts, but the weak coupling
is approached from opposite sides.

If a quantitative prediction on F±(uN,u0,x) is not available, one can still plot a
guess of the force-displacement loops and understand its relation to the frequency-
amplitude relation on a qualitative level. The essence of Eqs. 13.3.17 and 13.3.18
can be expressed as follows:

• The weight function uN(1 - uN
2 )-1/2 in Eq. 13.3.17 has a sharp peak at the

turning point, and Df therefore mostly measures the restoring force at the
turning point (Fig. 13.3c). If the force at u = u0 is proportional to u0 (as in the
viscoelastic case, Fig. 13.4a), Df(u0) is independent of u0. If the force at the
turning point depends sub-linearly on amplitude (as in partial slip, Fig. 13.4b,
or in gross slip, Fig. 13.4c), Df(u0) has negative slope. If the frequency is
experimentally found to increase with amplitude (as in Ref. [28]) this cannot be
explained with partial slip.

• DC measures the area inside the force-displacement loop divided by u0
2. If the

dissipated energy scales as u0
2 (as in the viscoelastic case, Fig. 13.4a), then DC

is independent of amplitude. If the scaling with amplitude is stronger than
quadratic (as in partial slip, Fig. 13.4b) or weaker than quadratic (as in gross
slip, Fig. 13.4c), DC increases or decreases with amplitude, respectively.

In the following, the formalism is applied to the study of partial slip [29]. This
discussion serves two purposes. It mainly concerns partial slip, but it also is a case
study, demonstrating how the concepts developed above can be put to use.

Figure 13.5 shows a data set illustrating three characteristically distinct types of
behavior. The resonator was touched from above with three glass spheres, which
had been glued to a common support and all exerted the same vertical force. An
acrylic polymer film with variable glass temperature, Tg, had been spin-cast onto
the resonator. Polymer surfaces are advantageous for such studies because they
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usually allow for some small amount of plastic flow, which makes the effects of
nano-roughness slightly less pronounced than in the case of silica-silica contacts.
Parameters varied in the experiment were the softness of the polymer surface, the
sphere size, the normal force, and the humidity.

The following three cases can be distinguished:

• For small spheres (RP = 25 lm) on a soft substrate, Df and DC do not depend on
oscillation amplitude. The contact obeys linear viscoelasticity (Fig. 13.5a, b).

• With a somewhat larger sphere radius (RP = 70 lm), Df decreases with
amplitude, while DC increases. This behavior is characteristic of partial slip
(Fig. 13.5c, d).

• For the largest spheres (RP = 137 lm) on a more rigid substrate, one sees
partial slip at low amplitudes, turning over into what is called ‘‘gross slip’’
above an amplitude of about 12 nm. At high amplitudes, the bandwidth
decreases and the frequency levels off (Fig. 13.5e, f).

How the force-displacement relations and the frequency-amplitude relations are
connected to each other, can be understood without quantitative modeling. One
can read the frequency-amplitude relations from the force-displacement diagrams

uS

u0

Δ f

ΔΓ

Δ f

ΔΓ

area ~ u0
2

peak force 

 F

Δ f ΔΓ

(a)

(b)

(c)

Fig. 13.4 Illustration of how
Df and DC depend on the
shape of the force-
displacement loop.
a Viscoelastic contact
b Partial slip according to
Cattaneo and Mindlin
c Transition to gross slip. The
frequency shift is
proportional to the ratio of
force and displacement at the
turning point (full dots). DC
is proportional to the area
inside the loop divided by u0

2

(hatched). Adapted from Ref.
[31]
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as depicted on left-hand side in Fig. 13.4. Frequency and half-bandwidth are
related to the peak force and to the area inside the loop, respectively. From
Fig. 13.4, one understands that under conditions of gross slip, Df is smaller than
under conditions of stick. The ratio Fmax/umax is decreased relative to the sticking
condition. Also, the area inside the force-displacement loop does no longer depend
quadratically on u0. In the limit of Coulomb-friction (Fx = lDFN = const with lD

the dynamic friction coefficient), the dissipated energy is proportional to u0. In the
transition range, the scaling will be somewhere between linear and quadratic.
Since it is lower than quadratic, DC decreases with u0.

The author is not aware of a quantitative model for the transition to gross slip
under oscillatory load, but there are two such models for partial slip. The model by
Cattaneo [25] and Mindlin [30] assumes the tangential stress to be proportional to
the normal stress in the sliding zone, while the model devised by Savkoor assumes
the tangential stress in the sliding zone to be constant [31, 32]. The stress distri-
butions and the corresponding force-displacement relations are shown in Figs. 11.3
and 11.4. Presumably, both models are too simple, but one can still translate them to
a prediction for Df(u0) and DC(u0). Based on experiment, one can make a statement
on which of the two models is closer to reality.

For the mathematical details the reader is referred to Ref. [31]. The frequency-
amplitude relation derived from the Cattaneo-Mindlin model in the low-amplitude
limit is [31]:

resonator

added weight

100 Hz
20 Hz

ΔΓ100 Hz 20 Hz

0 5 10 15

amplitude [nm]amplitude [nm]

100 Hz

0 5 10 15

Δ
f

20 Hz

(a) (b)

(d)(c)

(e) (f)

Fig. 13.5 A data set where
all three regimes (linear
viscoelasticity, partial slip,
gross slip) are observed.
Panels a and b Viscoelastic
behavior (small contacts, soft
substrate). Panels c and
d Partial slip (medium-size
contacts, soft substrate).
Panels e and f Gross slip
(large contacts, substrate with
Tg much above room
temperature). Adapted from
Ref. [31]
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The Savkoor model differs from the Cattaneo-Mindlin model with regard to the
stress in the sliding zone, which is constant (rather than being proportional to the
normal stress). The resulting frequency-amplitude relation is [31]
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2
ð13:3:20Þ

Clearly, Df decreases with u0 in both models, while DC increases. In this regard, the
two models agree. However Savkoor predicts a parabolic relation, while Cattaneo
and Mindlin predict a linear dependence (Fig. 13.6). Neither model is perfectly
obeyed in Fig. 13.5c, but the data come closer to the model by Cattaneo and Mindlin.
This conclusion is also reached from the experiments by Leopoldes and Jia [33].

Probing contact stiffness based on the frequency of a resonator is also practiced
with the AFM [34] and with macroscopic instruments [35]. That includes non-
linear interactions and the amplitude dependence of the resonance frequency. The
procedure is called ‘‘contact resonance method’’ in that context. One may wonder
why the contact resonance method is employed at all, given that the force-dis-
placement relations cannot be explicitly obtained. The advantage of the contact
resonance method lies in its precision. It is much easier to measure the frequency
and the half-bandwidth of a resonance, than it is to detect small nonlinearities in a
force-displacement diagram. The QCM arrives at this accuracy by averaging over
millions of oscillation cycles. There is an inherent problem in this approach,
though. When excited at elevated amplitudes, the properties of the contact might
evolve with time. For instance, the contact might soften because of frictional
heating. Translated to the diagrammatic scheme of Fig. 13.4, this would imply that
the force-displacement loop is an ellipse at all amplitudes, but that the width and
the orientation of the ellipse change with amplitude (that is, with temperature, see
Fig. 13.7). Frictional heating is not necessarily the only reason for an evolution of
a contact’s properties upon prolonged cyclic loading. There also might be plastic
deformation, known from mechanics. Elastic-plastic bodies under cyclic load tend
to evolve towards a state with lower overall energy dissipated per cycle than in the
initial state. The phenomenon is referred to as ‘‘shake down’’ [36]. The concept is
not directly applicable to interfacial sliding [37], but one may nevertheless suspect
that plastic deformation modifies a contact such that it becomes less dissipative.
For instance, the two surfaces might become smoother with time, which would
decrease the frictional forces.

13.3 Amplitude Dependence of Df and DC 329



In impedance analysis, a few million oscillation cycles enter every single
measurement of D~f ; an evolution of a contact’s stiffness, which would happen
during the first frequency sweep (lasting for about a second), can therefore not be
resolved in experiment. This problem is much alleviated in ring-down. Such
experiments have been reported in Ref. [38]. In ring-down, the individual mea-
surement lasts for about the inverse half-bandwidth, which is a few milliseconds.
Every single decay is a fast amplitude sweep. Should the frequency decrease with
amplitude, it would increase over the duration of the decay. The pulses would be
‘‘chirped’’. Birds chirp. They emit pulses of acoustic radiation, the frequency of
which varies over the duration of the pulse. Frictional heating (or any other
evolution of the contact’s properties with time) would have to happen within a few
milliseconds in order to produce chirp. That is not strictly impossible, but unlikely.

At any rate: Eq. 13.3.1 does not give access to the shape of the force-dis-
placement curves itself; this caveat must be kept in mind. The alternative
approach, which does not suffer from this ambiguity, is third-harmonic generation
(THG, Sect. 13.4). The THG signal vanishes if the force-displacement loop is an
ellipse, regardless of its width and orientation.

Two more comments:

• The resonator itself is slightly nonlinear (Sect. 17.3). Even the bare resonator
shows an amplitude dependence of Df; this intrinsic contribution must be
subtracted from the raw data.

• When calculating the amplitude, the output resistance of the impedance ana-
lyzer, Rout, must be taken into account (Sect. 7.4). The amplitude of oscillation
is proportional to the voltage at the electrode, as opposed to nominal voltage at
the output of the analyzer, Uout. This has the interesting consequence, that the
amplitude of oscillation does not necessarily increase, when the frequency of
excitation is swept towards the resonance frequency. When the crystal’s
motional impedance, R1, is much less than Rout, the resonator is under current
control. The current through the circuit is given as Uout/(Rout + R1). On res-
onance, the larger part of the voltage drop occurs at Rout. The current into the
resonator remains about constant, while the voltage across the electrodes goes
through a minimum. This situation is beneficial for experiment because it
implies that the resonance frequency does not change during a frequency
sweep. If this was not the case, the resonance curve would be distorted. The

ΔΓ
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ΔΓ, Savkoor

Δf, Savkoor

Δf
Cattaneo-Mindlin
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Γ
 [a
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.]
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Fig. 13.6 Frequency-
amplitude relations for
conditions of partial slip
according to Cattaneo-
Mindlin [25] and Savkoor
[33, 34]. Adapted from Ref.
[31]
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resonance frequency would change while the driving frequency approaches the
peak of the conductance curve because the amplitude changes during the
sweep. Such distorted resonance curves are known from the Duffing oscillator
[39]. Fortunately, this effect is weak. Again, the above argument applies when
R1 � Rout, which is expected in air with large enough crystals.

13.4 Third-Harmonic Generation

Third-harmonic generation as a probe for nonlinear interactions was introduced to
QCM-based sensing by the Cambridge group in the context of ‘‘Rupture Event
Scanning’’ (REVS) [17]. The setup is simple. The signal returned from the crystal
is fed to a lock-in amplifier, which monitors the third-harmonic component, ref-
erenced to the driving signal. In rupture event scanning, one is mostly concerned
with sudden spikes in the third-harmonic signal, which occur when particles
detach from the resonator surface. The corresponding oscillation amplitude is a
measure of the contact strength and is characteristic of the respective bond. Later,
the Cambridge group has also reported data with a smooth dependence of the third-
harmonic on amplitude [40]. Gosh et al. plot the current at 3x versus the amplitude
of oscillation. Unfortunately, the conversion between the electric current at 3x and
the corresponding area-averaged stress is nontrivial. Still, such measurements
should help to the unravel the properties of discrete contacts under large loads.

13.5 Appendix: Determination of the Shear Direction
with Polarizing Microscopy

There are a few (although not many) instances, where one needs to know the
direction of oscillation in order to properly interpret a QCM experiment. Examples
are the study of anisotropic viscoelasticity [41], anisotropic viscosity in nematic
liquid crystals (Sect. 9.2), and steady streaming (Sect. 13.2).

F

u

time

Fig. 13.7 The properties of a contact subjected to large-amplitude oscillatory shear may evolve
with time. The contact might behave viscoelastically, but the width of the ellipse (and also its
orientation) might differ from the low-amplitude state. Adapted from Ref. [31]
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AT-cut crystals oscillate along the crystallographic x-axis. Some crystals are
slightly truncated on one side, where the flat denotes the x-axis (Fig. 13.8a). If the
crystal does not have such a flat, a polarizing microscope equipped with a co-
noscopy-module (a Bertrand lens) can help. For an explanation of conoscopy see
Refs. [42, 43]. In conoscopy, the pixels on the screen correspond to beams passing
through the sample under different angles (Fig. 13.8d). One usually employs
crossed polarizers and studies birefringent specimens. Quartz is uniaxially bire-
fringent, where the uni-axis is the z-axis, also called the ‘‘optical axis’’. The
conoscopic image of quartz blanks displays colored rings, the center of which is
the optical axis. For the AT-cut, the z-axis is inclined away from the surface
normal by 55�. Usually, the center of the rings is outside the field of view, but one
can still identify the orientation of the x-axis based on the location of the rings
(Fig. 13.8c). Depending on the orientation of the crystal relative to the crossed
polarizers, the conoscopic image may display black stripes. These are the arms of a

x

x

 colored
 rings

objective 
lens

Bertrand
lens

camera

sample

(a) (b)

(c)

(d)

Fig. 13.8 On the
determination of crystal
orientation with conoscopy.
a Some crystals have a flat
cut at the edge, indicating the
direction of the x-axis. b and
c The crystallographic x-axis
can be found with a
polarizing microscope, using
the conoscopic mode. One
observes colored rings. The z-
axis corresponds to the center
of these rings. Panel c shows
the direction of the x-axis.
d In conoscopy, a second lens
(the ‘‘Bertrand lens’’) maps
on image of the objective lens
onto the screen. The position
of a pixel encodes angle, not
position
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cross, centered on the optical axis. Again, the center typically is outside the field of
view, but one can infer its location by rotating the sample and watching the
movement of the stripes.

If one does not have access to a polarizing microscope, one can obtain
equivalent information by placing the quartz blank between crossed polarizers.
(These can be cheap sheet polarizers.) The sandwich becomes bright in trans-
mission, if the crystallographic x-axis is at an angle of 45� relative to the polar-
izers. If one rotates the plate about the x-axis, one sees a sequence of colors
(corresponding to the rings in conoscopy). If one rotates the plate about the other
axis, there are color changes as well, but not as many as for the rotation about the
x-axis.

Glossary

Variable Definition (Comments)

. . .h i An average

0 As an index: amplitude of a real-valued time-harmonic function

a Instantaneous amplitude (Eq. 13.3.6)

A (Effective) area of the resonator plate

f Frequency

fbody A body force (Eq. 13.2.1)

fd Damped resonance frequency

f0 Resonance frequency at the fundamental
(f0 = Zq/(2mq) = Zq/(2qqdq))

F Tangential force

F+, F– Force at interface while uS increases (+) and decreases (-)

FN Normal force

Fmax Maximum force in a force-displacement loop

Fsam Force exerted onto a resonator by a sample

Fx Tangential force

mq Mass per unit area of the plate (mq = qqdq = Zq/(2f0))

MR Mass of a resonator

NP Number of particles per unit area

RP Particle radius

p Pressure
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ref As an index: reference state

S As an index: Surface

st As an index: steady

t Time

T Period of oscillation

Tg Glass temperature

us As an index: unsteady

u(t) Displacement

ûS, uS Tangential displacement

umax Maximum displacement in a force-displacement loop

uN Normalized displacement (uN = uS/u0)

u0 Amplitude of oscillation (equal to the absolute value of ûS)

v Velocity

x, y, z Spatial coordinates

x Displacement of a simple harmonic resonator

y Auxiliary variable (Eq. 13.3.3)

Zq Acoustic wave impedance of AT-cut quartz
(Zq = 8.8 9 106 kg m-2 s-1)

a Ratio of the normal and the tangential component of the plate’s
motion (depends on position, x and y; Sect. 13.2)

cD Damping factor

C Imaginary part of a resonance frequency

d Penetration depth of a shear wave
(Newtonian liquids: d = (2gliq/(qliqx))1/2))

D As a prefix: A shift induced by the presence of the sample

up,uv Phases (Eq. 13.2.3)

g Viscosity

j Spring constant

j1, j2,
j3

Coefficients in a power series of force versus displacement (j1 is the
conventional spring constant)

/ Instantaneous phase (Eq. 13.3.6)

l Friction coefficient

lD Dynamic friction coefficient
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q Density

x Angular frequency

xd Damped angular resonance frequency

x0 Undamped angular resonance frequency
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Chapter 14
Practical Consequences of Piezoelectric
Stiffening

Abstract Piezoelectric stiffening can be exploited to probe the sample’s electrical
impedance. Conversely, the electrical impedance of the sample and the circuitry
around the crystal can influence on the resonance frequency. Some precautions
must be taken to avoid the corresponding artifacts.

14.1 Application of Piezoelectric Stiffening for Sensing

The use of piezoelectric stiffening for sensing was first proposed by Josse and Shana
[1, 2]. These authors demonstrated a frequency-based measurement of the sample’s
electrical impedance. Josse and Shana focus on the measurement of the liquid’s
conductivity, but the liquid’s dielectric permittivity can be sensed, as well [3].
Electrical influences on fs have found renewed interest recently in the context of the
Lateral Field Excitation (LFE) resonators [3]. These have both electrodes on one
side of the crystal. There are strong electric fringe fields permeating the space
around the crystal. The influence of the sample’s conductivity and its dielectric
permittivity on the resonance frequency is correspondingly strong. Zhang et al.
varied the electrode shape between different crystals and exposed these crystals to
the various liquids. They inferred the electrical permittivity from the differences in
Df between these resonators [3]. Other electrical parameters (like the capacitance of
an adsorbed film) might be determined from such a measurement as well. The line
of reasoning is that the distribution of the electric field inside the sample differs
between the differently configured crystals (depending on the electrode shape) and
that the electrical properties of the sample for this reason affect the resonance
properties to a different extent. Superimposed onto the electrical contribution to
Df is the familiar acoustic contribution. The latter is assumed to be independent of
electrode shape.

In more mathematical terms, sensing applications of piezoelectric stiffening are
based on Eq. 5.3.24. In order to bring it closer to application, we transform the
equation as
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ex is the external electrical admittance. The

relation can be further simplified if ~Yex is much larger than ixC0. This situation is
to be expected in an electrochemical setting. In electrochemistry, one employs a
supporting electrolyte, which lowers the bulk resistance to the extent that it does
not influence the outcome of the measurement (Note: When employing a low bulk
resistance and applying the signal to the front electrode, one at the same time
short-circuits the crystal and the admittance trace becomes noisy. A compromise
must be found). If ~Yex � ixC0, one arrives at

D~fPE � k2
t
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p

f 2
0 C0 ~Zex � ~Zex;ref

� �
ð14:1:2Þ

With f0 = 5 MHz and A = 30 mm2, the prefactor outside the brackets evaluates to
2 Hz/X.

An easy way to modulate the electrical impedance between the electrodes is to
switch between grounded front electrode and grounded back electrode. The
electrical impedance of the sample is largely prevented from affecting D~f for a
grounded front electrode. It enters, if the front electrode is connected to signal.

A typical electrical property to be sensed by this scheme would be the
capacitance of a film immersed in an electrolyte. This poses the problem that the
corresponding impedance (equal to 1/ixC) might be much lower than the ohmic
resistance of the bulk liquid, Rbulk. The capacitance of the interface and the
resistance of the bulk are arranged in series (see the discussion of the Randles

conductive liquid

film forms
a capacitor

resonator

front electrode has 
a hole in the center

Fig. 14.1 A film’s capacitance can be probed by using a conventional front electrode and
grounding the back electrode. The film then contributes to the sample’s electrical impedance. As
an alternative, the front electrode may contain a small hole in the center. In this configuration, the
front electrode stays grounded and a capacitor is formed by the uncoated and the coated parts of
the resonator surface
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circuit in the textbooks of electrochemistry [4]). The resistance of the bulk liquid
can be lowered by adding supporting electrolyte, as is common in electrochem-
istry. Interestingly, there is another option: One can employ resonators containing
a small hole in the front electrode and ground the front electrode (which now is a
ring surrounding the central hole) [5]. The resulting field distribution is shown in
Fig. 14.1. This geometry lowers the influence of Rbulk.

14.2 Safeguards Against Electrical Artifacts

If the stray capacitances between the crystal and sample compartment are not under
control, their variation induces frequency shifts, and these may amount to many
tens of Hz. There are two remedies, which are grounding the front electrode well
and inserting a pi-network. When grounding the front electrode, one reasons that,
firstly, all stray capacitances originate from the back of the crystal and that, sec-
ondly, these stray capacitances are constant over the duration of the experiment. Of
course grounding of the front electrode is also advisable to avoid electrical influ-
ences onto the process of adsorption. An oscillating electrical voltage may affect the
behavior of the sample.

The ‘‘pi-network’’ (Fig. 14.2) implements another line of reasoning: The res-
onator is electrically blind to the environment if the electrodes are short-circuited.
The environment here includes cables and stray capacitances. Short-circuiting
avoids all electrical artifacts because all channels, by which the sample might
lower the impedance between the electrodes, are by-passed. At the same time,
however, there is no voltage across the crystal, which would drive it. The crystal is
blind to its electrical environment, but the impedance analyzer is blind to the
crystal, as well, which clearly is not a solution to the problem. The pi-network is a
compromise. It is part of the international standard IEC 444. The pi-network is an
arrangement of resistors around the crystal as shown in Fig. 14.2. With the pi-
network implemented, the crystal sees an electrical impedance, which is much
lower than 1/(ixC0) (where the latter impedance is in the kX range). The elec-
trodes are not strictly short-circuited, but almost. When shielding the crystal from
the electrical environment, the pi-network at the same time attenuates the electrical
signal by 15 dB on both sides. This is the price to be paid.

For liquid sensing, the pi-network poses a problem because the resonator is
wired in the ‘‘series through’’ mode. Neither electrode is grounded. To fix this
problem, one can place a transformer between the crystal and the pi-network
(Fig. 14.2b). In this way, one has both safeguards in place: The active surface is
grounded and the resonator does not see its electrical environment very well.
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Glossary

Variable Definition (Comments)

A (Effective) area of the resonator plate

C0 Parallel capacitance

dq Thickness of the resonator (dq = mq/qq = Zq/(2qqf0))

e26 Relevant component of the e-tensor (piezoelectric stress coefficient,
e26 = 9.65 9 10-2 C/m2 for AT-cut quartz)

f0 Resonance frequency at the fundamental
(f0 = Zq/(2mq) = Zq/(2qqdq))

Gq Shear modulus of AT-cut quartz (Gq & 29 9 109 Pa for AT-cut
quartz. Gq is the piezoelectrically stiffened modulus)

kt Piezoelectric coupling coefficient (kt = (e26/(eqe0Gq))1/2,
kt

2 = 0.8 % for AT-cut quartz)

PE As an index: PiezoElectric stiffening

R3 R3

R2R2

R1R1

front electrode

ground
transformer

R3 R3

R2R2

R1R1

(a)

(b)

Fig. 14.2 a Resonator inserted into a pi-network. The pi-networks attenuates the signal by 15 dB
on both sides. The resonator ‘‘looks’’ at a low impedance, which lowers its sensitivity to the
electrical boundary conditions. According to IEC 444, the resistances are R1 = 159 X,
R2 = 66.2 X, and R3 = 14.2 X. b With regard to sensing, a disadvantage of the pi-network as
shown in a is that neither electrode is grounded. This can be changed by inserting a transformer
and grounding the leg connected to the front electrode. A suitable component is the unit ADT1-1
from Minicircuits
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q As an index: quartz resonator

ref As an index: reference

R Resistance

Rbulk Resistance of a bulk liquid

R1, R2, R3 Elements of the pi-network (Fig. 14.2)

~Yex External electrical admittance (~Yex ¼ 1=~Zex)

~Zex External electrical impedance

Zq Acoustic wave impedance of AT-cut quartz
(Zq = 8.8 9 106 kg m-2 s-1)

D As a prefix: A shift induced by the presence of the sample

~eq; eq Dielectric constant of AT-cut quartz (eq is the clamped dielectric
constant, eq = 4.54 for AT-cut quartz)

e0 Dielectric permittivity of vacuum (e0 = 8.854 9 10-12 C/(Vm))

/ Factor converting between mechanical and electric quantities in the
Mason circuit (/ = Ae26/dq)

qq Density of crystalline quartz (qq = 2.65 g/cm3)

x Angular frequency
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Chapter 15
Other Surface-Acoustic-Wave Based
Instruments

Abstract There is a variety of sensing instruments making use of acoustic waves
(often shear waves) near interfaces. Among the concepts shared between the QCM
and these instruments are the mass sensitivity and the acoustic reflectivity as a
central intermediate parameter. The kHz resonators measure viscoelastic param-
eters at frequencies more relevant to most applications than MHz frequencies. On
the other hand, they are less sensitive. Smaller resonators operating at higher
frequencies tend to have better mass-sensitivity.

15.1 Shear-Wave Reflectometers

The shear-wave reflectometer dates from the time when acoustic sensing started. It
has seen numerous developments and extensions since then. Figure 15.1 shows the
geometry as proposed by McSkimin in 1949 (Ref. [1]). More recent instrumental
developments and experiments are discussed in Refs. [2, 3].

The design proposed by McSkimin separates excitation and detection from the
sensor surface itself. The sensor is a trapezoidal bar. Two transducers are glued to
the short faces. The first transducer launches a transverse acoustic wave, which is
reflected at the interface with the sample. The second transducer is the detector. It
measures amplitude and phase, which (together with a reference experiment)
allows to calculate the complex amplitude reflection coefficient. If the transverse
wave is polarized suitably, the displacement at the surface of the bar occurs into the
tangential direction. The load impedance is calculated with line 3 of Eq. 4.4.13,
where r̃q,S is replaced by the reflectivity at the upper surface of the bar and Zq is
replaced by the wave impedance of the bar.

Alig and co-workers have also built a reflectometer with vertical incidence of
the acoustic wave [4]. They used both longitudinal and transverse waves, thereby
gaining access to the Young’s modulus and shear modulus of the sample (and to its
Poisson ratio, in consequence). As with the QCM, the instrument can be combined
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with other types of surface analysis. Reference [4] reports on the combination with
NIR spectroscopy.

The substrate often is fused quartz. Fused quartz is non-piezoelectric, which
avoids an influence of the sample’s conductivity. The transducers can be piezo-
electric crystals, but other types have been explored, as well [5]. McSkimin
investigated bulk liquids. More recently, the instrument has also been applied to
monitor the drying and curing of polymer films [2, 6, 7]. Section 9.2 discusses
experiments, where the technique was applied to nematic liquid crystals [8, 9].
Ultrasonic reflectometry is also used to measure interfacial stiffness Sect. 11.8.

On the down side, the shear-wave reflectometer is more complicated than the
QCM. On up-side, there are no effects of piezoelectric stiffening and no flexural
contributions to the displacement pattern. Also, being a non-resonant device, the
shear-wave reflectometer is not limited in frequency to the overtones of a reso-
nator. Temperature-frequency coupling is less of a problem for shear-wave re-
flectometers than for the QCM (although calibration is required). The shear-wave
reflectometer has been applied to monitor temperature-driven phase transitions of
various kinds [10, 11].

15.2 The High Overtone Bulk Acoustic Wave Resonator

The High-overtone Bulk Acoustic wave Resonator (HBAR) [12] combines the
fragile FBAR architecture (characterized by a high operating frequency) with the
robustness of a thick substrate. The reasoning underlying the original design was
the use of a low-acoustic-loss substrate (often sapphire) to generate multiple
echoes in a delay line application [13]. Recently, the focus has shifted towards
high-Q resonators [14]. The acoustic wave is launched by a thin piezoelectric slab
deposited on the low-loss (non-piezoelectric) substrate. The transfer function of
the composite structure is the product of the thin film spectral transfer function

Fig. 15.1 An acoustic shear-wave reflectometer as sketched in one of the early publications. The
material contacting the liquid is fused quartz. It is non-piezoelectric. Pulses of shear waves are
launched by the transducers glued to sides of the bar. The shear-wave impedance of the liquid is
inferred from the amplitude and the phase of reflected wave. Reprinted with permission from Ref.
[1]. Copyright 1949 American Physical Society
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(similar to the transfer function of conventional BAW resonators, but at higher
frequencies) and the thick substrate producing a comb of modes (Fig. 15.2).

Simple HBARs can be manufactured by deposition of a polycrystalline pie-
zoelectric film on a low-loss plate, for instance using physical vapor deposition
(PVD). However, these devices do not resonate in a pure thickness-shear mode.
Thickness-shear modes (needed for operation in the liquid phase) can only be
achieved with piezoelectric single crystals. Methods to bond thin single crystals
(mostly LiNbO3) to rigid substrates include the smartcut approach [15] and the
room-temperature metal-metal diffusion approach [14].

Current work on HBARs in the context of sensing aims at exploiting the high
quality factors of the high overtones. High Q-factors imply good baseline stability
[16]. There is an intricacy with regard to the gravimetric limit of detection (LOD).
Within a simple perturbation approximation the mass sensitivity constant scales as
f0 fr = nf 0

2 (see the discussion below Eq. 8.1.6). Since the scatter in the frequency
readings also scales with n, the gravimetric LOD of the HBAR is comparable to

Fig. 15.2 Top HBAR
architecture, with the
piezoelectric layer on top,
sandwiched between metal
electrodes. There is a low-
loss substrate below, in which
the overtones propagate.
Bottom: Simulated transfer
function exhibiting overtones
1 and 3 of the thin
piezoelectric film (envelopes
at 1,300 and 4,000 MHz) and
a comb of modes with a
frequency gap governed by
the thickness of the substrate.
tpiezo is the thickness of the
piezoelectric layer, tsubstrate is
the thickness of the low-loss
substrate, and c the acoustic
velocity of the wave. Figure
kindly provided by Jean-
Michel Friedt
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the LOD of the standard QCM, at least within this simple model. Mansfeld argues
that there is a sensitivity gain not captured by this simple model [17]. One can take
advantage of the large range and the large number of operating frequencies. If
there is a film resonance (Sect. 10.1), it is easily recognized. As always, the
viscoelastic parameters of the layer need to be taken into account in interpreting
frequeny shifts, once the experiment occcurs outside the gravimetric regime.

15.3 Resonators Operating in the kHz Range

Acoustic devices operating in the kHz range are a field of their own; the following
remarks only touch on a few selected topics. A major incentive to lower the base
frequency of a resonator is an improved suitability for measurements of viscosity.
The kHz–viscosity is more relevant to most technical applications than the MHz-
viscosity. This argument would, for instance, apply to engine oils. Also, the
lowered frequency lowers the sensitivity to adsorbed mass. Adsorbed mass
(polymeric additives to a lubricant, debris,…) interferes with the measurement of
the viscosity. Decreased mass-sensitivity in this context is helpful.

For colloidal dispersions (discussed in Sect. 9.3), there is a specific benefit of
measuring the viscoelastic parameters at kHz frequencies. kHz rheology is better
adapted to this particular problem than both quasi-static measurements and MHz
rheology. For the details, see Sect. 9.3.

kHz resonators have also been applied to biological tissue [18, 19]. The resonator
touches the object of interest. As an example, one may be able to recognize a tumor
based on its viscoelastic properties being different from those of healthy tissue.
Evidently, the problem of creating a well-defined contact area needs attention.

Using a thickness-shear resonator (that is, a plate) in the kHz range is
unpractical because the plate must be much wider than it is thick. Otherwise,
energy trapping will create flexural contributions of a magnitude, which is detri-
mental to the resonator’s operation in liquid. When making the plate thick enough
to support a resonance in the kHz range, its lateral dimensions are driven into the
range of tens of centimeters. A more practical geometry is the torsional rod [20].
With torsional resonators, the frequency is set by the length of the rod. Viscom-
eters based on torsional rods are commercially available [21].

Because of the large size of the kHz resonators, the simplest geometry is not
necessarily the best geometry. Composite resonators with shapes adapted to the
application have been devised [22–25]. Also, there is no need to let the entire
resonator be piezoelectric. Composite resonators for the kHz range are more easily
built than for the MHz range because of their larger size. The resonator can be
driven by a transducer, which is part of the resonating structure. If the main body
of the resonator is non-piezoelectric, this can alleviate problems related to pie-
zoelectric stiffening. Complicated resonator shapes entail complicated modes of
vibration and complicated flow patterns, but these problems can be solved with
calibration and numerical modeling.
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There is an interesting difference between kHz and MHz resonators with regard to
compressional waves. At MHz frequencies, the wavelength of longitudinal sound is
a few hundred microns and it is therefore difficult to construct resonant devices,
which would be much smaller than this wavelength. This is possible for kHz reso-
nators. Take the cantilever as an example. For devices smaller than k, a non-tan-
gential motion of the resonator surface can be made to be inefficient in radiating
compressional waves into the far-field. When the cantilever moves upwards, the
liquid can flow around the lever to the back side, thereby reducing the pressure and
the amplitude of the compressional wave launched by the cantilever’s movement.
Because the flow is largely confined to the acoustic near field, the cantilever mostly
probes the liquid’s shear-viscosity, rather than its compressibility.

15.4 Instruments Based on Guided Waves

For the QCM and the other bulk acoustic wave (BAW) devices, the deformation
pattern is a plane wave with the wave vector perpendicular to the plate. Allowing
the wave to propagate along the surface has a few advantages (which, as always,
come at the expense of complexity) [26]. There are numerous designs. Again, the
discussion is limited to a few general remarks.

Most of the time, the wave is launched by interdigitated transducers (IDTs,
also: ‘‘comb electrodes’’) as shown in Fig. 15.3b and c. The distance between the
fingers of the comb sets the wavelength. Guided-wave devices can be configured
as delay lines (Fig. 15.3b) or resonators (Fig. 15.3c). In both cases, the quantity to
be sensed is contained in the speed of propagation of the wave. Why the speed of
propagation depends on the properties of the adjacent medium can be understood
from Fig. 15.3d, showing the Love wave device. The wave can be thought of as
bouncing back and forth between the upper and the lower surface of the guiding
layer. The reflectivity is large at both surfaces. At the lower surface, there is total
internal reflection, meaning that the x-component of k-vector is smaller than x/
cbulk, where cbulk is the speed of sound in the substrate. At the upper surface, the
reflectivity is large because the wave impedance of the sample is much lower than
the wave impedance of the guiding layer. Without going into details, it is clear that
the reflectivity at that upper surface must enter the speed of propagation somehow.
For that reason, the reflectivity can be inferred from the speed of propagation. The
reflectivity depends on the load impedance and from thereon, data analysis pro-
ceeds as for the QCM.

In Fig. 15.3d the guiding layer is a film with a low cGL where the index GL
stands for Guiding Layer. Since cGL \ cbulk, one achieves total internal reflection
at the lower interface. This design provides for a thin guiding layer (and a cor-
respondingly good mass sensitivity), while the guiding layer at the same time is
supported by a rigid substrate. Because of the rigid substrate the sensor is robust
and does not suffer from bending.
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Of particular simplicity and importance are devices, where the wave is guided
by the surface alone. These are the surface acoustic wave (SAW) devices [27, 28].
The wave here is a ‘‘surface mode’’. Surface modes exist in other fields of science,
as well. Every-day examples are the waves on the water surface. In optics, surface
modes are allowed at metal surfaces. These are the ‘‘surface plasmon polaritons’’
or ‘‘surface plasmons’’ (Sect. 16.2). Surface waves on elastic solids are familiar to
the public from earthquakes. These modes are the ‘‘Rayleigh waves.’’

At the surfaces of isotropic solids and of the more common crystals, Rayleigh
waves have one disadvantage, which is a component of the polarization normal to
the surface. Rayleigh waves are corrugation waves. The more simple SAW devices
are based on corrugation waves. These cannot be used for liquid sensing because
they radiate acoustic energy into the bulk liquid. They can be (and are) employed
in gas sensing. Their mass-sensitivity is better than the mass sensitivity of the
conventional QCM. At some point, they were viewed as key components of the
‘‘electronic nose’’ [29, 30]. Today, metal-oxide detectors are more common in that
role because their limit of detection is even better than what can be achieved with
SAW devices.

Standard SAW devices are in use as electronic filters (competing with the
FBAR). There is a third role of SAW devices, which is in pumping liquids on
small scales [31, 32]. If the amplitude of oscillation is large enough, the nonlinear
term in Navier-Stokes equation converts some of the acoustic energy into a steady
flow (see also Sect. 13.2).

Certain types of crystals do support surface modes with a polarization in
the surface plane. A prominent example is LiTaO3. Acoustic devices based on

BAW resonator:

delay line

resonator

Love wave device

(a)

(b)

(c)

(d)

Fig. 15.3 Contrasting to
bulk acoustic wave resonators
(a), the wave propagates in
the surface plane for guided-
wave devices (b, c). The
speed of propagation changes
in the presence of a sample.
Excitation usually occurs
with interdigitated electrodes.
Among the advantages of
guided-wave devices is the
rigid substrate (d). The
substrate avoids bending. The
guiding layer can be thinner
than bulk acoustic wave
resonators, which improves
the mass-sensitivity
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such in-plane polarized surface modes are also called shear-horizontal surface
acoustic wave devices (SH-SAW devices) [33–36]. For liquid sensing, SH–SAW
devices should be superior in performance to the QCM, in principle, but there are a
number of problems, which have prevented such devices from becoming a com-
mercial success, so far. For a review see Ref. [37]. The author is aware of one
start-up company marketing SH-SAW devices [38]. Among the difficulties are
complexity and price. Also, the LiTaO3-based devices do not show a quantum leap
in the limit of detection (LOD) relative to the QCM. When the improvement in
LOD is weighed against complexity and cost, practitioners often end up sticking to
the QCM.

A few further remarks:

• While the higher frequency does not necessarily improve the LOD, it always is
a benefit when it comes to wireless sensing [39]. Wireless sensing requires
antennae and size of these decreases with increasing frequency. Wireless
operation has also been reported for a QCM [40], but it is not routine.

• Because of the high frequency, soft adsorbates can easily have a thickness
comparable to k, which produces strong viscoelastic effects. These are a
drawback when the prime interest is gravimetry.

• SH-SAW devices often need calibration.
• If the sensor surface is not grounded, there are strong electric fringe fields and

effects of piezoelectric stiffening are correspondingly strong [41]. (Evidently,
the same problem exists for the QCM). The term ‘‘electromechanical coupling’’
is used in that context more often than ‘‘piezoelectric stiffening’’.

• There are pressure sensors (including wireless sensors) based on SAW devices
[42].

15.5 MEMS and NEMS Resonators

The debate on whether and why small resonators (MEMS resonators) can be,
should be, or in fact are better than the QCM has somewhat of a history. The
question certainly is an interesting one, but the author still prefers to stay away
from a general statement. MEMS-based resonators are less mature than the QCM,
at this point, but that might change. Making resonators smaller has the evident
advantage that they can fit into small instruments more easily. At the same time,
small resonators tend to be fragile, which may prevent their use in liquids.

There are many different configurations of MEMS and NEMS resonators.
Examples are the cantilever [43], the paddlever [44], the trampoline resonator [45],
the doubly clamped beam [46], the FBAR [47, 48], the contour-mode resonator
[49], the capacitive micromachined ultrasonic transducer (CMUT) [50], and the
suspended microchannel resonator (SMR) [51]. For a review, see Ref. [52].

Cantilevers have been extensively studied in the context of atomic force
microscopy [53]. The resonance frequency of cantilevers is routinely analyzed in
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dynamic AFM to determine the interaction potential between the tip and the
substrate [54–56]. This methodology does not usually count as sensing, though.
Material deposited on the surface of a cantilever also affects the resonance fre-
quency. With regard to conventional cantilevers, static bending is analyzed more
often than a shift in resonance frequency (the latter being induced by the depo-
sition of a mass). The doubly clamped beam, which in many respects is similar to
the cantilever, displays higher resonance frequencies for comparable size and
therefore has the better mass-sensitivity. LODs in the zeptogram range have been
demonstrated [46]. Both the cantilever resonator and the doubly clamped beam
cannot be easily employed in liquids because of the large damping. Most MEMS
resonators suffer from this problem. See Ref. [57] for a proposed design, which
would avoid large damping.

A few further remarks:

• To the best of the author’s knowledge, there is no fundamental difference
between MEMS resonators and NEMS resonators (where the N stands for
nano). NEMS resonators are supposed to be smaller and lighter. Also, their
resonance frequency tends to be higher, which implies improved sensitivity
(Sect. 15.8).

• The smallest resonators are the nanowire resonators. These include carbon
nanotubes. Reference [58] reports a limit of detection in the yoctogram range
(where ‘‘yocto’’ denotes 10-24).

• Actuation and read out can occur piezoelectrically, but other option exist.
Among them are electrostatic actuation and piezoresistive read-out. An over-
view is given in Ref. [59].

• If the active area is small, this improves the limit of detection when calculated
in terms of mass. With regard to mass, the sensitivity of MEMS devices is
much better than what can be done with a QCM. When calculated in terms of
mass per unit area, the performance is less spectacular because of the small
area. Consequently, the application of MEMS-based sensors can be anticipated
to be in mass-spectroscopy rather than in the determination of a concentration
in an ambient medium.

• Given the small electrodes and the correspondingly small currents, MEMS
resonators require advanced electronics for read-out.

• With regard to noise sources, see the tutorial by Rubiola at http://rubiola.org/
pdf-slides/2008I-fsm-phase-noise.pdf. There is a book, as well [60].

15.6 The FBAR as a Sensor

The thin film bulk acoustic wave resonator (FBAR) can be viewed as a MEMS
resonator. It is treated separately here because of the conceptual similarities with
the QCM. The idea of using FBARs for sensing is old [61]. The renewed interest in
recent years follows from the FBAR’s success in the telecom industry. For a recent
review on the FBAR in general see Ref. [62].
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The standard FBAR (employing a sputtered piezoelectric layer) does not sup-
port a thickness shear mode. The thickness shear mode requires a tilted orientation
of the crystallographic c-axis, which can be achieved with oblique evaporation. A
review on shear-mode FBARs is given in Ref. [47]. Reference [47] reports a limit
of detection comparable to what can be achieved with a QCM.

Currently there are the following problems:

• Neither the standard FBAR nor the shear mode FBAR as such are temperature
compensated. They have negative temperature coefficients of frequency
(TCFs). The problem can be overcome with coatings out of materials with a
positive TCF, at least in principle.

• The shear mode FBAR often has longitudinal admixtures to the movement of the
surface. These may be reduced with improved control over the growth process.

• The standard FBAR is a thin membrane, which means that it is fragile.
Alternatively, one can employ an acoustic Bragg mirror between the resonator
and a rigid support [63].

As always, the limit of detection is not the only performance parameter of a
sensor. Because the production process is CMOS-compatible, FBARs can be
monolithically integrated with the driving electronics and—given their small
size—might be produced as arrays on a single chip. The situation is open.

15.7 Novel Resonator Materials

Generally speaking, novel resonator materials are not a prime demand in the field
because quartz has a few properties, which are difficult to surpass. It has low
intrinsic damping, it is hard but not brittle, chemically inert, and temperature-
stable up to 200 �C. Its piezoelectric coupling coefficient is on the low side
(compared to LiNbO3 or AlN), but this is not necessarily a disadvantage. On the
contrary, low kt

2 implies small electric disturbances to the measurement of fr
(caused by piezoelectric stiffening).

The two main reasons for searching alternatives to quartz are high-temperature
stability and CMOS compatibility. At a temperature of 573 �C, quartz undergoes a
transition from the a- to the b-phase. Even below this temperature, defects are spon-
taneously generated, which reduce the piezoelectric coupling and increase the damping
[64]. Prevalent materials for use beyond 500 �C are gallium-orthophosphate (GaPO4,
Ref. [65]), Langasite (La3Ga5SiO14, Refs. [66] and [67]), and certain members of the
rare earth calcium oxoborate family [68]. GaPO4 is widely used as a pressure sensor
[69], but is difficult to grow to the size required for BAW resonators. At temperatures
beyond 800 �C, Langasite has a noticeable ionic conductivity, which increases the
bandwidth. The consequences have been studied in detail by Fritze [70]. Finding a
suitably material is one thing and being able to grow crystals of sufficient size and
quality is another.

The principal material competing with quartz for reasons of CMOS-compati-
bility is aluminum nitride (AlN). These films form the FBAR (Sect. 15.6).
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15.8 Smaller and Better?

Contradicting a popular paradigm, making devices smaller does not always
improve their performance. Scale effects enter the physics of the QCM in the form
of thickness, area, and frequency. Below is a list of arguments, which have to be
weighed against each other when designing a sensor:

• On the side of practicalities: If the sensor shall be part of a larger system (such
as a microfluidic system), it must fit in. If many sensing elements are involved
(as in an array [71, 72]), the individual elements must be small. Fabrication
may be a problem for small devices.

• Thin sensor plates tend to be fragile. Also, the dependence of frequency on
hydrostatic pressure applied to one side of a plate increases with decreasing plate
thickness. Thin plates bend more easily than thick ones. This argument does not
apply to most guided-wave devices (Sect. 15.4) because these have a rigid
substrate.

• A very important scale effect in QCM-based sensing is embodied in Eq. 6.1.18.
The numerator and the denominator are a surface and a volume integral,
respectively. If one shrinks the resonator, the surface-to-volume ratio (and
thereby the sensitivity) increases.

• With decreasing plate thickness, the fundamental frequency increases, with
numerous consequences. Note: The fundamental frequency, f0, is to be dis-
tinguished from the frequency at the respective overtone. The arguments below
apply to the fundamental frequency. Going to high overtone orders is less
effective in increasing the mass sensitivity than increasing f0. The primary
benefit in operation at overtones is the comparison between overtones.

• For the gravimetric QCM in the vapor phase, the mass-sensitivity constant
increases as f 0

-2. However, one should not confuse the mass-sensitivity con-
stant with the limit of detection (LOD). The LOD scales as f 0

-1 because the
scatter of the frequency readings must be taken into consideration (Sect. 8.1).

• A gravimetric QCM in a liquid feels both the adsorbed mass and the viscous
drag. The mass-induced frequency shift scales as f 0

2, while the increase in
bandwidth due to viscous drag scales as f 0

3/2 (Eq. 9.1.1). Since the precision of
a frequency reading scales as the bandwidth, the noise-equivalent mass scales
as f 0

-1/2. See also the discussion around Eq. 8.1.6.
• The time of data acquisition scales as C-1. In ring-down, each decay must last

for a few multiples of the decay time. In impedance analysis, the sweep rate can
be increased in proportion to C.

Note: The crystal itself responds to changes at its surface within a few periods
of oscillation. In more mathematical terms, a resonator responds quickly to
changes in MR, jR, and nR, while it responds slowly (on the time scale of C-1)
to an external force (see Eqs. 4.1.7 and 4.1.20). Processes occurring on a time
scale below C-1 can be resolved in ring-down [73]. In ring-down, one directly
sees the current trace versus time on the screen of the digital oscilloscope. The
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resonator obeys the resonator equation at all times. If the spring constant rapidly
changes, this will immediately affect the current trace, regardless of the reso-
nator’s damping constant. Such sudden changes will usually be triggered in one
way or another. They might be triggered by the process of ring-down itself [73].

• When measuring the stiffness of a single contact, the sensitivity scales as the
inverse of the active area, A-1 (cf. Eq. 11.3.4).

• The current into the electrode scales as electrode area. Small electrodes require
sensitive amplifiers. The argument applies in frequency control as well. Low-
cost oscillator circuits run into difficulties with small resonators because of the
small currents involved.

• When an analyte concentration is to be inferred from the adsorbed mass per unit
area, one cannot gain in accuracy by making the area smaller. However, if the total
mass is the target of the measurement, one will try to decrease the total mass of the
resonator (Eq. 6.1.18). For mass spectrometry (a potential future application of
acoustic resonators), NEMS resonators are the devices of choice [45, 46].

• There is a scale effect in the study of an adsorption kinetics because the
efficiency of mass transport to a sensor surface depends on the geometry of the
sensor [74, 75].

• For wireless interrogation, higher frequency translates to smaller antennas [76].
• If quantum effects are to be observed, a high frequency makes life easier

because of DE = hf. (DE the energy quantum and h the Planck constant).
Smaller resonators have higher frequencies and larger quanta of vibrational
energy. In consequence, the requirements on cooling are the less stringent. As
reported in Refs. [77, 78], quantization of the vibrational energy has been seen
with MEMS devices. Here are the words of Pierre Meystre, commenting on this
work in the Science Magazine [79]: …The successful cooling of macroscopic
mechanical systems to their motional ground state is an exciting and essential
step toward that goal, but it is ‘‘beyond ground state’’ physics that promises to
be most exciting in bringing the emerging field of quantum acoustics to the
level of sophistication of quantum optics. The demonstration of phonon lasers,
squeezed and other nonclassical phonon states, entangled states, state transfer
between phonon and photon fields, and much more, are already on the horizon,
with an explosion of new results expected soon.

Glossary

Variable Definition (Comments)

A Effective area of the resonator plate

c Speed of propagation

E Energy

f As an index: film
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fr Resonance frequency

f0 Resonance frequency at the fundamental
(f0 = Zq/(2mq) = Zq/(2qqdq))

GL As an index: Guiding Layer

h Planck constant

MR Mass of a resonator

~rq;S Reflectivity evaluated at the resonator surface

Zq Acoustic wave impedance of AT-cut quartz
(Zq = 8.8 9 106 kg m-2 s-1)

k Wavelength of sound

C Imaginary part of a resonance frequency

jR Spring constant of a resonator

nR Drag coefficient of a resonator

x Angular frequency

References

1. Mason, W.P., Baker, W.O., McSkimin, H.J., Heiss, J.H.: Measurement of shear elasticity and
viscosity of liquids at ultrasonic frequencies. Phys. Rev. 75(6), 936–946 (1949)

2. Alig, I., Lellinger, D., Sulimma, J., Tadjbakhsch, S.: Ultrasonic shear wave reflection method
for measurements of the viscoelastic properties of polymer films. Rev. Sci. Instrum. 68(3),
1536–1542 (1997)

3. Wang, X.J., Subramaniam, K.V., Lin, F.B.: Ultrasonic measurement of viscoelastic shear
modulus development in hydrating cement paste. Ultrasonics 50(7), 726–738 (2010)

4. Alig, I., Steeman, P.A.M., Lellinger, D., Dias, A.A., Wienke, D.: Polymerization and network
formation of UV curable materials monitored by hyphenated real-time ultrasound
reflectometry and near-infrared spectroscopy (RT US/NIRS). Prog. Org. Coat. 55(2),
88–96 (2006)

5. Wegener, M., Oehler, H., Lellinger, D., Alig, I.: Note: piezoelectric polymers as transducers
for the ultrasonic-reflection method and the application in mechanical property-screening of
coatings. Rev. Sci. Instrum. 83(1), 3 (2012)

6. Alig, I., Oehler, H., Lellinger, D., Tadjbach, S.: Monitoring of film formation, curing and
ageing of coatings by an ultrasonic reflection method. Prog. Org. Coat. 58(2–3), 200–208
(2007)

7. Lellinger, D., Tadjbach, S., Alig, I.: Determination of the elastic moduli of polymer films by a
new ultrasonic reflection method. Macromol. Symp. 184, 203–213 (2002)

8. Kiry, F., Martinoty, P.: Ultrasonic investigation of anisotropic viscosities in a nematic liquid-
crystal. J. De Phys. 38(2), 153–157 (1977)

9. Martinoty, P., Candau, S.: Determination of viscosity coefficients of a nematic liquid crystal
using a shear waves reflectance technique. Mol. Cryst. Liq. Cryst. 14(3–4), 243 (1971)

10. Alig, I., Tadjbakhsch, S., Floudas, G., Tsitsilianis, C.: Viscoelastic contrast and kinetic
frustration during poly(ethylene oxide) crystallization in a homopolymer and a triblock

354 15 Other Surface-Acoustic-Wave Based Instruments



copolymer. Comparison of ultrasonic and low-frequency rheology. Macromolecules 31(20),
6917–6925 (1998)

11. Alig, I., Tadjbakhsch, S., Hadjichristidis, N., Floudas, G.: Order-to-disorder transition in a
diblock copolymer studied at ultrasonic frequencies with a shear wave reflection technique.
Europhys. Lett. 52(3), 291–296 (2000)

12. Baron, T., Lebrasseur, E., Bassignot, F., Martin, G., Pétrini, V., Ballandras, S.: High-overtone bulk
acoustic resonator. In: Beghi, M.G. (ed.) Modeling and Measurement Methods for Acoustic
Waves and for Acoustic Microdevices. Intech, Rijeka (2013). www.intechopen.com/
books/modeling-and-measurement-methods-for-acoustic-waves-and-for-acoustic-microdevices/
high-overtone-bulk-acoustic-resonator

13. Huang, H.C., Knox, J.D., Turski, Z., Wargo, R., Hanak, J.J.: Fabrication of submicron
LiNbO3 transducers for microwave acoustic (bulk) delay-lines. Appl. Phys. Lett. 24(3),
109–111 (1974)

14. Gachon, D., Courjon, E., Martin, G., Gauthier-Manuel, L., Jeannot, J.-C., Daniau, W.,
Ballandras, S.: Fabrication of high frequency bulk acoustic wave resonator using thinned
single-crystal lithium niobate. Ferroelectrics 362(1), 30–40 (2010) www.tandfonline.com/
doi/abs/10.1080/00150190801997872

15. Rabus, D., Martin, G., Carry, E., Ballandras, S.: Eight channel embedded electronic open
loop interrogation for multi sensor measurements. Proc. Eur. Freq. Time Forum (EFTF)
436–442 (2012)

16. Pijolat, M., Reinhardt, A., Defay, E., Deguet, C., Mercier, D., Aid, M., Moulet, J., Ghyselen,
B., Gachon, D., Ballandras, S.: Large Qf product for HBAR using smart cut transfer of
LiNbO3 thin layers onto LiNbO3 substrate. Proc. IEEE Ultrason. Symp. 201–204 (2008)

17. Mansfeld, G.D.: Theory of high overtone bulk acoustic wave resonator as a gas sensor. In:
Proceedings of 13th International Conference on Microwaves, Radar and Wireless
Communications (MIKON) (2000)

18. Valtorta, D., Mazza, E.: Measurement of rheological properties of soft biological tissue with
a novel torsional resonator device. Rheol. Acta 45(5), 677–692 (2006)

19. Stroop, R., Uribe, D.O., Martinez, M.O., Brokelmann, M., Hemsel, T., Wallaschek, J.: Tactile
tissue characterisation by piezoelectric systems. J. Electroceram. 20(3–4), 237–241 (2008)

20. Stokich, T.M., Radtke, D.R., White, C.C., Schrag, J.L.: An instrument for precise
measurement of viscoelastic properties of low-viscosity dilute macromolecular solutions at
Frequencies from 20 to 500 khz. J. Rheol. 38(4), 1195–1210 (1994)

21. http://www.flucon.de/. Accessed 28 Feb 2013
22. Kirschenmann, L., Pechhold, W.: Piezoelectric rotary vibrator (PRV)—a new oscillating

rheometer for linear viscoelasticity. Rheol. Acta 41(4), 362–368 (2002)
23. Pechhold, W., Mayer, U., Raju, G.B., Guillon, O.: Piezo rotary and axial vibrator (PRAV)

characterization of a fresh coating during its drying. Rheol. Acta 50(3), 221–229 (2011)
24. Crassous, J.J., Regisser, R., Ballauff, M., Willenbacher, N.: Characterization of the

viscoelastic behavior of complex fluids using the piezoelastic axial vibrator. J. Rheol.
49(4), 851–863 (2005)

25. Vadillo, D.C., Tuladhar, T.R., Mulji, A.C., Mackley, M.R.: The rheological characterization
of linear viscoelasticity for ink jet fluids using piezo axial vibrator and torsion resonator
rheometers. J. Rheol. 54(4), 781–795 (2010)

26. Grate, J.W., Martin, S.J., White, R.M.: Acoustic-wave microsensors. 1. Anal. Chem. 65(21),
A940–A948 (1993)

27. Martin, S.J., Frye, G.C., Senturia, S.D.: Dynamics and response of polymer-coated surface-
acoustic-wave devices—effect of viscoelastic properties and film resonance. Anal. Chem.
66(14), 2201–2219 (1994)

28. Reindl, L., Scholl, G., Ostertag, T., Scherr, H., Wolff, U., Schmidt, F.: Theory and application
of passive SAW radio transponders as sensors. IEEE Trans. Ultrason. Ferroelectr. Freq.
Control 45(5), 1281–1292 (1998)

References 355

http://www.intechopen.com/books/modeling-and-measurement-methods-for-acoustic-waves-and-for-acoustic-microdevices/high-overtone-bulk-acoustic-resonator
http://www.intechopen.com/books/modeling-and-measurement-methods-for-acoustic-waves-and-for-acoustic-microdevices/high-overtone-bulk-acoustic-resonator
http://www.intechopen.com/books/modeling-and-measurement-methods-for-acoustic-waves-and-for-acoustic-microdevices/high-overtone-bulk-acoustic-resonator
http://www.tandfonline.com/doi/abs/10.1080/00150190801997872
http://www.tandfonline.com/doi/abs/10.1080/00150190801997872
http://www.flucon.de/


29. Rock, F., Barsan, N., Weimar, U.: Electronic nose: current status and future trends. Chem.
Rev. 108(2), 705–725 (2008)

30. http://us.msasafety.com/CBRNE-Detectors/CBRNE-Detectors/HAZMATCAD%26reg%3B-
and-HAZMATCAD%26reg%3B-Plus/p/000400000200001000. Accessed 11 May 2013

31. Yeo, L.Y., Friend, J.R.: Ultrafast microfluidics using surface acoustic waves. Biomicrofluidics
3(1), 012002 (2009)

32. Friend, J., Yeo, L.Y.: Microscale acoustofluidics: microfluidics driven via acoustics and
ultrasonics. Rep. Prog. Phys. 83(2), 647–704 (2011)

33. Josse, F., Bender, F., Cernosek, R.W.: Guided shear horizontal surface acoustic wave sensors
for chemical and biochemical detection in liquids. Anal. Chem. 73(24), 5937–5944 (2001)

34. Saha, K., Bender, F., Gizeli, E.: Comparative study of IgG binding to proteins G and A:
nonequilibrium kinetic and binding constant determination with the acoustic waveguide
device. Anal. Chem. 75(4), 835–842 (2003)

35. Fu, Y.Q., Luo, J.K., Du, X.Y., Flewitt, A.J., Li, Y., Markx, G.H., Walton, A.J., Milne, W.I.:
Recent developments on ZnO films for acoustic wave based bio-sensing and microfluidic
applications: a review. Sens. Actuators B Chem. 143(2), 606–619 (2010)

36. Martin, F., Newton, M.I., McHale, G., Melzak, K.A., Gizeli, E.: Pulse mode shear horizontal-
surface acoustic wave (SH-SAW) system for liquid based sensing applications. Biosens.
Bioelectron. 19(6), 627–632 (2004)

37. Lange, K., Rapp, B.E., Rapp, M.: Surface acoustic wave biosensors: a review. Anal. Bioanal.
Chem. 391(5), 1509–1519 (2008)

38. http://saw-instruments.com/index.php. Accessed 20 Sept 2013
39. Pohl, A.: A review of wireless SAW sensors. IEEE Trans. Ultrason. Ferroelectr. Freq.

Control 47(2), 317–332 (2000)
40. Zhou, X.F., Zhang, J., Jiang, T., Wang, X.H., Zhu, Z.Q.: Humidity detection by

nanostructured ZnO: a wireless quartz crystal microbalance investigation. Sens. Actuators
A Phys. 135(1), 209–214 (2007)

41. Ricco, A.J., Martin, S.J., Zipperian, T.E.: Surface acoustic-wave gas sensor based on film
conductivity changes. Sens. Actuators 8(4), 319–333 (1985)

42. Jungwirth, M., Scherr, H., Weigel, R.: Micromechanical precision pressure sensor
incorporating SAW delay lines. Acta Mech. 158(3–4), 227–252 (2002)

43. Berger, R., Gerber, C., Lang, H.P., Gimzewski, J.K.: Micromechanics: a toolbox for
femtoscale science: ‘‘towards a laboratory on a tip’’‘. Microelectron. Eng. 35(1–4), 373–379
(1997)

44. Varshney, M., Waggoner, P.S., Tan, C.P., Aubin, K., Montagna, R.A., Craighead, H.G.: Prion
protein detection using nanomechanical resonator arrays and secondary mass labeling. Anal.
Chem. 80(6), 2141–2148 (2008)

45. Waggoner, P.S., Varshney, M., Craighead, H.G.: Detection of prostate specific antigen with
nanomechanical resonators. Lab Chip 9(21), 3095–3099 (2009)

46. Yang, Y.T., Callegari, C., Feng, X.L., Ekinci, K.L., Roukes, M.L.: Zeptogram-scale
nanomechanical mass sensing. Nano Lett. 6(4), 583–586 (2006)

47. Wingqvist, G.: AlN-based sputter-deposited shear mode thin film bulk acoustic resonator
(FBAR) for biosensor applications—a review. Surf. Coat. Technol. 205(5), 1279–1286
(2010)

48. Wingqvist, G., Bjurstrom, J., Liljeholm, L., Yantchev, V., Katardjiev, I.: Shear mode AlN
thin film electro-acoustic resonant sensor operation in viscous media. Sens. Actuators B
Chem. 123(1), 466–473 (2007)

49. Zuniga, C., Rinaldi, M., Khamis, S.M., Johnson, A.T., Piazza, G.: Nanoenabled
microelectromechanical sensor for volatile organic chemical detection. Appl. Phys. Lett.
94(22), 223122 (2009)

50. Tang, P.K., Wang, P.H., Li, M.L., Lu, M.S.C.: Design and characterization of the immersion-
type capacitive ultrasonic sensors fabricated in a CMOS process. J. Micromech. Microeng.
21(2), 129901 (2011)

356 15 Other Surface-Acoustic-Wave Based Instruments

http://us.msasafety.com/CBRNE-Detectors/CBRNE-Detectors/HAZMATCAD%26reg%3B-and-HAZMATCAD%26reg%3B-Plus/p/000400000200001000
http://us.msasafety.com/CBRNE-Detectors/CBRNE-Detectors/HAZMATCAD%26reg%3B-and-HAZMATCAD%26reg%3B-Plus/p/000400000200001000
http://saw-instruments.com/index.php


51. Arlett, J.L., Roukes, M.L.: Ultimate and practical limits of fluid-based mass detection with
suspended microchannel resonators. J. Appl. Phys. 108(8) , 084701 (2010)

52. Fanget, S., Hentz, S., Puget, P., Arcamone, J., Matheron, M., Colinet, E., Andreucci, P.,
Duraffourg, L., Myers, E., Roukes, M.L.: Gas sensors based on gravimetric detection—a
review. Sens. Actuators B Chem. 160(1), 804–821 (2011)

53. Lange, D., Brand, O., Baltes, H.: CMOS Cantilever Sensor Systems: Atomic Force
Microscopy and Gas Sensing Applications. Springer (2002)

54. Hölscher, H., Schwarz, U.D., Wiesendanger, R.: Calculation of the frequency shift in
dynamic force microscopy. Appl. Surf. Sci. 140(3–4), 344–351 (1999)

55. Sader, J.E., Jarvis, S.P.: Accurate formulas for interaction force and energy in frequency
modulation force spectroscopy. Appl. Phys. Lett. 84(10), 1801–1803 (2004)

56. Giessibl, F.J.: A direct method to calculate tip-sample forces from frequency shifts in
frequency-modulation atomic force microscopy. Appl. Phys. Lett. 78(1), 123–125 (2001)

57. Dufour, I., Josse, F., Heinrich, S.M., Lucat, C., Ayela, C., Menil, F., Brand, O.:
Unconventional uses of microcantilevers as chemical sensors in gas and liquid media.
Sens. Actuators B Chem. 170, 115–121 (2012)

58. Chaste, J., Eichler, A., Moser, J., Ceballos, G., Rurali, R., Bachtold, A.: A nanomechanical
mass sensor with yoctogram resolution. Nat. Nanotechnol. 7(5), 300–303 (2012)

59. http://www.ifcs-eftf2011.org/sites/ifcs-eftf2011.org/files/editor-files/Slides_Piazza.pdf.
Accessed 18 June 2014

60. Rubiola, E.: Phase Noise and Frequency Stability in Oscillators. Cambridge University Press,
New York (2010)

61. Lakin, K., Wang, J., Kline, G., Landin, A., Chen, Y., Hunt, J. Thin film resonators and filters.
In: Ultrasonics Symposium Proceedings, pp. 466–475 (1982)

62. Wingqvist, G.: Thin-film electro-acoustic sensors based on AlN and its alloys: possibilities
and limitations. Microsyst. Technol. Micro Nanosyst. Inf. Storage Process. Syst. 18(7–8),
1213–1223 (2012)

63. Ruby, R.: Review and comparison of bulk acoustic wave FBAR, SMR technology. In: 2007
IEEE Ultrasonics Symposium Proceedings, vols. 1–6, pp. 1029–1040, New York (2007)

64. Haines, J., Cambon, O., Keen, D.A., Tucker, M.G., Dove, M.T.: Structural disorder and loss
of piezoelectric properties in alpha-quartz at high temperature. Appl. Phys. Lett. 81(16),
2968–2970 (2002)

65. Krempl, P., Schleinzer, G., Wallnofer, W.: Gallium phosphate, GaPO4: a new piezoelectric
crystal material for high-temperature sensorics. Sens. Actuators A Phys. 61(1–3), 361–363 (1997)

66. Fritze, H., Tuller, H.L.: Langasite for high-temperature bulk acoustic wave applications.
Appl. Phys. Lett. 78(7), 976–977 (2001)

67. http://newpiezo.com/langasite.html. Accessed 28 Mar 2013
68. Yu, F.P., Zhang, S.J., Zhao, X.A., Yuan, D.R., Wang, Q.M., Shrout, T.R.: High temperature

piezoelectric properties of yttrium calcium oxyborate single crystals. Phys. Status Solidi
Rapid Res. Lett. 4(5–6), 103–105 (2010)

69. https://www.avl.com/pressure-sensors-for-combustion-analysis. Accessed 28 Mar 2013
70. Fritze, H.: High-temperature piezoelectric crystals and devices. J. Electroceram. 26(1–4),

122–161 (2011)
71. Jin, X.X., Huang, Y., Mason, A., Zeng, X.Q.: Multichannel monolithic quartz crystal

microbalance gas sensor array. Anal. Chem. 81(2), 595–603 (2009)
72. Hung, V.N., Abe, T., Minh, P.N., Esashi, M.: Miniaturized, highly sensitive single-chip

multichannel quartz-crystal microbalance. Appl. Phys. Lett. 81(26), 5069–5071 (2002)
73. Berg, S., Johannsmann, D.: High speed microtribology with quartz crystal resonators. Phys.

Rev. Lett. 91(14), 145505 (2003)
74. Arlett, J.L., Myers, E.B., Roukes, M.L.: Comparative advantages of mechanical biosensors.

Nat. Nanotechnol. 6(4), 203–215 (2011)
75. Squires, T.M., Messinger, R.J., Manalis, S.R.: Making it stick: convection, reaction and

diffusion in surface-based biosensors. Nat. Biotechnol. 26(4), 417–426 (2008)

References 357

http://www.ifcs-eftf2011.org/sites/ifcs-eftf2011.org/files/editor-files/Slides_Piazza.pdf
http://newpiezo.com/langasite.html
https://www.avl.com/pressure-sensors-for-combustion-analysis


76. Rabe, J., Seidemann, V., Buettgenbach, S.: Monolithic fabrication of wireless miniaturized
quartz crystal microbalance (QCM-R) arrays and their application for biochemical sensors.
Sens. Mater. 15(7), 381–391 (2003)

77. O’Connell, A.D., Hofheinz, M., Ansmann, M., Bialczak, R.C., Lenander, M., Lucero, E.,
Neeley, M., Sank, D., Wang, H., Weides, M., Wenner, J., Martinis, J.M., Cleland, A.N.:
Quantum ground state and single-phonon control of a mechanical resonator. Nature
464(7289), 697–703 (2010)

78. Teufel, J.D., Donner, T., Li, D.L., Harlow, J.W., Allman, M.S., Cicak, K., Sirois, A.J.,
Whittaker, J.D., Lehnert, K.W., Simmonds, R.W.: Sideband cooling of micromechanical
motion to the quantum ground state. Nature 475(7356), 359–363 (2011)

79. Meystre, P.: Cool vibrations. Science 333(6044), 832–833 (2011)

358 15 Other Surface-Acoustic-Wave Based Instruments



Chapter 16
Combined Instruments

Abstract The QCM is often combined with other techniques of interface analysis.
In some cases, doing that in situ is straight-forward. An example is the electro-
chemical QCM (EQCM). The combination with optical reflectometry is particularly
interesting because the data analysis proceeds along similar lines, but still often
leads to an effective optical thickness, which is lower than the Sauerbrey thickness.

16.1 Electrochemical QCM

One of the goals when immersing the QCM into liquids in the 1980s was its com-
bination with electrochemical instrumentation [2, 3]. An electrochemical QCM
(EQCM) converts Df to the mass transfer at the electrode (Fig. 16.2). The EQCM is
widely used on a routine basis. Early reviews were provided by Buttry and Ward [4]
and by Schumacher [5]. More recent accounts can be found in the book chapters by
Marx [6] and by Dhaikin et al. [7] or in the reviews by Doblhofer and Weil [8] and by
Hillman [9]. Also, see the work by the Kutner group (Ref. [10] and others).

When interrogated by impedance analysis, most EQCMs are configured as
depicted in Fig. 16.1. The front electrode of the resonator at the same time is the
working electrode (WE) of an electrochemical three-electrode setup. In principle,
there is a problem, because two electronic instruments talk to the same electrode.
The impedance analyzer (operating at MHz frequencies) and the potentiostat
(operating at low frequencies) might interfere with each other. A similar problem
occurs when the resonator is driven by ring-down or by an oscillator circuit. It can
be solved by inserting a high-pass filter (a capacitor, typically 0.1 lF) and a low
pass filter (an inductor, typically 1 mH) between the resonator and the driving
circuitry as shown in Fig. 16.1.

Here are issues to keep an eye on:

• Mass transfer is only one out of a few different causes for a frequency shift. A
thorough discussion of the matter can be found in Ref. [7]. Df is also affected
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by roughness, slip, the viscosity of the coupled layer [11], piezoelectric stiff-
ening, and the softness of the adsorbate.

• At positive voltages, the front electrode may be damaged because metals tend
to dissolve under anodic potentials. Often, the chromium adhesion layer is the
weakest element of the chain. According to Ref. [12], titanium adhesion layers
are more robust than chromium layers in this regard. At any rate, positive
potentials can pose problems.

• The EQCM requires calibration because the charge is proportional to the
electrochemically active area, while the frequency shift is not. Calibration can
occur with a well-understood electroplating process (such as copper deposition
[13]). Do not confuse the electrochemically active area with the acoustically
active area according to Eq. 7.4.7. Faraday processes occur on the metal sur-
face with equal efficiency everywhere, while the amplitude distribution varies
and may extend to beyond the electrode.

• The speed of data acquisition can be a problem. Electrochemical measurements
often rely on transients. An example is cyclovoltammetry. A typical cyclo-
voltammogram is acquired over a few seconds and contains a few hundred
readings of voltage and current. Impedance analysis cannot go any faster than
100 ms per frequency sweep.

As in all other applications, the advanced EQCM has more to offer than the
measurement of mass transfer [15–17]. Marx reports at length on changes of the
motional resistance (proportional to the half-bandwidth) with the progress of a
reaction [6]. Making use of frequency and half-bandwidth on the different over-
tones, one can infer the softness of the deposit or assess the roughness of the layer.
Hillman extensively studied the viscoelastic properties of poly(3,4-ethylene di-
oxythiophene) films (PEDOT films) [15]. There is an interesting twist to this work.
When fitting Df and DC on the different overtones with the parameters of a layer
system, the thickness is one of the free parameters. Errors in thickness and softness
are often cross-correlated. In an EQCM experiment, one has independent

Fig. 16.1 Sketch of an
EQCM-setup employing
impedance analysis. The front
electrode is connected to both
the impedance analyzer
(‘‘network analyzer’’) and the
potentiostat. An inductor and
a capacitor act as a high-pass
and a low-pass filter,
respectively. Reprinted with
permission from Ref. [1].
Copyright 2000 Elsevier
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knowledge on the layer thickness from the charge passed through the electrode.
Using this knowledge helps in the determination of G0 and G00.

While not immediately evident, there seems to be no influence of the oscillation
amplitude onto the speed of an electrochemical reaction. To the best of the
author’s knowledge, no such effect has ever been reported. Düwel searched for
them [18], but what he found could be explained with effects of temperature.

A final remark: Running an electro-chemical experiment on an EQCM is dif-
ferent from ‘‘sono-electrochemistry’’ [19, 20]. The transverse oscillation of the
QCM surface is a gentle disturbance compared to the large-amplitude compres-
sional waves applied in sono-electrochemistry. In particular, there is no cavitation
above an EQCM surface, while cavitation is important in sono-electrochemistry.

16.2 Optical Reflectometry

The combination of shear-wave reflectometry (which is what a QCM measurements
amounts to) with optical reflectometry has two separate aspects. Firstly, the exper-
imental realization is less easy than one might think. Secondly, the apparent optical
thickness (defined below) is often lower than the apparent acoustic thickness (the
Sauerbrey thickness) [21–24], and there is a deeper reason for this being so.

As in acoustics, an optical reflectivity can mean reflected intensity (power per
unit area) or reflected amplitude. In the latter case, the reflectivity is complex. For
thickness measurements, the amplitude reflection coefficient is more useful than the
power reflection coefficient. The information on film thickness is mostly contained
in the phase of the amplitude reflection coefficient. At least this is so for films on

Fig. 16.2 Results from an EQCM experiment, where the shift of frequency and the current have
been converted to mass transfer and charge. A gold electrode was employed. The resonator was
immersed into an aqueous HClO4 solution. Under anodic conditions (to the left) a monolayer of
adsorbed oxygen was formed. The layer was re-dissolved when the voltage returned to less
positive values. Reprinted with permission from Ref. [14]. Copyright 1985 Elsevier
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metal surfaces. The reflected power can be analyzed [25, 26], but the dependence of
the power reflectance coefficient on the thickness of a dielectric layer on top of a
metal surface is weak. The phase of a reflected wave varies with film thickness
much more than the intensity. Two techniques giving access to the phase are
ellipsometry [27, 28] and surface plasmon resonance (SPR) spectroscopy [29]. In
ellipsometry one relies on the interference between the two waves polarized such
that the electric field vector is perpendicular and parallel to the plane of incidence
(‘‘s’’ and ‘‘p’’). Ellipsometry on a QCM surface is straight-forward [21, 30], but it is
still not strictly trivial because windows are needed for measurements in a liquid
and windows are a reason to worry because of stress birefringence.

The following discussion is mostly based on SPR spectroscopy. SPR spec-
troscopy relies on a guided optical wave. (So does the so-called ‘‘waveguide
spectroscopy’’, [31, 32] which is related to SPR spectrocsopy.) An SPR spec-
trometer is the optical analog of the surface acoustic wave (SAW) device
(Sect. 15.4). There are solutions to Maxwell’s equations, which only exist at metal
surfaces. They are surface modes, called surface plasmons (also: surface plasmon
polaritons). The surface plasmon is the optical analog of the Rayleigh wave. Its
speed of propagation depends on the dielectric properties of the ambient medium.
One usually leaves the frequency fixed (that is, one employs a laser) and infers the
speed of propagation from a measurement of the wavenumber and the relation
kpl = x/cpl. The index pl denotes a surface plasmon. The wavenumber of the
surface plasmon, kpl, is determined with little effort from the coupling angle and
the latter needs an explanation.

In order to excite a surface plasmon (or any other type of guided wave) from the
outside, the x-component of the two wave vectors (guided wave and external beam)
must be the same. This is the content of Snell’s law. The x-component of the
incoming beam is given as kx = sin(h) nambx/c with namb the refractive index of the
ambient medium, c the speed of light in vacuum, and h the angle of incidence
(measured from the surface normal). Clearly, kx is always smaller than nambx/c. The
plasmon’s wavenumber, on the other hand, is always larger than nambx/c. Unless
some trick is employed, Snell’s law prohibits the excitation of surface plasmons
with external beams. Some mechanism for coupling has to be found [29].

The easiest way to achieve coupling (prism coupling [38]) is not possible on a
QCM because the prism disturbs the acoustic resonance. Grating coupling, on the
other hand, is a possibility [33, 34]. One creates a shallow corrugation grating on
the resonator surface. The grating diffracts the surface plasmon to the outside and
it can also diffract an external beam such that the beam excites a surface plasmon.
For excitation to be efficient, the diffracted beam and the surface plasmon must
have the same kx, which amounts to the condition:

kpl ¼
nambx

c
sin h� 2p

K
ð16:2:1Þ

K is the grating constant of the corrugation grating. The surface plasmon is only
excited if the angle of incidence, h, has the correct value. The respective angle is
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the coupling angle. In SPR spectroscopy, one measures the coupling angle as
precisely as one can.1 One does so by acquiring the reflectivity of the sample
versus incidence angle, R(h) (Fig. 16.3). Note: R(h) is the power reflectance
coefficient, not the amplitude reflectance coefficient. The latter is at the core of
SPR spectroscopy, but the amplitude reflectance coefficient is not what the raw
data show. The function R(h) has a characteristic dip at the coupling angle; SPR
spectroscopy relies on this dip. The sine of the coupling angle is proportional to
kpl, and kpl, in turn, shifts in response to the deposition of a film. All numerical
factors aside, the coupling angle takes the role, which the frequency has in a QCM
measurement. As in acoustics, a shift in kpl can be translated to a shift of an
amplitude reflection coefficient. In SPR spectroscopy, one—in effect—determines
the optical amplitude reflection coefficient at the interface between the metal and
the sample. The mathematical details are outside the scope of this chapter.

In principle, the analogy between the QCM and the SPR-spectrometer extends
to the width of the resonance and the width of the dip of the reflectivity curve. One
can analyze this width; it is the analog of C. This type of analysis is not routine,
though, among the reasons being the possibility of scattering (see Sect. 11.7) and
in-plane heterogeneity (see Sect. 11.5.3).
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Fig. 16.3 Reflectivity of p-
light as obtained with SPR
spectroscopy. This numerical
example was calculated with
prism coupling. The dip in
reflectivity takes the role of
the resonance curve in a
QCM experiment. It shifts to
higher angles of incidence
upon deposition of a film.
‘‘Reflectivity’’ here refers to
reflected power, not to
amplitude

1 A mantra of the book is ‘‘Measure a frequency if you can’’. There is a corresponding wisdom in
astronomy (and even optics) which says: ‘‘Measure an angle if you can’’. The positions of the
stars count as angles and so does their color because color turns into an angle after a diffraction
grating. The apparent brightness of a star cannot be turned into an angle and the measurement of a
star’s distance therefore is a difficult matter. It is about as difficult has measuring a resonator’s
effective area (proportional to the peak conductance). Of course the apparent brightness can be
measured, but it cannot be measured with the same ease and precision as the star’s position in the
sky and its color. Now to SPR spectroscopy: Film thickness turns into an angle (the coupling
angle) when probed with an SPR spectrometer. SPR spectroscopy is a scheme to turn the
parameter of interest into an angle.
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A few remarks on the technical realization of combined QCM and SPR
measurements:

• The presence of a grating actually shifts the plasmon’s wavenumber, kpl, by a
small amount. The details are unessential here.

• The gratings needed for coupling have in the past been etched into the quartz
blank. [33–35] In the author’s opinion, this process does not have much of a
future because of cost. The process makes use of reactive ion etching (RIE),
which is laborious and needs expensive equipment. The effort would be well
spent if the blanks could be used numerous times, but unfortunately they have
to be replaced after a few tens of experiments, at best. Also, the quality of the
quartz blank suffers from the etching process.

• Corrugation gratings can also be produced on polymer surfaces by hot
embossing. [36] One might coat the crystal with a polymer film and imprint the
grating into that film.

• SPR spectroscopy has also been combined with guided acoustic waves. [37]
The remarks on optical and acoustic thickness below apply to this scheme, as
well. The benefit in using a guided-wave device is that coupling can be
achieved with a prism [38] rather than a grating. Prism coupling is easier. The
prism can be mounted on the back of the substrate without damping the
acoustic wave. There is no need for a corrugation grating.

• The in situ combination of optical reflectometry and piezo-based microgravi-
metry allows to study one and the same sample with both techniques. However,
there still is a difference, which is the area of averaging. The optical technique
(which ever it is) averages over the beam size. This area is different from the
acoustically active area.

• In view of the various difficulties, the comparison between Sauerbrey thickness
and apparent optical thickness may be easier and even more reliable when
based on measurements with two separate instruments on two samples (which
hopefully have the same properties).

Given that Dkpl and Df play a similar role in their respective contexts, one can
expect the analysis to occur along similar lines. Indeed, the equations linking film
thickness to Dkpl in SPR spectroscopy and to Df in a QCM measurement are
similar. For the shift in Dkpl, there is the following approximate relation [38, 39]:

Dkpl �
x
c

e0sube
0
liq

e0sub þ e0liq

 !2
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�e0sube

0
liq

q
1

e0sub � e0liq

e0sub � e0f

� ffi
e0f � e0liq

� ffi

e0f

2

4

3

5 2pdf

k

ð16:2:2Þ

The indices sub and liq denote the substrate (the metal layer) and the liquid. ~e ¼ ~n2

is the dielectric constant at optical frequencies. e0f can be converted to the volume
fraction of the adsorbate if the refractive index as a function of coverage is known.
However, this is not usually the case and one may even debate, whether a
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refractive index is a meaningful parameter for a sparse layer of adsorbed
molecules.

The term in square brackets in Eq. 16.2.2 collects all parameters depending on
the properties of the film. Since Eq. 16.2.2 is linear in df, it can be written in
integral form:
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c
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liq
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ð16:2:3Þ

In the last line, the integral was renamed as I1. I1 is the ‘‘first integral invariant’’
[40], more generally defined as

I1 ¼
Z1

�1

e1 � eðzÞð Þ eðzÞ � e2ð Þ
eðzÞ dz ð16:2:4Þ

The indices 1 and 2 denote the two adjacent media (here: the metal and the bulk
liquid). The first invariant plays a central role in both SPR spectroscopy and
ellipsometry. When the wavelength is much larger than the thickness of the layer
of interest, both techniques determine I1. In the long-wavelength limit, neither SPR
spectroscopy nor ellipsometry resolve the inner structure of the film.

The following argument needs one more approximation, which is that the
properties of the metal are much different from the properties of both the adsorbate
and the ambient medium. This approximation is reasonable because the adsorbate
is an organic medium with a refractive index different but not vastly different from
the refractive index of the solvent. The refractive index of the metal, on the
contrary, is large and predominantly imaginary. This approximation allows to
replace e0sub�e0(z) by e0sub�e0liq. Applied to Eq. 16.2.3, this leads to

Dkpl �
x
c

e0subeliq

e0sub þ e0liq

 !2
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�e0subeliq

p
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0

e0 zð Þ � e0liq
e0 zð Þ dz ð16:2:5Þ

Equation 16.2.5 has the same structure as the corresponding equation from shear-
wave reflectometry. Above Eq. 10.2.7, the long-wavelength limit had been
applied, which had resulted in the relation

D~f

f0
� ��x

pZq

Z1

0

~Z2ðzÞ � ~Z2
liq
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pZq

Z1

0

~GðzÞ � ~Gliq
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dz ð16:2:6Þ
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(A short-cut was made here in not discussing the role of the first invariant in the
context of the QCM. The first invariant is different from the right-hand side in
Eq. 16.2.6.) Comparing Eqs. 16.2.5 and 16.2.6, one might conclude that the
information contained in surface plasmon resonances and quartz crystal reso-
nances should be similar. The structure of the underlying equations is the same.
In both cases, there is a response function (e or G), which is converted to a
‘‘contrast function’’ (integrands in Eqs. 16.2.5 and 16.2.6). The outcome of the
experiment is proportional to the z-integral of the contrast function.

The apparent thickness of the sample determined optically is often found to be
less than the Sauerbrey thickness. The apparent optical thickness is meant to be the
thickness derived from Eq. 16.2.2, assuming the e0f is equal to the dielectric
constant of the unswollen film. Of course the derivation of this thickness needs an
assumption on e0f . It is not always clear what the appropriate refractive index of the
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Fig. 16.4 In a model calculation, the dependence of the dielectric constant and the viscosity on
adsorbate volume fraction are both approximated as linear. (a) However, the slope is much larger
for the viscosity. The viscosity is assumed to increase by a factor 10 for a 10 % solution, while e
increases by only a factor of 1.05 for the same concentration. The contrast function (panel b,
Eqs. 16.2.5 and 16.2.6) following from these assumptions saturates for the viscosity, while it is
close to linear for the dielectric constant. Panel c shows the contrast function versus distance from
the surface, where the underlying profile of the adsorbate volume fraction was assumed to be a
decaying exponential. The shape of the optical contrast function closely follows the shape of the
concentration. Its integral is proportional to the adsorbed amount. The shear-wave contrast
function, on the contrary, is close to unity for all volume fractions larger than 0.1. It only decays
to the zero in the tail of the profile. Its integral is not a good measure of the adsorbed amount; it
increases with swelling
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equivalent dry film would have to be and the conversion to optical thickness
therefore is often not even attempted. The results of an SPR measurements are
usually quoted in terms of ‘‘refractive index units’’ rather than equivalent thick-
ness. This practice avoids the ambiguities resulting from having to make
assumptions on n. Still, one can make such assumptions and vary them within
reasonable bounds. When doing that, one usually finds that the derived equivalent
optical thickness is lower than the Sauerbrey thickness, regardless of what exactly
the assumption on n is.

The difference goes back to swelling of the sample in the liquid phase. Swelling
affects the acoustic thickness to a larger extent than the optical thickness. In simple
words, the liquid is dragged along by the polymer chains and therefore contributes
to the acoustic thickness, while the liquid’s polarizability (closely connected to e)
is not affected by whether or not there are polymer chains near-by. This simple
explanation can be put onto quantitative physical grounds, which is done below.

The matter is illustrated in Fig. 16.4, which displays a model calculation. The
crucial difference between optical waves and shear waves is that the response
function varies by a few percent in optics, while it can easily vary by more than a
decade in shear-wave reflectometry. The calculation underlying Fig. 16.4 is based
on viscosity, rather than shear modulus. The two are related by ~G ¼ ixg.
Somewhat simplifying the matter, it was assumed that both response functions (g
and e) depend linearly on adsorbate volume fraction. However, g was made to
increase by a factor of 10 for a volume fraction of 10 %, while e was made to only
increase by a factor 1.05 for the same concentration. These choices reflect the
argument made above. Upon adding a polymer to a solvent, the viscosity increases
much stronger than the volume-averaged polarizability.

Figure 16.4b shows the resulting contrast functions. The contrast function
cannot exceed unity. It comes close to unity for shear waves, while it stays well
below unity and is closely proportional to the adsorbate volume fraction for the
optical beam. Panel c shows how the contrast function depends on z if the
underlying adsorbate volume fraction is a decaying exponential. Since the optical
contrast function is roughly proportional to volume fraction, it also is close to a
decaying exponential. The integral over the contrast function is roughly propor-
tional to the adsorbed amount. This is different for shear waves. Because the
contrast function saturates, the profile is closer to a box profile than to a decaying
exponential. Its integral is not proportional to the adsorbed amount, not even
roughly [21]. If a compact film swells by some limited amount, this will increase
the thickness, but will not much decrease the acoustic contrast function. The latter
is close to unity with and without solvent inside the film [21]. As a consequence,
the Sauerbrey thickness increases with swelling even for rather dilute polymer
layers. Swelling increases the acoustic thickness, while it affects the optical
thickness to a lesser extent.

The above discussion focused on swellable polymer films. There is another
situation with a similar background, which is the clustering of proteins (or other
nanoparticles) upon adsorption. That topic has been addressed by Richter and

16.2 Optical Reflectometry 367



co-workers at length [23, 41]. A ‘‘swollen’’ layer in this context is a layer with
much liquid volume between the adsorbed objects. When the objects deposit as
dimers (or as larger clusters), the amount of trapped liquid decreases relative to the
state with random positions. The clustered and the random state can be distin-
guished based on the comparison of optical and acoustic thickness.

The consequence of this situation is that SPR spectroscopy is the more
appropriate sensing method if the primary interest is the determination of adsorbed
amount. QCM data are affected by swelling. Trapped liquid can of course increase
the sensitivity. It amounts to an amplification scheme. The disadvantage lies in the
difficulties with interpretation.

16.3 QCM/AFM Combination

One may want to place a QCM under an AFM tip for two reasons. Firstly, the
AFM can image the sample, which aids the interpretation of Df and DC. [42–44]
For instance, one might count the number particles per unit area and divide Df by
this number in order to infer the frequency shift per particle (see Sect. 12.1 for an
example). A second target of the combination might be the behavior of the
tip-sample contact under MHz shear excitation. The principal drawback of this
type of studies is the poor sensitivity. The resonance frequency does not shift
noticeably upon contact with an AFM tip. To see this, use the relation Df = 1/
(2np2Zq)jP (Eq. 11.3.5) and estimate the constant stiffness as jP = 2G*a (Eq. 11.
2.11) with G* the relevant modulus (Eq. 11.2.12, use a value of G* & 10 GPa for
this estimate) and a the contact radius (use a & 5 nm for this estimate). Inserting
this contact stiffness into Eq. 11.3.3 (use A = 30 mm2), one arrives at a frequency
shift of

Df ¼ 1
2np2ZqA

2G�a � 0:02 Hz: ð16:3:1Þ

One might be able to observe such a small frequency shift with a stable system, but
the approximations leading to this estimate have already excluded all soft samples
because G* was assumed as 10 GPa. Also, when inserting a contact radius of
5 nm, the resolution, which can be achieved with an AFM, was substantially
compromised. Increasing the fundamental frequency does not help: f0 does not
enter Eq. 16.3.1. The only knob to turn is the effective area. The effective area can
be brought down by employing inverted MESA resonators or MEMS resonators.

There is a second implication of Eq. 16.3.1. A few small contacts do not change
the resonant frequency. For that reason, one can place non-electroded quartz
blanks on a slightly rough metal plate and use the metal plate as the lower elec-
trode (Fig. 6.1). The resonance frequency is hardly changed by the few asperities
holding the blank.
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There are reports in the literature, where a QCM has been seen to respond to
contact with an AFM tip [45–48]. One explanation would be tip blunting. Tip
blunting may have occurred accidentally by the contact with the QCM. Actually,
blunted tips (or small spheres glued to the AFM tip) are an option for contact
mechanics experiments based on the QCM/AFM combination. Using an indenter
rather than a tip also is an option, as demonstrated by Krim and Wahl [49]. These
modifications avoid the problem of the contact area being too small. A second
explanation for why an AFM tip can appear to induce a large frequency shift is an
interaction with the tip holder, mediated by compressional waves [50]. The latter
argument applies to experiments in the liquid phase.

While the QCM cannot be used for detection, one can still observe the response
of the AFM tip to the vibration of the substrate (the quartz resonator). This is not at
all difficult. One might look for a vibration of the tip at MHz frequencies [51], but
the vibration might also affect the forces of detachment [51] or the friction force
[52]. If one looks for an easy way to oscillate the substrate of an AFM, the QCM is
one solution. This being said: There are other solutions. Any kind of ultrasonic
transducer will do [53, 54], there is no need to employ a resonant device. Also, one
might vibrate the tip, rather than the substrate. The tip’s vibration might occur at
MHz frequencies and one might employ quartz as the resonator material [55–57].
The cantilever is small, it will therefore respond to a contact with a frequency shift.
(Of course a small cantilever is also overdamped more easily than a QCM). Not
coincidentally, the analysis of frequency shifts of the cantilever’s resonance
induced by the interaction with a substrate is well established in dynamic atomic
force microscopy [58, 59].

16.4 Combination with the Surface Forces Apparatus

The ‘‘surface forces apparatus’’ (SFA, also ‘‘surface forces balance, SFB’’) was
designed to study forces between molecularly flat surfaces (mostly mica), where
the distance between the two surfaces is measured by an interferometric scheme
[60]. The same scheme also provides the area of contact. From the perspective of
QCM-based contact mechanics experiments, there are two separate issues, which
are the use of mica to provide for an atomically flat surface and the interferometric
scheme to measure distance and contact area. The author has participated in
experiments, where the QCM was integrated into an SFA. For the details see Refs.
[61, 62]. It is fair to say that the technical constraints are demanding. Somewhat
less ambitious is it, to glue mica sheets onto a QCM [63]. However, in the author’s
laboratory, the mica-coated resonators had poor mode shapes on the overtones
(large anharmonic side bands, cf. Sect. 7.2). This meant that the principal benefit
of the advanced QCM (the comparison of frequency and bandwidth from different
overtones) could not be exploited. That is not meant to say that the use of mica on
a QCM was impossible. A better procedure for preparation might succeed.
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16.5 Combination with the JKR Apparatus

Most polymer melts are too viscous to be studied as a bulk, semi-infinite medium
with a QCM. They overdamp the resonance. They can still be investigated, if they are
made to touch the resonator in the center only. The small contact area makes up for
the polymer’s large wave impedance. There are two ways of running this experi-
ment. In the simpler approach, one does not measure the contact area and limits the
analysis to the ratio of DC and –Df. In simple models, the ratio is independent of
contact area and can be converted to the material’s loss tangent, tan(dL) = G00/G0.
There is an approximation in these models though, elaborated on in Sect. 9.4.

The contact area can also be measured, making use of the so-called JKR
apparatus (Fig. 16.5). The abbreviation ‘‘JKR’’ stands for Johnson, Kendall, and
Roberts, who formulated the model underlying this instrument (Ref. [64], see also
Sect. 11.2). A JKR apparatus pushes a hemisphere of the material under test
against a flat substrate and images the contact area, using a microscope. The
material must be soft enough to form a sufficiently extended contact. If JKR theory
applies, the dependence of the contact area on normal force can be used to derive
the material’s (static) elastic modulus and the work of adhesion (Eq. 11.2.8).
Flanigan et al. have replaced the flat substrate by a quartz resonator and used the
frequency shift as an additional source of information [65]. With known contact
area, Df and DC can be converted to G0 and G00 (that is, the near-surface value of
the MHz shear modulus) because the displacement pattern is almost a plane wave.

16.6 Combination with Optical Instrumentation

Since the resonator surface is optically accessible, optical investigations on the
sample are easy and are being done at many places. In particular, a camera is often
placed over the resonator. (Optical reflectometry is discussed separately in
Sect. 16.2.) The discussion is limited to two remarks:

elastomer

optical
microscope

normal 
force

contact 
radius

QCM
surface

Fig. 16.5 A setup combining
a QCM with a JKR apparatus.
The JKR apparatus applies a
vertical force, thereby
pushing a soft polymer lens
against a flat substrate. It
measures the vertical
displacement and the radius
of contact. Adapted from Ref.
[65]
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• Transparent electrodes made of indium-tin-oxide (ITO) are available [66, 67].
The low conductivity of ITO is somewhat of a problem. It can broaden the
resonance via piezoelectric stiffening and it can also tilt the resonance curve, as
discussed in the context of Fig. 4.14. The problems are manageable, but need
attention.

• A semi-quantitative optical measure of film thickness can be obtained with
localized surface plasmons. See Ref. [68] for more details.

16.7 Combination with Calorimetry

Smith and co-workers have combined a QCM with calorimetry. They call the
instrument QCM/HCC, where HCC stands for ‘‘heat conduction calorimetry’’ [69].
The resonator is mounted on small stacks of thermopiles. When heat flows through
the thermopile, the Seebeck effect generates a voltage, which is recorded and
analyzed. The source of heat usually is some kind of a functional film deposited on
the resonator surface. The film might simply be a polymer layer exposed to vapor,
in which case the instrument measures the heat of sorption [70]. The active layer
might also contain a catalyst layer [71]. For more details see Ref. [70].

16.8 A Magnetic QCM

The Janata group has coated a QCM with a magnetic material and finds a
dependence of the resonance frequency on the magnetic field [72]. The mechanism
by which the change comes about is not entirely clear. In Ref. [73], Df is not
proportional to the magnetic field. The mechanism may be indirect (and there may
be more than one mechanism).

16.9 Combination with Various Forms of Electrical
Spectroscopy

Given that a front electrode is in place anyway, one can use it for purposes other
than driving the crystal. It can be used to do electrochemistry (Sect. 16.1), elec-
trochemical impedance spectroscopy (EIS, Refs. [74, 75, 76]), dielectric spec-
troscopy (Ref. [77]), or electric cell-substrate impedance sensing (ECIS, Ref.
[78]). Presumably, the list is incomplete. Note that other electrical elements (such
as thermocouples) or more than one electrode can be placed onto the resonator
surface if the plate is large enough. Quartz plates with diameters of up to three
inches are available.
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Glossary

Variable Definition (Comments)

a Contact radius

amb As an index: ambient medium

A Effective area of the resonator plate

c Speed of propagation, speed of light

df Film thickness

f Frequency

f As an index: film

f0 Resonance frequency at the fundamental
(f0 = Zq/(2mq) = Zq/(2qqdq))

~G Shear modulus (~G ¼ G0 þ iG00)

G* Effective shear modulus (Eq. 11.2.12)

kpl Wavenumber of surface plasmon

kx x-component of the wavenumber of the incident beam

liq As an index: liquid (mostly the ambient medium)

n Overtone order

~n Refractive index

pl As an index: plasmon

Q Quality factor

R(h) A reflectivity curve. (In SPR spectroscopy, R is the reflected intensity;
h is the angle of incidence.)

sub As an index: substrate (mostly a metal film)

z Spatial coordinate along the surface normal

~Z Acoustic wave impedance

Zq Acoustic wave impedance of AT-cut quartz
(Zq = 8.8 9 106 kg m-2 s-1)

C Imaginary part of a resonance frequency

D As a prefix: A shift induced by the presence of the sample

~e Dielectric constant optical frequencies (~e ¼~n2)

g Viscosity

jP Spring constant of a contact with a particle
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k Wavelength

K Wavelength of a corrugation grating (Eq. 16.2.1)

h Angle of incidence

q Density

x Angular frequency
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Chapter 17
Considerations for Well-Controlled QCM
Experiments

Abstract Tips and tricks for successful and meaningful experiments are mentioned
at various places in the book. They are collected here. The list was expanded with
advice of entirely practical nature.

17.1 Temperature-Frequency Coupling

The stiffness of any material depends on temperature. As a rule of thumb, the
stiffness decreases with increasing temperature because the material expands. As
the atoms move apart, the forces resisting deformation decrease. The matter is
more complicated for anisotropic crystals, though. Certain components of the
stiffness tensor of a-quartz actually increase with temperature. As a consequence,
there are the so-called temperature-compensated cuts, which lead to a resonance
frequency almost independent of temperature. One of these is the famous AT-cut.
The AT-cut has the crystallographic x-axis in the resonator plane. The y-axis is
rotated away from the surface normal by about 35�. The existence of a tempera-
ture-compensated cut, per se, is an advantage of quartz. Not all crystals have such
a cut. Silicon, for instance, does not. (There are other ways to achieve temperature
compensation.) Even if a suitable cut exists, there are limits to temperature
compensation. A vanishing temperature coefficient of frequency, TCF, can only be
achieved for one temperature and for one overtone at a time.

For the AT-cut, the T-f characteristic follows a cubic polynomial (Fig. 17.1):

df

f
¼ a T � T0ð Þ þ b T � T0ð Þ2þ c T � T0ð Þ3 ð17:1:1Þ

df is the deviation from the frequency at the reference temperature, T0. The
parameters of the polynomial are [2]
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T0 ¼ 25 �C

a ¼ ð�1:32� 0:085 DhÞ10�6

b ¼ ð0:15� 0:093 DhÞ10�9

c ¼ ð101:3þ 0:200 DhÞ10�12

Dh ¼ h� 35�300

ð17:1:2Þ

One can adjust the T-f characteristic to some extent a slightly adjusting the
angle of the crystal cut.

While Fig. 17.1 and Eq. 17.1.1 suggest that temperature effects could be
accounted for by measuring temperature and correcting Df suitably, such a cor-
rection is always incomplete because of hysteresis. Upon heating the crystal and
returning to room temperature, the resonator does not return to the exact same
frequency. The reason are crystal defects, which slowly migrate and rearrange in
response to changes of temperature and stress.

Since the different overtones respond to changes of temperature differently, one
can infer temperature from the comparison offrequency shifts on different overtones.
There is no need to separately measure temperature. This is one of the rare cases,
where anharmonic side bands can be of use. The comparison of Df on a few anhar-
monic sidebands can provide the temperature. Inferring temperature from the
comparison between overtones is a routine procedure in time and frequency control.
In sensing, this correction scheme only works if temperature effects can be reliable
subtracted from the effects of the sample, which also differ between the overtones.

Advice:

• Control temperature. You hope for constant temperature within ±0.01 �C.
• Be aware of the fact that crystals in air have poor thermal contact to the holder.

It can take time until the temperature equilibrates.
• When doing sorption experiments in vapor, remember that solvent evaporation

and solvent condensation are accompanied by a latent heat.
• When shining light onto a crystal, check whether absorption heats the crystal.
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Fig. 17.1 For AT-cut quartz,
the temperature dependence
of fr follows a cubic
polynomial. The parameters
of the polynomial slightly
vary between overtones. They
can be changed to some extent
by adjusting the angle of the
cut, h (Eq. 17.1.2). Dh is the
deviation from 35�12.50.
Adapted from Ref. [1]
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17.2 Effects of Pressure and Static Stress

The dependence of frequency on stress has similar roots as the dependence on
temperature. The stiffness of a crystal depends on the distance between the atoms,
which changes when the crystal is deformed. As with temperature effects, defects
play a role. The stress-induced migration of defects produces memory effects.

A crystal is rarely stress-free. Even if suspended on an air-cushion, there is
unrelaxed stress remaining from the evaporation of the metal electrodes and the
mismatch of the thermal expansion coefficients. Stress relaxation is a major source
of aging. The most stable resonators available for frequency control (the BVA
resonators [3]) have the electrodes separated from the resonator.

The dependence of fr on bending can be put to use to measure surface stresses
[4–6]. Such surface stresses might originate from the sample. Also, there are
commercial quartz resonators operated as pressure sensors [7].

There is a crystal cut less sensitive to stress than the AT-cut, which is the so-
called ‘‘SC-cut’’. ‘‘SC’’ stands for ‘‘stress-compensated’’. Unfortunately, the SC-
cut does not resonate in the thickness-shear mode. It cannot be used in liquids
because of compressional waves.

Advice:

• Avoid static stress.
• Give the crystal time to adjust to changes in stress.
• Do not touch the crystal holder (and the cables, as well) during an experiment.
• Be careful with pumping liquids; consider measurements in quiescent solution.
• Be aware of the fact that hydrostatic pressure has an effect on frequency. The

respective coefficient is about 1.26 ppm/bar [8]. This can be of relevance for
experiments in vacuum or in high-pressure cells.

• When the crystal experiences a rapid change in environmental conditions,
always keep an eye on whether these involve transients in temperature or stress.

• If using thin crystals (f0 [ 10 MHz), consider a pressure compensation scheme
following Ref. [9].

• Because of the effects of stress, the resonance frequency usually changes by a
few Hertz, when a crystal is taken out of the holder and reinserted back into it.
The crystal must be removed from the holder for some kinds of surface
treatment (such as spin-casting). If such effects are to be avoided, the crystal
must stay in the holder at all times.

17.3 Drive Level Dependence

At low enough oscillation amplitude, the QCM is a linear device and the resonance
frequency therefore does not depend on amplitude. The fact that the QCM obeys
linear acoustics is a consequence of the deformation being small. In the context of
oscillations, there is a simple test for linear response, which is whether or not fr
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depends on amplitude. Readers with a physics education may recall this topic from
the discussion of the pendulum. The restoring force onto the pendulum is given as
mg sin(h) with m the mass, g = 9.81 m/s2 standard gravity, and h the angle of
excursion. For small h, one uses sin(h) & h and finds that the oscillation period is
independent of h in this limit. If sin(h) is noticeably different from h, the pendulum
swings slower at larger amplitudes. Precise pendulum clocks therefore employ
long arms with a correspondingly small angle.

Interestingly, the exact same problems creeps back in through the back door
with quartz clocks. With quartz clocks, there is no such thing as sin(h), but the
resonance frequency nevertheless slightly depends on amplitude because of a
slightly nonlinear intrinsic stress-strain relation of AT-cut quartz. The larger the
amplitude, the stronger these effects. From an electrical point of view, one wants
the amplitude to be high because the correspondingly high current facilitates read-
out. On the other hand, nonlinear elasticity becomes noticeable at high amplitudes.
The amplitude eventually chosen is a compromise. The problem is less severe than
with pendulum clocks, but it is of the same nature, in principle.

The dependence of resonance frequency on driving voltage is routinely deter-
mined and therefore has acquired an abbreviation, which is the ‘‘DLD’’ (for ‘‘drive
level dependence’’) [10, 11]. One should make sure to keep the drive level low
enough to not observe the crystal’s intrinsic elastic nonlinearity.

Advice:

• Check for the drive level dependence of your crystal, that is, determine Df(u0)
on the bare resonator and subtract these frequency shifts later, if necessary.

• For experiments in air a drive level of -5 dBm (*180 mV) is reasonable.
(This assumes an output resistance of the impedance analyzer of 50 X.)

• For experiments in liquids, a drive level of 15 dBm (*1.8 V) is a good start.
• Remember that the nominal voltage at the output of an impedance analyzer can

be different from the voltage at the electrode because of the impedance ana-
lyzer’s finite output resistance (Sect. 7.4).

A drive level of 0 dBm corresponds to a power of 1 mW. For a 50 ohm cable,
0 dBm translates to 317 mV (zero-to-peak). The voltage is 317 9 10DL/20 mV
with DL the drive level in units of dBm.

17.4 Compressional Waves

The origin of compressional waves and their consequences are discussed in
Sect. 7.6. We proceed to the recommendations:

• Always remain aware of compressional waves when doing experiments in
liquids.

• In air, compressional waves are not much of a problem because air has a low
compressional-wave impedance. (Effects of compressional waves are not
strictly absent, though.)
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• Compressional waves are particularly problematic for measurements of vis-
cosity because the reference state is the crystal in air. The effects of com-
pressional waves differ between air and liquid.

• When doing an adsorption experiment in a liquid (aiming at adsorbed mass),
one can hope that the effects of compressional waves are the same before and
after absorption.

• Compressional waves are particular detrimental if they are reflected from the
back of the cell. That can be avoided by a cell design, where the opposing wall
is inclined with respect to the crystal surface or has a shape other than being a
flat wall. A ‘‘spoiler’’ (an irregularly shaped piece of Teflon mounted in front of
the resonator surface) has also been used [12].

• Effects of compressional waves are often variable during temperature sweeps in
a liquid cell. The observed temperature dependence might go back to a coupled
resonance, rather than the sample’s intrinsic temperature dependence (Fig. 7.7).
Keep an eye on coupled resonances when ramping temperature.

17.5 Front Electrode Grounded

Piezoelectric stiffening was discussed in Chap. 5 and in Sect. 14.2. The recom-
mendations are:

• Ground the front electrode well.
• If possible, use a pi-network and a transformer as discussed in Sect. 14.2. The

transformer can be used to ground the front electrode.
• If you have long cables between the driving electronics and the crystals, fix

these well and do not move them during the experiment.
• If in doubt, compare the frequency readings from pure water and salt solutions.

If the addition of salt lowers the frequency with no corresponding change in
bandwidth, you are looking at an effect of piezoelectric stiffening. For exper-
iments in air, approach a grounded metal plate to the resonator surface from the
top (thereby increasing the capacitance between the front electrode and the
environment). If the frequency decreases upon bringing the metal piece close
the resonator, your measurements may be affected by piezoelectric stiffening.

17.6 Baseline Stability

Baseline drifts can never be completely avoided. The drift mostly goes back to
slow stress relaxation. In liquids, you can hope for a drift of less than 1 Hz/h.
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Advice:

• Give the resonator some time after mounting; allow for a relaxation of the
stress induced by mounting.

• If possible, keep the crystal running while no measurement is performed. This
helps to maintain a stationary state.

• Allow for a run-in time after a measurement has started.
• Be careful with pumping liquids because the concurrent stress may affect the

frequency.
• If possible, go back to the initial state after an experiment and check if the

frequency returns to where it was before.
• If working in liquids, consider degassing the liquid in order to avoid bubbles

and presoak the crystal in the liquid before an experiment.

17.7 The 01-Mode Must Be Well Separated
from the Anharmonic Side Bands

Among the benefits of impedance analysis is that one can judge the quality of a
crystal from the shape of the conductance trace. The 01-mode should be well
separated from the anharmonic side bands (Fig. 7.3). Otherwise, there is coupling
between the two modes, which interferes with the measurement.

17.8 Check for Electrical Contact by Calculating
the Effective Area

If in doubt on whether the crystal is well connected, calculated the effective area
with Eq. 7.4.7. If the computed area is much less than the real area, the contacts at
the back to the crystal may have suffered from corrosion. (An effective area much
different from the true electrode area can also result from calibration errors.)

17.9 Bandwidth Can Be More Robust than Frequency

The resonance frequency responds to changes in temperature, stress, and drive
level more than the bandwidth. In harsh environments, the frequency is sometimes
useless (that is, uncorrelated with the state of the sample), while the bandwidth still
carries information (is correlated with the state of the sample). In such situations,
one will be careful to not overinterpret the sensor output, but one might still accept
the bandwidth as some kind of an indicator.

382 17 Considerations for Well-Controlled QCM Experiments

http://dx.doi.org/10.1007/978-3-319-07836-6_7
http://dx.doi.org/10.1007/978-3-319-07836-6_7


17.10 Do not Use Frequency Shifts from the Fundamental
in an Analysis of Overtone Dependence

For reasons, which are poorly understood, Df on the fundamental often deviates
from what is expected, based on Df as determined on the other overtones and the
available models. Potential sources are poor energy trapping and electric fringe
fields. Since there is no trust-worthy model accounting for these effects, many
researchers only measure on overtones 3 and higher.

17.11 When Doing Impedance Analysis, Be Aware
of the Fact that the Sweep Rate Affects the Values
on the Admittance Trace

If sweeping quickly in impedance analysis, the measured admittance at any given
frequency is affected by the previous reading. This happens if the time elapsed
between two measurement of Gel and Bel on the frequency scale is less than the
inverse bandwidth of the resonance. (That usually is the case.) The fitted resonance
frequency slightly shifts when the sweep rate is changed. Importantly, the apparent
resonance frequency can also shift slightly, when the bandwidth changes by large
amounts. The effect can be accounted for by performing two sweeps in opposite
directions and taking the averages of the corresponding fit parameters.

17.12 When Comparing Overtones, Be Aware of the Fact
that the Data at the Different Overtones Are
Acquired at Different Times

The comparison between overtones is an essential element of the modeling pro-
cess. When the sample’s properties change with time, an overtone dependence of
Df/n may reflect a time-dependence of Df/n, rather than an n-dependence. The
effects can be checked for by alternating the sequence, in which overtones are
accessed (low n ? high n followed by high n ? low n).

17.13 When Analyzing the Overtone Dependence
of Frequency Shifts Acquired on Samples in the Dry
State, Be Aware of the Electrode Effects

Although not immediately apparent, the acoustic impedance of the electrode has
an influence on the frequency shift induced by coating the electrode with some
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other layer. Electrode effects are particularly pronounced for films in the dry
(Sect. 6.2). Also, remember that the modal mass has a small dependence on
overtone order (Sect. 6.1.4).

17.14 Re-use of Crystals, Cleaning, Maintenance of Holder

Unfortunately, the lifetime of the crystals is rather limited. Depending one the
details, crystals can only be re-used in a few (up to a few ten) experiments.

Advice:

• Check for crystal quality by monitoring the conductance trace of the anhar-
monic side bands. If the crystal has suffered, this spectrum changes. The band
with the lowest frequency in a group should also be the one with the largest
conductance (Sect. 7.2).

• As crystals age, their intrinsic bandwidth increases.
• Do not clean crystals with Piranha solution if you can avoid it. Piranha solution

etches SiO2. More generally, avoid alkaline solutions.
• UV-Ozone cleaning is effective in removing organic contaminants.
• If working in liquids, keep an eye on chemical compatibility of the liquid with

the O-rings of the holder. Also, check the electrical contacts (the soft springs
contacting the back of the crystal) for corrosion.

• See Ref. [13] for more suggestions on how to clean crystals after contact with
various types of samples.

Glossary

Variable Definition (Comments)

a, b, c Coefficients of the 3rd-order polynomial describing the T-f charac-
teristic of AT-cut crystals

f Frequency

T Temperature

T0 Reference temperature of the T-f characteristic

df Shift in resonance frequency caused by temperature drifts

Df(u0) Dependence of the frequency shift on amplitude, u0

h Angle of a crystal cut (Angle between the surface normal and the
crystallographic y-axis)
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Collection of Essential Equations
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