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PREFACE 1 BY BALRAM PANIGRAHI

Mathematical models in the field of soil and water engineering have 
become essential tools for the planning, development, and manage-
ment of land and water resources. They are increasingly used to ana-
lyze quantity and quality of stream flow, groundwater and soil water, 
and different water resources management activities. Their application 
in the fields of soil and water engineering has expanded the horizon of 
innovative research. Modeling Methods and Practices in Soil and Water 
Engineering, a volume in the new book series Innovations in Agricultural 
and Biological Engineering, discusses the development of useful models 
and their applications in soil and water engineering. The book contains 12 
chapters spreading over three parts: Modeling Methods in Soil and Water 
Engineering, Research Innovations in Soil and Water Engineering, and 
Irrigation Management of Crops.

The first section covers various modeling methods, including ground-
water recharge estimation, rainfall-runoff modeling using artificial neu-
ral networks, development and application of a water balance model and 
a HYDRUS-2D model for cropped fields, a multi-model approach for 
stream flow simulation, multi-criteria analysis for construction of ground-
water structures in hard rock terrains, hydrologic modeling of watersheds 
using remote sensing, and GIS and AGNPS.

The effects of climate change on water resources planning and manage-
ment and sustainable urban drainage systems are discussed in the book’s 
second section. A specialized chapter deals with applications of remote 
sensing and GIS for watershed planning and management.

Irrigation water for agriculture is diminishing day by day, which 
affects rice production in many rice-growing countries. The third section 
addresses productivity of rice under deficit irrigation and suggests differ-
ent water-saving irrigation techniques to help in obtaining optimum yield. 
Finally methods to estimate water requirement of different crops and per-
formance of plantation crops in degraded watersheds under different con-
servation trenches are discussed.



The book will serve as a reference manual for graduate and under-
graduate students of agriculture and agricultural, civil, and biological 
engineering and will also be valuable for those who teach, practice, and 
research soil and water conservation methods for agriculture.

The contributions by the authors of different chapters of this book are 
very valuable and without their support this book would have not been 
published successfully. The authors are well experts in their fields. Their 
names are mentioned in each chapter and also separately in the list of con-
tributors. The readers are requested to offer constructive suggestions that 
may help to improve the next edition.

I take the opportunity to offer my heartfelt obligations to Distinguished 
Professor Megh R. Goyal “Father of Irrigation Engineering of 20th Century 
in Puerto Rico” and editor of this book who has benevolently given me an 
opportunity to serve as a lead editor of this book. We both thank all the 
editorial staff of Apple Academic Press Inc. for making every effort to 
publish this book. I express my deep obligations to my family, friends and 
colleagues for their help and moral support during preparation of the book.

Balram Panigrahi, PhD
Editor

December 31 of 2015

xvi Preface 1 by Balram Panigrahi



Due to increased agricultural production, irrigated land has increased in 
the arid and sub-humid zones around the world. Agriculture has started to 
compete for the water use with industries, municipalities and other sectors. 
This increasing demand along with increments in water and energy costs 
have made it necessary to develop new innovative technologies for the 
adequate management of natural resources. The intelligent use of soil and 
water for crops requires understanding of evapotranspiration processes 
and use of efficient irrigation methods under limited resources.

Our planet will not have enough potable water for a population of >10 
billion persons in 2115. The situation will be further complicated by mul-
tiple factors that will be adversely affected by the global warming. The 
http://www.un.org/waterforlifedecade/scarcity.shtml indicates, “Water 
scarcity already affects all continents. Around 1.2 billion people, or almost 
one-fifth of the world’s population, live in areas of physical scarcity, and 
500 million people are approaching this situation. Another 1.6 billion peo-
ple, or almost one quarter of the world’s population, face economic water 
shortage (where countries lack the necessary infrastructure to take water 
from rivers and aquifers). Water scarcity is among the main problems to be 
faced by many societies and the World in the 21st century. Water use has 
been growing at more than twice the rate of population increase in the last 
century, and, although there is no global water scarcity as such, an increas-
ing number of regions are chronically short of water. Water scarcity is both 
a natural and a human-made phenomenon. There is enough freshwater on 
the planet for seven billion people but it is distributed unevenly and too 
much of it is wasted, polluted and unsustainably managed.” The crisis is 
rampant.

I have been involved in Soil and Water Conservation Engineering 
(SWCE) since 1971. I know what the cooperating authors have emphasized 
in this book volume. I am a staunch supporter of preserving our natural 
resources. The updated seventh edition of “Soil and Water Conservation 
Engineering by http://www.asabe.org” emphasizes engineering design of 
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soil and water conservation practices and their impact on the environment, 
primarily air and water quality. Other books on SWCE advocate the same. 
Importance of wise use of our natural resources has been taken up seri-
ously by Universities, Institutes/Centers, Government Agencies and Non-
Government Agencies. With an example in the next paragraph, I conclude 
that the agencies and departments in SWCE have contributed to the ocean 
of knowledge.

At Orissa University of Agriculture and Technology (http://www.caet.
org.in/caet/), the Department of SWCE is well equipped with soil and water 
conservation, irrigation and drainage and hydraulics laboratories, which 
have facilities of modern systems and equipment’s like Neutron Probe 
moisture meter, Pressure plate apparatus, Digital stage level recorder, 
Micro Irrigation systems, different types of hydraulic pumps, models and 
prototypes of chute and drop spillway, models to study ground water flow 
dynamics, Geo-resistivity meter, etc. The department has also working 
co-ordination with various Government organizations and industries to 
help students to gain practical knowledge. Besides, the facility of testing 
and evaluation of various pumps, sprinklers and drippers are available. 
The SWCE has rendered its yeomen service to the farming community 
through programs related to irrigation and drainage water management, 
ground water and wells, SWE, Hi-tech irrigation systems and watershed 
management. Besides, the department has undertaken research component 
of World Bank funded project, “National Watershed Development Project 
for Rainfed Areas (NWDPRA),” and Integrated Watershed Development 
Project (IWDP) throughout the Orissa state at different watersheds, 
Improvement of hydraulic structures in Mahanadi Delta irrigation com-
mand, Rehabilitation of degraded watersheds, etc. Similar and specialized 
description of SWCE programs is available throughout the world.

Our book also contributes to the ocean of knowledge on SWCE. 
Agricultural and Biological Engineers (ABEs) with expertise in SWCE 
work to better understand the complex mechanics of natural resources, so 
that they can be used efficiently and without degradation. ABEs determine 
crop water requirements and design irrigation systems. They are experts 
in agricultural hydrology principles, such as controlling drainage, and 
they implement ways to control soil erosion and study the environmental 
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effects of sediment on stream quality. Natural resources engineers design, 
build, operate and maintain water control structures for reservoirs, flood-
ways and channels. They also work on water treatment systems, wetlands 
protection, and other water issues. While making call for chapters for a 
book volume on SWCE, we mentioned to the prospective authors follow-
ing focus areas:

• Academia to industry to end user loop in soil and water engineering
• Aquaculture engineering
• Biological engineering in SWE
• Biotechnology applications in SWE
• Climate change and its impact on SWE
• Design in irrigation and drainage systems
• Drainage principles, management, practices
• Education in SWE: curricula/scope/opportunities
• Energy potential in SWE
• Environment engineering
• Extension methods in SWE
• Flood damage in crop production
• Flow through porous media
• Global warming due ill effects of SWCE
• Ground water and tube-wells: principles, management, and practices
• Groundwater simulation for sustainable agriculture,
• Human factors engineering in SWE
• Hydrologic applications in SWE
• Irrigation principles, management, practices
• Management of water resources
• Nanotechnology applications in SWE
• Natural resources engineering and management
• Principles of hydraulics in SWE
• Robot engineering in SWE
• Simulation, optimization and computer modeling
• Society and natural resources
• Soil and water engineering
• Waste management engineering

Therefore, I conclude that scope of SWCE is wide enough and focus 
areas may overlap one another. The mission of this book volume is to 
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serve as a reference manual for graduate and under graduate students of 
agricultural, biological and civil engineering; horticulture, soil science, 
crop science and agronomy. I hope that it will be a valuable reference 
for professionals that work with soil and water management; for profes-
sional training institutes, technical agricultural centers, irrigation centers, 
Agricultural Extension Service, and other agencies. I cannot guarantee the 
information in this book series will be enough for all situations.

After my first textbook, Drip/Trickle or Micro Irrigation Management 
by Apple Academic Press Inc., and response from international readers, 
Apple Academic Press Inc. published for the world community the ten-vol-
ume series on Research Advances in Sustainable Micro Irrigation, edited 
by Megh R. Goyal. 

At 49th annual meeting of Indian Society of Agricultural Engineers at 
Punjab Agricultural University during February 22–25 of 2015, a group of 
ABEs convinced me that there is a dire need to publish book volumes on 
focus areas of agricultural and biological engineering (ABE). This is how 
the idea was born for a new book series titled “Innovations in Agricultural 
and Biological Engineering.” Here we present the volume titled Modeling 
Methods and Practices in Soil and Water Engineering. 

My longtime colleague, Dr. Balram Panigrahi, joins me as a Lead 
Editor of this volume. Dr. Panigrahi holds exceptional professional quali-
ties in addition to Professor and Head for Department of Soil and Water 
Conservation Engineering in College of Agricultural Engineering & 
Technology (CAET) at Orissa University of Agriculture & Technology, 
Bhubaneswar, India. His contribution to the contents and quality of this 
book has been invaluable.

We will like to thank editorial staff, Sandy Jones Sickels, Vice 
President, and Ashish Kumar, Publisher and President, at Apple Academic 
Press, Inc., for making every effort to publish the book when the diminish-
ing water resources are a major issue worldwide. Special thanks are due 
to the AAP Production Staff. We request that the reader offer us your con-
structive suggestions that may help to improve the next edition. 

I express my deep admiration to my family for understanding and col-
laboration during the preparation of this book. As an educator, there is a 
piece of advice to one and all in the world: “Permit that our almighty God, 
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our Creator and excellent Teacher, irrigate the life with His Grace of rain 
trickle by trickle, because our life must continue trickling on… and Get 
married to your profession”

—Megh R. Goyal, PhD, PE
Senior Editor-in-Chief

December 31 of 2015
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Soil and water are the two vital natural resources of the world. These two 
natural resources are fast depleting. With increasing population pressure 
coupled with urbanization and industrialization, these resources are begin 
further exploited. These resources must be conserved and maintained care-
fully for sustainable crop production. Innovation researches are very much 
essential for conservation and development of these natural resources. 
Now-a-days, a number of models are used in the field of soul and water 
engineering. These models help in optimum utilization of resources and at 
the same time help in proper planning and management of decision sup-
port systems.

In this context, This volume is a commendable work by the authors. I 
congratulate Dr. Balam Panigrahi, Professor Dr. Megh R. Goyal, “Father 
of Irrigation Engineering of 20th Century in Puerto Rico”. The book 
contains useful chapters dealing with different aspects of soil and water 
engineering, including groundwater, surface water, water requirement 
of crops, remote sensing and GIS application in watershed planning and 
management, irrigation and drainage. The book will serve as an invalu-
able resource for graduate and undergraduate students of agriculture, agri-
cultural, biological and civil engineering and all deal with other natural 
resources engineering. I believe that the book will be helpful for all teach-
ing and farming community, practicing engineers, research scientists, soil 
conservationists, agronomists, planners, managers and all policy makers 
dealing with soil and water conservation.

I wish the publication a great success.
—M. Kar

Vice Chancellor, Orissa University of Agriculture & Technology, 
Bhubaneswar, Odhisa, India

FOREWORD
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PLEASE READ CAREFULLY

The goal of this compendium is to guide the world engineering community 
on how to efficiently design for economical crop production. The reader 
must be aware that dedication, commitment, honesty, and sincerity are the 
most important factors in a dynamic manner for success. 

The editor, the contributing authors, the publisher, and the printer have 
made every effort to make this book as complete and as accurate as pos-
sible. However, there still may be grammatical errors or mistakes in the 
content or typography. Therefore, the contents in this book should be con-
sidered as a general guide and not a complete solution to address any spe-
cific situation in irrigation. For example, one size of irrigation pump does 
not fit all sizes of agricultural land and to all crops.

The editor, the contributing authors, the publisher, and the printer shall 
have neither liability nor responsibility to any person, any organization 
or entity with respect to any loss or damage caused, or alleged to have 
caused, directly or indirectly, by information or advice contained in this 
book. Therefore, the purchaser/reader must assume full responsibility for 
the use of the book or the information therein.

The mention of commercial brands and trade names is only for techni-
cal purposes. It does not mean that a particular product is endorsed over 
another product or equipment not mentioned. The editors, cooperating 
authors, educational institutions, and the publisher Apple Academic Press 
Inc. do not have any preference for a particular product.

All weblinks that are mentioned in this book were active on December 
31 of 2015. The editors, the contributing authors, the publisher, and the 
printing company shall have neither liability nor responsibility, if any of 
the weblinks is inactive at the time of reading of this book.
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of engineering that applies engineering principles and the fundamental 
concepts of biology to agricultural and biological systems and tools, for 
the safe, efficient and environmentally sensitive production, processing, 
and management of agricultural, biological, food, and natural resources 
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systems,” according to www.asabe.org. “AE is the branch of engineer-
ing involved with the design of farm machinery, with soil management, 
land development, and mechanization and automation of livestock farm-
ing, and with the efficient planting, harvesting, storage, and processing of 
farm commodities,” definition by: http://dictionary.reference.com/browse/
agricultural+engineering.

“AE incorporates many science disciplines and technology practices 
to the efficient production and processing of food, feed, fiber and fuels. It 
involves disciplines like mechanical engineering (agricultural machinery 
and automated machine systems), soil science (crop nutrient and fertiliza-
tion, etc.), environmental sciences (drainage and irrigation), plant biology 
(seeding and plant growth management), animal science (farm animals 
and housing) etc.,” by: http://www.ABE.ncsu.edu/academic/agricultural-
engineering.php.

“According to https://en.wikipedia.org/wiki/Biological_engineering: 
“BE (Biological engineering) is a science-based discipline that applies 
concepts and methods of biology to solve real-world problems related to 
the life sciences or the application thereof. In this context, while traditional 
engineering applies physical and mathematical sciences to analyze, design 
and manufacture inanimate tools, structures and processes, biological engi-
neering uses biology to study and advance applications of living systems.”

SPECIALTY AREAS OF ABE

Agricultural and Biological Engineers (ABEs) ensure that the world has 
the necessities of life including safe and plentiful food, clean air and water, 
renewable fuel and energy, safe working conditions, and a healthy envi-
ronment by employing knowledge and expertise of sciences, both pure 
and applied, and engineering principles. Biological engineering applies 
engineering practices to problems and opportunities presented by living 
things and the natural environment in agriculture. BA engineers under-
stand the interrelationships between technology and living systems, have 
available a wide variety of employment options. “ABE embraces a vari-
ety of following specialty areas,” www.asabe.org. As new technology and 
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information emerge, specialty areas are created, and many overlap with 
one or more other areas.

1. Aquacultural Engineering: ABEs help design farm systems for 
raising fish and shellfish, as well as ornamental and bait fish. They 
specialize in water quality, biotechnology, machinery, natural 
resources, feeding and ventilation systems, and sanitation. They 
seek ways to reduce pollution from aquacultural discharges, to 

 Editorial xxxvii



reduce excess water use, and to improve farm systems. They also 
work with aquatic animal harvesting, sorting, and processing.

2. Biological Engineering applies engineering practices to prob-
lems and opportunities presented by living things and the natural 
environment.

3. Energy: ABEs identify and develop viable energy sources—bio-
mass, methane, and vegetable oil, to name a few—and to make 
these and other systems cleaner and more efficient. These special-
ists also develop energy conservation strategies to reduce costs and 
protect the environment, and they design traditional and alternative 
energy systems to meet the needs of agricultural operations.

4. Farm Machinery and Power Engineering: ABEs in this specialty 
focus on designing advanced equipment, making it more efficient 
and less demanding of our natural resources. They develop equip-
ment for food processing, highly precise crop spraying, agricultural 
commodity and waste transport, and turf and landscape mainte-
nance, as well as equipment for such specialized tasks as removing 
seaweed from beaches. This is in addition to the tractors, tillage 
equipment, irrigation equipment, and harvest equipment that have 
done so much to reduce the drudgery of farming.

5. Food and Process Engineering: Food and process engineers 
combine design expertise with manufacturing methods to develop 
economical and responsible processing solutions for industry. Also 
food and process engineers look for ways to reduce waste by devis-
ing alternatives for treatment, disposal and utilization.

6. Forest Engineering: ABEs apply engineering to solve natural 
resource and environment problems in forest production systems 
and related manufacturing industries. Engineering skills and exper-
tise are needed to address problems related to equipment design 
and manufacturing, forest access systems design and construction; 
machine-soil interaction and erosion control; forest operations 
analysis and improvement; decision modeling; and wood product 
design and manufacturing.

7. Information and Electrical Technologies Engineering is one of 
the most versatile areas of the ABE specialty areas, because it is 
applied to virtually all the others, from machinery design to soil 
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testing to food quality and safety control. Geographic information 
systems, global positioning systems, machine instrumentation and 
controls, electromagnetics, bioinformatics, biorobotics, machine 
vision, sensors, spectroscopy: These are some of the exciting 
information and electrical technologies being used today and being 
developed for the future.

8. Natural Resources: ABEs with environmental expertise work to 
better understand the complex mechanics of these resources, so that 
they can be used efficiently and without degradation. ABEs deter-
mine crop water requirements and design irrigation systems. They 
are experts in agricultural hydrology principles, such as controlling 
drainage, and they implement ways to control soil erosion and study 
the environmental effects of sediment on stream quality. Natural 
resources engineers design, build, operate and maintain water control 
structures for reservoirs, floodways and channels. They also work on 
water treatment systems, wetlands protection, and other water issues.

9. Nursery and Greenhouse Engineering: In many ways, nursery 
and greenhouse operations are microcosms of large-scale produc-
tion agriculture, with many similar needs – irrigation, mechaniza-
tion, disease and pest control, and nutrient application. However, 
other engineering needs also present themselves in nursery and 
greenhouse operations: equipment for transplantation; control sys-
tems for temperature, humidity, and ventilation; and plant biology 
issues, such as hydroponics, tissue culture, and seedling propaga-
tion methods. And sometimes the challenges are extraterrestrial: 
ABEs at NASA are designing greenhouse systems to support a 
manned expedition to Mars!

10. Safety and Health: ABEs analyze health and injury data, the use 
and possible misuse of machines, and equipment compliance with 
standards and regulation. They constantly look for ways in which 
the safety of equipment, materials and agricultural practices can 
be improved and for ways in which safety and health issues can be 
communicated to the public.

11. Structures and Environment: ABEs with expertise in structures 
and environment design animal housing, storage structures, and 
greenhouses, with ventilation systems, temperature and humidity 
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controls, and structural strength appropriate for their climate and 
purpose. They also devise better practices and systems for storing, 
recovering, reusing, and transporting waste products.

CAREER IN AGRICULTURAL AND BIOLOGICAL ENGINEERING

One will find that university ABE programs have many names, such as 
biological systems engineering, bioresource engineering, environmen-
tal engineering, forest engineering, or food and process engineering. 
Whatever the title, the typical curriculum begins with courses in writing, 
social sciences, and economics, along with mathematics (calculus and 
statistics), chemistry, physics, and biology. Student gains a fundamental 
knowledge of the life sciences and how biological systems interact with 
their environment. One also takes engineering courses, such as thermo-
dynamics, mechanics, instrumentation and controls, electronics and elec-
trical circuits, and engineering design. Then student adds courses related 
to particular interests, perhaps including mechanization, soil and water 
resource management, food and process engineering, industrial microbiol-
ogy, biological engineering or pest management. As seniors, engineering 
students team up to design, build, and test new processes or products.
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1.1 INTRODUCTION

Groundwater protection strategies are conventionally based on the assess-
ment of aquifer and well vulnerability. The hydrogeological characteristics 
of a specific groundwater supply system are quantified through the consider-
ation of the intrinsic physical characteristics of the subsurface materials and 
on average annual, steady-state hydrologic conditions, including ground-
water recharge. Seasonal climatic variability produces extreme changes in 
both the spatial and temporal distribution of recharge. Under consideration 
of the decreasing surface water resources available worldwide, and the real-
ization of the importance of groundwater, there is no doubt that recharge 
estimation becomes more and more important for sustainable groundwater 
management.

Estimation of groundwater recharge, which is fundamentally transient 
and spatially variable [6] can be a difficult task [41] and their estimates are 
often connected with a high degree of uncertainty. There are six general 
approaches noted in the literature for recharge estimation:

 (i) direct measurements,
 (ii) chemical methods,
 (iii) geophysical methods,
 (iv) derivation from the water budget,
 (v) analytical analysis of the groundwater table fluctuation, and
 (vi) numerical and analytical methods related to infiltration processes.

Direct measurements as well as chemical methods tend to depend on 
point measurements using lysimeters, isotopes, heat and other tracers. 
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Direct measurements can also be obtained on the catchment scale by 
stream gauging [30, 41]. However, these two methods (i and ii) are 
susceptible to measurement errors and spatial variability, and are often 
limited by their cost [27]. Geophysical methods (iii above) attempt to 
differentiate between the changes in soil moisture content using an 
associated physical property. For example, Ganz et al. [19] used elec-
trical resistivity tomography to monitor a recharge experiment over 50 
minutes near Hanover, Germany. Such a method needs sophisticated 
equipment and creates substantial data, which have to be inferred from 
soil moisture. This results in relatively short observation periods and 
long processing times. Recharge may be derived from the water budget 
(iv above) if other components in the hydrologic cycle are known with 
sufficient accuracy. Budget-based methods are often used for studies 
where meso to large-scale area recharge is needed on a gridded basis 
(e.g., the river Elbe basin, [29]). However, these estimations are highly 
uncertain at the local scale [51]. Observations of groundwater table fluc-
tuations (v above) are another widely applied method in basins where 
wells are available [32, 33]. This method suffers from uncertainty due to 
imprecision in porosity estimation especially when working in (semi-) 
conducting aquifers [23]. Indirect analytical and numerical (vi above) 
methods intend to predict the soil water movement. The initial imple-
mentation of this method occurred before the 1990s, e.g., Gardner [20] 
showed that, for water contents above field capacity, the discharge out 
of a soil column behaves, in good approximation, proportional to the 
square of water content. Another commonly used method to estimate 
recharge is physical-based vadose zone modeling [18, 26, 46]. These 
studies pointed out that vadose zone modeling is effective in the estima-
tion of the “true” recharge.

This study uses an indirect analytical and numerical method (iv 
above) to predict recharge. In order to determine reliable recharge esti-
mations using physical-based vadose zone modeling, accurate weather, 
vegetation, and soil data, such as soil temperature and soil water content 
are needed [9, 21, 22]. Specifically, the HYDRUS-1D finite element 
code was developed to solve the Richards equation in vertical direc-
tion. This code is widely used to simulate one-dimensional water move-
ment in variable saturated media [44]. Assefa and Woodbury [6] and 
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Chen, Willgoose [12] pointed out that the HYDRUS-1D can provide 
acceptable results of the infiltration rate and accumulative infiltration 
at different scales. Most soil moisture measurements are carried out 
in the uppermost part of the vadose zone, especially at the root zone, 
due to the feasible depths of the sensors [39]. The limited installation 
depth indirectly addresses uncertainties in distinguishing between deep 
percolation and recharge due to the lack of information below the root 
zone [31, 37, 39]. Installing sensors to measure soil moisture content as 
a necessary step for recharge estimation is critical.

Authors believe that the best results can be achieved by using remote 
sensor techniques to measure all required field data [25, 47] since the 
technique is: (i) a relatively inexpensive and rapid method of acquiring 
up-to-date information (ii) capable of obtaining data from remotely 
accessible areas (iii) able to reduce travel between observation sites 
and working stations, and (iv) compatible with computer devices and 
software, e.g. combined with GIS [4]. An automated data recorder can 
be installed with a weather station, which records detailed climate 
data (e.g., air temperature, precipitation, wind speed, solar radiation) 
and thus, adds valuable data to any project. The additional transfer of 
data using a cellular network allows frequent retrieval of the observed 
data and early warnings on malfunctions of the sensors. This total data 
package allows for numerical modeling using the observed soil mois-
ture for calibration, while simulating the recharge with climate data as 
input. Of major importance for the acceptance of such a method are 
cost and robustness.

This study shows how data from a low cost remote sensor weather sta-
tion with additional soil moisture and soil temperature sensors from short-
term observations can be used for robust recharge predictions. In order to 
calculate the relevant long-term recharge estimates, data from a short-term 
measurement campaign are temporally upscaled and added to additional 
weather data from Environment Canada.

Finally, authors have applied the aforementioned monitoring-modeling 
approach to the Abbotsford aquifer. An intensive agricultural use of 
nutrients and a high annual precipitation can trigger leaching, which is a 
key factor for endangering the groundwater quality within this important 
trans-boundary aquifer.
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1.2 METHODS AND MATERIALS

1.2.1 STUDY AREA

This study was conducted in Southern Abbotsford, British Columbia, 
Canada (Figure 1.1). Most of the Abbotsford area is situated over the 
Abbotsford-Sumas Aquifer. The Abbotsford-Sumas Aquifer is a trans-
boundary aquifer, which spans the border between British Columbia and 
Western Washington and provides drinking water for more than 100,000 
people in both areas [49]. The whole aquifer covers 260 km2 and ground-
water in British Columbia flow from northeast to southwestern.

The annual average temperature recorded from 1971 to 2000 in 
Abbotsford was 10°C, and the average daily maximum and minimum 

FIGURE 1.1 Location of the study area and of the Abbotsford-Sumas Aquifer.
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temperatures were 14.7°C and 5.3°C, respectively [15]. The climate in 
the study area is oceanic, being influenced by the Pacific Ocean. The 
region has mild and moist winters, and majority of precipitation falls in 
the hydrologic winter period; approximately 70% of the total precipitation 
occurs during the October-March period. The mean annual precipitation is 
1507 mm (1984–2013). Most of it (96.5%) is contributed by rainfall and 
the rest by snowfall [15].

The soil type is a sandy soil with a medium permeability. The ground-
water table at the outer boundaries of the aquifer is only 0–5 m below the 
surface. In the central portion, where the study area is located, the ground-
water table is at least 30 m below the surface [2]. This region has the 
largest agriculture production and heaviest concentration of agriculture-
related goods in British Columbia [11]. The dominant agricultural crop 
is red raspberry (Rubus idaeus L.) with significant areas in forage grass 
(Dactylis glomerata L.) and pasture [53].

1.2.2 DATA

A state-of-art HOBOTM U30 weather station at (49.010441 N, –122.33256 
E) was installed in April 2012. This weather station contains sensors, 
which are capable of recording soil-related data and weather data. The 
weather station provides “plug-and-play” smart sensors for measuring 
soil moisture, soil temperature and climate data, including precipitation, 
air temperature, wind speed, atmospheric pressure, relative humidity and 
solar radiation (Table 1.1). The recording time step was set to 30 minutes 
to receive detailed data. The soil temperature sensors and FDR (Frequency 
Domain Reflectometry), which observed soil moisture, were installed at 
two locations (S1 and S2) in the near vicinity of the weather station. Three 
sensors were installed vertically at each location to observe soil tempera-
ture and soil moisture at 10 cm, 37 cm and 100 cm depth. The data were 
stored both internally and on a cell network so that they were accessible 
via the internet.

The cost of the weather station, including the additional soil sensors was 
about CAD 4,890. In addition, API [5] reported that the average relative 
accuracy and cost of groundwater numerical models are moderate to high 
(low cost: less than US$10,000; moderate cost: US$ 10,000 ~ US$ 50,000; 
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TABLE 1.1 Specifications of Sensors

Parameter Instrument Installation Range Accuracy

Barometric 
Pressure

S-BPB-CM50 1 m height 600–1070 mbar ±3.0 mbar

Rain fall S-RGB 1 m height 0–127 mm/h ±1% <20 mm/h
Solar Radiation 
(Spectral 
Range):

S-LIB-M003 
300 to 1100 nm

2 m height 0–1280 W/m2 ±10 W/m2

Air temperature S-THB-M008 2 m height –40–75°C ±0.13°C
Relative 
humidity

S-THB-M008 2 m height 0–100% ±2.5%

Soil temperature S-TMB-M006 10 cm depth –40–100°C ±0.2°C
Water content S-SMC-M005 10 cm depth 0–0.55 m3/m3 ±3.1%
Wind speed S-WSA-M003 2 m height 0–45 m/s ±1.1 m/s

high cost: greater than US$ 50,000 (US$ 1 ≈ CAD 1.36 in year 1996), 
respectively. The annual cost for cellular telemetry is CAD 300. With 
the consideration of economic development and price inflation, the total 
cost of CAD 5,190 at the present time has to be considered as low cost. 
Additionally, one day each was required for installing and dismantling 
of the weather station and one day for maintenance and installing of an 
additional soil moisture sensor at 100 cm depth (15th August 2012). Each 
field trip needed two extra days for traveling. This results in a total time of 
about nine working days for the weather station.

The average temperature recorded by the HOBOTM weather sta-
tion was 10°C; maximum and minimum temperature were measured as 
25°C and –3°C, respectively in the observation period from 18th April 
2012 to 19th March 2013. Nine days had average daily air tempera-
tures below 0°C during the observation period. The available precipita-
tion sensors do not allow for the differentiation between snow and rain 
(Table 1.1). Therefore, any precipitation during the observation period 
could be snow but on average 96.5% of the precipitation in the region is 
rain [15]. Due to the oceanic climate nearly 60% of the total precipita-
tion (1375.8 mm) within the observation period was contributed in the 
hydrologic winter period, from 1st November 2012 to 19th March 2013 
(date of dismantling).
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TABLE 1.2 Soil Texture and Classification

Soil sample depth Sand, % Silt, % Clay, % Soil texture

S1 0”–6” 87.1 4.9 8.0 Sand
S1 10”–16” 55.2 41.8 3.0 Sandy loam
S1 18”–24” 58.0 39.0 3.0 Sandy loam
S2 0”–6” 63.2 31.8 5.0 Sandy loam
S2 10”–16” 66.2 32.4 1.3 Sandy loam
S2 18”–24” 55.9 22.1 22.0 Sandy clay loam
S2 30”–38” 84.1 5.9 10.0 Loamy sand

Additional weather data of the Abbotsford A climate station was pro-
vided by Environment Canada [15] to determine a long term estimate 
of recharge. The Abbotsford A climate station is located about 2 km 
northwest from the installed HOBOTM weather station. Daily maximum 
temperature, minimum temperature, total precipitation, wind speed and 
solar radiation from 1984 to 2010 (27 years) recorded at the Abbotsford 
A (Abbotsford Airport) climate station were available for this location. 
The mean temperature was 10°C, and the annual mean precipitation was 
recorded as 1529 mm/year with a standard deviation σ of 223 mm/year in 
the 27-year period.

1.2.3 LABORATORY MEASUREMENTS

One soil sample was collected from each S1 and S2. These two soil sam-
ples (S1 and S2) represented the entire depth covered by the three sensors 
(depth of 36 inches, almost 1 m). A standard soil core sampling kit was 
used to extract the soil samples during the disassembly of the weather 
station. Two laboratory measurements were conducted to determine the 
properties of soil samples: i) sieving analyzes and ii) constant head perme-
ability test. These two tests were applied to each soil sample.

The sieve analysis was carried out according to ASTM C 136–06 [7] 
using an Oscillatap ML-4330. TS Sieve Shaker with sieves at 6 different 
sizes: 4.75 mm, 2.00 mm, 0.85 mm, 0.42 mm, 0.18 mm and 0.075 mm. The 
resulting data were applied to the USDA textural classification to deter-
mine the sand [48], silt and clay composition of all samples (Table 1.2).
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The permeability testing was conducted in accordance with ASTM D 
2434–68 [8] and can be applied to granular, non-cohesive soils with higher 
conductivities. All soil samples were tested three times at five different 
hydraulic gradients. The average value of hydraulic conductivities with 
a standard deviation was used for each sample soil during the numerical 
modeling (Table 1.3).

1.3 VADOSE ZONE MODELING

1.3.1 GOVERNING EQUATIONS

Physical-based vadose zone modeling was applied to estimate recharge, 
using HYDRUS-1D, version 4.16 [44] as a modeling tool. There are five 
governing equations used in simulating heat, moisture transport, and in the 
estimation of recharge in the study area. First of all, using the Richards’ 
equation for variably saturated water and convection-dispersion type equa-
tions, HYDRUS-1D numerically solves heat and moisture transport for a 
given soil [44]. There are three basic formulations of Richards’ equation: 
head-based formulation, saturation formulation and mixed formulation [10]. 
Head-based formulations tend to large mass balance errors, and the satu-
ration-based formulations are limited with discontinues nature of mois-
ture content. To minimize mass balance errors without reducing modeling 
capability near saturation, the mixed form of Richards’ equation [Eq. (1)] 
which combines head-based and saturation-based formulations is applied by 
HYDRUS-1D by using Galerkin-type linear finite element schemes [10, 44].

TABLE 1.3 Hydraulic Conductivities of Soil Samples

Soil sample depth Ks cm/d σ cm/d

S1 0”–6” 27.8 0.7
S1 10”–16” 7.0 0.2
S1 18”–24” 29.5 1.1
S2 0”–6” 96.4 8.8
S2 10”–16” 105.4 7.3
S2 18”–24” 36.5 1.5
S2 30”–38” 108.8 6.2
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where, θ is the volumetric water content [L3L–3], ψ is the pressure head [L], 
t is the time [T], z is the elevation [L], S is the sink term [L3L–3T–1] and 
K(ψ) [LT–1] is an unsaturated hydraulic conductivity function of ψ and of 
the saturated hydraulic conductivity Ks [LT–1].

Secondly, the van Genuchten-Mualem (VGM) model [35, 50] was 
chosen as an indirect method for studying water retention behavior on the 
given soil samples. Hydraulic retentivity and conductivity functions are 
one category of indirect methods, which can be formulated from empirical 
nonlinear regression equations, and/or methods with more physical foun-
dations [35, 50]. The van Genuchten-Mualem model is defined in Eqs. 
(2) and (3), and consists of eight parameters: pressure head h [L], satu-
rated water content θs [L

3L–3], residual water content θr [L
3L–3], and shape 

empirical parameters α [L–1], n [–] and m [–], saturated hydraulic conduc-
tivity Ks [LT–1] and Se [–] is the effective saturation.
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Besides Ks, which was measured during the laboratory measurement per-
iod, actual measurements of soil hydraulic properties are time-consuming, 
complex, and rather costly. Therefore, the other four parameter within 
the VGM model were estimated using ROSETTA [42]. ROSETTA deter-
mines pedotransfer functions (PTF) to predict the water retention param-
eters according to van Genuchten and the saturated hydraulic conductivity 
by using the textural distribution as gathered in the laboratory from undis-
turbed soil samples as input (Table 1.3).
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The Chung and Horton equation [13] is also dependent on the soil tex-
ture, and is defined in Eq. (3). The Chung and Horton equation is included 
in the HYDRUS-1D code and is used to estimate thermal conductivity. 
Table 1.2 shows that the main component of the soil is sand, therefore in 
this study, parameters were taken from the default values based on the soil 
class of sand.

 λ θ θ θ0 1 2 3
0 5( ) = + +b b b .  (4)

where, θ is the volumetric water content [L3L–3], and b1, b2 and b3 are 
empirical parameters [MLT3K–1].

The effect of evapotranspiration and root water uptake to the water 
distribution in the vadose zone is represented by Feddes-type uptake func-
tions [17]. The Feddes functions estimate the flux due to root uptake as 
a function of potential transpiration and the pressure head. Since pasture 
is the vegetation type at the weather station, the default parameters from 
the database, which is included in the HYDRUS-1D code were used. 
The potential evapotranspiration was calculated by Penman-Monteith 
equation [3]. The methods requires climate data as input, such as daily 
mean temperature, wind speed, relative humidity and solar radiation, all 
of these data were recorded by HOBOTM weather station.
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TABLE 1.4 VGM Parameters Using Pedotransfer Functions (PTF)

Soil sample depth θr m
3/m3 θs m

3/m3 α 1/cm n Ks cm/d

S1 0”–6” 0.05 0.37 0.03 2.07 28.0
S1 10”–16” 0.03 0.41 0.02 1.45 7.0
S1 18”–24” 0.03 0.41 0.02 1.43 30.0
S2 0”–6” 0.03 0.39 0.03 1.41 96.4
S2 10”–16” 0.03 0.41 0.04 1.43 105.0
S2 18”–24” 0.06 0.39 0.02 1.36 36.5
S2 30”–38” 0.05 0.37 0.03 1.80 108.8



14 Modeling Methods and Practices in Soil and Water Engineering

where, Rn [MT–3] is the net radiation, G [MT–3] is the soil heat flux, 
(es – ea) [ML–1T–2] represents the vapor pressure deficit of the air, ρa 
[ML–3] is the mean air density at constant pressure, Cp [L

2T–2K–1] is the 
specific heat of the air, ∆[ML–1T–2K–1] represents the slope of the sat-
uration vapor pressure temperature relationship, γ [ML–1T–2K–1] is the 
psychrometric constant, and rs and ra [TL–1] are the (bulk) surface and 
aerodynamic resistances.

1.3.2 BOUNDARY CONDITIONS

Boundary conditions (BCs) can be either system-dependent or system-
independent. In this study, BCs were related to the external situation, such 
as variable precipitation, the distinct temperature difference between sum-
mer and winter, and the existing soil moisture conditions. The upper BC 
in the study area was defined as “atmospheric BC with surface runoff” in 
order to address the high precipitation volume and available daily meteo-
rological data. With the potential of surface ponding, the BC was obtained 
by limiting the absolute value of the flux by the following two conditions, 
prescribed flux or prescribed pressure head [16]:

 −
∂
∂

− ≤ =k Eat x Lϕ
x

K ,  and (6)

 ϕ ϕ ϕA S≤ ≤ =at x L  (7)

where, E is defined as the maximum potential rate of infiltration or evapo-
transpiration under the given atmospheric conditions [LT–1], φA and φS 
and are minimum and maximum pressure head at the soil surface [L]. 
However, when one of the end points of Eq. (7) [44] is reached, a pre-
scribed head boundary condition will be used to calculate the actual sur-
face flux. Similarly, when any point results in exceeding the maximum 
potential rate of infiltration or evapotranspiration described in Equation 6, 
the potential rate will be used as a prescribed flux boundary which will be 
considered as saturation excess overland flow [6].

Using “free drainage” as the lower BC is a situation often occurs in 
field studies of water flow and drainage in the vadose zone. This lower 
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boundary condition is most appropriate for situations where the water 
table lies far below the domain of interest [44]. In the central part of the 
study area, the depth to the groundwater table is larger 30 m (refer to Study 
Area). Therefore, the lower BC is considered free drainage at a depth of 
2 m since this is already below the root zone and an effective capillary rise.

1.3.3 CALIBRATION

Under section Governing Equations, the prediction of the VGM param-
eters using ROSETTA is described. However, ROSETTA is developed 
based on a set of soil samples obtained from the USA and European coun-
tries. Thus, it could cause inaccurate predictions when applied on the soil 
samples from anywhere else, such as Canada [44]. For these reasons, the 
HYDRUS-1D parameter estimation module [44] was used at both sites 
to improve estimates for the purpose of providing an authentic descrip-
tion of soil properties. Since large amount of parameters involved for each 
layer of soil, only some of them are really verifiable, such as hydraulic 
conductivity, which we obtained from laboratory measurement, and heat 
transport parameters determined by soil texture from HYDRUS-1D data-
base. The VGM parameter θr, α, and n were estimated in this study. As a 
consequence, these hydraulic parameters were used as calibration param-
eter versus the observed soil moisture and soil temperature data at differ-
ent depths.

Various performance criteria were used in the calibration of 
HYDRUS-1D vadose zone models to determine and minimize the misfit 
between observations and model simulations. In this study, three perfor-
mance criteria were applied to the calibration results. Firstly, ME (Mean 
Error) is the most commonly used method to test if the simulations are 
over- or under- predicted (Equation 8) [24].

 ME = −( )
=
∑1

1n
S O

i

n

i i  (8)

where, n is the observation days [T], Si is the simulation value at the ith day, 
and Oi is the observation value at the ith day. The RMSE (Root Mean 
Square Error) is a measure of the calibration accuracy (Equation 9) [24].
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Zero is a perfect value for the ME and RMSE analysis, which means sim-
ulations can perfectly match with observations. The third method is the 
Nash–Sutcliffe Efficiency NSE [36], which is used to assess the predictive 
power of hydrological models.
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where, Oi  is the mean observed value.
NSE can range from −∞ to 1. An efficiency of 1 corresponds to a per-

fect match of modeled value to the observed data while values of 0 shows 
that the modeling results are as good as the mean of the predictor.

1.3.4 SENSITIVITY ANALYSIS

A sensitivity analysis is typically required to evaluate model performance 
in terms of the importance, strength and relevance of the input param-
eters in determining the variation in the output [40] and to identify sensi-
tive parameters as a way of screening parameters for calibration. One key 
objective of this study is to develop a robust model to estimate recharge. 
Therefore, in this study, the sensitivity analysis was used to test the robust-
ness of the simulated results. This was accomplished by determining the 
influence of the VGM model inputs on the recharge estimate. The sensi-
tivity of the recharge and the soil moisture content were evaluated, which 
were the actual calibration measures.

The sensitivity analysis is limited to soil moisture as a reference, since 
calibration showed that the model outputs are much more sensitive to 
changes in soil moisture than soil temperature. The various parameters in 
the VGM model were varied to determine their influence on the calculated 
water retention and recharge amount. The key parameters involved in the 
VGM model were chosen to estimate the robustness of the model: empiri-
cal shape parameters α and n and saturated hydraulic conductivity.
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One of the simplest and most common approaches is that of changing 
one-factor-at-a-time to determine the effect produced on the output [14]. 
Therefore, all other parameters were fixed at the baseline by changing one 
parameter at a time. To increase the comparability of the results, the cali-
bration result was kept at the baseline value and the VGM parameter α and 
n were individually changed by ±5%, ±10% and ±25%. Ks were changed 
by ± σ.

1.4 RESULTS

1.4.1 CALIBRATION

The soil moisture content was calibrated at 10 cm, 37 cm and 100 cm 
depth and the soil temperature at 10 cm and 37 cm depth for each site 
(Figures 1.2(a–c) and 1.3(a-b)). Comparing the simulated soil moisture 
and soil temperature using the estimated VGM parameters with those esti-
mated from the ROSETTA derived parameters showed that the model was 
successfully adjusted as demonstrated by low ME, low RMSE and close-
to-1 NSE for both soil moisture and soil temperature (Table 1.5). All of 
these measures represent values, which are much beyond the calibration 
standard for hydrological models [34]. The difference in soil moisture and 
soil temperature from both sites by means of RMSE was between 2 and 
4% and between 1.06°C and 1.91°C, respectively, and by means of NSE 
ranged from 0.67 to 0.88 and from 0.92 to 0.96, respectively (Table 1.5). 
MEs showed that there was not a tendency for over- or under-prediction 
since the values were near zero.

1.4.2 SENSITIVITY ANALYSIS

The VGM parameters α, n, and Ks were evaluated further during the sensi-
tivity analysis. Overall, the same importance at each depth was identified. 
Taking analysis results at 100 cm depth as an example, the empirical shape 
parameter n (Figure 1.4) showed the highest sensitivity on soil moisture 
estimation, followed by α then Ks.
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FIGURE 1.2 Calibration of the soil water contents: Top (figure a) at 10 cm, Center 
(figure b) at 37 cm, and Bottom (figure c) at 100 cm depth.

FIGURE 1.3 Calibration of the soil temperature: Top (figure a) at 10 cm, and Bottom 
(figure b) at 37 cm depth.
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FIGURE 1.4 Sensitivity of n, α, and Ks for soil water content at 100 cm depth.

TABLE 1.5 Calibration Performance Testing by RMSE, AE and NSE (Calibration 
Reference: Soil Moisture)

Parameter S1 S2

Soil 
moisture

Depth [cm] 10 37 100 10 37 100
RMSE [m3/m3] 0.038 0.034 0.030 0.024 0.040 0.020
AE [m3/m3] 0.002 0.015 –0.021 –0.009 0.000 –0.010
NSE [–] 0.70 0.76 0.77 0.88 0.67 0.83

Soil 
temperature

RMSE [°C] 1.90 1.07 1.91 1.06
AE [°C] 1.28 0.59 1.24 0.59
NSE [–] 0.90 0.96 0.92 0.96
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Taking soil sample S1 as an example, the sensitivity analysis showed 
that for the parameter n the recharge values changed by –0.9%/+1.2%, 
–1.5%/+2.9%, and –2.3%/+12% if the n value was changed by 5%, 
10% and 25%, respectively. Similarly, changes were received for α and 
Ks, the order of sensitivity of parameters for groundwater recharge was: 
n, α, and Ks. Comparing the sensitivity of α with the sensitivity of n, α 
was slightly less sensitive. In addition, all changes were relatively small, 
and the changes as measured percent change were nearly constant which 
approximately resulted in a linear behavior of the changes. Final cumu-
lated recharge was stable at ± 5% of the baseline (Figure 1.5).

1.4.3 RECHARGE

The total precipitation recorded by the HOBOTM weather station during 
the observation period (from 18th April 2012 to 19th March 2013) was 
1375.8 mm. This was similar to the Environment Canada observation 
(1360.4 mm) at the Abbotsford Airport weather station over the same 
period. The groundwater recharge was simulated as 863 mm and 816 mm 
for S1 and S2 respectively (Figure 1.6).

FIGURE 1.5 Impact of parameter changes on the cumulative recharge.
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The ratio of recharge-precipitation was calculated as 63% and 59% for 
S1 and S2, respectively. Figure 1.6 also presents a 26-day delay between 
the beginning of the rains (October 12th) and the effective start of the 
recharge (November 7th) based on the lower BC at 2 m depth. The lag time 
increases with the larger depth of the lower BC.

To evaluate the behavior of recharge at lower depth, the lower BC was 
extended to a depth of 30 m. The recharge estimate for the long-term period 
was almost the same using a 30 m and 2 m lower BC depth. The recharge 
estimate for the shorter period resulted in larger difference due to the initial 
condition of the soil moisture, which was set to field capacity. However, all 
the modeling results below the 2 m depth for the lag time are vague, due to 
insufficient field data. For the long-term study period, 1984–2010 (27 years). 
The annual average precipitation was calculated as 1529 mm year with σ of 
223 mm. The resulting recharge was estimated in the 27-years period to 
848 mm/year with σ of 206 mm/year and 859 mm/year having σ of 208 mm/
year for the S1 and S2, respectively (Figure 1.7). Model results suggest that 
the ratio of annual recharge-precipitation varied from 43% to 69%.

Monthly recharge statistics showed that the maximum recharge 
occurred in December or January with a mean value of 177 mm/month 
with σ of 82 mm/month and mean value of 185 mm/month with σ of 
72 mm/month, respectively (Figure 1.8). According to the monthly mean 
recharges, there was a nearly linear decrease in recharge rate of 21 mm/
month from January to October and an increase in recharge rate of 57 mm/
month from October to December.

FIGURE 1.6 Simulated recharge for the observed period.
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1.5 DISCUSSIONS

Soil moisture and soil temperature measurements contain standard mea-
surement errors. The overall error in soil moisture estimation expressed 
by RMSE (1–2%, Table 1.5) had the same magnitude as the measurement 
error of the soil moisture sensors (3.1%, Table 1.1). However, the additional 
calibration parameter, soil temperature, showed a RMSE of 1.1 to 1.9°C 

FIGURE 1.8 Annual recharge estimated from the long-term period.

FIGURE 1.7 Monthly estimated recharge distribution in long-term period.
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(Table 1.5) which was larger than the measurement error of the tempera-
ture sensors (0.2°C, Table 1.1). Since the soil moisture drives the water 
flow within the vadose zone and, therefore, the recharge estimation, the 
adopted method is able to predict the recharge robustly without increasing 
any errors due to the measurement. Therefore, the uncertainty in the predic-
tion of recharge is not increased by the modeling process but depends on 
the quality of the climate observations. Also the NSE and the ME verify the 
good agreement between estimated values and measured data.

In contrast to the prediction quality over the whole period, there was a 
significant difference in the predicted and observed soil moisture at 37 cm 
depth starting in October 2012. The simulated soil moisture at 37 cm depth 
(Figure 1.2b) regularly changed with precipitation events and showed 
approximate linear changes with precipitation amount. The observed soil 
moisture did not show this sensitive behavior to the precipitation; the soil 
moisture was kept at 0.25 m3/m3 ± 0.01 m3/m3. This may be the result of a 
mismatch between the scale of the soil moisture measurement and of the 
numerical result: while the field measurement integrates the soil moisture 
content of the neighboring soil, the numerical model explicitly determines 
the soil moisture of a cell with a thickness of 1 cm. Additionally, the het-
erogeneity of the soil has to be taken into consideration. The obtained soil 
data at the two sites may not reflect the general heterogeneity in the area. 
However, this general issue of heterogeneity is addressed by the use of two 
soil columns. Although any impact of heterogeneity cannot be negated, in 
this case, there is strong evidence that the behavior of the observed soil 
moisture was not due to the heterogeneity because simulated soil moisture 
at both sites is very similar.

Soil water contents (Figure 1.2a–c) showed the largest variation near 
the soil surface. With increasing depth, the variation became smaller. 
This has two reasons: (i) the root density was coupled with the root water 
uptake. So the transpiration effects were decreasing with increasing depth, 
and (ii) the unsaturated hydraulic conductivity decreased non-linearly as 
soil moisture content decreased. This resulted also in lower variations with 
increasing soil depth.

From the sensitivity analysis, the empirical shape parameter n was 
found to be most sensitive. This agrees with findings by Abbasi, 
Jacques [1]. However, Figure 1.5 indicates that no matter how much each 



24 Modeling Methods and Practices in Soil and Water Engineering

VGM parameter (α, n, and Ks) was changed; the cumulative recharge was 
not significantly changed.

The annual recharge estimated on the two sites over the 27-year period 
was very similar: the annual average recharge calculation revealed for 
S1: 848 mm/year with σ of 206 mm/year and S2: 859 mm/year with σ of 
208 mm/year. The estimate on the long-term annual recharge (Figure 1.7) 
underlined the robustness of the chosen method: The average recharge val-
ues agreed with 851–900 mm/year estimated by Scibek and Allen [43] in 
the Abbotsford region. Furthermore, the variation in the estimated recharge 
between the two sites was within the accuracy of the measurement.

The calculated ratio of annual recharge to precipitation ranged from 
43% to 69%, which agrees with the study by Kohut [28]. Kohut reported 
that annual recharge range between 37% and 81% of the mean annual 
precipitation in the Abbotsford area. This interval indicates that the total 
amount of recharge through the vadose zone is controlled by the total 
amount of local precipitation. Figure 1.7 illustrates the effect of wet and 
dry years on recharge estimation. For instance, the amount of recharge in 
1997 (S1: 1328 mm/year and S2: 1355 mm/year) almost doubled that in 
1993 (587 mm/year and 595 mm/year respectively) with regard to the total 
precipitation (1997: 1999 mm/year, 1993: 1170 mm/year).

According to the monthly recharge statistic chart (Figure 1.7), the 
majority of recharge was contributed in the hydrological winter period from 
November to April (Figure 1.8), especially in the months of December (178 
mm/month with σ of 82 mm/month) and January (185 mm/month with σ 
of 72 mm/month), which agrees with Piteau Associates Engineering Ltd. 
[38]’s report on the onsite climate conditions. On the contrary, only small 
amounts of recharge were simulated during the vegetation period (May 
to November). Therefore, based on the degree of land use in the study 
area and nitrogen loading from agricultural production [52], Abbotsford 
recharge system shows a high potential for groundwater contamination in 
hydrological winter period. Late summer fertilization, which contributes 
33% of the yearly fertilization amount [45] is not recommended due to a 
rapid increase of recharge at the end of summer, with an average increase 
of 60 mm/month occurs from October to December. This recharge could 
result in the leaching of nutrients, such as nitrate, which are left in the root 
zone and have not been absorbed by the crops.
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1.6 CONCLUSIONS

The study shows how data from a low cost remote sensor weather station 
with additional soil moisture and soil temperature sensor measurements from 
a short-term observation period can be used for robust recharge predictions. 
The method has a high accuracy of recharge estimation since the estimated 
recharge from the observation period (April 2012–March 2013) as well from 
the long-term period (1984–2010) agrees with recent studies in the same area. 
At this point, this method implements the practice of saving time and cost 
from using short-term data instead of long-term measurements. The main 
advantage of using remote sensor technique is that data can be obtained from 
difficult or even inaccessible areas. This method can overcome the accessi-
bility problems and upload the data to user’s device as scheduled.

The implemented vadose zone model, HYDRUS-1D, which only uses 
soil information and climate data as input, allows for cost-effective, efficient 
and robust recharge estimates. Results strongly suggest using temporally 
and spatially variant recharge in groundwater management, since recharge 
varies between S1 and S2. In other words, increasing the comprehensiveness 
of soil data measurements (multiple points) will better reflect the recharge 
behavior of an aquifer model. In addition, due to its physical-based parame-
ters, this method can be applied to other locations. The HYDRUS-1D param-
eter estimation function, ROSETTA was used to make preliminary estimates 
of the VGM parameters, which resulted in a significantly shorter calibration 
time. The VGM parameters are often difficult to estimate. The parameter 
estimation allowed for limited experimental requirements and reduced time 
and costs. Other parameters can be easily obtained experimentally, such as 
soil texture and hydraulic conductivity; the authentic results prove that high-
quality recharge estimation can be achieved by strictly applying ASTM 
standards. As a consequence, the final calibration performance was much 
beyond the normal standard for vadose zone modeling.

1.7 SUMMARY

Groundwater recharge estimation using physical-based modeling and data 
from a low-cost weather station with remote sensor technique is a critical 
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development for sustainable groundwater management. A study was con-
ducted to explore the feasibility and robustness a physical-based numerical 
method to estimate groundwater recharge on sandy soils. The study area 
is located in Southern Abbotsford, British Columbia, Canada. Recharge 
was simulated using the Richard’s based vadose zone hydrological model, 
HYDRUS-1D. The required meteorological data were collected using a 
HOBOTM weather station for a short observation period (about 1 year), 
and an existing weather station (Abbotsford Airport) for long-term study 
purpose (27 years). Soil moisture and temperature was collected at 2 sites 
(S1 and S2) near the HOBOTM weather station.

Model performance was evaluated by using observed soil moisture and 
soil temperature data obtained from subsurface remote sensors. Recharge 
estimates from the short observation period, based on half-hourly meteo-
rological data were 863 mm and 816 mm for S1 and S2 respectively. The 
annual average recharge estimates based on a time series of 27 years using 
daily data were 848 mm/year and 859 mm/year for S1 and S2 respec-
tively. The relative ratio of annual recharge-precipitation varied from 
43% to 69%. From a monthly recharge perspective, the majority (80%) of 
recharge due to precipitation occurred during the hydrologic winter period.

Peak recharge, up to 400 mm/month occurred in December and 
January. On the contrary, only 20% of annual average recharge was gener-
ated during the vegetation period. Overall, by comparing and contrasting 
with recent studies, the results indicate that the method is a robust, cost-
efficient and effective method to reliably estimate recharge.
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2.1 INTRODUCTION

Usually rainfall-runoff (R-R) information is required to provide basic infor-
mation for reservoir management in a multipurpose water system optimiza-
tion framework. The relationship between rainfall and subsequent inflow 
to reservoir (R-R) is an extremely complex and difficult problem involving 
many variables, which are interconnected in a very complicated way. For 
prediction of this relationship, various models (such as knowledge driven, 
i.e., conceptual and deterministic models; and data driven, i.e., artificial 
neural network and fuzzy logic, etc.) have been developed over the years. 
Conceptual and deterministic models are designed to simulate the physical 
mechanism that determines the hydrological cycle. This involves the physical 
laws of water transfer and the parameters associated with the characteristics 
of the catchment area [12]. Such models require sophisticated mathematical 
tools, a significant amount of calibration data, and some degree of exper-
tise and experience with the model. Data driven models do not provide any 
information on the physical laws of the hydrologic processes.

Among data driven models, Artificial Neural Network (ANN) has 
recently gained popularity as an emerging and challenging computational 
technology. It offers advantages over conventional modeling, including 
the ability to handle large amounts of high variability data from dynamic 
and non-linear systems, especially when the underlying physical relation-
ships are not fully understood. Other associated benefits include improved 
opportunities to provide estimates of prediction confidence through 
comprehensive bootstrapping techniques. ANN models have proved to be 
very useful for river flow forecasting, where main concern is accurate pre-
dictions of runoff (i.e., inflow to the reservoir) [3, 10, 17].

ANN is probably the most successful machine learning technique with 
flexible structure, which is capable of identifying complex non-linear relation-
ship between input and output data without attempting to reach understanding 
as to the nature of the phenomena. But selection of variables/parameters in 
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ANN structure is more complex. The multi-layer perceptron (MLP) ANN is 
most widely used type of ANN in hydrological modeling [19].

This chapter discusses constraints in prediction of Inflow to reservoir 
using Multi Layer Perceptron-Artificial Neural Network (MLP-ANN) 
Technique.

2.2 METHODOLOGY

2.2.1 STRUCTURE OF ANN MODEL (MLP NETWORK)

ANNs are flexible mathematical structures that are capable of identi-
fying complex non-linear relationships between input and output data 
sets. The neural network consists of three main layers: input layer, con-
necting input information to the network (not carrying out any compu-
tation); one or more hidden layers, acting as intermediate computational 
layers; and an output layer, producing the final output.

A neural network consists of a large number of simple processing 
elements that are variously called neurons, units, cells, or nodes. Each 
neuron is connected to other neurons by means of direct communication 
links, each with an associated weight that represents information being 
used by the net to solve a problem. The network usually has one or more 
layers of processing units (hidden layers) where each processing unit 
in each layer is connected to all processing units in the adjacent layers. 
General structure of MLP feed-forward network is as follows (Figure 2.1).

FIGURE 2.1 General ANN architecture (MLP).
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2.2.2 WORKING OF MULTI-LAYER PERCEPTRON (MLP) 
NETWORK

Input parameters consist of any perceptible signals encoded as vectors. 
The vector is multiplied by the weight matrices of the neural network. The 
results are summed and an additional value, a so-called bias (b), is com-
monly added to this value. The resulting net input (net) is transformed by 
a transfer function into an activation value of the neuron. This activation 
value is then propagated to subsequent neurons. If the product exceeds the 
node’s thresholds, the node is “activated,” and it conveys a signal. Nodes 
are interconnected in layers and networks to form neural networks. 
Specific patterns of input vectors elicit specific outputs from the network. 
Ideal values of neural network’s weights and threshold values are found 
via relatively simple optimization techniques. After the network’s weights 
and thresholds are optimized, training is stopped. When the trained net-
work is presented with new input, it mimics the patterns that are present 
between parameters in the real world.

There are no specific rules for determination of number of hidden 
layers and hidden neurons in each layer, selection of learning rule, acti-
vation function, training criteria and input parameters, as well. The 
literature was reviewed thoroughly to find out a way to overcome these 
constraints and are discussed in detail in this chapter.

2.3 DISCUSSION

2.3.1 DETERMINATION OF NUMBER OF HIDDEN LAYERS

The major concern of an ANN structure is to determine the appropri-
ate number of hidden layers and number of neurons in each layer. There 
is no systematic way to establish a suitable architecture, and the selec-
tion of the appropriate number of neurons is basically problem specific. 
Hornik et al. [11] proved that a single hidden layer network containing 
a sufficiently large number of neurons can be used to approximate any 
measurable functional relationship between the input and the variables to 
any desired accuracy. De Villars and Barnard [2] showed that an ANN 
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comprised of two hidden layers tends to be less robust and converges 
with less accuracy than its single hidden layer counterpart. Furthermore, 
some studies indicate that the benefits of using a second hidden layer are 
marginal to the rainfall-runoff modeling problem [1, 15]. Dowson and 
Wilby [8] stated that an ANN with only one hidden layer is enough to 
represent the nonlinear relationship between rainfall and the correspond-
ing runoff or inflow to the reservoir. Taking recognizes of above studies, 
a single hidden layer should be used to develop R-R model.

2.3.2 DETERMINATION OF NUMBER OF HIDDEN NODES 
IN HIDDEN LAYERS

The performance of the ANN depends on the number of nodes in the hid- 
den layer. There are some algorithms, including pruning and constructive 
algorithms, to determine an ‘optimum’ number of neurons in hidden layer(s) 
during training. However, a trial and error procedure using different num-
ber of neurons is still be preferred choice of most users [1, 16, 20]. As no 
specific guidelines exist for choosing the optimum number of hidden nodes 
for a given problem, this network parameter should be optimized using 
a combination of empirical rules and trial and error procedure.

2.3.3 SELECTION OF TRAINING ALGORITHM

The ANN training is fundamentally a problem of non-linear optimization, 
which minimizes the error between the network output and the target output 
by repeatedly changing the values of ANN’s connection weights according 
to a predetermined algorithm. Paradigms of supervised learning include 
error-correction learning. An important issue concerning supervised learn-
ing is the problem of error convergence, i.e., the minimization of error 
between the desired and computed unit values. The aim is to determine a 
set of weights, which minimizes the error. That’s why a training algorithm 
is needed to solve a neural network problem. Since there are so many types 
of algorithm available for training a network, selection of an algorithm that 
converges fast and find global minimum without trapped in local minima.
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Among various algorithms reported in literature Levenberg-Marquardt 
(L-M) algorithm is much more robust and outperformed other algorithms 
(e.g., variable learning rate and momentum (BPvm), Resilient Back 
Propagation (RBP), Polak-Ribiere, etc.) in terms of accuracy and con-
vergence speed [18]. Levenberg-Marquardt algorithm is a quasi-Newton 
method that proved to be quickest and was less easily trapped in local 
minima [5]. Hence, Levenberg-Marquardt (L-M) algorithm should be 
used for R-R modeling application.

2.3.4 SELECTION OF ACTIVATION FUNCTION

Activation functions are needed for introducing non linearity into the net-
work and it is non linearity that makes multilayer networks so powerful. 
The exact form of the activation function is not critical, as long as it is 
bounded and it increases monotonically [13]. Various transfer functions 
reported in literature are sigmoidal types (logistic and hyperbolic tangent 
function), hard limit transfer functions (bounded to 0 or 1), linear, polyno-
mial, rational function (ratios of polynomial) and Fourier series (sum of 
cosines). In literature, most commonly used transfer functions for rainfall-
runoff (R-R) modeling are sigmoidal type transfer functions in the hidden 
layers and linear transfer functions in the output layer due to its advantage 
in extrapolation beyond the range of the training data [6, 12, 14, 20].

2.3.5 SELECTION OF STOPPING CRITERIA

The stop criteria is a fundamental aspect of training. The simple ideas of 
capping the number of iterations or of letting the system train until a pre-
determined error value is not obtained. The reason is that the ANN has to 
perform well in the test set data; i.e., ANN should perform well in data it 
never saw before (good generalization) [4]. The weights are changed dur-
ing training, according to the optimization of some performance measure, 
which is a measure for the degree of fit (or difference) between the net-
work estimates and the sample output values. The alteration of network 
parameters in the training phase is commonly stopped before the training 
optimum is found, because the network will start learning the noise in the 
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training data and lose its generalization capability (overtraining). However, 
stopping too early means the ANN has not yet learnt all the information 
from the training data (undertraining). Both situations are likely to result 
in sub-optimal operational performance of an ANN model. It is for this 
reason that the available data are often split in three separate data sets 
(split-sampling method): (1) the training set, (2) the cross-validation set, 
and (3) the validation set. The first provides the data on which an ANN is 
trained. The second is used during the training phase to reduce the chance 
of overtraining of the network. The minimization of the training error is 
stopped as soon as the cross-validation error starts to increase. This point 
is considered to lie between undertraining and overtraining an ANN. The 
latter of the three data sets is used to validate the performance of a trained 
ANN. This is also called as early stopping approach. The use of early 
stopping reduced the training time four times and it provided better and 
more reliable generalization performance than the use of L-M algorithm 
alone [7]. Considering the advantages of early stopping approach, it is 
generally used in the research work.

2.3.6 INPUT PARAMETERS

In ANN modeling, choice of the input variables is an important issue. 
There is no general theory to solve this issue, and it is rather problem 
dependent. A trial and error procedure was generally adopted to finalize 
the input variables to the ANN model.

As the hydrological state (i.e., the amount and distribution of stored 
water in a catchment) for a great part determines the catchment’s response 
to a rainfall event, it is critical as input to an ANN model. Previous dis-
charge values are therefore often used as ANN inputs, since these are indi-
rectly indicative for the hydrological state [2]. In addition to runoff values, 
current and previous day’s rainfall are generally used as inputs to ANN 
models.
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2.4 CONCLUSIONS

On the basis of results of this research, it is suggested to consider following 
points while developing ANN for R-R modeling using MLP-ANN tech-
nique, for precise and appropriate results.

i. A single hidden layer in network.
ii. The trial and error method for determining optimum number of 

neurons in hidden layer.
iii. Levenberg-Marquardt algorithm as a training algorithm.
iv. Sigmoidal type transfer function in input hidden layer and linear 

transfer function in output layer.
v. An early stopping criterion for stopping of training.
vi. Previous runoff/inflow to reservoir along with rainfalls as input 

parameters.

2.5 SUMMARY

This chapter reviews the constraints in the formulation of MLP-ANN model 
for prediction of inflow to reservoir. Specifically the constraints like determi-
nation of number of hidden layers and hidden neurons in each layer, learning 
rule, activation function, training criteria and selection of input parameters 
are reviewed and discussed in detail. It is suggested that for rainfall-runoff 
modeling; use single hidden layer network as it yield good results than that 
with two hidden layer network; use trial and error method for determina-
tion of optimum number of neurons in hidden layer; for back propagation 
network – use Levenberg – Marquardt algorithm as it outperformed other 
algorithms in terms of accuracy and convergence speed; use sigmoidal type 
transfer function in input hidden layer and linear transfer function in output 
layer; use an early stopping criterion for training; and use previous runoff/
inflow to reservoir along with rainfall as input parameters. From literature, 
it is also cleared that the climatic factors like temperature and wind have no 
significant effect on Rainfall-Runoff modeling using ANN technique.
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3.1 INTRODUCTION

Rainfed agriculture in India extends over 94 M-ha that constitutes nearly 
70% of the net sown area. The entire net sown area is under cultivation 
during monsoon season (June–September) but during non-monsoon sea-
son (October–January) most of the areas lying barren due to lack of sup-
plemental irrigation facility. The variability of rainfall create situation like 
surface flooding that cause a lot of soil and nutrient erosion on one hand 
and water scarcity at the critical crop growth stages at the other hand [41].

Rice (Oryza sativa L.) is the predominant cropping pattern adopted 
by most of the farmers in eastern India [8]. Farmers in the region have 
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no well-defined irrigation and drainage systems and they advocate plot-
to-plot method of irrigation and drainage. Thus, excess ponding water 
during initial and harvest stages of crop growth are drained out by cut-
ting dikes of the rice fields. This causes inundation problem of rice and 
complete damage of seedlings and matured crop in low lands downstream. 
Thus, the study reveals that there is a need to introduce weir heights for 
effective water management in rice field and to conserve excess rainwater 
in water harvesting structure.

Conventional water management in the rice cultivation aims at 
keeping the fields continuously submerged (CS). But, excess ponding 
causes nutrient imbalance and reduction in yield. Rice plants performed 
better with respect to seedling establishment and grain yield in shallow 
water (i.e., <10 cm) than in deep water (i.e., >10 cm). In an experi-
ment, 5 cm of ponding depth in the rainfed rice field was reported to 
give better yield and water use efficiency [25]. Depth of standing water 
in rice can be minimized with the proper dike/weir height which is the 
deciding parameter for conservation of rainwater, sediment, nutrient, 
control of declining ground water table and improvement in rice yield 
[16, 20, 34].

Since irrigation water is a scarce commodity in the rainfed farming 
system, water saving irrigation (WSI) is now gaining gradual attention. 
Experiments conducted with different WSI techniques in various regions 
of the world reveal that irrigation to rice at near saturation (SAT) gives 
comparable yield with continuous submergence and saves a lot of water 
[12, 32]. In another approach, rice is irrigated after standing water disap-
pears from the field, which results in considerable reduction of the water 
requirement of rice and increase in water use efficiency [14, 19, 28, 36]. 
In one of the WSI techniques practiced in China, soil water is maintained 
at 60–100% SAT throughout the period following the start of the boot-
ing stage of rice [33]. Most sensitive period of water deficit in rice is the 
reproductive phase. Mitra [21] reported that under upland condition, opti-
mum yield of dry seeded rainfed rice could be obtained by maintaining 
soil moisture at field capacity throughout the active growth stage. Hence 
in rainfed ecosystem, rice can be grown with maintaining soil water con-
tent in the effective root zone at field capacity with manageable allowable 
deficit (MAD) of 40% of SAT.
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The concept of water balance is one of the greatest advances in 
understanding the response of crops in water-limited environments [4]. 
Often simple book keeping methods are used that specify gain and loss of 
water over specified depth, such as the root zone of the crop [5, 25]. The 
water balance components can be quantified theoretically as well as exper-
imentally in the field. The principal loss is caused by vertical percolation 
and lateral seepage [11, 37]. Water balance cannot be achieved if evapo-
transpiration, surface runoff and vertical percolation below the root zone 
depth are taken to be the only sources of loss [5, 35, 38, 42]. The lateral 
seepage through the boundaries is the only other possible source of loss. 
So, there is need to use models to quantify water balance parameters such 
as vertical percolation, lateral seepage, surface runoff flux of the cropped 
field with different water management strategies.

Now a day, the mathematical models are used extensively in soil-
water research. Once validated, these models allow quantitative estima-
tion of the different water balance components under varying conditions. 
The models are also increasingly used to simulate the variably saturated 
flow and chemical transport process between the soil surface and the 
groundwater table [6, 18, 27, 39, 40]. Among the common software 
tools available, HYDRUS-2D [29] is a rather complex model involving 
different sub-models in Microsoft Windows based modeling environ-
ment for simulating the water and solute transport under variable satu-
rated conditions [1, 9, 10, 13, 15, 22, 30, 31]. Thus, the main objective 
of this study was considered to quantify the water balance parameters 
such as runoff, actual evapotranspiration, vertical percolation and lat-
eral seepage from the effective root zone of rice (45 cm) field with dif-
ferent weir heights (0, 50 and 100 mm) using HYDRUS-2D [29] and 
field water balance model.

3.2 WATER BALANCE SIMULATION MODELS

3.2.1 HYDRUS-2D MODEL

HYDRUS-2D [29] is a Microsoft Windows based modeling environment 
for simulating two-dimensional water, heat, and solute dynamics and root 
water uptake in variably saturated porous media. Assuming a homogeneous 
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and isotropic soil, the flow equation (i.e., two-dimensional Richards’ equa-
tion) in HYDRUS-2D model is solved numerically using a Galerkin-type 
linear finite element scheme. The soil hydraulic properties were modeled 
using the van Genuchten-Mualem (VGM) model constitutive relation-
ships. The VGM model was also opted to optimize the shape parameters 
such as (α and n), residual water content and saturated water content with 
the observed data through inverse estimation process of the HYDRUS-2D 
model. The software includes a mesh generator and graphical user inter-
face. The details of simulation for water balance parameter estimation are 
given in subsequent sections.

3.2.2 WATER BALANCE MODEL FOR RICE FIELD

3.2.2.1 Formulation of Field Water Balance Model

The maximum rooting depth of rice (45 cm) is considered as the soil res-
ervoir. The water balance simulation model is developed for rainfed mon-
soon rice field with W1 (0 mm), W2 (50 mm) and W3 (100 mm) weir 
height. The water balance parameters considered are rainfall (P), runoff 
(SR) generated at different weir heights, actual evapotranspiration (AET), 
SI at critical growth stage, vertical percolation (VP) and lateral seep-
age (LS) through field boundary. The capillary rise from groundwater is 
ignored. The topography of fields is almost flat.

The generalized daily soil water balance model in the effective root 
zone of the crops (rice) ignoring upward flux because of capillary rise 
from groundwater is given as:

 LSjkVPjkSRjkAETjkSIjkPjkSMCjk-1SMCjk −++= −− −  (1)

where, SMC = soil moisture content in the effective root zone of rice (mm); 
P = rainfall (mm); AET = actual evapotranspiration (mm); VP = vertical 
deep percolation from effective root zone of the crop (mm); LS = lateral 
seepage from effective root zone of rice (mm); SI= Supplemental irriga-
tion (mm); SR= surface runoff from rice field (mm); j = index for weir 
heights (0, 50 and 100 mm); and k = index for day (k = 1 to 105).
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3.2.2.2 Ponding Depth

If soil moisture content is more than the saturation level then ponding will 
occur in the rice field. The ponding depth in the rice field on any day is 
given below:

 Hjk = SMCjk – SAT (2)

where, H = ponding depth in the rice field (mm); and SAT = saturation soil 
water content in the active root zone of rice (mm).

Under the ponding phase, the water balance in the rice field with differ-
ent weir heights can be expressed as

 SRjk-LSjk-VPjk-AETjk-SIjkPjkHjk-1Hjk ++=  
(3)

3.2.2.3 Actual Evapotranspiration

Estimation of AET is most difficult in rainfed upland rice fields when most 
of the time soil remains under unsaturated/drying condition. While enough 
data are available for estimation of AET of rice in saturated or submerged 
case [7, 17] hardly any information is available for unsaturated condition. 
Crop coefficient (Kc) of rice is taken as 1.0, 1.15, 1.10 and 1.10 during 
crop establishment (25 days), crop development (20 days), reproduc-
tive (30 days) and maturity stages (26 days), respectively [7]. Reference 
crop evapotranspiration (ET0) was estimated on daily basis by the FAO 
Penman-Monteith method [3].

Under adequate soil moisture condition, evapotranspiration of plants 
occur at potential rate. However, as the ponding water from rice field 
decreases such that soil in the effective root zone of rice remains at moisture 
stress condition, evapotranspiration of plants decreases from the potential 
rate. The AET on any day under moisture stress condition is given as:

 AETjk = Kc × Ksfjk × ET0jk (4)

where, Kc = crop coefficient; Ksf = soil moisture stress factor; and 
ET0 = reference crop evapotranspiration (mm).
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The value of Ksf in Eq. (4) is assumed as 1.0 under no water stress 
condition. But as the ponding water disappears from the rice lands, soil 
moisture stress occurs that is usually provided by Ksf that consequently 
decreases AET. In the present study, Ksf is assumed to vary linearly with 
the relative available SMC in the field under unsaturated condition as 
[2, 23]:

 
SAT

SMC
Ksf jk

jk =  (5)

Under adequate soil moisture condition, potential evapotranspiration on 
any day kth day (PETjk) is given by:

 PETjk = Kc.ET0jk (6)

3.2.2.4 Surface Runoff

From sowing to first 10 days after germination of rice seed and last 
10 days to the harvest, no standing water is allowed in the field. During 
these periods SR is given as

 SRjk = Hjk-1 + Pjk – SAT (7)

During rest of the periods except the fields with 0 mm weir height (W1= 0), 
50, and 100 mm ponding depth are taken as the maximum limit (Hjmax) in 
the field (W2 = Hjmax = 50 mm and W3 = Hjmax = 100 mm) and any excess 
ponding above Hjmax is taken as the SR and is given as:

 SRjk = SMCjk-1 + Pjk + SIjk – SAT – Hjmax (8)

3.2.2.5 Vertical Percolation and Lateral Seepage

VP and LS under unsaturated condition of the cropped field were esti-
mated using HYDRUS-2D model. Whereas under saturated condition 
the VP and LS were computed using Darcy and Dupuit’s approach [26], 
respectively.
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3.2.2.6 Bare Soil Evaporation During Germination Period of Rice

For computation of different parameters of water balance models during 
germination period (4 days) of rice, AET is replaced by bare soil evapo-
ration (E) in Eq. (1). Initially when seed is sown in the field, SMC is 
assumed to be at permanent wilting point (PWP). Bare soil evaporation is 
estimated from ET0 subjected to rainfall (P) condition of the day [14] as:

 Ejk = 0.1 ET0jk if Pjk = 0  (9)

 Ejk = ET0jk if Pjk> ET0jk (10)

 Ejk =Pjk otherwise (11)

3.2.3 SIMULATION OF MODELS

In the present study, HYDRUS-2D model [29] was considered to simu-
late the vertical and lateral flux from the effective root zone of rice field 
with different W under variably saturated condition (up to saturation). 
However, under ponding situations (above saturation) of rice fields with 
weir W2 and W3, field water balance model was used to simulate water 
balance parameters. The detailed simulation and evaluation of water bal-
ance parameter using HYDRUS-2D as well field water balance model are 
explained in the following sections.

3.2.3.1 HYDRUS-2D model simulation

3.2.3.1.1 Space and Time Discretization

The graphical user interface (GUI) of HYDRUS-2D was used to define 
the domain geometry of the rice field cross section, generate the finite 
element method (FEM) mesh, define the initial and boundary conditions 
and observation nodes. The observation nodes, (corner points of the trian-
gular elements in the FEM mesh) were assigned closest to the aqua-pro 
and tensiometer access tubes where observations were made. The size of 
model domain for rice field soil profile was considered as 3100 cm width 
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including trapezoidal bund (90 cm wide, 30 cm height and 1:1 slope) and 
45 cm depth. The soil profile of domain was divided into 3 layers of 15 cm 
intervals each for rice. Each layer was assumed to have homogeneous and 
uniform hydraulic properties. The finite element grid consisted of a total 
of 675 nodes and 1229 elements for rice field model domain.

The simulation period was started from the day after sawing to harvest 
day of rice, i.e., 105 days. Time discretization’s were considered as: initial 
time step 1=0.0001 day, minimum time step 1=0.000001 day, and maxi-
mum time step 1 day.

3.2.3.1.2 Boundary and Initial Conditions

The daily rainfall/irrigation and potential evapotranspiration for the whole 
simulation period were used as a time-variable boundary for the soil sur-
face of the application area. The amount of water irrigated was added 
with rainfall. The topsoil surface was assumed to have atmospheric for 
rice field model domain. The bottom boundary at the root zone depth was 
assumed to have free drainage boundary condition. The vertical boundar-
ies were assumed to have seepage face conditions and rest of the domain 
was assumed no flow boundary conditions.

The measured and estimated values of hydraulic parameters for differ-
ent layers of 15 cm interval from the cropped fields were applied to dif-
ferent layers of the model domain. Van Genuchten and Mualem hydraulic 
model was used for the hydraulic functions. The observed soil water con-
tent on day of sowing was used as initial condition. The soil water content 
measurements were considered to be representing the whole width of the 
cross section at a particular depth.

3.2.3.2 Field Water Balance Model Simulation

The developed simulation models for rice field with different W can 
meet both saturated and unsaturated condition in the field and quantify 
the effective root zone soil water status corresponding to different W. 
Based on the available meteorological parameters and field observa-
tions the field water balance model was used to simulate and test water 
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balance parameters for the year 2002 to 2004. Water balance simulation 
for each year was started from the actual 1st day after sowing to harvest 
(105th) day of rice.

3.3 MATERIALS AND METHODS

3.3.1 EXPERIMENTAL SET-UP

The site selected for the present study is the experimental farm of the 
Department of Agricultural and Food Engineering, Indian Institute of 
Technology (IIT), Kharagpur, India. It is located at 22019’ N Latitude and 
87019’ E Longitude with an altitude of 48 m above the mean sea level. 
It lies in the State of West Bengal of Eastern India. The dominant soil 
type in the study area is sandy loam (light textured), acidic (pH ranges 
from 4.8 to 5.6), and poor in organic matter. The study area receives about 
1500 mm mean annual rainfall, about 80% of which is concentrated during 
the rainy season from June to September. The mean minimum and maxi-
mum air temperatures are 12°C in January and 40°C in May, respectively. 
In the corresponding months the mean relative humidity varies between 
18–89% and 15.5–90.5%, respectively.

There are nine number of fields with dimensions of 40 m × 20 m each 
considered for field experiment. Based on topography and water manage-
ment practices of the region, weir height (W) of 0 (W1), 50 (W2) and 100 
(W3) mm were introduced in rice field to allow maximum standing water 
(ponding) in the field up to the depth of 0, 50 and 100 mm, respectively. 
Since, ponding of water in field during germination period, initial stage 
and harvest stage is harmful for seed germination and crop growth and 
yield, for W2 and W3 the maximum standing water was allowed in the 
field from 15 days after sowing (DAS) to 10 days to harvest and rest of 
the period no weir heights as W1 were maintained. Figure 3.1 shows the 
layout of field experiment.

Monsoon remains in the region for about 111 days [24]. Hence in the 
study, we have chosen rice (Oryzasativa L.) of variety MW-10 which is 
drought resistant and matures in 101 days. The present study is focused on 
rainfed ecosystem and irrigation to rice under such system is important. In 
the present study when the soil water content in effective root zone of rice 
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is depleted to 40% depletion from SAT (i.e., equivalent to 15% of FC in 
the present soil) during critical growth stage (CGS), supplemental irriga-
tion is provided.

3.4 MEASUREMENTS AND ANALYSIS

The soil profile of the cropped field was grouped into three depths of 15 
cm intervals from the soil surface for in situ measurements of soil physi-
cal properties and soil water characteristics. Saturated hydraulic conduc-
tivities (Ks) in each depth were determined by falling head method. The 
average of the soil texture and hydraulic properties measured at different 
depths of the rice field are given in Table 3.1.

FIGURE 3.1 Layout of experimental setup.
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bottom
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Instruments such as aqua-pro soil water sensor and tensiometer were 
used to monitor the soil water content in different soil layers of the crop 
root zone depths (Figure 3.1). Soil water measurements were taken daily 
for each 15 cm intervals in soil profile using digital Aqua-pro moisture 
sensor, tensiometer as well as gravimetric measurements. In addition, per-
forated pipe on the both sides of boundary (dike), drum lysimeter and 
piezometers were installed in the root zone depth to measure the actual 
evapotranspiration, lateral seepage and vertical percolation using the 
methods followed by [26, 38]. Mechanical water meter and sloping gauges 
were used at the weir height to measure the excess runoff and ponding 
depth of the field with different weir heights.

The meteorological parameters namely rainfall, solar radiation, wind 
velocity, air temperature, relative humidity were collected from the meteo-
rological center as well as Automatic Weather Station of Indian Institute of 
Technology, Kharagpur India which is located in the close vicinity of the 
experimental site.

A soil water balance model was used to simulate the soil moisture and 
water balance model parameters in the rice field. Various components of 
the model used in water balance are rainfall, supplemental irrigation, seep-
age and percolation, surface runoff, actual crop evapotranspiration and soil 
moisture/ponding depth in the rice field. A flow chart for simulation of soil 
water balance parameter in effective root zone of rice field with different 
W is also developed and shown in Figure 3.2.

TABLE 3.1 Soil Texture and Hydraulic Properties Measured at Different Depths in 
Crop Field

Depth 
(cm)

Sand 
(%)

Silt 
(%)

Clay 
(%)

Bulk 
density 
(g cm–3)

KS (cm 
day–1)

θs FC WP θr

(cm3/cm3)

0–15 66.4 18.6 15.0 1.65 12.24 0.37 0.24 0.08 0.031
15–30 62.5 21.5 16.0 1.60 7.01 0.39 0.27 0.095 0.036
30–45 63.0 20.6 16.4 1.58 5.94 0.38 0.29 0.102 0.039

Note: θs = saturated moisture content, θr = residual moisture content, FC = field capacity and 
WP = wilting point.
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FIGURE 3.2 Flowchart for simulation of water balance parameters in the rice field with 
different weir heights.
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3.5 RESULTS AND DISCUSSIONS

3.5.1 WATER BALANCE SIMULATIONS

In the rainfed rice field with different W, the water balance inflow compo-
nents considered are P and SI if required from water harvesting structure, 
whereas outflow components include AET, RO, VP and LS. However, 
AET, RO, VP and LS and are the important parameters that influence the 
SMC/H of rainfed rice field with different W. The arbitrary assumption of 
these model parameters may result in some incredible estimates of SMC 
in the crop effective root zone. Hence, there is a need to provide a confir-
mation of the model parameters against the independently observed data.

These parameters were simulated using HYDRUS-2D and field water 
balance model as the method described in earlier sections. HYDRUS-2D 
model was calibrated using soil water content observation data (2002) for 
each layer of the rice field with W1 and validated for the year 2003 and 
2004. By inverse modeling approach, calibration was carried out consid-
ering the measured soil hydraulic parameters and daily soil water content 
for each layer of soil depths. It was assumed that the data available for 
particular depth of soil layer to be uniform for the entire layer. The soil 
water content of each layer of soil depths (observation nodes in the model 
domain) to the corresponding field observation data points was considered 
for calibration and validation. The initial calibrated parameters such as 
coefficient (α) and exponent (n) in soil water retention function for each 
depth of soils were estimated using neural network prediction and Van 
Genuchten and Mualem hydraulic model. The inputs used for neural net-
work predictions were measured soil texture (sand silt and clay), bulk den-
sity, field capacity and wilting point values of each layer of soils. If the 
simulated soil water content data fitted the observed data reasonably well 
and regression coefficient and water balance error were acceptable, then 
the model calibrated parameters used for further simulation of soil water 
content. The optimized model calibrated parameters (α and n) for each 
depth of soils, and these were estimated using inverse modeling with 95% 
confidence intervals (Table 3.2).

Similarly, water balance parameters predicted by field water bal-
ance models were also initially calibrated using observed parameters and 
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TABLE 3.2 Initial and Optimized Calibrated Parameters for Different Depth of Soils 
Predicted Using Inverse Modeling with 95% Confidence Intervals

Depth (cm) α (cm–1) n

Initial Optimized Initial Optimized

0–15 0.0070 0.0072 1.4634 1.4500
15–30 0.0077 0.0057 1.4893 1.4749
30–45 0.0122 0.0039 1.5000 1.5619

validated for the rest two years. The model performance was also evaluated 
based on the statistical analysis of simulated and observed data. The statis-
tical characteristics such as the root mean square error (RMSE) and predic-
tion efficiency (PE) and coefficient of determination were used for model 
evaluation. The results presented below (Table 3.3) comprise both the daily 
as well as total comparisons of simulated and measured parameters.

3.5.1.1 Soil Water Content and Ponding Depth

Variation of soil water content (Figure 3.3) and ponding depth (Figure 3.4) 
in the different layers of crop root zone depths was found to have cyclic 
experience depending on rainfall and/or SI. However, during the period 
when there was no rainfall or no SI was applied, soil water content was 
found to decline gradually because of uptake of water by the plant roots, 
VP and LS from the soil profiles. Simulated and observed soil water con-
tent for 3 layers of soil of rice field with W1 for the year 2002 is found to 
be close to each other with high values of PE, R2 and low values of RMSE 
(Table 3.3).

Similarly, field water balance model was used to simulate daily soil 
water content (unsaturated)/ponding (above saturation) as well as water 
balance parameters (RO, AET, VP and LS) in the rice field with different 
W for the year 2002. The predicted ponding water depth was estimated 
by mass balance as a residual of other water balance components. The 
graphical comparison of simulated and observed ponding depth (H) of rice 
field with W2 and W3, for the year 2003 and 2004 is shown in Figure 3.4. 
The statistic parameters such as R2, PE and RMSE are also analyzed using 
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simulated and observed H values for the year 2003 and 2004 (Table 3.3) 
and are found in acceptable range.

Hence, the calibrated water balance model to simulate the soil moisture 
content in rice field is justified and so it is used to simulate the soil mois-
ture content in 2003 and 2004. Simulated and observed soil water content 

FIGURE 3.3 Variation of soil moisture content in rice field with weir height W1 in 2003.
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for three layers of soil of rice field with W1 for the year 2003 and 2004 are 
studied and the variation for the year 2003 for weir height W1 is shown in 
Figure 3.3. The performance of the model was also evaluated using statis-
tical parameters such as PE, RMSE and R2 to predict soil water content in 
the different depths of the rice field for the year 2003 and 2004 also and 
the results are shown in Table 3.3.

3.5.2.2 Supplemental Irrigation Requirement

For rice, the critical growth stage is the reproductive phase of rice, which 
includes moisture sensitive periods of panicle differentiation and head-
ing. For a short duration variety of rice of 101 days, it extends for 30 days 
(49–78 DAS). Soil water content in the effective root zone depth during 
this period should not decline below 15% soil FC/40% of SAT due to 

FIGURE 3.4 Variation of ponding depth in rice field with weir height W2 and W3 in 
2003 and 2004.
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uniform rainfall distribution. So, supplemental irrigation was not required 
and/applied to the crop during CGS.

However, to get good yield of rice, supplemental irrigation requirement 
must be made available to rice during CGS. Since, there is less scope for 
either canal or groundwater supply in the region, rainwater management in 
the field as well as in harvesting structure is to be given importance.

3.5.1.3 Actual Crop Evapotranspiration

The parameter AET of rice crop grown with different water management 
strategies was tested using daily observations data of rice field with W 
for three years experiments. The comparison of simulated and observed 
values of AET for rice grown in the field with different W for the year 
2002, 2003 and 2004 were studied. The temporal variation of observed 
and simulated AET for the year 2003 and 2004 are shown in Figure 3.5. 
The analysis reveals that the simulated values of AET are close to the 
observed values for all the years with high values of coefficient of deter-
mination, R2 (Table 3.4). Total measured and simulated AET from the rice 
field with different weir heights for the year 2002, 2003 and 2004 are 
given in Table 3.5. It is observed that the average AET of rice grown in the 
fields with 0, 50 and 100 mm weir heights are 42.17, 47.87 and 48.87% of 
the total rainfall during the crop growth period, respectively.

3.5.1.4 Rainfall and Surface Runoff

The total rainfall measured during the crop growth period (105 days) for 
the year 2002, 2003 and 2004 are 1174.95, 692.95 and 847.80 mm, respec-
tively with average of 905.23 mm. These values were considered as inflow 
component for the rice field with different weir heights.

The excess RO generated from the rice field with different W was also 
tested using daily measured data of three years experiments. Values of SR 
were maximum from the rice fields with 0 mm weir height and the values 
decreased with increasing weir heights. The variations are found only due 
to rainfall intensity, soil characteristics and water management strategies, 
i.e., weir height.
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FIGURE 3.5 Variation of AET with weir height W2 and W3 in 2003 and 2004.
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The analysis reveals that the simulated values of RO are close to 
the observed values for all the years with high values of coefficient of 
determination (R2). Values of R2 between the observed and simulated 
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TABLE 3.4 Statistical Parameters for Prediction of AET, VP and LS for Rice Field

Parameter 2002 2003 2004

R2 PE RMSE R2 PE RMSE R2 PE RMSE 

Rice field with 0 mm weir height (W1)

AET 0.8416 0.7781 0.414 0.9547 0.9542 0.243 0.8706 0.9420 0.306
RO 0.9804 0.9897 1.052 0.9847 0.9896 0.332 0.9177 0.989 1.545
VP 0.961 0.9515 0.6362 0.9843 0.9836 0.102 0.9847 0.9787 0.159
LS 0.9538 0.9482 0.365 0.8790 0.9584 0.274 0.9032 0.8960 0.297
Rice field with 50 mm weir height (W2)

AET 0.891 0.8647 0.363 0.9587 0.9465 0.271 0.9815 0.9760 0.209
RO 0.9864 0.9867 0.865 0.9889 0.9892 0.342 0.9253 0.988 1.427
VP 0.9431 0.9475 0.856 0.9171 0.9075 0.266 0.9295 0.9488 0.582
LS 0.8954 0.9066 0.477 0.8646 0.8836 0.551 0.9148 0.9188 0.345
Rice field with 100 mm weir height (W3)

AET 0.9100 0.9233 0.2883 0.9734 0.9718 0.201 0.9834 0.9783 0.1988
RO 0.9820 0.9876 0.856 0.989 0.99 0.592 0.9253 0.9627 2.587
VP 0.9049 0.9029 1.563 0.8928 0.8667 0.955 0.8875 0.8905 0.754
LS 0.8442 0.8765 0.925 0.8487 0.7632 0.468 0.7616 0.8679 0.565

values of RO for all the years are found to be more than 0.80. Since the 
values of R2 for prediction of RO is high and that of RMSE is less (less 
than 5 mm), the models can be safely used to simulate the values of RO for 
rainfed rice field with different weir heights.

Total measured and simulated excess runoff from the rice field with 
different weir heights for the year 2002, 2003 and 2004 are given in 
Table 3.5. It is observed that the three years mean SR generated from 
the rice fields with 0, 50 and 100 mm weir heights are 17.60, 13.24 and 
11.96% of the total rainfall during the crop growth period, respectively. 
This indicates that those percentages of rainfall can be conserved in the 
water harvesting structure. Thus there is a scope for harvesting of SR 
generated from the rice field with different W as well as rainfall in a 
water harvesting structure within-situ farming of fish and to re-utilize 
to meet SI need of a short duration winter crop that can be grown with 
residual moisture.
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3.5.1.5 Vertical Percolation and Lateral Seepage Flux

The values of observed and simulated VP and LS in all the years were also 
varied with the input of rainfall and/or SI. The simulated and observed VP 
and LS from the effective root zone depth of rice field with different W for 
all the three years were studied.

The temporal variation of simulated and observed values of fluxes for 
the year 2003 and 2004 are presented in Figures 3.6 and 3.7, respectively. 

FIGURE 3.6 Variations of seepage and vertical percolation in rice field in 2003.
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FIGURE 3.7 Variations of seepage and vertical percolation in rice field in 2004.

The predicted fluxes values were matched reasonably well with the 
observed values with acceptable R2 (more than 0.80). Total measured and 
simulated excess runoff from the rice field with different weir heights for 
the year 2002, 2003 and 2004 are given in Table 3.4. It is observed that 
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the mean VP from the rice fields with 0, 50 and 100 mm weir heights 
are 19.20, 24.43 and 30.48% of the total rainfall during the crop growth 
period, respectively. And the corresponding mean LS are 15.09, 23.46 and 
21.79% of the total rainfall during the crop growth period, respectively.

Both the model and observed values reveals that VP and LS is function 
of depth of ponded water, but the variation of rate with depth of ponded 
water is small in model values as compared to observed value. Some of 
the discrepancy can be attributed to the fact that VP and LS depends on 
rainfall intensity, soil properties and surface storage capacity. Usually, 
only daily precipitation total not the intensity is known. Rainfall can be 
constant for 24 h or may come in short but heavy rainstorm. In this model 
it is assumed that all daily precipitation is received at the start of day. This 
assumption might have resulted in the discrepancy between observed and 
predicted values. Moreover fluctuations in fluxes are caused by several 
other factors such as chemical, biological properties of the soil that were 
not accounted for in the model.

3.6 CONCLUSIONS

HYDRUS-2D model and the water balance model have produced realis-
tic results, which are supported by the field experiment. The predictions 
of water balance parameters were within the acceptable range during both 
the phases (ponded and unsaturated). The model predicts daily soil water 
content and ponding depth in the field at the end of each day. The models 
therefore, are useful for planning water management practices such as irri-
gation scheduling and better use of rainfall. At the same time, the model 
predicts all other water balance components on daily as well as in cropping 
season, which can be combined with any optimization model to achieve an 
effective use of rainwater with harvesting structure and its optimum design.

3.7 SUMMARY

A fundamental part of understanding and improving water management 
is quantitative estimates of the major components of field water balance 
in the rainfed agriculture. However, the proper estimation of different 
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water balance components in the root zone of the cropped field can help 
to achieve the effective use of the rainwater to increase the productiv-
ity. So, in the present study, field water balance and HYDRUS-2D mod-
els was used to quantify the water balance parameters such as runoff, 
actual evapotranspiration, vertical percolation and lateral seepage from 
the effective root zone of rice (450 mm) field with different weir heights 
(0, 50 and 100 mm). Three years (2002–04) field observations from exper-
imental Farm of IIT, Kharagpur, India were used for testing of model pre-
dictions. HYDRUS-2D was used to simulate soil water content, lateral 
seepage and vertical percolation in the effective root zone of rice field 
with different weir heights under variable saturated condition. However, 
field water balance model was used to simulate water balance param-
eters such as actual evapotranspiration, runoff, lateral seepage and verti-
cal percolation under both ponding (above saturation) and unsaturated 
condition. Higher overall prediction efficiency and coefficient determi-
nation (more than 0.75) as well as lower RMSE values reveals that, the 
HYDRUS-2D and field water balance model can be used for to simulate 
the different water balance parameters in effective crop root zone of rice 
with different weir heights.

ACKNOWLEDGEMENT

The authors gratefully acknowledge the financial support from the Nati-
onal Agricultural Technology Project (Indian Council of Agricultural 
Research, New Delhi, India) and University Grants Commission, New 
Delhi to carryout the research work at the Department of Agricultural and 
Food Engineering, Indian Institute of Technology, Kharagpur, India.

KEYWORDS

 • coefficient of determination

 • crop coefficient

 • crop stress factor



Soil Water Balance Simulation of Rice Using Hydrus-2D 67

 • effective root zone

 • evapotranspiration

 • field water balance

 • HYDRUS-2D

 • lysimeter

 • percolation

 • piezometer

 • ponding depth

 • prediction efficiency

 • rainfall

 • rainfed ecosystem

 • reference crop evapotranspiration

 • rice

 • root mean square error

 • saturation

 • seepage

 • simulation

 • soil water

 • supplemental irrigation

 • surface drainage

 • tensiometer

 • water balance

 • water saving irrigation

 • weir height

REFERENCES

 1. Abbasia, F., Feyena, J., and van Genuchten, M. T., 2004. Two-dimensional simula-
tion of water flow and solute transport below furrows: model calibration and valida-
tion. J. Hydrol., 290:63–79.

 2. Agrawal, A., 2000. Optimal design of on-farm reservoir (OFR) for paddy-mustard 
cropping pattern using water balance approach. Unpublished MTech Thesis, Indian 
Institute of Technology, Kharagpur, India.



68 Modeling Methods and Practices in Soil and Water Engineering

 3. Allen, R. G., Pereira L. S., Raes D., and Smith, M., 1998. Crop Evapotranspiration, 
Guidelines for Computing Crop Water Requirements. Irrigation and Drainage Paper 
56, Food and Agriculture Organization of the United Nations, Rome, Italy.

 4. Angus, J. F., 1991. The evaluation of methods for quantifying risk in water limited 
environments. In: Muchow, R. C., Bellamy, J. A. (eds.), Climatic risk in crop predic-
tion models in management for the semi-arid tropics and sub-tropics. CAB interna-
tional, Wallingford, p. 39–53.

 5. Bouman, B. A. M., Wopereis, M. C. S., Kropff, M. J., ten Berge, H. F. M., and 
Tuong, T. P., 1994. Water use efficiency of flooded rice fields: II. Percolation and 
seepage losses. Agric. Water Manage., 26:291–304.

 6. Clement, T. P., Wise, W. R., and Molz, F. J., 1994. A physically based, two dimen-
sional, finite difference algorithms for modeling variably saturated flow. J. Hydrol., 
161:71–80.

 7. Doorenbos, J., and Pruitt, W. O., 1977. Guidelines for Predicting Crop Water Require-
ments. FAO Irrigation and Drainage Paper 24, Food and Agriculture Organization of 
the United Nations, Rome, Italy.

 8. Ghosh, B. C., Pande, H. K., and Mittra, B. N., 1978. Possibilities of growing a second 
crop on residual moisture of Aman paddy lands in Midnapore district. Agronomy 
News Letter, Agro Science Forum, Indian Institute of Technology, Kharagpur, 
India, 8:7–8.

 9. Henry, E. J., Smith, J. E., and Warrick, A. W., 2001. Surfactant effects on unsaturated 
flow in porous media with hysteresis: horizontal column experiments and numerical 
modeling. J. Hydrol., 245:73–88.

 10. Hinz, C., 1998. Analysis of unsaturated/saturated water flow near a fluctuating water 
table. J. Contam. Hydrol., 33:59–80.

 11. Huang, M., Shao, M., and Li, Y., 2001. Comparison of a modified statistical dynamic 
water balance model with the numerical model WAVES and field measurements, 
J. of Agric. Water Manage., 48:21–35.

 12. Hukkeri, S. B., and Sharma, A. K., 1979. Water use efficiency of transplanted 
and direct-sown rice under different water management practices. Indian J. Agril. 
Sci., 50:240–243.

 13. Izbicki, J. A., Radyk, J., and Michel, R. L., 2000. Water movement through a thick 
unsaturated zone underlying an intermittent stream in the western Mojave Desert, 
southern California, USA. J. Hydrol., 238:194–217.

 14. Jensen, J. ., Mannan, S. M. A., and Uddin, S. M. N., 1993. Irrigation requirement of 
transplanted monsoon rice in Bangladesh. Agric. Water Manage., 23:199–212.

 15. Kao, C., Bouarfa, S., and Zimmer, D., 2001. Steady state analysis of unsaturated flow 
above a shallow water-table aquifer drained by ditches, J. Hydrol., 250:122–133.

 16. Khepar, S. D., Yadav, A. K., Sondhi, S. K., and Siag, M., 2000. Water balance model 
for rice fields under intermittent irrigation practices. Irrig. Sci., 19:199–208.

 17. Michael, A. M., 1978. Irrigation Theory and Practices. Vikash Publishing House 
Pvt. Ltd., New Delhi.

 18. Miller G. R., Baldocchi, D. D., Beverly, E. L., and Meyers, T., 2007. An analysis of 
soil moisture dynamics using multi-year data from a network of micrometeorological 
observation sites. Adv. Water Resour., 30:1065–1081.



Soil Water Balance Simulation of Rice Using Hydrus-2D 69

 19. Mishra, H. S., Rathore, T. R., and Pant, R. C., 1990. Effect of intermittent irriga-
tion on groundwater table contribution, irrigation requirement and yield of rice in 
Mollisols of the Tarai region. Agric. Water Manage., 18:231–241.

 20. Mishra, P. K., Rao, C. A. R., and Prasad, S. S., 1998. Economic evaluation of 
farm pond in a micro-watershed in semi-arid alfisol Deccan plateau. Indian J. Soil 
Conserv., 26:59–60.

 21. Mitra, B. N., 1979. Water management in rice fields: Process studies and problems 
in India. Seminar on Research Technology and Rural Poor. IDS, Sussex, England.

 22. Pang, L., Close, M. E., Watt, J. P. C., and Vincet, K. W., 2000. Simulation of piclo-
ram, atrazine and simazine leaching through two New Zealand soils and into ground-
water using HYDRUS-2D, J. Contam. Hydrol., 44:19–46.

 23. Panigrahi, B., Panda, S. N., and Mull, R., 2001. Simulation of water harvesting 
potential in rainfed rice lands using water balance model. Agricultural Systems, 69: 
165–182.

 24. Panigrahi, B., Panda, S. N., and Mull, R., 2002. Prediction of hydrological events for 
planning rainfed rice. Hydrol. Sci. J., 47:435–448.

 25. Panigrahi, B., and Panda, S. N., 2003. Field test of a soil water balance simulation 
model. J. Agric. Water Manage., 58:223–240.

 26. Paulo, A. M., Pereira, L. A., Teixeira, J. L., and Pereira, L. S., 1995. Modeling 
paddy rice irrigation. In: Crop-water-simulation models in practice by L. S. Pereira, 
B. J. van Broek, P. Kabat, and R. G. Allen, eds., Wageningen Pers, Wageningen, The 
Netherlands, p. 287–302.

 27. Rezzoug, A., Schumann, A., Chifflard, P., and Zepp, H., 2005. Field measurement of 
soil moisture dynamics and numerical simulation using the kinematic wave approxi-
mation. Adv. Water Resour., 26:161–178.

 28. Sandhu, B. S., Khera, K. L., Prihar, S. S., and Singh, B., 1980. Irrigation needs and 
yield of rice on a sandy loam soil as affected by continuous and intermittent submer-
gence. Ind. J. Agric. Sci., 50:492–496.

 29. Simunek, J., Sejna, M., and Van Genuchten, M., 1999. HYDRUS-2D: Simulating 
water flow, heat and solute transport in two-dimensional variably saturated media. 
Version 2.0. U.S. Salinity Laboratory ARS/USDA, Riverside, California and 
IGWMC-TPS 53. Golden, Colorado School of Mines.

 30. Simunek, J., Van Genuchten, M. T., Gribb, M. M., and Hopmans, J. W., 1998. Param-
eter estimation of unsaturated soil hydraulic properties from transient flow process. 
J. Soil and Tillage Res., 47:27–36.

 31. Simunek, J., Jarvis, N.J., van Genuchten, M. T., and Gardenas, A., 2003. Review 
and comparison of models for describing non-equilibrium and preferential flow and 
transport in the vadose zone. J. Hydrol., 272:14–35

 32. Singh, J. K., and Singh, P.M., 1989. Determination of different components of energy 
balance equation and estimation of evapotranspiration for winter paddy grown under 
saturated soil condition. J. Agric. Eng. (Indian Soc. of Agri. Engineers), 26:97–106.

 33. SWIM Mission Report, 1997. Water Saving Techniques in Rice Irrigation. SWIM 
Mission to Guilin Prefecture, Guangxi Region, China.

 34. Tuong, T. P., and Bhuiyan, S. I., 1999. Increasing water use efficiency in rice produc-
tion: farm level perspectives. Agric. Water Manage., 40:117–122.



70 Modeling Methods and Practices in Soil and Water Engineering

 35. Tuong, T. P., Wopereis, M. C. S., Marquez, J. A., and Kropff, M. J., 1994. Mechanisms 
and control of percolation losses in irrigated puddle rice fields. Soil Sci. Soc. Am. J., 58: 
1794–1803.

 36. Tripathi, R. P., Kushwaha, H. S., and Mishra, R. K., 1986. Irrigation requirements of 
rice under shallow water table conditions. Agric. Water Manage., 12:127–136.

 37. Walker, S. H., and Rushton, K. R., 1986. Water losses through the dikes of irrigated 
rice fields interpreted through an analog model. Agric. Water Manage., 11:59–73.

 38. Walker, S. H., and Rushton, K. R., 1984. Verification of lateral percolation losses 
from irrigated rice fields by a numerical model. J. Hydrol., 71: 335–351.

 39. Warrick, A. W., Wierenga, P. J., and Pan, L., 1996. Downward water flow through 
sloping layers in the vadose zone: steady state analytical solutions. J. Hydrol., 
188/189:321–337.

 40. Warrick, A. W., and Fennemore, G. G., 1995. Unsaturated water flow around obstruc-
tions simulated by two dimensional Rankine bodies. Adv. Water Resour., 18:375–382.

 41. Widawsky, D. A., and O’ Toole, J. C., 1990. Prioritizing the Rice Biotechnology 
Research Agenda for Eastern India. The Rockefeller Foundation, New York, USA.

 42. Wopereis, M. C. S., Bouman, B. A. M., Kroff, M. J., Ten Berge, H. F. M., and 
Maligaya, A. R., 1994. Water use efficiency of flooded rice fields: I. Validation of the 
soil-water balance model SAWAH. Agric. Water Manage., 26:291–304.



CHAPTER 4

A MULTI-MODEL ENSEMBLE 
APPROACH FOR STREAM FLOW 
SIMULATION

DWARIKA MOHAN DAS,1 R. SINGH,1 A. KUMAR,2  
D. R. MAILAPALLI,1 A. MISHRA,1 and C. CHATTERJEE1

1Department of Agricultural and Food Engineering, Indian 
Institute of Technology, Kharagpur, 721302, West Bengal, India, 
E-mail: dwarika.dmd@gmail.com, Phone: 7548929957

2Ex-Director, ICAR-Indian Institute of Water Management, Opposite 
Rail Vihar, Chandrasekarpur, Bhubaneswar-751023, Odisha, India

CONTENTS

4.1 Introduction .................................................................................... 72
 4.1.1 Background ........................................................................ 72
 4.1.2 The Bias/Variance Trade-Off and Ensemble Modeling ..... 74
4.2 Materials and Methods ................................................................... 77
 4.2.1 Description of the Study Area ............................................ 77
 4.2.2 Data Availability ................................................................. 78
 4.2.3 Brief Descriptions About Models ....................................... 83
 4.2.3.1 MIKE SHE .......................................................... 83
 4.2.3.2 Soil and Water Assessment Tool (SWAT) ........... 84
 4.2.3.3 Hydrologic Modeling System (HEC-HMS) ........ 84
 4.2.3.4 TANK .................................................................. 85

mailto:dwarika.dmd@gmail.com


72 Modeling Methods and Practices in Soil and Water Engineering

 4.2.3.5 Australian Water Balance Model (AWBM) ........ 85
 4.2.3.6  Simplified Daily Conceptual  

Rainfall-Runoff (SIMHYD) ................................ 85
 4.2.3.7 SACRAMENTO ................................................. 86
 4.2.3.8  Soil Moisture and Accounting  

Model (SMAR) ................................................... 86
4.3 Ensemble Construction .................................................................. 87
 4.3.1 Linear Programming Technique of Ensemble Creation ..... 87
 4.3.2 Ensemble Verification Criteria ........................................... 89
 4.3.2.1 Nash-Sutcliff Efficiency (NSE)........................... 89
 4.3.2.2 Brier Score (BS) .................................................. 90
 4.3.2.3 Rank Probability Score (RPS) ............................. 91
 4.3.2.4 Continuous Rank Probability Score (CRPS) ....... 92
4.4 Results and Discussion .................................................................. 92
 4.4.1 Ensemble Evaluation Based on NSE ................................. 92
 4.4.2 Selection of Optimum Ensemble Size Based on NSE ....... 94
 4.4.3 Ensemble Evaluation based on Brier Score ....................... 94
 4.4.4  Selection of Optimal Ensemble Combinations  

Based on Brier Score .......................................................... 96
 4.4.5  Selection of Optimal Ensemble Combinations  

Based on NSE and Brier Score .......................................... 96
4.5 Conclusions .................................................................................... 97
4.6 Summary ........................................................................................ 98
Acknowledgements ................................................................................. 99
Keywords ................................................................................................ 99
References ............................................................................................. 100

4.1 INTRODUCTION

4.1.1 BACKGROUND

Hydrological models are considered as an important tool for planning and 
management of the complex hydrologic system. Despite the improvement 
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in actual level of knowledge of the physical processes of the hydrological 
system and the computational advances in the recent years, the models, 
still can provide an approximation of reality. With advancement in model-
ing methodology, several hydrological models of varying complexity have 
been developed. Applications of these models, however, are associated 
with several kinds of uncertainties dealing with model structure, model 
parameters and input data requirements. Hence, uncertainty in model pre-
dictions arises from several sources like natural randomness, errors in the 
system input and output data, model parameter error and model structural 
error. Natural randomness arises from the random temporal and spatial 
fluctuations of natural processes and induces a large amount of random-
ness also in the physical processes that produce the responses of the hydro-
logical system. Error in data affects both the magnitude and the timing of 
the measurements of metrological and hydrological observations.

For calibrated models, these errors accounts for the fact that the 
parameter set adjustment can compensate for the other types of errors. 
Model structural error can have several origins, such as incorrect rep-
resentation of the processes, errors in numerical algorithms and com-
puter codes. These errors propagate through the different processes of 
the model and finally sum up; which leads to a considerable uncertainty 
in model predictions. This means that we can never create a perfect pre-
diction because it is very difficult to observe every detail of the natural 
system. Different methods have been proposed to handle these uncer-
tainties independently but ensemble modeling is considered the best as 
it can address the combined uncertainty in input data, model parameters 
and model structure [22].

In general, different model perform differently, some provides more 
accurate predictions than others. It is therefore useful to develop a number 
of different models to ensure that at least one model provides the good 
representation of different parts of the predictions. One can select the best 
performing model and discard others less successful models. However, 
selecting the ‘best’ model is not necessarily the ideal choice, because 
potentially valuable information may be wasted by discarding the results 
of less-successful models [14, 21]. This leads to the concept of ‘combin-
ing’, where the outputs of several models are pooled before a decision 
(collective prediction) is made [21].
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The word “ensemble” is a French word, meaning “together” or “at the 
same time” and usually refers to a unit or group of complementary parts 
that contribute to a single effect. Ensemble modeling is being used for cli-
mate forecasting from several decades but it is overlooked in many other 
areas of environmental modeling. In the field of hydrology, ensemble 
modeling has been applied only over last decade through cooperative ini-
tiatives such as, Distributed Model Inter-comparison Project (DMIP) [18], 
Hydrological Ensemble Prediction Experiment (HEPEX) project [17], 
Ensemble Streamflow Prediction (EPS) [24] and Land Use Change on 
Hydrology by Ensemble Modeling (LUCHEM) [22].

Ensemble offers greatly improved result over using single models 
even when number of members is as few as two [3]. There are two types 
of ensemble: Single model ensemble and multi model ensemble. Single 
model ensemble involves use of realizations of a single deterministic 
model where as a multi-model ensemble involves realizations from differ-
ent models having different structural complexities. Multi-model ensem-
ble, however, outperforms both single models and single-model ensemble 
[7, 10, 13]. Error in ensemble is related to the prediction error of constitu-
ent members. Mean square error of an ensemble can be expressed as an 
average of individual model error. Theoretically, it states that by increas-
ing the number of members in the population, the error of an ensemble 
can be made to be arbitrarily small when compared to the error of the 
individual models [14].

4.1.2 THE BIAS/VARIANCE TRADE-OFF AND ENSEMBLE 
MODELING

The effect of combining models to reduce errors may be expressed in 
terms of bias and variance. Mean square error (MSE) can be expressed 
as the sum of model variance and square of bias. Model bias and model 
variance are decreasing and increasing functions, respectively with model 
complexity. A model to perform well requires small MSE, which corre-
sponds to small variance and small bias. However, an attempt to decrease 
the bias is likely to increase variance and vice-versa as both are opposite in 
nature. Hence, optimal fitting needs a tread-off between bias and variance. 
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A model that performs well (an optimal compromise between low vari-
ance and low bias) must take sufficient account of the data to avoid bias 
towards a particular sub-set of the data, but also should avoid over-fitting 
(i.e., due to increase in variance).

In ensemble modeling, imperfect predictions are combined which cre-
ates a way of managing individual limitations i.e., each component model 
is known to make errors (bias, variance and noise), but they are combined 
in such a way as to minimize the effect of these errors. This is considered 
as one of the major advantage of ensemble modeling. The bias measures 
the extent to which the ensemble output averaged over all the ensemble 
members differs from the target function, whereas the variance is a mea-
sure of the extent to which the ensemble members disagree [11]. The 
improvement of predictions that can arise from ensemble combinations is 
usually the result of a reduction (if not complete elimination) in variance, 
whilst leaving the bias unaltered [21, 23].

Main reason for combining models in ensembles is to improve predic-
tive ability and to guard against the failure of individual member models. 
Here, the term ‘fail’ refers to the fact that, individual models will make 
predictions that will not usually be identical to the target function, and 
will usually under or over-estimate the observed value(s). There is clearly 
no other advantage to be gained from an ensemble that is composed of 
a set of identical models because the bias of the individual models will 
be identical, and the variance of the individual predictions/simulation 
equal to zero. Thus, the aim is to create models that predict differently or 
models of different structural complexity can be used (i.e., multi-model 
ensemble) because error cancelation and non-linearity in diagnosis can 
only be achieved by combining different models. Due to this reasons in 
many cases multi-model ensemble performs better than that of single-
model ensemble.

There are generally four parameters that may be changed to produce 
different realizations. These are (1) initial conditions, (2) model topol-
ogy, (3) training algorithm, and (4) data. When considering the initial 
conditions, what we are primarily concerned with is the initial boundary 
conditions of the model, which can be perturbed to produce different real-
izations. Differing the model architecture (topology) allows each model 
to produce different predictions. Moreover, multi-model ensembles fall 
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into this category, where we combine the outputs of different models 
to predict a common target. Modeling methods that employ the use of 
training (calibration) algorithms usually allow the choice of different 
algorithms to be used for training. Each of these algorithms provides a 
different means for traversing the error surface, and thus, using different 
training algorithms yields models that generalize differently. Since the 
error surface is fixed for a given dataset and by varying the data from one 
ensemble member to the other, the error surface will be changed which 
produces a new realization.

There are several methods available to combine the outputs of differ-
ent models, i.e. mean, median, trimmed mean, constrained multiple linear 
regression, unconstrained linear regression, weighted average method, 
linear programming technique, multi-model super ensemble technique, 
Supra Bayesian method, etc. [1, 6]. A major challenge in ensemble mod-
eling is to determine the optimal size of an ensemble because the best 
ensemble may not contain only the best individual models [5]. Increasing 
the ensemble size improves performance but it is strongly dependent on 
the objective function used to assess performance [5].

In this chapter, Linear Programming (LP) technique was selected to 
develop multi-model ensembles. This technique determines the optimal 
weights by minimizing the deviations between observed and simulated 
discharge of individual models by considering all events together in the 
time series. Different commonly used techniques like Nash Sutcliffe 
Efficiency (NSE), Brier Score (BS), Rank Probability Score (RPS), Rank 
Probability Skill Score (RPSS), and Continuous Rank Probability Score 
(CRPS) are selected to evaluate different possible ensembles in order to 
find out the optimal model combination for the study area. These criteria 
include different aspects of ensemble performance viz., overall perfor-
mance for NSE, Uncertainty and Reliability for BS, and relative skillful-
ness for RPSS and CRPS.

The specific objectives of this study are as follows:

 i. To develop multi model ensembles using linear programming 
technique.

 ii. To evaluate the developed ensembles using: Nash Sutcliffe effi-
ciency, Brier score, Rank probability score, Rank probability skill 
score and Continuous rank probability score.
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4.2 MATERIALS AND METHODS

4.2.1 DESCRIPTION OF THE STUDY AREA

Salebhata catchment, a catchment of Ong River, situated in the middle 
reach of Mahanadi River Basin of Odisha was selected for this study 
(Figure 4.1). The catchment covers 4515 km2 area and lies between 
20°40’12” and 21°25’08”N latitude, and 82°33’24” and 83°34’ 11”E 
longitude. The elevation of the area ranges from 100 to 1000 m. An 
extensive part of the study area is under forest. Paddy is the main crop 
grown on the cultivable land. The annual rainfall ranges from about 
1200 to 1700 mm.

FIGURE 4.1 Location map of the study area.
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4.2.2 DATA AVAILABILITY

The simulation results of eight hydrological models from the previous 
studies [2, 9, 15, 16] were used for this study. The models include:

 i. Six lumped conceptual models: HEC-HMS, TANK, AWBM, 
SIMHYD, SACRAMENTO, and SMAR; and

 ii. Two physically based distributed models: SWAT and MIKE SHE.

The eight models were calibrated for the period 1st June 2004 to 31st 
May 2007 and validated for the period 1st June 2007 to 31st May 2009. The 
results of these models were used to develop multi-model ensembles (MME). 
The simulation results of these models are shown in Figures 4.2–4.9 for cali-
bration period and Figures 4.10–4.17 for validation periods, respectively.

FIGURE 4.2 Observed and simulated discharges of MIKE SHE during the calibration 
period.

FIGURE 4.3 Observed and simulated discharges of SWAT during the calibration period.
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FIGURE 4.5 Observed and simulated discharges of TANK during the calibration period.

FIGURE 4.6 Observed and simulated discharges of AWBM during the calibration period.

FIGURE 4.4 Observed and simulated discharges of HEC HMS during the calibration 
period.
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FIGURE 4.9 Observed and simulated discharges of SMAR during the calibration period.

FIGURE 4.8 Observed and simulated discharges of SACREMANTO during the calib-
ration period.

FIGURE 4.7 Observed and simulated discharges of SIMHYD during the calibration 
period.
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FIGURE 4.10 Observed and simulated discharges of MIKE SHE during the validation 
period.

FIGURE 4.11 Observed and simulated discharges of SWAT during the validation period.

FIGURE 4.12 Observed and simulated discharges of HEC HMS during the validation 
period.
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FIGURE 4.14 Observed and simulated discharges of AWBM during the validation period.

FIGURE 4.15 Observed and simulated discharges of SIMHYD during the validation 
period.

FIGURE 4.13 Observed and simulated discharges of TANK during the validation period.
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4.2.3 BRIEF DESCRIPTIONS ABOUT MODELS

In this section, brief description is given for each of eight hydrologi-
cal models (MIKE SHE and SWAT, HEC HMS, AWBM, SIM HYD, 
SECREMENTO, SMAR and TANK) are considered for this study.

4.2.3.1 MIKE SHE

It is an integrated, physically based, distributed model that simulates 
the hydrological and water quality process on a basin scale. MIKE SHE 

FIGURE 4.16 Observed and simulated discharges of SACREMANTO during the 
validation period.

FIGURE 4.17 Observed and simulated discharges of SMAR during the validation period.
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modeling system simulates most major hydrological process, including 
canopy and land surface interpretation after precipitation, snowmelt, 
evapotranspiration, overland flow, channel flow, unsaturated subsurface 
flow and saturated groundwater flow using physically based methods. The 
system has no limitations regarding watershed size. In this model area is 
discretized by horizontal as well as vertical square grid networks for sur-
face and groundwater flow components.

4.2.3.2 Soil and Water Assessment Tool (SWAT)

SWAT is a physically-based, continuous-time watershed hydrological model 
that operates on a daily time step. In this model, watershed is divided into 
multiple sub-watersheds, which are further subdivided into HRUs that con-
sist of homogeneous land use, management, and soil characteristics. The 
HRUs represent percentages of the sub-watershed area and are not identi-
fied spatially within a SWAT simulation. Alternatively, a watershed can only 
be subdivided into sub watersheds that are characterized by dominant land 
use, soil type, and management. The model has been adopted as part of the 
USEPA’s Better Assessment Science Integrating Point and Nonpoint Sources 
(BASINS) system and AGWA software systems because it is a widely 
accepted continuous model suitable for agricultural and forest land uses.

4.2.3.3 Hydrologic Modeling System (HEC-HMS)

The HEC-HMS is designed to simulate the rainfall-runoff processes of 
dendritic watershed systems. It is designed for a wide range of geographic 
areas for solving the widest possible range of problems. This includes 
large river basin water supply and flood hydrology, and small urban or 
natural watershed runoff. Hydrographs produced by this model may be 
used directly or in conjunction with other software for studies of water 
availability, urban drainage, flow forecasting, future urbanization impact, 
reservoir spillway design, flood damage reduction, floodplain regula-
tion, and systems operation. HEC-HMS is a product of the Hydrologic 
Engineering Center within the U.S. Army Corps of Engineers. The pro-
gram was developed in 1992 as a replacement for HEC-1, which has long 
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been considered as a standard for hydrologic simulation. The new HEC-
HMS provides almost all of the same simulation capabilities, but has mod-
ernized them with advances in numerical analysis that take advantage of 
the significantly faster desktop computers available today. It also includes 
a number of features that were not included in HEC-1, such as continuous 
simulation and grid cell surface hydrology. It also provides a graphical 
user interface to make it easier to use the software.

4.2.3.4 TANK

TANK models were developed by Sugawara et al. [19, 20] and have 
been popular in Japan, Korea, and many other countries of Asia for flood 
forecasting, watershed modeling, reservoir operation, etc. The TANK 
model is a simple model, composed of four tanks laid vertically in series. 
Precipitation is put into the top tank, and evaporation is subtracted sequen-
tially from the top tank downwards. As each tank is emptied the evapora-
tion shortfall is taken from the next tank down until all tanks are empty. 
The outputs from the side outlets are the calculated runoffs. The output 
from the top tank is considered as surface runoff, output from the second 
tank as intermediate runoff, from the third tank as sub-base runoff and 
output from the fourth tank as base flow.

4.2.3.5 Australian Water Balance Model (AWBM)

The AWBM was developed in the early 1990s and is now one of the most 
widely used rainfall-runoff models in Australia. There are two main versions: 
one for daily water yield and low flow studies; the other for continuous simu-
lation of flood runoff at hourly time steps. The AWBM is a conceptual model, 
and was developed from concepts of saturation overland flow generation of 
runoff. The model can relate runoff to rainfall on daily time step basis, and 
calculates losses from rainfall for flood hydrograph modeling.
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4.2.3.6 Simplified Daily Conceptual Rainfall-Runoff (SIMHYD)

SIMHYD is a simplified version of the daily conceptual rainfall-runoff 
model. It simulates daily runoff (surface runoff and base flow) using daily 
precipitation and potential evapotranspiration (PET) as input data. In this 
model, the rainfall first fills the interception store, which is depleted by 
evaporation subject to potential evapotranspiration rate. The excess rainfall 
is then subjected to an infiltration function that determines the infiltration 
capacity. The excess rainfall that exceeds the infiltration capacity becomes 
infiltration excess runoff. Moisture that infiltrates is subjected to a soil mois-
ture function that diverts the water to the interflow, groundwater recharge 
and soil moisture store recharge.

4.2.3.7 SACRAMENTO

The SACRAMENTO model is a conceptual rainfall-runoff model with 
spatially lumped parameters. The model represents the moisture distri-
bution in a physically realistic manner within hypothetical zones of a 
soil column. The model attempts to maintain percolation characteristics 
to simulate stream flow contributions from a basin. The components of 
SACRAMENTO are: tension water, free water, surface flow, lateral drain-
age, ET and vertical drainage (percolation). The model uses comprehen-
sive runoff analysis in water balance accounting system.

4.2.3.8 Soil Moisture and Accounting Model (SMAR)

The SMAR Model is a development of the ‘Layers’ conceptual rain-
fall-runoff model introduced by O’Connell et al. [12]. Its water balance 
component was in 1969. After several modifications/improvements, the 
present form of SMAR model was obtained. The SMAR is a lumped con-
ceptual rainfall-runoff water balance model with soil moisture as a central 
theme. The model provides daily estimates of surface runoff, groundwa-
ter discharge, evapotranspiration and leakage from the soil profile for the 
catchment as a whole. The surface runoff component comprises overland 
flow, saturation excess runoff and saturated through-flow from perched 
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groundwater conditions with a quick response time. The model consists 
of two components in sequence, a water balance component and a routing 
component. The model utilizes time series of rainfall and pan evaporation 
data to simulate stream flow at the catchment outlet.

4.3 ENSEMBLE CONSTRUCTION

In ensemble modeling, different model predictions are pooled in a statisti-
cal procedure to improve the prediction accuracy. Multi-model ensemble 
approach generally helps in reducing prediction uncertainty by sampling 
models with a range of structural uncertainties. Different models have 
different strengths and weaknesses. In ensemble, the deficiencies in one 
model may be masked by the strengths in other and thus ensemble model-
ing provides an estimate of the most probable system.

In this present study, an attempt has made to create multi-model ensem-
bles using the simulation results of eight hydrological models, i.e., MIKE 
SHE, SWAT, HEC-HMS, TANK, AWBM, SIMHYD, SACRAMENTO 
AND SMAR. Linear Programming technique (LP) has been used to com-
bine model simulations. Using this technique, weights for constituent 
members of an ensemble are calculated for calibration periods and used 
directly to create ensembles for calibration and validation periods.

4.3.1 LINEAR PROGRAMMING TECHNIQUE OF ENSEMBLE 
CREATION

The basic principle involved in formulation of linear programming prob-
lem is to formulate an objective function in order to minimize the sum of 
absolute deviations of simulation and observation. The weights are con-
strained to sum to unity and the deviations of the predictions are calculated 
by subtracting the observed prediction from estimated prediction for each 
day. The formulation to solve the linear programming is given below:

Objective function

 Minimize: z U V
j

n

j j= +
=
∑
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( )  (1)



88 Modeling Methods and Practices in Soil and Water Engineering

 Subject to: 
i

m

ij i j j jS W U V O
=
∑ + − =

1

( )  (2)

 
i

m

iW
=
∑ =

1

1 (3)

where, S = simulated discharge, O = observed discharge, W = weight of 
different models, U and V = +ve and –ve deviational variables, j = index 
for number of days in the time series i = model index number, n = number 
of days in the time series and m = number of models.

The selected models are mainly categorized into two classes, i.e., phys-
ically based distributed models (MIKE SHE and SWAT) and lumped con-
ceptual models (HEC-HMS, TANK, AWBM, SIMHYD, SACRAMENTO 
AND SMAR). Different multi-model ensembles have been developed 
from these models by considering the fact that each ensemble combination 
must possess at least one model from each class. Table 4.1 represents 189 
possible combinations of selected models. Index numbers of 1, 2, 3, 4, 5, 6, 

TABLE 4.1 Possible Ensembles and Their Combinations

Ensemble 
size

No. of 
physically 
based models

No. of 
conceptual 
models

Ensemble combination

2 1 1 13, 14, 15, 16, 17, 18, 23, 24, 25, 26, 
27, 28

3 1 2 134, 135, 136, 137, 138, 145, 146, 147, 
148, 156, 157, 158, 167, 168, 178, 234, 
235, 236, 237, 238, 245, 246, 247, 248, 
256, 257, 258, 267, 268, 278

3 2 1 123, 124, 125, 126, 127, 128
4 1 3 1345, 1346, 1347, 1348, 1356, 1357, 

1358, 1367, 1368, 1378, 1456, 1457, 
1458, 1467, 1468, 1478, 1567, 1568, 
1578, 1678, 2345, 2346, 2347, 2348, 
2356, 2357, 2358, 2367, 2368, 2378, 
2456, 2457, 2458, 2467, 2468, 2478, 
2567, 2568, 2578, 2678

4 2 2 1234, 1235, 1236, 1237, 1238, 1245, 
1246, 1247, 1248, 1256, 1257, 1258, 
1267, 1268, 1278
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TABLE 4.1 Continued

Ensemble 
size

No. of 
physically 
based models

No. of 
conceptual 
models

Ensemble combination

5 1 4 13456, 13457, 13458, 13467, 13468, 
13478, 13567, 13568, 13578, 13678, 
14567, 14568, 1457814678, 15678, 
23456, 23457, 23458, 23467, 23468, 
23478, 23567, 23568, 23578, 23678, 
24567, 24568, 24578, 24678, 25678

5 2 3 12345, 12346, 12347, 12348, 12356, 
12357, 1235812367, 12368, 12378, 
12456, 12457, 12458, 12467, 12468, 
12478, 12567, 12568, 12578, 12678

6 1 5 134567, 134568, 134578, 134678, 
135678, 145678, 234567, 234568, 
234578, 234678, 235678, 245678

6 2 4 123456, 123457, 123458, 123467, 
123468, 123478, 123567, 123568, 
123578, 123678, 124567, 124568, 
124578, 124678, 125678

7 1 6 1345678, 2345678
7 2 5 1234567, 1234568, 1234578, 1234678, 

1235678, 1245678
8 2 6 12345678

7, and 8 are assigned to MIKE SHE, SWAT, HEC-HMS, TANK, AWBM, 
SIMHYD, SACRAMENTO and SMAR, respectively. Each combination 
is denoted by the concentration of its corresponding models index num-
bers. For example, combination “247” denotes the combination of SWAT 
(2), TANK (4) and SACRAMENTO (7). Last column in Table 4.1 repre-
sents the ensemble members with their respective notations.

4.3.2 ENSEMBLE VERIFICATION CRITERIA

Ensemble verification is used to select the best ensemble out of different 
possible ensembles. Following are the four evaluation criteria, which are 
considered for ensemble verification.
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4.3.2.1 Nash-Sutcliff Efficiency (NSE)

The Nash–Sutcliffe efficiency, NSE, which may be estimated by Eq. 4, is 
traditionally used in many hydrological applications. A perfect simulation 
would have a NSE value of one. A value of zero indicates a simulation 
consisting of the mean of the observations. A NSE value of below 0.6 
commonly indicates a non-skillful prediction [6]. It is often considered 
that a score higher than 0.7 characterizes a very good simulation of the 
discharges. It measures how much of the variability in observations is 
explained by the simulations. It is given by:

 NSE
Obs Sim
Obs ObsAvg

= −
−

−
∑
∑

1
2

2

( )
( )

 (4)

where, Obs = the measured runoff, Sim = simulated runoff, ObsAvg = aver-
age of measured runoff. NSE is a score of between −∞ and 1. Table 4.2 
gives some suggested ranges for evaluation of the efficiency.

4.3.2.2 Brier Score (BS)

One of the most common measures of accuracy for verifying two-category 
probability forecasts is the Brier score [4]. The Brier score can be com-
puted from Eq. (5) [8].

 BS O O
N
N

P O O O
j

N
j

j j j= −( ) + − − − 
=
∑1

1

2 2( ) ( )  (5)

TABLE 4.2 Ranges for NSE

Nash Sutcliffe Correlation Efficiency (NSE) Fit

<0.2 Insufficient
0.2–0.4 Satisfactory
0.4–0.6 Good
0.6–0.8 Very good
>0.8 Excellent
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where, Pj = the central forecast probability of the jth probability class; 

P j O
b

a b
Oj j

j

j j
j= + − × =

+
0 05 1 0 2. ( ) . ),� ,  = Relative frequency of the event, 

aj = Sum of non events, bj = Sum of events, N
N
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N
N

j j j= ,  = Relative population 

of forecasts in the jth class, A a O B
A B

Oj j= ∑ =
+

=, ,  Sample Simulation, 
B bj j= ∑ .

The Brier Score is the mean-square error of probability forecasts. It 
is negatively orientated, with a perfect score of BS=0. As observations 
and probability forecasts are bounded by 0 and 1, the Brier Score equally 
ranges between 0 and 1. A score of greater than 0.30 in most cases rep-
resents a poor prediction. For better prediction they tend to lie between 
0.1–0.25. Some rare predictions whose score lies below 0.1 are consid-
ered as the best prediction. The Brier Score is the most important score 
to verify prediction models, because it accounts for reliability, sharpness 
and uncertainty of the prediction. However, as the score depends on the 
verification dataset, a model comparison should be based on that same 
dataset.

4.3.2.3 Rank Probability Score (RPS)

The RPS is intended for verifying continuous multi-category probability 
predictions. For verifying prediction, j number of categories is defined, 
which covers all possible outcomes. For all categories the squared differ-
ences between the cumulative forecast probability and the corresponding 
cumulative observation of each category are averaged to gain the RPS. 
It can be expressed as

 RPS
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P d
j

j

i

j

i
i

j

i= −
−









 −





















= = =
∑ ∑ ∑1 1

1 1 1 1

2

 (6)



92 Modeling Methods and Practices in Soil and Water Engineering

where, P = (p1, p2….pj) simulation probability, j = No. of classes or catego-
ries, the vector d = (d1, d2 ...dj) represents the observation vector such that 
di equals 1 if the event occurs, and zero otherwise.

The RPS has a range of zero to one and is positively oriented (higher 
the value, better will be the prediction). A perfect categorical prediction 
always receives a score of one. The worst possible categorical predic-
tion receives a score of zero. Ranked Probability Skill Score (RPSS) is an 
extension of RPS, which may be estimated from Eq. (6).

 RPSS
RPS
RPS

forecast

reference

= −1  (7)

The RPSS measures skill with respect to a reference standard forecast, and 
ranges from +1 (perfect forecast) to –∞. Negative RPSS values indicate 
that the forecast has less accuracy than the standard. It is unstable when 
applied to small datasets, which may result in large changes in the score’s 
value when one dataset is compared to another. Interpretation of the RPSS 
is similar to the interpretation of the BSS.

4.3.2.4 Continuous Rank Probability Score (CRPS)

The CRPS (Eq. (8)) measures the integral square difference between the 
cumulative distribution function (CDF) of the prediction FX(q), and the 
corresponding CDF of the observed variable FY(q),

 CRPS F q F q dqX Y= ( ) −{ }
−∞

∞

∫ ( ) .  (8)

where F q
observed value
observed valueY ( ) =

<
≥





0
1
,
,

The CRPS has a negative orientation; smaller the CRPS better will be 
result. The minimal value 0 is achieved FX= FY.

In this study eight hydrological models of varying complexity are 
used to develop 189 ensemble combinations using linear programming 
technique. Resulting ensembles are evaluated using NSE and Brier score, 
which are two oppositely oriented scores, i.e. higher NSE gives better per-
formance and lower Brier score indicates better performance. The aim of 
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the whole exercise is to find out optimal model combination, i.e., how 
many minimum numbers of models are required to ensure high accuracy 
out of all possible multi model ensembles. This chapter deals with analysis 
of ensembles and their results.

FIGURE 4.18 NSE values of top 35 ensembles during the calibration period.

FIGURE 4.19 NSE values of top 35 ensembles during the validation period.
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4.4 RESULTS AND DISCUSSION

4.4.1 ENSEMBLE EVALUATION BASED ON NSE

Nash Sutcliff Efficiency is, used to evaluate all the ensemble combinations. 
The combinations are arranged according to decreasing order of their NSE 
values, which are shown in Figures 4.18 and 4.19 for calibration and vali-
dation periods, respectively. However, top 35 combinations are plotted.

NSE value for all combinations ranges from 0.75 to 0.92 for the cali-
bration period and 0.79–0.91 for the validation period. No combination 
has NSE value below 0.7 either during calibration or validation. Out of 
189 Ensemble combinations 179 combinations have NSE above 0.85 for 
calibration period and 157 combinations have NSE above 0.85 for valida-
tion period. The analysis shows that the best ensemble combinations have 
higher NSE than individual models both for calibration and validation 
periods (Figure 4.20).

FIGURE 4.20 NSE of individual models and better performing ensemble during 
calibration and validation.



A Multi-Model Ensemble Approach for Stream Flow Simulation 95

FIGURE 4.23 BS values of top 35 ensembles during the validation period.

FIGURE 4.21 NSE of all combinations during calibration and validation periods.

FIGURE 4.22 BS values of top 35 ensembles during the calibration period.
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4.4.2 SELECTION OF OPTIMUM ENSEMBLE SIZE BASED 
ON NSE

Respective NSE values of all ensemble combinations for calibration and 
validation periods are plotted in a scatter diagram to find out better per-
forming combinations for both the periods. Three ensemble combinations 
247, 1247 and 2347 falling in the top right corner (i.e., having higher 
NSE during calibration and validation periods) of the scatter diagram are 
selected as better performing combinations (Figure 4.21).

4.4.3 ENSEMBLE EVALUATION BASED ON BRIER SCORE

Brier score, which is the most commonly used, probabilistic ensemble ver-
ification score is taken to verify the ensemble combinations. The combina-
tions are arranged with increasing order of their Brier score values (as BS 
is a negatively oriented score), which are shown in Figures 4.22 and 4.23 
for calibration and validation periods respectively. However, also only top 
35 combinations are plotted.

The range of Brier score varies from 0.27–0.32 during the calibra-
tion period and 0.23–0.31 during the validation period. 121 ensemble 
combinations have Brier score below 0.3 for the calibration period and 
128 combinations have Brier score below 0.3 during the validation peri-
ods. The upper range is also not very far from 0.3 for both calibration and 
validation periods, hence; almost all ensembles have a better prediction.

4.4.4 SELECTION OF OPTIMAL ENSEMBLE COMBINATIONS 
BASED ON BRIER SCORE

The scattered plot of BS for calibration and validation period is also pre-
pared in similar way as that of NSE and is presented in Figure 4.24. The 
ensemble combinations falling in the bottom left corner of the scatter plot 
are considered as the better performing ensemble as it corresponds to low-
est BS during both the calibration and validation periods.
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It is evident from Figure 4.24 that the ensemble combinations 146, 
1346, 1246, and 12346 are better performing combinations during calibra-
tion and validation periods.

FIGURE 4.24 Plot of Brier Score of all ensembles during calibration and validation 
periods.

TABLE 4.3 Better Performing Combinations Bases on NSE and BS

Combinations NSE Cal NSE Val BS Val BS Val

Better performing 
models based on NSE

247 0.9163 0.9073 0.2903 0.2460

1247 0.9164 0.9073 0.2898 0.2338

2347 0.9163 0.9065 0.2903 0.2460

Better performing 
modes based on BS

146 0.8814 0.8856 0.2706 0.2338

1346 0.8814 0.8856 0.2706 0.2338

1246 0.8813 0.8862 0.2710 0.2338

12346 0.8813 0.8862 0.2710 0.2338
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4.4.5 SELECTION OF OPTIMAL ENSEMBLE COMBINATIONS 
BASED ON NSE AND BRIER SCORE

Sections 4.4.2 and 4.4.3 indicate that the better performing combinations 
are different for different criteria, i.e., NSE and BS. Hence, both criteria 
are considered together for further analysis. Table 4.3 presents the better 
performing models on the basis of both the criteria.

Table 4.3 indicates that the better performing ensemble combinations 
based on NSE are not performing well, when evaluated using Brier Score. 
The ensemble combinations “247, 1247 and 2347,” which are the better 
performing ensembles on the basis of NSE are also not giving a consistent 
Brier Score during calibration and validation periods.

The better performing combinations based on Brier score are not giving 
best NSE value during calibration and validation periods. However, they 
are showing NSE value near 0.88 both for calibration and validation peri-
ods and 0.88 can be considered as a better NSE value. Hence, for the time 
being before calculation of other evaluation scores ensemble combina-
tions 146, 1346, 1246 and 12346 can be considered as better performing 
combinations.

4.5 CONCLUSIONS

In the present study, linear programming technique was used to develop 
189 possible ensemble combinations using results of eight hydrological 
models. The ensembles were then evaluated using Nash Sutcliff Efficiency 
and Brier Score. Following conclusions were drawn on the basis of analy-
sis made:

 i. NSE value for all combinations ranges from 0.75 to 0.92 for the 
calibration period and 0.79–0.91 for the validation period.

 ii. Three ensemble combinations 247, 1247 and 2347 are selected as 
better performing combinations based on NSE.

 iii. The range of Brier score varies from 0.27–0.32 during the calibra-
tion period and 0.23–0.31 during the validation period.

 iv. Four ensemble combinations 146, 1346, 1246, and 12346 are 
selected as better performing combinations based on Brier Score.
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 v. The better performing ensemble combinations based on Brier 
Score though do not result in higher NSE; NSE of these ensembles 
is around 0.88 during both the calibration and validation periods. 
Hence, for the time being (before calculation of other evaluation 
scores), ensemble combinations 146, 1346, 1246 and 12346 may be 
considered as better performing combinations.

4.6 SUMMARY

Now-a-days, hydrological models play a crucial rule for planning and man-
agement of the complex hydrologic system. Although several improve-
ments have been made in the field of modeling so that accuracy can be 
maintained in forecasting the variates in hydrology, the models, still can 
provide an approximation of reality. With advancement in modeling meth-
odology, several hydrological models of varying complexity have been 
developed. Applications of these models, however, are associated with 
several kinds of uncertainties. In this present study, an attempt has made 
to create multi-model ensembles using the simulation results of eight 
hydrological models: MIKE SHE, SWAT, HEC-HMS, TANK, AWBM, 
SIMHYD, SACRAMENTO and SMAR.

Linear Programming (LP) technique is selected to develop multi-
model ensembles. Different commonly used techniques like Nash Sutcliffe 
Efficiency (NSE), Brier Score (BS), Rank Probability Score (RPS), Rank 
Probability Skill Score (RPSS), and Continuous Rank Probability Score 
(CRPS) are selected to evaluate different possible ensembles in order to find 
out the optimal model combination for the study area. NSE value for all com-
binations are found to range from 0.75 to 0.92 for the calibration period and 
0.79–0.91 for the validation period and the range of Brier score varies from 
0.27–0.32 during the calibration period and 0.23–0.31 during the validation 
period. The better performing ensemble combinations based on Brier Score 
though is found not to result in higher NSE. Hence, for the time being (before 
calculation of other evaluation scores), ensemble combinations 146, 1346, 
1246 and 12346 may be considered as better performing combinations.
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5.1 INTRODUCTION

The practice of artificial recharge is increasingly emerging as a power-
ful tool in water resources management [22]. Surface and subsurface 
hydrological features (such as lithology, geological structure, drainage 
density, groundwater flow and boundary conditions of aquifer system) 
play an important role in a groundwater system. With increasing demand 
of water over the period of time, there is need to develop groundwater 
resources on sustainable basis, so that there is balance between demand 
and supply of water. It is not an easy task to study the hydro-geological 
basin parameters through conventional methods to identify suitable areas 
for construction of groundwater recharge structures. For this purpose, dif-
ferent controlling parameters must be independently derived and inte-
grated, which involves additional cost, time and manpower. Integration 
of remote sensing information and field survey data on GIS platform 
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provides convergent analysis of diverse data sets for decision making in 
groundwater management.

Many assessments of groundwater conditions made with remote sensing 
techniques have been reported [2, 5, 15, 43]. Geographic Information 
System (GIS) techniques have many advantages over older, improved geo 
referenced thematic map analysis and interpretations [8, 23, 40]. Cowen [6] 
defined GIS as a decision support system involving the integration of 
spatially referenced data in a problem solving environment. In addition, 
unlike conventional methods, GIS methods for demarcation of suitable 
areas for ground water replenishment are able to take into account the 
diversity of factors that control groundwater recharge. Thematic map inte-
grated various features derived from data in a GIS environment [1, 4, 14, 
19, 24, 35, 39]. Determining groundwater potentiality, movement, storage 
and other parameters in an area are only possible when the characteristics 
of the rock formation are known [16, 20, 45]. In this focus area, attempts 
have been already made in different parts of India by scholars [12, 13, 18, 
27, 31, 33, 36]. Some other scholars [7, 21, 29, 38, 41, 42] have arrived at 
the groundwater prospects by considering the geo-morphological aspects 
that have been derived out of satellite images.

Dominance of hard rock terrain is more than 80% of geographical area 
of India, and is considered as one of the major limitations in exploitation of 
groundwater resources in few areas. Most of the area remains fallow dur-
ing rabi season (non monsoon) due to non availability of required amount 
of water. During this period, all the groundwater sources like dug wells get 
dried off and yield of tube-wells get reduced due to lowering of water table 
depth. Knowing the status of groundwater availability, trend of groundwa-
ter level fluctuations and geological features of the aquifer, groundwater 
recharge structures can be planned in order to maintain the water budget 
within the watershed. GIS based hydro-geomorphic approach has been 
used to identify the site-specific artificial groundwater recharge techniques 
in Deccan Volcanic Province of India [32].

Well-planned optimal combination of recharge measures, to maxi-
mize area of influence due to groundwater recharge structures, can be an 
instrument of equitable water access to the users and a means of provid-
ing ‘on demand’ delivery. In shallow aquifers and hard rock areas with 
very limited aquifer storage capability, the improvement in the irrigation 
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service can alone justify the investment and efforts on artificial recharge. 
For this purpose it is necessary to use a combination of distributed small 
storages, recharge wells and ponds. Integrated development and manage-
ment of surface storages and recharge through a combination of wells, 
ponds or channels emerges as a cost effective option to facilitate optimiza-
tion of the farming system with user initiative.

Optimization techniques have been proved to be one of the power-
ful set of tools that are important in efficiently managing the resources 
and thereby maximizing its impact. Models, which solve governing flow 
and transport equations in conjunction with optimization techniques, have 
become powerful aquifer management tools. The need to develop man-
agement models and evolve policy guidelines for optimal utilization of 
surface and groundwater is stressed [26].

Selection of suitable sites for construction of appropriate recharge 
structures is critical for effective recharge and is dependent upon several 
parameters with has been analyzed together in GIS environment. A study 
on percolation tanks showed that if the site of a percolation tank is 
properly selected and the tank designed appropriately, the groundwater 
recharge through the tanks could go up to 70% [30]. Selection of poten-
tial zones for construction of groundwater recharge structures are being 
assessed by remote sensing techniques. Few studies have been carried out 
to identify these potential zones by multi criteria analysis. Suja Rose and 
Krishnan [38] identified groundwater potential zones in the Kanyakumari 
and Nambiyar basins of Tamil Nadu in India based on multi criteria analy-
sis. In this study, multivariate statistical technique was used to find out 
the relationship between rainfall and groundwater resource characteristics, 
which resulted to identify the groundwater potential zones.

In this chapter, optimization model has been developed in order to 
determine the number of groundwater recharge structures in different geo-
logical formations within the watershed in Odisha – India. The aim was to:

• identify the prioritized areas, where groundwater recharge structures 
would have maximum impact on area of influence so that availabil-
ity of water during non monsoon season will meet the crop water 
demand.

• Further, remote sensing technique was used to categorize land use 
land pattern area of the watershed.
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• Multi-criteria analysis was carried out to prepare preference index for 
construction of groundwater recharge structures within Munijhara 
watershed located in Odisha, India.

5.2 MATERIALS AND METHODS

5.2.1 STUDY AREA

The research study was carried out in Munijhara micro-watershed, which 
lies between 20° 05’ and 20° 09’N latitude and 85° 05’ to 85° 09’E longitude 
(Figure 5.1). This watershed is located in Nayagarh block of Nayagarh dis-
trict of Odisha (India) and falls under fissured formations (hard rock) with 
low to moderate yield potential areas underlain by weathered and fracture 
granite gneiss. Altitude of the watershed varies from 80 to 100 m above mean 
sea level (msl). Apart from forest cover, the topography is comparatively 
flat and has gently sloping terrain with an average gradient of 0.5 m/km 
in southwest to northwest direction. The area falls under sub humid agro-
ecosystems with variation of average annual rainfall of 1037–1483 mm.

The texture of surface soil varies from red loamy soil to red and 
yellow soil, whereas texture of subsurface horizons is mainly dominated 
by clay-to-clay loam. The saturated hydraulic conductivity varies from 
0.9 to 2 cm/h for surface soils and from 0.7 to 0.9 cm/h for subsurface 
soils. The soils are non-saline and non-sodic in nature. Principal agriculture 
seasons are kharif (June–October) and rabi (November–February). Paddy 
is the major crop grown in more than 90% of the area in kharif season fol-
lowed by pulses on residual moisture in rabi season. More than 58% area 
remains under fallow during rabi season due to non availability of required 
amount of water. Groundwater is the only source for domestic, industrial 
and crop demand throughout the year. It is being abstracted from 166 tube 
wells and 450 open wells. Due to increase in groundwater use, drying up of 
wells and decline in water table depth has become major issue in this area.

5.2.2 DEVELOPMENT OF AN OPTIMIZATION MODEL

Linear Programming (LP) model was used to work out number of recharge 
structures including water harvesting structures and dug well based on 



108 Modeling Methods and Practices in Soil and Water Engineering

hydraulic properties, geology, draft, rainfall, run-off and feasibility of 
its installation. In formulating the linear program factors like existing 
groundwater structures, area of each structure, their respective area of 
influence, and water table depth during pre and post monsoon season, 
capacity, groundwater draft from each structures and rainfall-recharge 
relationship in the study area were taken as the basis. Linear Programming 
model was formulated for both upland and flood plain area. This model 
was formulated with the objective of maximizing area of influence of 
recharge structures to ensure availability of ground water to suffice crop 
water requirement in rabi season. Following few factors were kept in view 
in deciding the variables and constraints to optimize area of influence of 
different recharge structures.

FIGURE 5.1 Location map of the study area.
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i. Groundwater balance: for environmental reasons, abstraction rates 
from wells and boreholes will not be allowed to exceed the allow-
able aquifer capacity and well supply needs.

ii. Ground water draft: The needs of households, industry and irriga-
tion must be satisfied by the optimization procedures.

iii. Water quality: Groundwater quality should be within the permis-
sible limit of the requirement.

5.2.3 FORMULATION OF OPTIMIZATION EQUATIONS

The objective of the optimization was to maximize area of influence of 
each groundwater recharge structures so that water withdrawals from 
wells and boreholes for crop production during rabi season could be met. 
The governing equations were derived with the dependent variables like:

i. x = Number of dug wells that could be used for agricultural and 
related use in the area.

ii. y = Number of small water harvesting structures used for both 
domestic, industrial and agricultural uses, which also act as means 
to recharge groundwater.

iii. z = Number of large water harvesting structures, which needs gen-
erally for household use in the region but due to its large storage 
capacity it recharge to groundwater.

The objective is to Maximize

 zIyIxIP lsd ++=  (1)

where, P = total area of influence, m2; Is= area of influence of small water 
harvesting structures, m2; Id = area of influence of dug-well, m2; and 
Il = area of influence of large water harvesting structures, m2.

This objective function was subjected to following constraints.

5.2.3.1 Area Constraints

Area of the watershed that can be exploited for constructing the ground-
water recharge structures to ensure sufficient area of influence that was 
limited to 10% of total area on each geological condition [3].
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 glsd AzAyAxA 1.0][ ≤++  (2)

where, Ad = cross-sectional area of dug well, m2; As = cross sectional area 
of small water harvesting structures, m2; Al = cross sectional area of large 
water harvesting structures, m2; and Ag = Total area of particular geologic 
conditions (flood plain/ upland), ha.

In the Munijhara watershed, commonly used dug wells, small water 
harvesting structures and large water harvesting structures has dimensions 
of 4 m diameter, 30 × 30 m2, 40 × 40 m2, respectively. Out of the total 
watershed area, area under flood plain and upland was 2300 and 1600 ha, 
respectively.

5.2.3.2 Rainfall Recharge Constraints

 rlsd VzVyVxV 09.0≥++  (3)

where, Vd = capacity of water to be retained in dug well, m3; Vs = capacity 
of water to retain in small water harvesting structures, m3; Vl = capacity 
of water to retain in large water harvesting structures, m3; Vr = Rainfall 
volume that could recharge the groundwater under hard rock areas.

In this case, the 9% of the total rainfall was assumed to get recharge to 
aquifer. Depth of dug well was taken as 6–10 m. For calculating volume 
of small and large water harvesting structures, area at the bottom surface 
was considered as 26×26 m2 and 36×36 m2, respectively. Side slope for 
both the structures was assumed as 1:1, depth as 2 m and seepage rate as 
10 mm/day for 150 days.

5.2.3.3 Recharge and Groundwater Draft Constraints

 glsd DzRyRxR ≥++  (4)

where, Rd=amount of recharge from dug well, m; Rs=amount of recharge 
from small water harvesting structures, m; Rl=amount of recharge from 
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large water harvesting structures, m. Groundwater recharge from each of 
the structures was calculated as follows:

 ISSR y ×∆×=  (5)

where, R = volume of recharge from each structures, m3; Sy = specific yield; 
∆S = change in water table depth during pre- and post-monsoon period, m; 
I = area of influence of each structures determined from piezometric stud-
ies in different geologic conditions, m2; and Dg = annual groundwater draft 
from all the structures

Area of influence was assumed as square in shape around the struc-
tures, considering structures are located based on appropriate groundwater 
flow direction. It was observed from the piezometric study that 20×20 m2, 
125×125 m2 and 500×500 m2 areas were being influenced by dug well, 
small and large water harvesting structures, respectively. Average water 
table fluctuations in all the structures and specific yield of the watershed 
were considered as 2 m and 0.01, respectively. It was also considered that 
total recharge from different structures within the watershed area should 
be more than the groundwater draft. Hence for calculating the groundwa-
ter draft, field survey was carried out and questionnaires were prepared to 
monitor the amount of groundwater draft for both domestic and agricul-
tural purposes from each structures in both kharif and rabi season. Total 
annual draft from all structures was estimated as 91,200 m3.

5.2.3.4 Area of Influence Constraints

It has been considered that impact of each recharge structures should influ-
ence at least 20% of the total area under each geologic condition.

 glsd AzIyIxI 2.0≥++  (6)

where, Id = area of influence of dug well, m2; Is = area of influence of small 
water harvesting structures, m2; Il = area of influence of large water har-
vesting structures, m2; and Ag = area under different geologic conditions 
within the watershed, ha.
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Area of influence of small and large water harvesting structures was 
calculated based on the piezometric observations. For upland, Ag was 
taken as 1600 ha. As the recharge structures and recharge volume of water 
in the upland would influence the areas in the flood plain, Ag in the flood 
plain had been calculated accordingly.

5.2.4 MULTI CRITERIA ANALYSIS

Multi-criteria decision analysis is a sub-discipline of operational research 
that explicitly considers multiple criteria in decision-making environ-
ments. Multi-criterion technique allows map layers to be weighted to 
reflect their relative importance [9, 10, 25, 44]. Saaty’s [34] analytic hier-
archy process is the most widely accepted method for scaling the weight 
of parameters whose entries indicate the strength with which one element 
dominates over the other in relation to the relative criterion. The basic 
input is the pair-wise comparison matrix of n parameters constructed 
based on the Saaty’s scaling ratios, which could be of the order (n × n), 
and is defined as:

 GWSsite = F (Gwtf, Geom, Dd, Sl, Lu, Rrech) (7)

where, GWSsite = sites for groundwater structures; Gwtf = groundwater table 
fluctuations; Geom = geomorphology; Dd = drainage density; Sl = slope; 
Lu = land use; and Rrech = recharge. Suitable zones for groundwater struc-
tures can be expressed as:

 GWSsite = Σ Wi × Cvi (8)

where, Wi = map weight; and Cvi = capability value. The algorithm used in 
the derivation of suitable zones for groundwater structures was:

 GWSsite = 0.2 × [Cv Gwtf] + 0.17 × [CvGeom] + 0.16 × [CvDd]

 + 0.15 × [CvSl] + 0.12 × [CvLu] + 0.2 × [CvRrech] (9)

where, CvGwtf = groundwater table fluctuations with capability value; CvDd = 
drainage density layer with capability value; CvGeom= geomorphology with 
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capability value; CvSl = slope layer with capability value; CvRrech = recharge 
with capability value; and CvLu = land use layer with capability value.

5.3 RESULTS AND DISCUSSION

5.3.1 DETERMINATION OF OPTIMAL NUMBER OF 
GROUNDWATER RECHARGE STRUCTURES

Based on the optimization model, a combination of number of different 
types of structures has been worked out to optimize the area of influence 
in upland and flood plain areas. For upland area, by solving these above 
inequalities by simplex method, the optimal combination was worked 
out as:

x (number of dug wells) = 70,
y (number of small water harvesting structures) = 130, and
z (number of large water harvesting) = 10.

With these combination around 451.24 ha of area can be influenced, 
which is 25% of the total upland areas. The upland area in the water-
shed is located with an elevation of more than 90 m and flood plain is 
located towards the outlet of the watershed with an elevation 70 to 90 m. 
Considering these geological conditions, it was considered that the num-
ber of recharge structures, volume of water recharged and influence of 
the structures thereafter in the upland area will have a similar impact on 
the flood plain. Hence, to determine the number structures required in the 
flood plain, combined effect of structures in upland and flood plain was 
taken into account in the L.P. model. For flood plain, by solving these 
above inequalities by simplex method, the optimal combination was 
worked out as:

x (number of dug wells) = 278,
y (number of small water harvesting structures) = 252, and
z (number of large water harvesting) = 10.

With these combinations around 654.87 ha area can be influenced, 
which is 25% of the total flood plain areas. There are a number of dug 
wells, small and large water harvesting structures existing in the watershed, 
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but annual recharge within the watershed was estimated to be nearly 
43–69 mm, which accounts to only 4–5% of the annual rainfall. This lower 
rate of recharge has attributed to drying up of most of the structures during 
non-monsoon period (rabi). In Indian conditions, it has been estimated 
that the groundwater recharge in the hard rock areas could be upto 9–12% 
of rainfall [11]. Hence there is a potential to increase the groundwater 
recharge by construction of different recharge structures in appropriate 
locations within the watershed. It is estimated that only 8–10% of runoff 
is harvested through natural storage structures, thus there is good scope 
for harvesting rest of the runoff by various means [28]. With population 
growth and increasing demand for water, construction of more number of 
similar structures in the watershed to suffice the water requirement have 
become need of the hour.

5.3.2 DEVELOPMENT OF AN INTEGRATED SPATIAL 
DECISION SUPPORT SYSTEM (SDSS)

Soil water balance and groundwater model was used to quantify the spatial 
distribution of recharge within Munijhara watershed. Spatial change in 
groundwater table depth, slope, and drainage density was used to develop 
a spatial decision support system for delineating suitable locations for 
construction of groundwater recharge structures within the study area. 
Thereafter, remote sensing image analysis was carried out to generate land 
use, land pattern map during kharif and rabi season. The information gen-
erated from the study was used in GIS to develop an integrated groundwa-
ter recharge model to identify and prioritize locations for construction of 
recharge structures within the watershed.

5.3.3 THEMATIC MAPPING ON GROUNDWATER TABLE 
FLUCTUATION

Munijhara watershed lies within the topographical elevation within 
70–120 m. Depth to water table was monitored from 64 numbers of spa-
tially distributed monitoring wells. Water table elevation was calculated 
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for each of the wells during January 2006–June 2009. Groundwater eleva-
tion above mean sea level was calculated based on the following equation:

 Ew = E – D (10)

where, EW = elevation of water above mean sea level (m) or local datum; 
E = elevation above sea level or local datum at point of measurement (m); 
and D = depth to water (m).

Ground water level data were collected observing wells and sum-
marized on hydrographs of each well. Hydrograph of each well showed 
the fluctuation of ground water levels during a given period of time and 
allows for comparison of ground water levels from year to year. It was 
observed that groundwater table depth was lowest during the month of 
May, which was considered for pre monsoon water table depth, Similarly 
November month was considered for post monsoon period as the water 
table depth reaches to the highest level. Contour map on water table ele-
vation was prepared for both the season by using TNT MIPS GIS soft-
ware. Spatial distribution of water table elevation analysis showed that 
water table depth varied between 5.4–7.8 m, 5.3–7.5 m and 3.9–6.8 m 
during May 2006, 2007 and 2008, respectively. Similarly it varied within 
2.5–5.8 m, 3.4–5.9 m and 1.2–3.3 m during November 2006, 2007 and 
2008, respectively.

It was observed that rainwater influences depth of water table and net 
change in water table depth during pre and post monsoon season was 
around 2.38, 1.63 and 3.28 m during 2006, 2007 and 2008, respectively. 
The water table fluctuation is also influenced by amount of draft during the 
period of monitoring. Practically at all places within the watershed, water 
table fluctuates up and down in response to additions to or withdrawals 
from the nearby structures within the area of influence of different struc-
tures. It was observed that during dry seasons of reported periods, there 
was not much change in water table elevation in the watershed. However 
changes were marked in wet season for three consecutive years. Spatial 
variation of water table elevation showed that areas covered under forest 
cover always falls under the contours of >100 m in most of the season. But 
areas near to the outlet of the watershed and low-lying areas the fluctuation 
in water table depth is high due heavy pumping.
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5.3.4 THEMATIC MAPPING ON SLOPE OF THE WATERSHED

The response of a particular watershed to different hydrological pro-
cesses and its behavior depends upon various physiographic, hydrolog-
ical and geomorphological parameters. Slope of the area has a direct 
control on runoff and infiltration to the ground surface. A digital eleva-
tion model (DEM) derived slope model was generated for the watershed. 
The topographic maps from Survey of India maps were scanned and first 
geo-referenced to specific coordinates and used to generate a DEM with 
32-bit resolution using TNT (GIS) modules. The slope maps were then 
generated from DEM and reclassified into four slope groups as 0–1%, 
1–2%, 2–3% and >3% slopes (Figure 5.2). Steep slopes were found in 
north and south western part of the watershed covered by forest areas. 
Most of the area under settlements have low slope of 1–2%. These are 
the determinant factors for selecting the suitable areas for construction 
of recharge structures in order to conserve maximum runoff during the 
monsoon periods.

FIGURE 5.2 Slope map of Munijhara watershed.
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5.3.5 DRAINAGE AND CLASSIFIED DRAINAGE DENSITY 
MAP

Certain physical properties of watersheds significantly affect the char-
acteristics of runoff and infiltration process in hydrologic analyzes. 
Morphological characteristics like stream order, drainage density, aerial 
extent, watershed length and width, channel length, channel slope and 
relief aspects of watershed are important in understanding the hydrology of 
the watershed. A detailed analysis of the drainage network in a watershed 
can provide valuable information about watershed behavior, which is also 
useful for detail hydrological analysis. The drainage density, expressed in 
terms of length of channels per unit area (km/km2) indicates an expression 
of the closeness of spacing of channels. It is expressed as:

 D = Lu/A (11)

where, D = Drainage density; A = Area of the watershed, km2; and 
Lu = Total stream length of all orders, km.

It thus provides a quantitative measure of the average length of stream 
channels within different portions of the whole basin. Drainage density 
indirectly indicates its permeability and porosity due to its relationship 
with surface run-off. Areas with high drainage density values indicate 
high surface run-off and higher permeability; hence such areas are to be 
considered favorable for arresting excessive run-off. The major drainage 
system in the study area comprises of SW-NE flowing Munijhara Rivers 
and their distributaries. The dominant drainage pattern was observed in 
upland granitic zones. The lithological control results in the evolution 
of dentratic and subdendratic pattern due to low infiltration. Strahler’s 
system of stream ordering [37] is used, in which smallest finger-tip trib-
utaries are designed as order 1 and when two 1st order channels join, 
a channel segment of order 2 is formed (and so on). The highest-order 
stream in the basin defines the order of that basin and here the watershed 
is of 3rd order basin.

The study area was divided into square grids of 0.5 sq. km and the total 
lengths of all streams in each grid were calculated in order to determine 
the drainage density values in km/km2. These values were regrouped to 
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produce a drainage density map that was classified into four categories, 
i.e., very low 0–1, low (1–2), medium (2–3) and high (3–4) for the water-
shed (Figure 5.3). A major portion (>50%) of the region has low drainage 
density (<1 km/km2).

5.3.6 REMOTE SENSING AND GIS TO CLASSIFY LAND USE, 
LAND COVER OF STUDY AREA

Land-use planning is defined as a systematic assessment of land and water 
potential, alternatives for land use, and the economic and social conditions 
required to select and adopt the best land-use options. Land-use planning 
aims at achieving a balance among these goals through the use of infor-
mation on appropriate technology, and consensus-based decision-making. 
Effective land-use planning often involves local communities, scientific 

FIGURE 5.3 Drainage density map of Munijhara watershed.
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information on land resources, appropriate technologies, and integrated 
evaluation of resource use. The Remote Sensing technology along with 
GIS is a perfect device to identify, locate and map various types of lands 
associated with different landform units. In this study, land use map 
shows the different types of land cover pattern present in the study area. 
Vegetation cover is an important factor, which influences the occurrence 
and movement of the rainfall.

The watershed area is characterized by the dense forest, agricultural 
land, forest plantation, grass land; land with or without scrub, open forest 
and villages during both pre monsoon and post monsoon season. In this 
study, land use land cover image for the study area was prepared by using 
supervised classification. Data were collected from survey of India topo-
sheet 73H/4, Satellite images of IRS-P6; LISS-III of November 2008 and 
March 2009. Geology/geomorphology map showing the faults, upland 
and flood plain areas were extracted from Geological Survey of India 
(GSI) map of Nayagarh district. TNT MIPS software was used to prepare 
slope map, drainage density, spatial variation in water table depth within 
the watershed. Net groundwater recharge obtained from MODFLOW was 
used in GIS to prepare the distribution of net recharge for the watershed.

The multi-spectral satellite imageries of 2 overpass dates were classi-
fied to generate the land use land cover map. For this purpose the super-
vised classification technique was used. The error matrix of land use and 
land cover classification was presented in Table 5.1. In order to quantify 
the components of water budget, 8 classes were identified out of which 
2473 ha of land (>58%) is fallow or barren where as only 239 ha (<6%) 
is cultivated during summer or rabi season. Total area under forest and 
settlements were 311 ha and 757 ha respectively. Total area under water 
bodies was only 46 ha area is under the water bodies during pre-monsoon 
season and during the monsoon season it was increased to 213 ha.
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5.3.7 PRIORITIZATION OF SUITABLE SITES FOR 
CONSTRUCTION OF RECHARGE STRUCTURES

5.3.7.1 Multi-Criteria Analysis for Delineation of Sites

In this study, all six parameters namely the geo-morphological unit, water 
table fluctuation, slope, drainage density, land use, recharge were subjected 
to multi criterion evaluation by TNT MIPS GIS software that uses the 
weighted aggregation method. The summation of the product of all maps 
weights of thematic layers, each with related capability values of correspond-
ing categories, finally depicts the suitable area for groundwater structures.

In this method, the total weights of the integrated polygons that were 
ultimately formed were derived as a sum or product of the weights that 
had been assigned to the different layers according to their suitability. The 
sequence followed to create the final integrated layers was: In the first step, 
each two layers were integrated with one another. In this study multi cri-
teria analysis was carried out and the decision rules were derived by scor-
ing hydro-geomorphic parameters corresponding to the medium to low 
groundwater potential zones where adoption of recharge structures could 
be most effective as shown in Table 5.2. For Munijhara watershed, anal-
ysis on pre- and post-monsoon groundwater fluctuation maps indicated 
that poor groundwater condition resulted from high water table fluctuation 
(greater than 5 m) are found mainly in the high slope regions, which are 
not suitable from any groundwater structures. On the other hand, in the 

TABLE 5.2 Decision Rules for Selecting Favorable Sites for Recharge Structures

Parameter Value

Water table depth Water table fluctuation >2.5 m
Geomorphologic data Drainage density <3 km/km2

Land forms Plains
Land use/land cover Barren, fallow, cultivated land
Slope <3%

Geological data Depth to bed rock 8 m
Soil cover >0.9 m

Potential recharge zone Net recharge 40–50 mm
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most suitable zones, which have gentle slopes, the water table fluctua-
tion was low (<3 m, implying that these regions essentially do not require 
groundwater augmentation. As most wells are shallow, a fluctuation in 
water table higher than average results in inadequate supply of water to 
meet the demands of the people. Hence, a water table fluctuation greater 
than 3 m, which is the average water table fluctuation in both upland and 
flood plain areas, were taken as one of the criteria for consideration of sites 
for recharge. These adopted criteria encompass both the recharge and stor-
age zones where appropriate techniques could be implemented.

Another equally important criteria is that availability of storage space 
in subsurface for augmenting the groundwater supply and storing it, so 
that water is available in the event of any eventuality like bore wells pre-
dominantly in the plains as well as field studies, indicate that the top soil 
and highly weathered zone has an average thickness of 5 m while under-
lying moderate rely weathered zone has an average thickness of 10 m. 
Hence soil thickness and depth to bedrock both satisfy the general criteria 
adopted. In this watershed faults and lineament density was low and the 
soil and weathered zone is sufficiently thick to be considered suitable for 
recharge structures. Gently slopes (<3%) serve to build up the hydraulic 
gradient and are thus considered most suitable. Areas of steep slopes, hills 
were considered unfavorable. Moderate drainage density (<3 km/km2) 
was taken as an optimum balance between runoff and infiltration. The 
areas where the area is favorable for implementation of recharge structures 
was first demarcated using hydro geomorphologic parameters. Details of 
thematic layers, their categories, weights are given in Table 5.3.

Among six thematic layers; layer rank has been decided based on the 
importance for deciding the location for groundwater structures. Highest 
map weight of 0.2 has been assigned to the geo morphological layer, water 
table fluctuation and recharge map. Then from thematic layers categories 
has been delineated by mapping in GIS. In geo morphology layer, fault 
zone, flood plain Charnokite, flood plain upland, Flood plain granite gneiss, 
upland granite gneiss, upland Charnokite rank has been assigned as 1–6 
respectively. Water table fluctuation has been categorized as 0–1, 1–2, 2–3 
and > 3 m and highest rank was assigned to the category of >3 m. Drainage 
density was categorized as 0–1, 1–2, 2–3 and 3–4 km/km2. The highest 
rank was assigned to the area having more drainage density. Construction 
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of structures should be almost in flat land so that it can retain water for a 
longer period. Hence, areas with slopes of 0–1% was assigned as highest 
rank, among different categories of land use highest rank was given to the 
fallow land, followed by fallow crop and barren lands. Areas having the 
capacity to recharge more, i.e., 40–50 mm were assigned as highest rank 
followed by other areas.

Category rank and value was assigned to each layer based on their 
influence to the groundwater recharge structures within the watershed. 
Capability value for different categories has been decided from scale 0.5 
and assigned to each based on the influence over the recharge structures. 
Finally preference index has been prepared for suitable locations for 
appropriate recharge structures (Figure 5.4). From the figure it was clear 
that most preferred zones were identified in different locations within the 
watershed and mainly land with fallow/barren lands were found out for 
these structures. Land use, land pattern maps indicated the suitable spa-
tially distributed within the watershed. Areas with forest cover and having 
very steep slopes were demarcated as least preferred zone for construction 
of suitable recharge structures.

FIGURE 5.4 Preference index for construction of recharge structures.
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5.4 CONCLUSIONS

A regional groundwater recharge model was developed for 4200 ha hard  
rock area in Nayagarh district of Odisha State. Out of the total geographical 
area of the watershed, 311 ha and 757 ha is under forest cover and settle-
ment area. The model resulted that optimal combination of 20 number of 
large water harvesting structures of 40 × 40 m2 size with carrying capacity 
of 30,000 m3, 382 number of small water harvesting structures of 30 × 30 m2 
size with capacity of 1570 m3 and 340 numbers of dug wells of 4 m diameter 
could influence around 3132 ha area of the watershed. These structures would 
recharge on average of 12–18% of rainfall of water annually. Farmers can 
utilize additional 91 ha (4%) area in kharif and 2473 ha (>80%) area in rabi 
season, which could enhance income generation and ultimately increase irri-
gation and cropping intensity of the region. The developed integrated model 
could be used to define the location to construct the different recharge struc-
tures to ensure sustainable yield from the aquifer and make the fallow lands 
suitable for cropping in rabi season. This model can be utilized to improve 
groundwater development status of the region scientifically integrated with 
balanced effort to ensure sufficient recharge to the aquifer to maintain sus-
tainable yield and availability of water in rabi season. This provides an opti-
mal combination of structures that can be constructed in specific locations in 
different geological conditions of the watershed that can be used to address 
the necessity of agricultural development of the region without losing sight of 
the pertinent question of ensuring sustainability for future generation.

5.5 SUMMARY

A regional groundwater recharge model was developed for 4200 ha hard 
rock area in Nayagarh district of Odisha, India. The model resulted that 
optimal combination of 20 number of large water harvesting structures of 
40 × 40 m2 size with carrying capacity of 30,000 m3, 382 number of small 
water harvesting structures of 30 × 30 m2 size with capacity of 1570 m3 
and 340 numbers of dug wells of 4 m diameter could influence around 
3132 ha area of the watershed. These structures would recharge on aver-
age of 12–18% of rainfall of water annually. Farmers can utilize additional 
91 ha (4%) area in kharif and 2473 ha (more than 80%) area in rabi season, 
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which could enhance income generation and ultimately increase irriga-
tion and cropping intensity of the region. The developed integrated model 
could be used to define the location to construct the different recharge 
structures to ensure sustainable yield from the aquifer and make the fallow 
lands suitable for cropping in rabi season.
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6.1 INTRODUCTION

Land and water are two most vital natural resources of the world and these 
resources must be conserved and maintained carefully for environmental 
protection and ecological balance. Prime soil resources of the world are 
finite, non-renewable over the human time frame, and prone to degrada-
tion through misuse and mismanagement. Total global land degradation 
is estimated at 1964.4 M-ha, of which 38% is classified as light, 46% as 
moderate, 15% as strong and the remaining 0.5% as extremely degraded, 
whereas present arable land is only 1463 M-ha, which is less than the land 
under degradation [7]. The annual rate of loss of productive land in the 
whole world is 5–7 M-ha, which is alarming. In India, out of 328 M-ha of 
geographical area, 182.03 M-ha is affected by various degradation prob-
lems out of which 68 M-ha are critically degraded and 114.03 M-ha are 
severely eroded whereas total arable land is only 156.15 M-ha [21]. In 
India, Singh et al. [16] reported that 0.97% of total geographical area is 
under very severe erosion (>80 t.ha–1.yr–1), 2.53% area under severe erosion 
(40–80 t.ha–1.yr–1), 4.86% area under very high erosion (20–40 t.ha–1 yr–1), 
24.42% area under high erosion (10–20 t.ha–1.yr–1), 42.64% area under 
moderate erosion (5–10 t.ha–1.yr–1) and rest 24.58% area under slight ero-
sion (0–5 t.ha–1.yr–1). Therefore, the problem of land degradation due to 
soil erosion is very serious, and it will further aggravate with increasing 
population pressure, exploitation of natural resources, faulty land and 
water management practices. Land degradation also reduces the world’s 
fresh water reserves.

Water resources degradation is an issue of significant societal and envi-
ronmental concern. Water pollution originates either from point or non-
point source or from both. Point source pollution enters water resources 
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directly through a discrete pipe, ditch or other conveyance. Industrial 
and municipal discharges fall into this category. Non-point source pollu-
tion enters water diffusely through runoff or leachate from rain or melt-
ing snow and is often too costly to observe and to measure. In addition 
non-point emissions are typically stochastic (random) due to impact of 
weather related and other environmental processes. Consequently, non-
point pollution has been identified as a major reason for water quality 
problems. Perrone and Madramootoo [14] stated that contribution of agri-
culture to non-point source pollution in the United States is 64% of total 
suspended sediment and 76% of total phosphorous. In India, the quality 
of water flowing in the streams is getting polluted due to improper and 
over dose application of fertilizers, pesticides, and herbicides. Also point 
source pollutions, such as effluent from industries, feedlots and erosion 
from gully, are also getting mixed with stream water causing pollution of 
water resources.

Proper watershed management, which is a comprehensive term mean-
ing the rational utilization of land and water resources for optimal produc-
tion and minimum-hazard to natural resources, may be the solutions to all 
these problems. Accurate estimation/prediction of runoff, sediment yield, 
nutrient loss, its amount and rate are the key parameters for watershed 
management. In many instances, non-availability of these data is a major 
handicap to start with watershed development program.

Use of mathematical models for hydrologic evaluation of watersheds 
is the current trend and extraction of watershed parameters using remote 
sensing and geographical information system (GIS) with high-speed com-
puters are the aiding tools and techniques for it. Agricultural Nonpoint 
Source Pollution (AGNPS) model [26, 27] is one such mathematical, 
hydrologic, distributed, event based model that is used as a watershed 
analysis tool for evaluating non-point source pollution from agricultural 
watersheds.

The AGNPS model has been validated in different environments 
worldwide mainly for prediction of runoff, peak discharge, sediment load 
and nutrient discharge. Chahor et al. [2] applied this model for predic-
tion of runoff and sediment yield in small sized Latxaga watershed, in 
Spain and found its performance satisfactory. Taguas et al. [18] carried 
out a study in an olive orchard micro catchment in Spain under different 
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soil management to model the contribution of ephemeral gully erosion. 
Momm et al. [12] used AGNPS for mapping and identification of crop-
land potential ephemeral gullies. Due to integration and applicability with 
GIS, the popularity of AGNPS model has increased recently. Emili and 
Greene [4] developed GIS protocol and showed the useful and practical 
application of GIS in AGNPS. This model has been validated using field 
data from agricultural watersheds in Minnesota, Iowa, and Nebraska [26], 
Illinois [9] and watersheds in Northeast Kansas [6]. Mitchell et al. [11] 
evaluated the AGNPS model for predicting runoff and sediment yield 
from small watersheds of mild topography in Illinois. Lo [10] integrated 
AGNPS and ARC/INFO to quantify erosion problems at the Bajun river 
basin and the Tsengwen reservoir watershed in Taiwan.

While reviewing the works on comparison of different models perfor-
mance and its use to combat NPS pollution, it is also seen that AGNPS 
predicted well in flat land area of uniform slope. Since for design of any 
hydraulic structure or to evaluate best management practices (BMPs), it 
is desirable to simulate under severe conditions of rainfall event, AGNPS 
is a better model for the above purpose as it is event based. Also the dis-
tributed nature of AGNPS model has the other advantages of applying to 
medium watersheds, where variability in land use/ land cover (LU/LC) is 
there spatially as well as temporally. When topographic, LU/LC and other 
inputs is required grid wise, remote sensing and GIS techniques are best 
tools for obtaining them. The application of remote sensing and GIS for 
hydrologic studies is numerous.

Hence realizing the success of these techniques it is also thought that 
these methodologies can be used in this research study using IRS satellite 
data. Considering all above points, AGNPS model was selected for this 
study for hydrologic evaluation of watersheds.

6.2 MATERIALS AND METHODS

This study was undertaken in two agricultural watersheds namely 
Tarafeni and Bhairabbanki and its sub watersheds located respectively in 
Midnapore and Bankura district of West Bengal state in India (Figure 6.1). 
Both the watersheds lie within 22°37′ to 22°51′ north latitude and 86°38′ 
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to 86°52′ east longitude. The area of Tarafeni watershed is 158.06 km2 
and elevation varies between 110 m and 290 m above mean sea level 
(msl). The area has a sub-tropical sub-humid climate with occasional 
high intensity of rainfall during monsoon (May–October). Area of 
Bhairabbanki watershed is 69.15 km2 and its elevation varies between 
130 m to 270 m above msl. Both the watersheds lie on the SOI toposheet 
number: 73/J-9, J-10, J-13, and J-14 (1:50,000 scale). The outlet of river 
Tarafeni is considered at Tarafeni barrage and for Bhairabbanki water-
shed it is considered at Bhairabbanki barrage. The two major landscapes 

FIGURE 6.1 Location map of study watersheds.
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of the watersheds are undulating plane interspersed with mounds and 
valleys in which red and lateritic and old alluvial soils and Dharwar 
landscape in which lateritic soils are present.

The major soil textural classes present are sandy loam, silt loam and 
loam. The soil map of study area was prepared by using All India Soil 
and Land Use Survey map. Indian remote sensing satellite images for the 
year 1989 (IRS-1A-LISS-II-B1-20-52, date of pass (DOP) 21–02–1989 
and 13–11–1989 and IRS-1D-LISS-III-107–56, DOP 22–02–2000 and 
14–11–2000) were used for land use land cover classification and updat-
ing drainage network. The different image processing and GIS software 
used in this study are ERDAS/IMAGINE and ARC/INFO. The toposheets 
were scanned using A0 size scanner. The rainfall amount, intensity, runoff 
amount, sediment and nutrient loss were observed at the outlet of water-
sheds and data were analyzed storm wise.

The Survey of India toposheets covering the study area were scanned, 
rectified and digitized for elevation contours, drainage network, and prom-
inent land cover using ARC/INFO GIS software. Then GIS analysis was 
made to convert the whole watersheds into grids of 400 × 400 m2 and grid 
wise slope, aspect, slope shape factor, soil characteristics, etc. were found 
out. The IRS satellite images for 1989 and 2000 (both monsoon (kharif) 
and winter (rabi) seasons) were classified using supervised classification 
(after several ground truth verifications) with maximum likelihood clas-
sification algorithm in ERDAS/IMAGINE software. The classification 
accuracy was found to be acceptable ranging from 88.7 to 91.2% for all 
the classifications.

6.2.1 AGNPS (AGRICULTURAL NON-POINT SOURCE 
POLLUTION) MODEL

6.2.1.1 Model Structure 

The USDA Agricultural Research Service (USDA-ARS) in cooperation 
with the Minnesota Pollution Control Agency and the Soil Conservation 
Service (now the Natural Resources Conservation Service) developed 
the Agricultural Non-Point Source Pollution (AGNPS) model [25–27]. 
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AGNPS is an event based distributed model, which simulates runoff, 
sediment, and nutrient transport from agricultural watersheds. The 
nutrients considered include nitrogen (N) and phosphorous (P), both 
essential plant nutrients and major contributors to surface water pollu-
tion. Basic model components were hydrology, erosion, sediment and 
chemical transport. In addition, the model considers point sources of 
sediment from gullies and inputs of water, sediment, nutrients, and 
chemical oxygen demand (COD) from animal feedlots, springs and 
other point sources. COD is a measure of the oxygen required to oxi-
dize organic and oxidizable inorganic compounds in water. As such it 
is used as an indicator of the degree of pollution. Water impoundments, 
such as tile outlet terraces, also are considered as depositional areas of 
sediment associated nutrients.

The model operates on cell basis with cells of uniformly square size 
subdividing the watershed, allowing analysis at any point within the 
watershed. Hydrology, erosion or sediment transport, and chemical trans-
port are calculated for each cell within the watershed and routed to the 
watershed outlet.

The calculations made by AGNPS occur in three stages, or loops:

Initial calculations for all cells in the watershed are made in the first loop. 
These calculations include estimates for upland erosion, overland runoff 
volume, time until overland flow becomes concentrated, level of soluble 
pollutants leaving the watershed via overland runoff, sediment and runoff 
leaving impoundment terrace systems, and pollutants coming from point 
source input such as tile lines or feedlots.

The second loop calculates the runoff volume leaving the cells containing 
impoundments and the sediment yield for primary cells. A primary cell is 
that no other cell drains into. The sediment from these cells and other cells 
is broken down into five particle-size classes: clay, silt, small aggregates, 
large aggregates and sand.

In third loop, the sediment and nutrients are routed through the rest of the 
watershed. Calculations are made to establish the concentrated flow rates, 
to derive the channel transport capacity, and to calculate the actual sedi-
ment and nutrient flow rates.
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6.2.1.2 Hydrology

(a) Runoff
The model requires daily or total storm rainfall amount per event. Runoff 
volume and peak flow rate are calculated in hydrology component. The 
runoff volume from each cell is calculated by using SCS runoff curve 
number (CN) equation [19]. The overland runoff duration, or the time 
needed for concentrated flow to occur, is calculated using the runoff veloc-
ity as determined [19]. The equation used for computation is:

 
o

s

V
L

OFT =  (1)

where, OFT = overland flow time (s), Ls= field slope length (m), and 
Vo= overland flow velocity (m s–1). The velocity is calculated as:

 )SCC)100S(log5.0(
o

L1010V −××=  (2)

where, SL = land slope (m m–1), and SCC = overland surface condition 
constant, which is a cell characteristic that accounts for the effects of land 
use and vegetation.

(b) Peak runoff rate
The model uses two different ways for calculating peak runoff rate for 
each cell. An empirical relationship [17] and used in the CREAMS model 
can be selected. This method assumes a triangular shaped channel and 
uses the following equation:

 187.0A903.016.07.0
p )LW()4.25/RO()CS()A(79.3Q

017.0 −=  (3)

where, Qp = peak runoff rate (m3 s–1), A = drainage area (km2), CS = chan-
nel slope (%), RO = daily runoff volume (mm), LW = length–width ratio 
of the watershed = L2/A, and L = maximum flow path (km).

The second option uses a method based on SCS TR55 [20], which is 
a simplified procedure for estimating runoff and peak discharges in small 
watersheds. The peak runoff rate is dependent on the rainfall distribution 
and amount, runoff curve number, and the time of concentration. In this 
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method, a rectangular shaped channel is assumed and the peak flow is 
based on the time of concentration (Tc). The total travel time for any cell 
is the time required for runoff to travel from the hydraulically most distant 
point of the watershed to the outlet of that cell and the Tc is computed by 
summing all the travel times for consecutive cells in a specific flow path in 
the watershed. Time of concentration is estimated with the equation

 Tc = Tcc + Tcs + Tsf (4)

where, TC = watershed time of concentration (h), TCC, TCS, and TSF are com-
ponents of TC attributed to channel flow, surface flow and shallow channel 
flow. The channel component is computed with the equation:

 5.067.0

n
SF

CC d6.3
)LL(

T
σ

−λ−
=  (5)

where, Tcc = channel time of concentration (h), L = channel length from 
the most distant point to the watershed outlet (km), λ= surface slope 
length (km), LSF = shallow flow length (km), n = Manning’s roughness 
coefficient, d = average channel flow depth (m), and σ = channel slope 
(m m–1). The shallow flow component of TC is estimated with the equation:

 
SF

SF
SF V

L
T =  (6)

where, VSF = average shallow flow velocity (km h–1), and is estimated with 
equation:

 VSF = 17.7S0.5 ≤ 2.19 km h–1 (7)

where, S = surface flow slope (m.m–1). The length of shallow flow, LSF is 
estimated with the equations

 LSF = 0.05 (If, L > 0.1 km) 

 LSF = L – 0.05 (If, 0.05 < L < 0.1 km) 

 LSF = 0.0 (If, L < 0.05 km) (8)
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The surface flow component of TCS is estimated with equation:

 5.04.0

8.0

CS RS
)n(0913.0T −λ

=  (9)

where, TCS = surface flow component of time of concentration (h), and 
R = storm rainfall (mm).

The peak flow is calculated from TC by:

 AQ]000000672.0[10Q
2

C2C10 )]T(logC)T(logCClog[
p

++=  (10)

where, Qp = peak flow rate in (m3 s–1), A = drainage area (km2), Q = run-
off volume (mm), C0, C1, and C2 = coefficients based on 24-hour precipita-
tion and initial abstraction as determined from the curve number.

With either method of calculating peak flow, model has the option of 
entering known channel characteristics, i.e., channel length, width, and 
depth or using hydro-geomorphic relationships to determine channel 
geometry. The hydraulic geometry predicted by geomorphic calculation 
allows the user to estimate the channel dimensions as a function of total 
drainage area into the cell.

(c) Hydrograph generation
The peak flow rates calculated from either method are used to generate 
a triangular hydrograph for each cell. The triangular hydrograph is parti-
tioned into uniform increments with at least three increments on the rising 
limb for sediment routing. Flow rates are calculated for each increment 
using the average time to peak, the flow duration and the increment dura-
tion. The peak flow rate in SCS TR55 method is derived from the SCS 
triangular hydrograph resulting from a rainfall excess of duration D. The 
peak discharge is given by:
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where, qp = peak discharge (m3 s–1), A = basin size (km2), Q = runoff 
depth (mm), tp = time of rise to the peak of hydrograph (h), and TC= time 
of concentration (h).
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6.2.1.3 Erosion and sediment transport processes

(a) Erosion
AGNPS model uses modified form of the universal soil loss equation 
(USLE) to estimate upland erosion for single storm [23] as follows:

 SL = (EI) × K × L × S × C × P × (SSF)  (12)

where, SL = soil loss (t ha–1), EI = rainfall energy intensity (N h–1), K = soil 
erodibility factor ((th1) (ha N–1)), L = slope length factor, S = slope steep-
ness factor, C= cover and management factor, P = support practice factor 
and SSF = a factor to adjust for slope shape within the cell (concave, con-
vex, uniform).

Soil loss is calculated for each cell of the watershed. Eroded soil and 
sediment yield are sub divided into five particle size classes: clay, silt, 
sand, small aggregates and large aggregates.

(b) Sediment transport
After runoff and upland erosion are calculated for each cell, detached sedi-
ment is routed from cell to cell through the watershed to the outlet. The 
sediment routing through the watershed is done in loops 2 and 3 of the 
computer programs. The primary cells are routed in loop 2 and rest of 
cells in loop 3. The routing is done as per cell and per particle size basis 
proceeding from the headwaters of the watershed to its outlet.

The method used for sediment routing involves equations for sediment 
transport and deposition [5, 8]. The basic routing equation is derived from 
the steady state continuity equation as follows:

 ∫−+=
x

o
rslss wdx)x(D)L/x(Q)O(Q)x(Q  (13)

where:

Qs(x) =  sediment discharge at the downstream end of the channel 
reach (kg s–1),

Qs(O) =  sediment discharge into the upstream end of the channel 
reach (kg s–1),

  Qsl =  lateral sediment inflow rate (kg s–1),
   x = down slope distance (m),
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  Lr = reach length (m),
D(x) = sediment deposition rate (kg s–1 m–2) at the point X, and
  w = channel width (m).

The deposition rate is estimated by using following equation:

 D(x) = [Vss/q(x)][qs(x)-g′s(x)]  (14)

where, Vss = particle fall velocity (m s–1), q(x) = discharge per unit width 
(m2 s–1), qs(x) = sediment load per unit width (kg s–1 m–1), and g′s(x) = effec-
tive sediment transport capacity per unit width (kg s–1 m–1). The effective 
transport capacity is computed using a modified Bagnold stream power 
equation as follows [1]:
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where, η = an effective transport factor, k = transport capacity factor, 
τ = shear stress (kg m–2), and Vc = average channel flow velocity (m s–1). 
The transport capacity factor is calculated as:
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where, eb = bed load transport efficiency, es = suspended load transport 
efficiency, γs = sediment specific weight (kg m–3), and γw = specific weight 
of water (kg m–3).

From flume studies, the combined efficiency term, (1-eb)es, has been 
found to be about 0.01 [15]. Since the actual value of (1-eb)es would vary 
with the size of the particle being transported, the combined efficiency 
term was adjusted by an effective transport factor, η [25]. The value of η 
can be estimated by:

 η = 0.74Ef–1.98 (17)

where, Ef = an entrainment function [15] and calculated as
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where, Pd = particle diameter (m). Sediment load for each of the five 
particle size classes leaving a cell is calculated as follows:

Q (x)= 2q(x)
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where, Δx = change in channel length across the cell (m), and other symbols 
are as defined above. Equation 19 is the basic routing equation that derives 
the sediment transport model.

The sediment discharge is calculated in two periods: the first period 
during which the eroded sediment from the upland portions of the cell 
enter the channel and the remaining period during which upland erosion 
has stopped but channel flow continues. During both periods, the sediment 
flow at point O remains constant. The sediment transport calculations 
allow for deposition, and/or scouring of all particle sizes during channel 
flow based on transport capacity and sediment availability. Model has the 
option of not allowing any scouring, as in the case of non-erodible channel 
bed, or allowing only specific particle sizes to scour.

6.2.2 AGNPS MODEL USE

AGNPS version 5.00 [28] was used to simulate runoff and sediment yield 
from different storms for the watershed. The energy intensity (EI) values 
for the storms were computed using maximum 30-minute rainfall intensity 
and break point or time intensity rainfall approach. The curve numbers 
coverage for the watershed land use was prepared based on hydrologi-
cal soil groups, hydrologic condition and antecedent moisture conditions 
(AMC). The CN coverage was generated by converting the classified 
image in raster form to polygons and intersecting with the watershed grids. 
If more than one land use was found in a grid weighted CN was calculated 
for individual grid, similarly for other parameters like surface condition 
constant, overland Manning’s coefficient, crop management factor, etc. 
their weighted values were found out.
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Soil erodibility (K) factor for watershed soils were computed using 
the nomograph developed by Wischmeier et al. [22] based on particle size 
parameter, percentage organic matter, soil texture and soil permeability 
class. In AGNPS simulations, slope shape for different grids were found 
from GIS analysis and different slope length was considered with maxi-
mum value not exceeding 100 m. The values of the agricultural manage-
ment parameters [such as crop and management factor (C), conservation 
practice factor (P) and Manning’s roughness coefficient (n), watershed 
condition constant, fertilizer availability factor, COD (chemical oxygen 
demand) factor for watershed land uses] were taken from the available 
literatures [AGNPS Users Guide, USDA Agricultural Handbook, 537, 
USDA ARS Conservation Research report 35, and [3]].

The parameters required for the model calibration were extracted from 
the analysis of digital elevation model (DEM), soil map and land use/land 
cover based on satellite imagery and the available literature. For model 
calibration 31 rainfall-runoff events were used. The calibration was made 
in three steps. Initially the values from standard tables and measured val-
ues were used to generate a base input file and all errors were removed 
and it was asserted that the model is running and giving some output with-
out any error message. In the second stage of model calibration, different 
hydrologic calculation options available in AGNPS model for peak flow 
calculation and channel parameter calculation, etc. were tried. Both the 
methods of peak flow computation (SCS-TR55 and AGNPS) with geomor-
phic option for known storm EI (energy intensity) values were attempted. 
Also both the methods for hydrograph shape factor, k-coefficient values 
and percent runoff prior to peak (default values) as well as average of the 
observed percentage of runoff prior to peak were adjudicated. Also EI cal-
culated by break point or time intensity rainfall method and based on max-
imum 30-minute intensity were tried separately to find out which method 
of EI calculation gives better prediction. In this stage the best combina-
tion of hydrologic computation options for predicting runoff volume, peak 
flow rate and sediment close to the observed value was determined. In the 
final stage the model was calibrated for different input parameters such 
as CN, surface condition constant, Manning’s n, C factor, etc. The model 
was calibrated using trial and error procedure of parameter adjustment and 
optimization.
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After each parameter adjustment, the simulated and observed runoff 
volume, peak flow and sediment yield were compared to determine the 
accuracy of predictions. The USLE C factor and Manning’s n for over-
land flow for watershed land uses were also varied according to growth 
stages of vegetation. AMC prior to each storm was estimated using the 
limits of five day antecedent rainfall (FDAR) amount as suggested by 
USDA-SCS and antecedent precipitation index (API) values. The calibra-
tion was done for Tarafeni watershed for continuous 31 rainfall runoff 
events spreading over two years, whereas validation was done for both 
Tarafeni and Bhairabbanki watersheds for continuous 18 rainfall- runoff 
events of the next year. The calibrated values of model input parameters 
were used for model validation. In order to determine the relative sensitiv-
ity of model input parameters on model output values, sensitivity analysis 
was performed for the calibrated parameters of the model for a representa-
tive rainfall amount in an average condition of AMC and fair hydrologic 
condition of watershed.

6.3 RESULTS AND DISCUSSIONS

6.3.1 MODEL CALIBRATION

For calibration of different hydrological and channel parameter computa-
tion options, different calibration trials (trial – 1 to 5) were carried out. 
The trial-1 calculates peak flow using TR55 method, geomorphic option 
was used for channel variable calculations, runoff percentage prior to peak 
was input as average value of the observed events. In trial-2 same TR55 
method, geomorphic option was used. But the only difference was either 
model default value of k coefficient = 484 or 37.5% of runoff prior to peak 
was entered. Either of the input was used as it was found during model 
initial runs that they yielded same results as explained in previous section. 
For trial 3 through 5 instead of TR55, AGNPS option was used for peak 
flow computation method. Rainfall energy intensity was calculated using 
two methods (EI30 or EIBR) as explained in chapter IV, the EI30 method was 
used in trial-4 and in all other trials the EIBR method was used.

For the selected watershed, runoff predictions do not vary with the 
use of different available options of hydrological computations in AGNPS 



146 Modeling Methods and Practices in Soil and Water Engineering

model version 5.00, rather all the trials predict same values of runoff depth. 
This is due to the fact that model computes runoff using SCS–CN method 
and runoff computations are not affected with those available hydrological 
computation options. During calibration of peak rate of runoff it is found 
that TR55 and AGNPS method of calculation give two different sets of 
results and peak flow calculation is insensitive to other factors like method 
of calculation of rainfall energy intensity or model default value of per-
centage of runoff prior to peak, k coefficient or average value of observed 
runoff hydrographs, etc. AGNPS method of calculation give more closer 
result with the observed than TR55 method of calculation as evident from 
statistical parameters. Peak rate of runoff predicted using AGNPS method 
was accepted, as it gave model efficiency as 0.979, coefficient of determi-
nation (R2) as 0.993, RMSE as 5.58 m3 s–1, and in students t-test calculated 
value was less than table value.

Among all the trials made for sediment yield prediction the option, 
which includes AGNPS option of peak flow calculation, geomorphic 
option of channel parameter calculation, default values of k coefficient 
or percentage of runoff prior to peak used for hydrograph shape factor, 
and rainfall energy intensity calculated using break point or time inten-
sity rainfall method [23] gave better prediction as evident from statistical 
parameters. The model efficiency was found to be 0.965, R2 as 0.9959, 
RMSE 173.9 tons (11.02 kg ha–1) at the outlet of watershed, students’ t-test 
also confirmed that there is no significant difference between the mean of 
observed and predicted value at 95% level of confidence.

In the final stage of calibration, only the above option was used. The 
AGNPS input parameters like CN, Manning’s roughness coefficient (N),  
C (crop management factor) and surface condition constants (SCC) are 
varied within their specific limit and optimized for calibration. The cali-
brated CN, N, SCC and C values were found out for Tarafeni watershed 
in this process. Using these calibrated parameters simulations were per-
formed for all 31 events and statistical parameter were found out to verify 
the adequacy of calibration and evaluation of model performance. For run-
off, peak flow and sediment prediction most of the deviation was within 
20% from observed value (Tables 6.1 and 6.2). Runoff and peak flow val-
ues were found to be under predicted for most of the small rainfall events 
(<50 mm) and under AMC I condition and over predicted for medium and 
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TABLE 6.2 Simulated Sediment Yields and Model Evaluation Parameters Obtained 
During AGNPS Model Parameters Calibration

Storm 
event 
number 

Rain 
(mm)

Storm 
size

Rainfall 
intensity 
(mm h–1)

AMC HYC Sediment yield (tons)

Observed Simulated Dv(%)

1 48.6 25–50 30.2 II Poor 908 1020 –12.3
2 77.6 >75 21.5 I Poor 2750 3055 –11.1
3 70.0 >50–75 52.6 I Fair 2568 3010 –17.2
4 30.0 >25–50 20.8 III Fair 345 340 1.4
5 73.6 >50–75 45.5 III Fair 2689 3020 –12.3
6 80.0 >75 55.2 III Fair 3400 3655 –7.5
7 31.0 >25–50 22.5 II Fair 360 372 –3.3
8 23.0 0–25 15.3 I Fair 172 170 1.2
9 36.0 >25–50 16.9 II Good 515 460 10.7
10 29.4 >25–50 21.0 III Good 405 385 4.9
11 65.2 >50–75 38.5 III Good 2168 2320 –7.0
12 21.4 0–25 15.2 III Good 245 240 2.0
13 32.6 >25–50 18.9 II Good 395 400 –1.3
14 63.0 >50–75 42.5 I Good 2285 2370 –3.7
15 28.0 >25–50 20.5 I Poor 265 215 18.9
16 27.0 >25–50 15.9 III Poor 267 230 13.9
17 40.0 >25–50 28.7 II Poor 685 690 –0.7
18 28.0 >25–50 20.5 III Poor 389 315 19.0
19 37.0 >25–50 35.1 I Poor 595 560 5.9
20 51.0 >50–75 45.2 I Fair 1109 1210 –9.1
21 27.0 >25–50 20.0 I Fair 285 235 17.5
22 21.0 0–25 15.8 I Fair 145 140 3.4
23 38.0 >25–50 21.4 II Fair 610 520 14.8
24 23.0 0–25 19.8 I Fair 160 155 3.1
25 34.0 >25–50 22.6 I Fair 468 410 12.4
26 20.0 0–25 16.8 I Good 113 110 2.7
27 24.0 0–25 20.2 I Good 190 180 5.3
28 25.0 0–25 18.7 II Good 205 210 –2.4
29 30.0 >25–50 22.8 I Good 320 325 –1.6
30 34.4 >25–50 26.4 III Good 567 630 –11.1
31 38.0 >25–50 32.2 I Good 550 560 –1.8
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Storm 
event 
number 

Rain 
(mm)

Storm 
size

Rainfall 
intensity 
(mm h–1)

AMC HYC Sediment yield (tons)

Observed Simulated Dv(%)

Model efficiency (E) [13]  0.9793
Coefficient of residual mass (CRM) –0.0530
Coefficient of determination (R2)  0.9966
Root mean square error (RMSE)  133.0 ton (8.41 kg ha–1)
t-test for difference –1.9515
t-table value (t0.975,30) for two-tailed t distribution  2.0423

N. B. AMC: antecedent moisture condition; HYC: hydrologic condition; Dv: deviation.

TABLE 6.2 Continued

large events and also in AMC III condition. The model efficiency found 
to be 0.994, 0.986 and 0.979; R2 as 0.999, 0.995 and 0.997; RMSE as 
0.77 mm and 4.68 m3 s–1 and 133 tons (8.41 kg ha–1), respectively for run-
off, peak flow and sediment yield at outlet. Very small (close to zero) and 
negative value of CRM for all the parameters indicate that AGNPS model 
has a slight tendency of over prediction but the model is acceptable as the 
value is very low. Student’s t-test for all parameters showed there is no 
significant difference between the observed and simulated value and the 
calculated t value is less than the table value, hence the calibrated param-
eters are acceptable.

The graph plotted between the observed and simulated showed the 
data points are close to 1:1 line except for few medium and large events 
(Figures 6.2–6.4). For all the above results, it can be concluded that 
AGNPS model after calibration can be used for simulation of runoff, peak 
flow and sediment.

6.3.2 MODEL VALIDATION

After the model was adequately calibrated, it was validated for 18 rain-
fall events for both Tarafeni and Bhairabbanki watersheds (Tables 6.3 
and 6.4). The calibrated parameters and the best combination of options, 
which had given best result, were used for validation. The deviations of 
different parameters from the observed was found within 20% for most 
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FIGURE 6.2 Observed and simulated runoff value during AGNPS calibration.

FIGURE 6.3 Observed and simulated peak flow rate during AGNPS calibration.

FIGURE 6.4 Observed and simulated sediment yield during AGNPS calibration.
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of the events but it is more than 20% but less than 30% for two or three 
events. The trend obtained during calibration was also found during vali-
dation, that for small rainfall events the model has a tendency to under 
predict and for medium and large events it over predicts. There is over 
prediction in most of the AMC III conditions of watershed and there is no 
definite trend for different hydrologic conditions.

For Tarafeni watershed during model validation the different statisti-
cal parameters such as model efficiency was found to be 0.978, 0.965, 
and 0.957; R2 as 0.985, 0.993 and 0.993; RMSE as 1.10 mm, 6.18 m3 s–1, 
78.51 tons (4.97 kg ha–1, respectively for runoff, peak flow and sediment 
yield at the outlet. The calibration parameters for model option and input 
parameters of Tarafeni watershed were used for validation of Bhairabbanki 
watershed.

For Bhairabbanki watershed model efficiency was found to be 0.895, 
0.876, and 0.827; R2 as 0.973, 0.979 and 0.928; RMSE as 1.52 mm, 
5.11 m3 s–1, 41.7 ton (6.03 kg ha–1) respectively for runoff, peak flow and 
sediment yield at outlet. The CRM value was found to be negative and 
close to zero for all parameters and also for both the watersheds. Hence it 
can be said that overall the model has a tendency for slightly over predic-
tion. The students’ t-test for significant difference showed that there is no 
significant difference between the observed and simulated values for all 
the parameters and for both the watersheds. The graphical representation 
of observed versus simulated values showed that data points are very close 
to 1:1 line for most of the simulations except for few medium and large 
rainfall-runoff events (Figures 6.5–6.7). So from the whole validation 
study it could be understood that AGNPS model can be applied to nearby 
hydrologically similar watersheds having similar rainfall pattern. The sta-
tistical parameters obtained for Bhairabbanki watershed show that though 
the model is simulating acceptable results for Bhairabbanki, its simulation 
capability can be further improved by calibrating the model while apply-
ing to any other watershed of similar hydrologic and climatic conditions.

6.3.3 SENSITIVITY ANALYSIS

The results of sensitivity analysis indicated that runoff is sensitive to only 
curve number. The peak flow is most sensitive to CN value followed 
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FIGURE 6.5 Observed and simulated runoff during AGNPS model validation. (a) Tarafeni 
watershed; (b) Bhairabbanki watershed.

a) Tarafeni watershed b) Bhairabbanki watershed
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FIGURE 6.6 Observed and simulated peak rate of runoff during AGNPS model validation.
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FIGURE 6.7 Observed and simulated sediment yield during AGNPS model validation.
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by channel slope and field slope. The sensitivity analysis study also 
revealed that the variables most significantly affecting the sediment yield 
in descending order are CN, K, EI, P, C, LS, SL, CSS, CS-based on mean 
absolute deviation value. The sensitivity analysis suggests that above vari-
ables should be carefully estimated for accurate sediment yield prediction. 
Since the runoff is calculated by CN technique and peak flow and sediment 
yield is also dependent on it, this parameter should be carefully calibrated 
for individual watersheds before applying AGNPS model for runoff, peak 
flow or sediment simulations. The findings of this sensitivity analysis are 
similar to the results obtained by [26] (developer of the model).

6.3.4 ASSESSMENT OF CRITICAL AREA AND BEST 
MANAGEMENT PRACTICES (BMP)

After calibration and validation of the AGNPS model, it was used for 
assessment of critical areas in the study watersheds using 24 h-25 year 
rainfall. For finding out 24 h-25 year rainfall amount, rainfall frequency 
analysis was done for 22 years of data available for the study watersheds. 
The annual maximum one-day rainfall was fitted to different probability 
distributions and the data were found to follow log-normal distribution. 
24 h rainfall amount was found out for different return period and criti-
cal areas were found out considering a 24 h 25-year rainfall amount. The 
grids were classified as slight (0–5 t ha–1), moderate (5–10 t ha–1), high 
(10–20 t ha–1), very high (20–40 t ha–1), severe (40–80 t ha–1), and very 
severe (>80 t ha–1) erosion depending upon the cell erosion. The same 
analysis was made for both the watersheds for present land use scenario 
and also for 1989 to find out critical areas.

Considering the socio economics of the people residing in the water-
shed and different programs under government and non-government orga-
nizations nine set of BMPs (mostly biological measures) were proposed to 
find out whether it is possible to improve the watershed condition or any 
engineering measures would still be required. These BMPs suggest con-
version of degraded forest to open forest and open forest to dense forest; 
converting waste land to degraded forest with tall erosion resistant grass 
and fallow land to agriculture; all agricultural land are to be contour bunded 
if the slope is less than 6% in a grid and applying all above combinations.



Hydrologic Modeling of Watersheds Using Remote Sensing 159

The critical areas in both the watersheds were found out by simulating 
for 236.4 mm of rainfall (24 h-25 year) for average condition of watershed 
(AMC II and fair hydrologic condition) and rainfall energy intensity cal-
culated by the model for a USDA type II rainfall (as similar rainfall distri-
bution characteristics is found for high rainfall events in the watershed). 
This resulted into 166.4 mm of runoff, 809.41 m3 s–1 of peak flow, 77254 
ton (4.89 t ha–1) of sediment and 6.37 kg ha–1 of nutrient yield at Tarafeni 
watershed outlet. The nutrient includes both nitrogen and phosphorus in 
both forms (adsorbed to sediment and soluble in runoff). Similarly for 
Bhairabbanki watershed with present land use scenario and same rainfall 
amount with similar assumptions resulted 166.6 mm of runoff, 519.9 m3s–1 
of peak flow, 19397 ton (2.81 t ha–1) of sediment and 5.86 kg ha–1 nutrient 
yield at its outlet.

In Tarafeni watershed 19.2% of total area is under very severe ero-
sion, 45.2% is under severe erosion, 27.4% is under very high erosion, 
7.8% under high erosion and only 0.4% area is under moderate erosion. 
In Tarafeni watershed 9.9% area is under permissible soil erosion range, 
hence rest 91.1% area needs soil conservation measures to reduce water 
quality and land degradation. Similarly in Bhairabbanki watershed 3.2% 
of total area is under very severe erosion, 36.16% under severe erosion, 
42.56% under very high erosion, 16.7% under high erosion, and 1.37% of 
total area under moderate erosion class. Based on USDA recommenda-
tion only 22.20% of total area of Bhairabbanki watershed is under permis-
sible erosion range. Hence remaining 77.80% area needs soil conservation 
measures to reduce water quality and land degradation. However overall 
Bhairabbanki watershed is in a better condition than Tarafeni in terms of 
area under permissible erosion limit.

In Tarafeni watershed by changing degraded forest to open forest and 
open forest to dense forest, there is not much reduction in runoff, peak 
flow, sediment or nutrient yield. By converting fallow land to agriculture 
reduces runoff by 5.04%, peak flow by 5.02%, sediment yield by 24.76% 
and nutrient yield by 19.22%. By adopting contour bunding in agriculture 
field, runoff is reduced by 2.9%, peak flow by 2.96%, sediment yield by 
10.54% and nutrient yield by 7.83%. Implementing all the management 
practices together results in highest reduction in runoff by 10.08%, peak 
flow by 10.02%, sediment yield by 37.14% and nutrient yield by 29.54%. 
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Hence it is obviously the best option as it includes all the management 
practices when there is no resource constraint. But applications of all the 
BMPs are not economical for the farmers of the watershed or by any other 
agencies (government or non-government organizations). Hence it can 
be fairly recommended that for Tarafeni watershed the most economical 
BMP is that, the farmers should do contour bunding and the second eco-
nomical option is to convert the fallow land to agriculture, because large 
area in watershed is under fallow class, which produces more sediment 
from it. Since the area under wasteland is not much, by managing that land 
and converting it to degraded forest with tall erosion resistant grass does 
not change the soil and nutrient loss at outlet appreciably.

Similar results were also found for Bhairabbanki watershed. By chang-
ing degraded forest to open forest and open forest to dense forest, results 
reduction in runoff by 7.77%, peak flow by 7.54%, sediment yield by 
3.9% and nutrient yield by 3.49%. By converting fallow land to agricul-
ture reduces runoff by only 3.96%, peak flow by 3.81%, but sediment 
yield by 25.84% and nutrient yield by 20.93%. Implementing all BMPs 
together (BMP-9) results in highest reduction in all values, such as runoff 
by 11.74%, peak flow by 11.37%, sediment yield by 35.0% and nutrient 
yield by 29.07%. Hence obviously it is the best option as it includes all the 
management practices when there is no resource constraint. But applica-
tions of all the BMPs through BMP-9 are not economical for the farmers 
of the watershed or by any other agencies (government or non-government 
organizations). Hence it can be fairly recommended that for Bhairabbanki 
watershed the most economical BMP is that, the farmers should convert 
the fallow land to agriculture and the second economical option is that 
farmers should do contour bunding in their agricultural lands to reduce the 
runoff, peak flow, sediment and nutrient yield.

The above results indicate for planning and execution of engineering 
measures of erosion control besides the BMP-9. The suggested BMPs are 
in commensurate with the present watershed management policy which 
suggests the application of agronomical/biological erosion control mea-
sures is to be applied first and later only those areas of watershed should 
be treated with combination of biological and engineering measures which 
cannot be improved with the biological erosion control measures alone. 
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6.4 CONCLUSIONS

Hydrologic modeling with AGNPS model gives better prediction for study 
watersheds by considering AGNPS method of runoff calculation; default k 
coefficient or percentage of runoff prior to peak for hydrograph shape fac-
tor; geomorphic way of channel parameter estimation; and energy inten-
sity calculated by break pint or time intensity rainfall method.

For successful applications of AGNPS model calibration of the curve 
numbers, crop management factors, surface condition constants and 
Manning’s roughness coefficient depending upon different stages of crop 
growth are essential. A very close prediction with the observed values of 
runoff, peak flow and sediment yield is obtained after calibration.

The AGNPS model is very well validated for Bhairabbanki watershed 
with calibrated values of Tarafeni watershed indicates that the model can 
be successfully adopted for other watersheds of similar hydrologic and 
climatic conditions.

The sensitivity analysis of AGNPS model shows that the curve number 
to be the most sensitive parameter followed by soil erodibility factor, rain-
fall energy intensity value, conservation practice factor, crop management 
factor, land slope, slope length, channel side slope and channel slope for 
sediment yield prediction. For runoff and peak flow the curve number is 
most sensitive, hence caution should be taken while using curve number 
values and should be calibrated most precisely.

Application of AGNPS model for critical area assessment of study 
watersheds shows that 9.9% and 22.0% of area is under permissible ero-
sion for Tarafeni and Bhairabbanki watershed respectively, hence best 
management practices (BMPs) which include biological measures along 
with engineering measures are desirable to change this scenario.

The most economical BMP for Tarafeni watershed is contour bunding 
in agricultural lands followed by converting fallow lands to agriculture, 
where as for Bhairabbanki it is conversion of fallow land to agriculture 
followed by contour bunding in agricultural lands.

AGNPS model is proved to be a successful model for hydrologic evalu-
ation of agricultural watersheds using remote sensing and GIS techniques 
in the sub-humid sub-tropical region.
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6.5 SUMMARY

Use of mathematical models for hydrologic evaluation of watersheds is the 
current trend and extraction of watershed parameters using remote sensing 
and geographical information system (GIS) in high-speed computers is the 
aiding tools and techniques for it. Agricultural Nonpoint Source Pollution 
(AGNPS) model is one such mathematical, hydrologic, distributed, event 
based model used as a watershed analysis tool for evaluating non-point 
source pollution from agricultural watersheds.

The present study of hydrological modeling was undertaken in two 
agricultural watersheds namely Tarafeni and Bhairabbanki and its sub 
watersheds located respectively in Midnapore and Bankura district of 
West Bengal state in India. Indian remote sensing satellite images for the 
year 1989 (IRS-1A-LISS-II-B1-20-52, date of pass (DOP) 21–02–1989 
and 13–11–1989 and IRS-1D-LISS-III-107–56, DOP 22–02–2000 and 
14–11–2000 were used for land use land cover classification and updat-
ing drainage network. The different image processing and GIS software 
used in this study are ERDAS/IMAGINE and ARC/INFO. AGNPS ver-
sion 5.00 was used to simulate runoff and sediment yield from different 
storms for the watershed. The AGNPS model is very well validated for 
Bhairabbanki watershed with calibrated values of Tarafeni watershed and 
the study indicates that the model can be successfully adopted for other 
watersheds of similar hydrologic and climatic conditions. The sensitivity 
analysis of AGNPS model shows that the curve number is most sensitive 
parameter for prediction of runoff, peak flow and sediment yield predic-
tion. Application of AGNPS model for critical area assessment of study 
watersheds shows that 9.9% and 22.0% of area is under permissible ero-
sion for Tarafeni and Bhairabbanki watershed respectively.
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7.1 INTRODUCTION

7.1.1 BACKGROUND OF SUSTAINABLE URBAN DRAINAGE 
SYSTEMS (SUDS)

Urban flooding problems have conventionally been addressed using 
hard engineering solutions such as expanding sewage networks, build-
ing sluices, etc. which are drainage-efficiency driven but not necessarily 
sustainable and eco-friendly. They, nevertheless, could affect the natural 
water cycle processes, such as infiltration, evapotranspiration, surface and 
sub-surface flows [5]. Some of the drawbacks of the traditional drainage 
systems are:

• Increased frequency, magnitude of storm discharge, resulting from 
the direct connection of sewerage systems to receiving water bodies 
without attenuation measures [22],

• Amplified volume of total runoff resulting from the depletion of 
transpiration that is caused by vegetation surface reduction [8],

• Increased occurrence of low-magnitude flows [9],
• Reduced lagging time of storm water [4].
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All of the aforementioned suggest that there should be other methods 
that consider the urban flooding problem with more sustainable approaches. 
By changing the concept of handling storm water from a nuisance to an 
utilizable resource, not only can the flooding problem be solved, other 
benefits also can be captured. This mind-set change is where the concept 
of Sustainable Urban Drainage Systems (SUDS) emerged [16]. Table 7.1 
summarizes fundamental differences between these two mind-sets in deal-
ing with urban flooding.

There are several SUDS technologies available. Within the scope of 
this study, four of the most popular SUDS technologies (Figure 7.1) are 
considered:

 (i) Rainwater harvesting – which can be a supplement for water sup-
ply sources; reduce direct discharge to the drainage system and 
prevent urban flooding [10, 18],

 (ii) Green roofs – have numerous benefits, including: reduction of 
runoff peaks and volumes, resulting in lower urban flood risks, 
insulation of heat transfer, resulting in lower cost for air condi-
tioning, and reduction of the heat island effect [11, 29], absorption 

TABLE 7.1 Comparison Between Conventional and SUDS Approach [16]

Aspects Conventional Measures SUDS

Quantity Storm water is a nuisance 
and should be removed from 
the urban substantially and 
efficiently 

Storm water is attenuated 
and partially utilized using 
appropriate measures

Quality Storm water will be collected 
with wastewater and be treated 
together

Storm water is collected 
at the sources and treated 
locally

Handling method Hard engineering methods Soft, nature-mimicking 
methods

Utilization Not concerned Rainfall could be harvested 
to support domestic water 
supply, irrigation

Recreational values Not available Usually constructed 
in harmony with local 
cityscapes 

Source: [16]
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of air pollutants [30], provision of wildlife habitat for birds and 
general enhancement of environment for the area [3, 12, 22],

 (iii) Urban green space provides improved resiliency in runoff man-
agement and m ultiple other ecosystem services [26],

 (iv) Pervious pavements – a technology that both enhances infiltration 
and improves surface runoff quality [2, 23].

7.2 METHODOLOGY

7.2.1 STUDY AREA

The NhieuLoc – ThiNghe (NL – TN) basin (Figure 7.1) is located in the 
central part of HCMC and occupies an area of approximately 33 km2, and 

FIGURE 7.1 SUDS techniques [Source: http://www.bluegranola.com; http://landscape 
online.com; Portland Community].

http://www.bluegranola.com
http://landscapeonline.com
http://landscapeonline.com
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stretching across 7 city districts (1, 3, 10, PhuNhuan, Tan Binh, Go Vap 
and BinhThanh). The population of the Basin is about 1.2 million people 
(20% of the total Ho Chi Minh City population), representing a popula-
tion density of 290 people per hectare. Land use is mixed, with 49.3% 
being residential and the remaining representing commercial, public and 
industrial uses. Elevation within the Basin is variable, with the north and 
northwest sections being up to 8 m above sea level, while the southern part 
of the Basin averages only 1.3 m above sea level.

In the Vietnamese content, the implementation of SUDS could not 
have been successful with the support of local communities. Therefore, 
social based assessment is the major part of this study. Additionally, a 
numerical hydrologic and hydraulic model also was developed to assess 
the water management efficiency from the technical sense.

7.2.2 INTERVIEWS

In order to obtain the preference of local people for SUDS solutions, face-
to-face interviews were conducted using questionnaires. The locations for 
the interviews were chosen based on the annual inundation reports from 
Ho Chi Minh City Flood Control Centre (FCC). The purpose of this survey 
was to evaluate the preference level of the community for different kinds 
of SUDS alternatives in terms of esthetics. After completing the survey, 
hypothesis-testing techniques were used to analyze and consolidate the 
results. The survey was done based on systematic sampling method. 
Because of the difficulties in collecting response through emails or phone 
calls, direct face-to-face interviews were done over 6 weeks in May to June 
2013. Questionnaires were categorized by high, middle and low-income 
groups. The classification was done by evaluating interviewees’ household 
conditions. In order to quantify the preference level of the interviews, a 
Likert scale method was used with 5 level of likeness, where 1 represents 
the least favored and 5 represents the favorite [15].

7.2.3 HYPOTHESIS TESTING

In order to make stronger conclusions from the survey results, hypoth-
eses testing techniques were employed. More specifically, z tests for mean 
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and proportion are used to support or reject all the claims that could be 
derived from the survey primary analysis. Showing below are the formula 
employed for such a test:

 
/
Xz

n
µ

σ
−

=  (1)

7.2.4 NUMERICAL MODELING

The drainage system of the NL-TN Basin was simulated using PCSWMM 
which was adapted from an earlier SWMM model that was developed by 
Camp, Dresser and MacKee [6], but updated to more accurately represent 
surface slope using DEMs in ArcGIS; represent current land use char-
acteristics and percent imperviousness; and consider new bathymetric 
data for the NL-TN Canal. In total, 228 sub-catchments, 333 conduits and 
228 junctions were included in the model (Figure 7.3).

7.2.4.1 Model Calibration

The locations of meteorological and hydrological stations (Tan Son Hoa 
and Phu An, respectively), from which the boundary conditions of the 
model were collected (Figure 7.2). Because sewer flow is not routinely 
monitored in Vietnam, an alternative approach was used to calibrate the 
model. A 90-mm design storm (Figure 7.4) was used as input and model 
results for the water level along the NL-TN Canal under a similar rainfall 
event were compared to observed levels [15].

7.2.4.2 SUDS Evaluation

Simulation of the SUDS technologies was done using the LID editor in 
PCSWMM that explicitly represents the structure and hydrology of these 
technologies [7, 20, 24, 28]. For each of the Rain Harvesting, Green Roof, 
Rain Garden, and Pervious Pavement, information required for input to 
the model included surface storage depth, roughness, and slope, vegetation 
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FIGURE 7.3 PCSWMM representation of sewerage system and canal.

FIGURE 7.2 NhieuLoc – ThiNghe basin.
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coverage, thickness and hydraulic conductivity of the underlying sub-
strates, and underdrain characteristics. Details about these elements are 
discussed in Ref. [27]. The efficacy of SUDS was evaluated based on 
two main criteria; flood attenuation capacity and pollutant removal rates. 
The study has in total more than 200 sub-catchments, as discussed above. 
Within the scope of this study, three representative sub-catchments were 
chosen to simulate the effect of SUDS. The selected sub-catchments are 
representative and distinguished in land use patterns, area and were not 
located close to the watercourse (to avoid the confounding factor of flood-
ing due to tides). The model was then simulated with 5-year return period 
storm [14].

7.3 RESULTS

7.3.1 INTERVIEWS

Figure 7.5 shows the Likert scale scoring for SUDS technologies.
There were no SUDS that were predominantly chosen. The highest 

value was 3.72 (high income preference for urban green space). The pri-
mary analysis results also show that previous pavements are the favorite for 
almost everyone, followed by urban green space and rainwater harvesting. 

FIGURE 7.4 Design storm for PCSWMM model.
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Green roofs consistently had the lowest scores. However, the results seem 
to vary greatly with different groups of socio-economic groups and there-
fore hypothesis tests were conducted.

7.3.1.1 Testing Assumptions

The z test for mean was conducted using the values taken from Figure 7.5. 
Simultaneously, the proportions test to further support the confidence 
of any conclusions. For these tests, some additional assumptions were 
adopted:

(1) A transformation scheme was adopted to clearly classify the peo-
ple’s preference into three distinctive layers in which, smaller than 
3 denote Reject, greater than 3 denotes Accept and 3 denote Neutral 
(Figure 7.6).

(2) The hypothesized mean is chosen at 33.33%.

Applying two assumptions above, the approval percentage for each 
kind of SUDS were calculated and are shown in Figure 7.7.

Interviewees, in general, showed substantial support for urban green 
space and pervious pavements. However, significant differences could be 

FIGURE 7.5 Average SUDS Likert Scale Scoring.
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seen from different groups. More specifically, Low income people showed 
more support for Rain Water Harvesting whereas for different socio-
economic groups, this type of SUDS was only preferred to Green Roofs, 
which is the least favored one.

7.3.1.2 Results for Hypothesis Testing

The lowest accepted confidence level was 60%. Anything smaller than 
that will be denoted as Neutral. And the confidence level would then be 

FIGURE 7.6 Proportion test assumption.

FIGURE 7.7 Approval rate for SUDS.
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labeled as Not Applicable (N/A). After completing all the needed tests, 
the preference level of different group for Rainwater Harvesting, Green 
Roofs, Urban Green Space and Pervious Pavements are generated with 
the respective confidence level and the results are displayed in Table 7.2.

The results show that people prefer methods applied in communal 
areas, i.e., pervious pavements and urban green space to those installed 
inside their houses, i.e., Rainwater Harvesting and Green Roofs. Pervious 
Pavements was the most favored technique. The confidence level of 
approval for this SUDS are between 80 and 99%. Urban Green Space had 
the second approval rating on the list. High and middle-income people 
show support for green space development with a confidence level ranging 
from 75 to 99%. The low-income group, however, gave a Neutral response 
about the application of this type of SUDS. The third position was RWH. 
This is one of the most ubiquitous SUDS solutions in developed countries. 
However, it has never been so in developing mega cities such as Ho Chi 
Minh City or Bangkok. Middle and high-income groups did not favor this 
SUDS solution with the confidence level to disapprove ranging from 60 
to 85, respectively. Interestingly low-income residents showed support for 
RWH with 80 to 95% confidence level. This type of technique appears 
to be too strange to be accepted by the majority of people. When asked, 
people have shown substantial doubts about the applicability of a vegeta-
tion coverage on their roofs, resulting in consistent disapproval response 
with 85–99% confidence level [19].

7.3.2 PCSWMM MODEL

7.3.2.1 Model Calibration and Validation

Details on model validation and calibration were presented in [14].

7.3.2.2 SUDS Evaluation

The model simulation results are shown in Table 7.3 below.
Green roof technology, in general, was the best performer followed 

by urban green space, pervious pavement and rainwater harvesting when 
flood attenuation capacity was considered as the assessment criteria. 



180 Modeling Methods and Practices in Soil and Water Engineering

TA
B

LE
 7

.2
 

In
te

rv
ie

w
s A

na
ly

si
s R

es
ul

ts

M
ea

n 
te

st
 r

es
ul

ts

G
ro

up
s

A
lte

rn
at

iv
es

R
ai

n 
w

at
er

 h
ar

ve
st

in
g

G
re

en
 r

oo
fs

U
rb

an
 g

re
en

 sp
ac

e
Pe

rv
io

us
 p

av
em

en
ts

R
es

po
ns

e
C

on
fid

en
ce

R
es

po
ns

e
C

on
fid

en
ce

R
es

po
ns

e
C

on
fid

en
ce

R
es

po
ns

e
C

on
fid

en
ce

O
ve

ra
ll

N
eu

tra
l

N
/A

D
is

ap
pr

ov
e

95
%

A
pp

ro
ve

90
%

A
pp

ro
ve

99
%

H
ig

h
D

is
ap

pr
ov

e
75

%
D

is
ap

pr
ov

e
95

%
A

pp
ro

ve
99

%
A

pp
ro

ve
99

%
M

id
dl

e
D

is
ap

pr
ov

e
70

%
D

is
ap

pr
ov

e 
99

%
A

pp
ro

ve
90

%
A

pp
ro

ve
99

%
Lo

w
A

pp
ro

ve
85

%
D

is
ap

pr
ov

e
95

%
N

eu
tra

l
N

/A
A

pp
ro

ve
80

%
Pr

op
or

tio
n 

te
st

 r
es

ul
ts

G
ro

up
s

A
lte

rn
at

iv
es

R
ai

n 
w

at
er

 h
ar

ve
st

in
g

G
re

en
 r

oo
fs

U
rb

an
 g

re
en

 sp
ac

e
Pe

rv
io

us
 p

av
em

en
ts

R
es

po
ns

e
C

on
fid

en
ce

R
es

po
ns

e
C

on
fid

en
ce

R
es

po
ns

e
C

on
fid

en
ce

R
es

po
ns

e
C

on
fid

en
ce

O
ve

ra
ll

N
eu

tra
l

N
/A

D
is

ap
pr

ov
e

99
%

A
pp

ro
ve

95
%

A
pp

ro
ve

99
%

H
ig

h
D

is
ap

pr
ov

e
85

%
D

is
ap

pr
ov

e
99

%
A

pp
ro

ve
99

%
A

pp
ro

ve
99

%
M

id
dl

e
D

is
ap

pr
ov

e
60

%
D

is
ap

pr
ov

e
95

%
A

pp
ro

ve
75

%
A

pp
ro

ve
99

%
Lo

w
A

pp
ro

ve
95

%
D

is
ap

pr
ov

e
85

%
N

eu
tra

l
N

/A
A

pp
ro

ve
85

%



Social-Based Exploratory Assessment of SUDS 181

The ranking for pollutant removal capacity was quite similar, although 
urban green space rated higher in trap efficiency than green roofs in this 
assessment category.

Despite an increasing body of research related to SUDS technologies, 
Marsalek et al. [19] observed that implementation at the municipal level 
has been limited. Most of the research that has been done for SUDS tech-
nologies focuses on temperate climates [24], although Silveira [25] and 

TABLE 7.3 PCSWMM Model Simulation Results

Parameters Sub-catchment Mean

1 2 3

Current situation
Peak Runoff (m3/s) 29.11 4.17 10.45 14.58
TSS (kg) 573 71 177 273.67
Rain water harvesting system
Peak Runoff (m3/s) 27.26 3.91 9.8 13.66
F (%) 6.36 6.21 6.23 6.27
TSS (kg) 557 68 171 265.33
TE (%) 3.06 2.81 3.38 3.06
Green roofs
Peak Runoff (m3/s) 24.29 3.18 7.74 11.74
F* (%) 16.54 23.7 25.94 22.06
TSS (kg) 478 57 141 225
TE** (%) 16.58 19.72 20.9 19.07
Urban green space
Peak Runoff (m3/s) 14.8 3.26 9.09 11.59
F (%) 21.32 3.7 9.76 14.86
TSS (kg) 355 60 167 192.33
TE (%) 38.91 15.49 5.65 20.02
Pervious pavement
Peak Runoff (m3/s) 26.81 2.62 9.79 13.07
F (%) 7.89 37.15 6.57 17.13
TSS (kg) 552 38.3 167 244
TE (%) 3.66 46.06 5.65 16.20
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Goldenfum et al. [13] reviewed the challenges to implementing sustain-
able urban drainage, particularly in developing countries having a tropical 
climate. There is some concern that SUDS technology will be less effec-
tive for larger storm events (or greater rainfall as experienced in tropical 
climates), however, the experience in Singapore [17] seems to counter 
this concern and similarly, an unpublished report by Drexel University 
for a test area in Cambria Heights, New York City, showed that SUDS 
performed exceedingly well in controlling runoff from Super Storm Sandy 
and Hurricane Irene.

7.4 DISCUSSION

The results from the social survey (aggregated over all socio-economic 
classes) and the numerical model, based on flood reduction criteria, are 
compared and shown in Table 7.4.

In general, there are considerably great differences between the results 
from Social Survey and PCSWMM. There is only one agreement of the 
two, which is the 2nd rank for Urban Green Space. Green Roofs, despite 
being the least favored by the community, was shown as be the best flood 
attenuation technology. On the contrary, Pervious Pavements was only 
the 3rd in the model performance, nevertheless, was the favorite SUDS. 
Rainwater harvesting although being the most popular SUDS in the lit-
erature review, was neither preferred by the community nor able to show 
competitiveness in the model results.

The different results in this chapter suggested that there might be con-
siderable gaps between engineers, decision makers and public awareness 
for the same problem. Conventionally, this issue would be given very little 

TABLE 7.4 Comparison of Results

SUDS ranking Social survey PCSWMM

Rain water harvesting 3 4
Green roofs 4 1
Urban green space 2 2
Pervious pavements 1 3
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concern or even ignored because hard engineering projects are decided 
and executed solely by local authorities. This might not be a success-
ful approach for SUDS implementation for which the success may be 
dependent on public awareness and support. SUDS require not only ini-
tial investment but routine maintenance as well, i.e., periodically cleaning 
for rainwater tank, or irrigation treatment for vegetation covers of green 
roofs, urban green space, etc. These tasks should be best performed by 
local communities. This target would only be achieved only if comprehen-
sive understanding and full support of the respective communities were 
achieved.

7.5 CONCLUSIONS

Authors applied social survey with direct interviews and numerical mod-
eling approaches, and each approach presented a different viewpoint for 
SUDS applicability, local residences’ and engineers’, respectively. In 
other words, what engineers believe to be the best solution might not be 
accepted by local people. This gap typically has not been given enough 
concern. Therefore, it is essential to bring these measurements together 
onto the same platform to come up with the ultimate solution. The main 
challenge of this task is to integrate the qualitative measurement of the 
survey with the quantitative results of the numerical model results.

7.6 SUMMARY

Through the a combination of social survey and numerical modeling, the 
objective of this study was to evaluate the applicability of SUDS in Ho Chi 
Minh City as adaptive measures for inundation mitigation as well as urban 
environment improvement. Four types of SUDS are considered: Rainwater 
Harvesting, Green Roofs, Urban Green Space and Porous Pavements. The 
survey revealed that different opinions regarding the desirability of vari-
ous SUDS options. More specifically, High and Middle Income groups 
preferred pervious pavements to other SUDS whereas Low Income group 
prefer Rainwater Harvesting Systems. Additionally, a numerical model 
using PCSWMM was adapted to compare flood reduction and pollutant 
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trap efficiencies of each types of SUDS from technical point of view. 
Interestingly, the model simulation results gave different assessment for 
SUDS. More specifically, Green Roofs and Urban Green Space are the best 
technologies followed by Pervious Pavements and Rain Water Harvesting.
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 • sustainable urban development

 • sustainable urban drainage systems (SUDS)

 • Thailand

 • water utilization
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8.1 INTRODUCTION

Lakes and reservoirs are important freshwater resources for human use, 
e.g., flood control, water supplies to agriculture and municipalities, fish 
and wildlife management, endangered species, recreation, hydropower 
generation, transportation, low-flow augmentation and in-stream users. 
These systems are also valuable as they host unique and magnificent 
aquatic habitats. Although water demands from stakeholders always 
exceed supplies, the conflicts over water use grow during drafts and sum-
mer due to increasing competition between beneficiaries. Water conflicts 
become acute during droughts and managers responsible for lake opera-
tions need a detailed water budget to explore potential lake release poli-
cies. Detailed estimates of hydrologic budgets are essential for the pursuit 
of sustainable water use, development of lake ecosystem management 
schemes, and future water use plans under uncertainty related to climate 
change [19]. For example, the Upper Klamath Basin, USA gained national 
attention during the 2001 crop-growing season, when irrigation water from 
approximately 800 farms and ranches were diverted to aid in the survival 
of three endangered fish species and aquatic habitat. In response to the 
2001 events, less restrictive endangered species act (ESA) releases were 
applied during the summer of 2002. As a consequence, over 33,000 adult 
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salmon died in the Klamath River due to low DO, high water temperature, 
and parasite blooms [3]. The parasite blooms and low DO were the direct 
result of high stream water temperature due to low flows in the Klamath 
River [5]. This elucidates the lack of information on accurate estimation of 
available water resources and sustainable planning.

Ensuring sustainable water allocation to all stake-holders requires an 
understanding of the hydrologic budget. Lake water budgets provide quan-
titative estimates of hydrologic cycles and allow prediction of the effects 
of natural- or human-induced changes in the hydrologic cycle and lake 
supplies to users. It is hard to estimate each hydrologic component of a 
large lake accurately because temporal and spatial meteorology (e.g., wind 
and precipitation) vary significantly over lake surface area. Evaporation is 
an important component of the hydrologic and heat budget. However, it is 
difficult to take evaporation measurements spatially and continuously over 
the water surface of a large and dynamic lake. In most cases, mathematical 
models are applied to quantify evaporation [1, 14–21]. Lake water tem-
perature is a prerequisite for estimation of evaporative losses. The change 
in lake water temperature depends on the heat budget, lake dynamics, and 
water qualities that determine light extinction (i.e., retention of shortwave 
radiation) along vertical depth. Thus, a complex mathematical model that 
includes thermodynamic, hydrodynamic, and water quality sub-modules 
is required for simulation of lake dynamics. The UC Davis-developed 
Dynamic Lake Model with Water Quality (DLM-WQ) (Figure 8.1) dem-
onstrates the ability to simulate dynamics and physical process of large 
lakes with adequate accuracy [17, 18, 22, 25].

Lake operating rules are prepared based on a lake’s surface elevation 
and downstream demands (i.e., hydrologic budget). Thus, robust and accu-
rate estimates of the heat and hydrologic budgets are essential. In addi-
tion, the heat transfer coefficients in the heat budget model reported in the 
literature vary greatly depending on site. Blanc [2] compared ten different 
bulk methods and found the different formulations for the exchange coeffi-
cients to cause variations of 40–120% in estimates of the heat, moisture and 
momentum fluxes. Figure 8.2 illustrates the processes influencing storage 
of heat and water, fluxes to and from the water surface, and the resulting 
issues in estimating and predicting evaporation rates. Due to the natural 
feedback mechanisms of heat flux across an air-water interface, an accurate 
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FIGURE 8.1 Schematic of lake clarity model (DLM-WQ). Note: The double lines box 
includes all in-lake processes and a hydrodynamic model. The four broken line boxes from 
left to right represent for fine inorganic particle, light, phytoplankton and zooplankton sub-
model, respectively. Shown are external sources [streams, intervening zones, atmosphere, 
groundwater, and shoreline erosion (thick line boxes on the top of double line box)] and 
internal source [sediment fluxes (thick line box inside the double line box)] of the pollutant 
loads. CDOM represents colored dissolved organic matters. N and P represent for nitrogen 
and phosphorus.

FIGURE 8.2 Processes and patterns of storage of heat and water and fluxes of heat, water 
and momentum.
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estimate of water surface temperature is possible. On the other hand, mass 
fluxes in the hydrologic budget (e.g., evaporation and precipitation which 
vary spatially over a lake) have no such feedback and measurement errors 
may continue to grow in an unbounded fashion unless a water balance can 
be closed by adjusting fluxes against accurate measurements of lake level 
(water storage). Thus, the objectives of this study were to:

1. Develop a methodology to estimate the heat and hydrologic budget 
of the Lake Tahoe, CA – NV, USA using DLM-WQ model,

2. Analyze the estimated heat and hydrologic budget components 
over an 15-year period from 1994 to 2008,

3. Estimate the lake water level under climate change scenarios, and
4. Identify different lake water management scenarios.

To demonstrate the validity of the model, estimated water temperatures 
and lake water elevations were compared to event-based measured records 
and prediction performance of the model were estimated. The calibrated 
DLM-WQ model was applied to examine lake water level under global 
warming scenarios.

8.2 STUDY SITE

Lake Tahoe, CA-NV, USA has a maximum depth of 501 m, a mean depth of 
305 m and the ratio of watershed (813 km2) to lake surface (495 km2) area is 
low at 1.64 (Figure 8.3). Lake water level is controlled by a dam. The 5.5 m 
high dam can increase the lake’s capacity by approximately 0.9185 km3. 
Releases are controlled based on flood protection for downstream areas, water 
supply for Reno/Sparks and Carson City, irrigation water for Truckee-Carson 
Irrigation District (TCID) and Newlands Irrigation District, hydropower, 
and environmental water for Pyramid Lake, Stillwater Wildlife Refuge, and 
instream flows [7]. When the lake level falls below the natural rim, there is no 
flow to the Truckee River for water supply, irrigation, or fishing. Therefore, it 
is important to develop a detailed methodology to critically correctly estimate 
hydrologic components of the lake for the purpose of water management, 
including preparedness for changes in climatic conditions.

The Lahontan Regional Water Quality Control Board (Lahontan) and 
Nevada Division of Environmental Protection (NDEP) TMDL technical 
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report [12] shows that precipitation on Lake Tahoe varies significantly 
from the shore to the middle of the lake, with a large rain-shadow between 
the wetter California side and the drier Nevada side (Figure 8.3). High-
resolution spatial (e.g., 500 m) and temporal (e.g., hourly) detailed meteo-
rological records over the lake are not available. Although meteorological 
data recorded at the shore is often considered representative for the entire 
lake for heat and hydrologic estimates this introduces errors that must be 
adjusted to develop accurate lake heat and hydrologic budgets.

Lake Tahoe never freezes although the night-time air temperature 
during winter remains below zero degree centigrade. Its minimum temper-
ature during extreme winter climate remains approximately 5°C because 
of (1) the Lake's constant movement and (2) large volume of water 
(151 km3) that has enough heat content to maintain the lake temperature 
at approximately 5°C. Historical, in situ lake water temperature records 
from 1970 to 2006 shows that the lake has warmed at 0.015°C per year and 

FIGURE 8.3 Lake Tahoe and its watershed. The stream without a map ID represents 
Truckee River, the only outflow to Lake Tahoe.
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the lakes summer density stratification is becoming more stable [6, 23]. 
Sahoo et al. [20] reported from the one-year running average of the daily 
meteorological data from the downscaling exercise of the Geophysical 
Fluid Dynamics Laboratory (GFDL) Global Circulation Model output, 
over the 21st Century, along with the best fit trend lines that shortwave 
radiation remains largely unchanged. Air temperature and longwave radia-
tion are projected to increase approximately 2–4.5°C, and 5–10%, respec-
tively. The wind speed is projected a decline trend of 7–10%. Continued 
climate change at Lake Tahoe is expected to significantly alter the hydro-
logic and heat budget, which, in turn, is likely to affect water resource 
planning.

8.3 MATHEMATICAL MODELS

The heat and hydrologic budgets require all components be estimated 
with sufficient accuracy. The calculation of heat and hydrologic budgets 
allows us to evaluate the performances of the selected bulk formulae for 
estimation of evaporation since an accurate hydrologic budget must be 
balanced.

8.3.1 LAKE HYDROLOGIC BUDGET

Water level is directly related to the water budget and was estimated based 
on the following equation:

 ttttt1tt OERGWSWLWL −−+++= −  (1)

where, WLt and WLt–1 are the water level at current and previous time 
step t and t–1, respectively; St and GWt are the stream and groundwater 
inflow between time steps t–1 and t, respectively expressed as an equiva-
lent height of water at the surface; Rt, Et and Ot are the direct precipitation 
on the lake, the evaporation and the outflow from the lake, respectively, 
between time steps t–1 and t, expressed as an equivalent height of water 
at the surface.
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8.3.2 LAKE HEAT BUDGET

The heat budget (kJ m–2 hr–1) equation is given by:

  

( ) ( )
0HHS

HHLWLWR1SWR1

QoutinfQ

SEOILWISW

=−+∆−

±−−−+−

 (2)

where, SWI, LWI and LWO are the incident shortwave radiation, the incident 
longwave radiation, and the outgoing longwave radiation from the water 
surface, respectively; HE and HS are the evaporative (i.e., latent) heat loss 
and the sensible heat, respectively; ∆S is the stored heat and is observed in 
the change in lake water temperature; RSW and RLW are albedo from water 
surface for shortwave and longwave radiation, respectively; and HQinf and 
HQout are heat of stream inflow [24] and lake outflow, respectively.

For deep lakes like Tahoe, we neglect the heat fluxes resulting from 
heat exchanges across the sediments at the bottom of the water body and 
from biological processes.

8.4 INPUT DATA TO DLM-WQ

The input data for DLM-WQ includes daily meteorological data, daily 
stream inflow and associated water quality data, daily lake outflow, atmo-
spheric deposition, groundwater inflows, shoreline erosion pollutant load-
ing. The DLM-WQ requires lake hypsographic data (i.e., depth to area and 
volume relation), lake physical data (boundary conditions, initial condi-
tions), physical model parameters, and water quality model parameters. 
The DLM-WQ physical parameters and water quality parameters are 
described by Sahoo et al. [25].

8.4.1 METEOROLOGICAL DATA INPUT

Daily meteorological data include solar short wave radiation (kJ m–2d–1), 
incoming longwave radiation (kJ m–2d–1), vapor pressure (mbar) or relative 
humidity (%), wind speed (m s–1 at 10 m above the ground surface) and 
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precipitation (mm). Data from 1994 and 2009 were collected at the mete-
orological station near Tahoe City SNOTEL (SNOwpack TELemetry) 
maintained by the United States Natural Resources Conservation Services 
(US – NRCS). Because of the large altitudinal difference between the 
SNOTEL sites and the lake, combined with the boundary layer difference 
between these forest based sites and the lake surface, other meteorological 
stations were not considered to be appropriate for use in the lake modeling. 
Because the high temporal resolution (hourly) detailed weather records 
since 1989 are available at the Tahoe City meteorological station, weather 
records of this station were considered to be representative of the lake. 
Shortwave radiation, wind speed, air temperature, dew point temperature, 
and precipitation are directly measured data, whereas longwave radiation 
and vapor pressures are estimated values using the aerodynamic formulae 
described in TVA [28].

DLM-WQ is a one-dimensional model, so it needs weather records 
of one meteorological station. DLM-WQ utilizes a daily averaged wind 
speed (direction data are not utilized because of the one-dimensional 
assumption) located on a dock approximately 100 m from the shore. Other 
meteorological parameters (Shortwave radiation, longwave radiation, air 
temperature and relative humidity) can be reasonable assumed to be uni-
form over the lake surface. The one parameter that is known to display 
significant spatial variability is precipitation, and hence we have adjusted 
precipitation distribution over the lake on the basis of the isohyetal lines 
to provide a more realistic input. The isohyetal map of Lake Tahoe used 
for the TMDL [12, 26] shows that precipitation over the lake varies nearly 
50% from the shore to the mid-lake.

8.4.2 FLOWS AND POLLUTANT LOADINGS

Water flow into Lake Tahoe includes channelized runoff from 54 streams, 
runoff from 10 intervening zones (direct discharge to the lake without a chan-
nel), precipitation directly on the lake surface, and groundwater flux. Most 
of the urban zones drain into intervening zones. The stream without a map 
ID in Figure 8.1 represents the Truckee River, the only outflow from Lake 
Tahoe. The USGS records are available for the daily outflow from the lake 
and inflows of 10 Lake Tahoe Interagency Monitoring Program (LTIMP) 
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streams [4]. These 10 LTIMP tributaries are estimated to account for up to 
40% of the total stream input. Because measured data for all 64 streams are 
not available, we used the LSPC watershed model to estimate streamflows. 
The LSPC is a U.S. Environmental Protection Agency-supported watershed 
modeling system (http://www.epa.gov/athens/wwqtsc/html/lspc.html) that 
includes Hydrologic Simulation Program – FORTRAN (HSPF) algorithms 
for simulating watershed hydrology and general water quality processes on 
land as well as stream transport model.

Using weather data from nine SNOTEL meteorological stations and 
National Climatic Data Center (NCDC) around the lake (http://www.
wcc.nrcs.usda.gov/snow/), Sahoo et al. [22] generated the streamflow and 
associated pollutant loads for the period 1994 to 2009 using the LSPC 
watershed model. Except during low precipitations years (2001, 2007 and 
2008), LSPC estimated flows are within ±8% of USGS measurements. 
LSPC estimated daily cumulative flows and USGS recorded daily cumu-
lative flows overlap each other. Thus, estimated low flows on a few occa-
sions do not have significant impact on the long-term water balance.

The available LSPC estimated stream inputs and directly measured 
weather data are distributed over time. However, groundwater load and 
shoreline erosion data are the same for all the simulated years because of 
the lack of adequate, long-term loading data from these two sources.

8.4.3 LAKE DATA

Lake data are required to provide initial conditions for the DLM-WQ 
model runs. UC Davis Tahoe Environmental Research Center (TERC) 
collects vertical profiles of temperature and concentration of chlorophyll-α, 
DO, biological oxygen demand (BOD), soluble reactive phosphorous 
(SRP), particulate organic phosphorus (POP), dissolved organic phos-
phorus (DOP), nitrate (NO3) and nitrite (NO2), ammonium (NH4), particu-
late organic nitrogen (PON), dissolved organic nitrogen (DON), and seven 
classes of inorganic fine particles (0.5–1.0, 1.0–2.0, 2.0–4.0, 4.0–8.0, 
8.0–16.0, 16.0–32.0, and 32.0–63.0 µm) at two lake stations (index sta-
tion with 160 m depth and mid-lake station with 460 m depth). Lake fine 
particle data are available for the period 1999–2002 and 2006–2009 [11]. 
To run the DLM-WQ model starting from January 1994, we prepared a 

http://www.epa.gov/athens/wwqtsc/html/lspc.html
http://www.wcc.nrcs.usda.gov/snow/
http://www.wcc.nrcs.usda.gov/snow/
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fine particle data-set for that month that is very close to average particle 
concentration for the month of January of other years. The other state 
variables are measured data. Data from the mid-lake station in the deeper 
part of the lake (460 m depth) were used to provide the initial conditions. 
The lake profile data recorded on January, 1994 was used for the initial 
condition.

The DLM-WQ requires lake hypsographic information. We used the 
surface area and cumulative volume as functions of elevation of the lake 
data reported in Gardner et al. [9]. We estimated the elevation of each 
stream before it enters the lake from GIS DEM and used along with stream 
and lake water temperature to estimate the plunging depth of the stream 
discharge. The elevation of a spillway constructed at the lake outlet is 
approximately 1899 m National Geodetic Vertical Datum (NGVD). Lake 
discharges water above 1899 m the Truckee River. Bottom elevation of the 
lake is approximately 1400 m NGVD.

8.5 METHODOLOGY

Temporal and spatial weather records over the lake are not available. 
However, since Lake Tahoe is located in a west-east rain shadow, a high-
resolution precipitation contour map is required for an accurate hydrologic 
budget.

8.5.1 DEVELOPMENT OF PRECIPITATION CONTOUR LINES 
ON LAKE TAHOE

High-quality 0.041667o spatial resolution (latitude and longitude) monthly 
precipitation data are available at PRISM climate group (http://www.prism.
oregonstate.edu/) for the United States. The monthly PRISM data for the 
period 1990 to 2011 are averaged to annual precipitation at each grid point 
over Lake Tahoe. The grid points over Lake Tahoe corresponding to PRISM 
data (PRISM latitude and longitude data) were identified using Google Earth. 
The USGS lake bathymetry data (http://tahoe.usgs.gov/bath.html) available 
at 10 m spatial resolution are used to draw lake map to overlay the gridded 

http://www.prism.oregonstate.edu/
http://www.prism.oregonstate.edu/
http://tahoe.usgs.gov/bath.html
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annual precipitation. Precipitation contours using PRISM data over the lake 
are drawn using MATLAB software and gridded annual precipitation values.

The average annual precipitation directly on the lake was estimated by 
(1) dividing the lake into 2 × 2 km2 grids, (2) assuming the precipitation 
in each grid can be determined by the enclosed isohyetal lines, (3) sum-
ming precipitation in all the lake grids, (4) dividing the sum total of grids’ 
precipitation by the number of grids, and (5) comparing the estimated pre-
cipitation with the isohyetal line passing through Tahoe city. It was found 
that precipitation should be reduced by approximately 35% if the Tahoe 
city meteorological data would be used as representative of Lake Tahoe in 
the DLM-WQ hydrologic simulation.

8.5.2 THE DLM-WQ MODEL

The DLM-WQ [25] was modified to couple the turbulent diffusive heat 
transfer model while other features of the model were kept unchanged. 
The hydrodynamic component of the model is based on the original 
DYRESM (DYnamic REservoir Simulation Model) that is described by 
Hamilton and Schladow [10]. Fleener [8] added the river plunging algo-
rithms in the hydrodynamic module. The primary hydrodynamic model is 
one-dimensional (1-D) and is based on a horizontally mixed Lagrangian 
layers approach [10]. However, the stream inflows and mixing due to 
stream turbulence are two-dimensional (2-D). Figure 8.1 shows the con-
ceptual design of DLM-WQ. All the ecological modules are incorporated 
into the 1-D hydrodynamic model (double line box). The hydrodynamic 
model simulates stratification, mixing, the transport of all pollutant in the 
vertical direction, and determines the stream plunging depths. The ecolog-
ical modules simulate transformation processes associated with algal pho-
tosynthesis. Flows and pollutants (nutrients and fine particles) from the 
atmosphere, streams and intervening zones (both urban and non-urban), 
groundwater and shoreline erosion into the lake are shown at the top of the 
double line box. Land use and weather drive flow and pollutant loading.
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8.5.3 CALIBRATION AND VALIDATION OF THE DLM-WQ 
MODEL

The first twelve months of simulation was considered as the model ini-
tialization (warm-up) period. This is reasonable because deep mixing 
occurs during February and March, snow melting occurs during May to 
July, stratification builds up during June to October, and epilimnion layer 
deepens during November to mid-January. Therefore, DLM-WQ is able to 
estimate the surface water temperature and water level close to measured 
records in twelve months.

The predictive performances of DLM-WQ are measured using four dif-
ferent statistical efficiency criteria: the Nash-Sutcliffe efficiency (NSE), 
coefficient of determination (R2), root mean square error (RMSE), and mean 
error (ME). The NSE is an index used for assessing the predictive accuracy 
of a predictive model [13]. The R2 measures the strength and the direction of 
a linear relationship between observed and predicted values. The ME indi-
cates the average of the total model errors and is used to measure how close 
model predictions are to observed values. The RMSE indicates an overall 
(global) discrepancy between the observed values and predicted values. The 
mathematical expressions for NSE, R2, RMSE, and ME are shown below:
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where, Oi and Pi are observed and predicted value at time i, respectively; 
Ō and P are the mean of the observed and predicted values, respectively; and 
n = total number of observations.

Although ranges of NSE, R2, ME, and RMSE vary between –∞ to 1, 
–1 to 1, –∞ to ∞, and –∞ to ∞, respectively, yet the model predictions are 
considered to be precise if values of NSE, R2, ME, and RMSE are close to 
1, 1, 0, and 0, respectively.

8.6 RESULTS AND DISCUSSIONS

The calibration and validation of the DLM-WQ was performed to match 
the DLM-WQ estimated value as close as to measured lake water tem-
perature and surface level with R2 value as the objective function. The heat 
exchange coefficients were found optimum at 1.82×10–6 of CEN, 3.00×10–6 
of CHN and 1.3×10–3 of CDN, respectively for Lake Tahoe. DLM-WQ esti-
mated 36% reduction of Tahoe City precipitation, which closely matches 
with the estimates using precipitation contour lines.

8.6.1 LAKE WATER TEMPERATURE

Lake water temperature changes dynamically due to weather and lake 
motion (Eq. (2)). In situ water temperature measurement records were 
available once a month at the surface (0 m) and at depths of 10 m, 
50 m, 100 m, 150 m, 200 m, 250 m, 300 m, 350 m, 400 m, and 450 m. 
All heat budget components (including incoming longwave radiation, 
outgoing longwave radiation, evaporation heat loss, and sensible heat 
exchanges) directly affect only surface water. Shortwave radiation pen-
etrates below the surface and decays exponentially thus affect the inter-
nal heat storage. Simulated and measured water temperatures below 
50 m are approximately 5oC, thus, are not shown. The estimated water 
temperature in Figure 8.4 demonstrates a close match with measured 
temperature values with R2 = 0.968, NSE = 0.911, RMSE = 1.487oC and 
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ME = 0.813oC. The prediction performance efficiencies of DLM-WQ 
for water temperature at all measured depths (0 m, 10 m, 50 m, 100 m, 
150 m, 200 m, 250 m, 300 m, 350 m, 400 m, and 450 m) were excellent 
with R2 = 0.972, NSE = 0.942, RMSE = 0.697oC and ME = 0.061oC. 
This indicates that DLM-WQ can simulate lake vertical thermal 
dynamics adequately.

FIGURE 8.4 Comparison of simulated daily and event based measured water temperature. 
Top: surface, Center: 10 m depth, and bottom: 50 m depth.
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8.6.2 LAKE SURFACE WATER LEVEL

The DLM-WQ estimated daily water level was compared with the USGS 
lake level measurements (Figure 8.5). The prediction efficiency of the 
DLM-WQ is high with coefficient of determination (R2) and NSE were 
0.99 and 0.96, respectively with RMSE and ME values close to 0 at 0.13 m 
and –0.06 m, respectively.

8.6.3 WATER BALANCE

Figure 8.6(a) shows that precipitation is lowest during summer (July to 
September) and highest during December to February. However, stream 
inflow is highest during April to June due to snow melting and lowest dur-
ing August to October. Highest monthly evaporation occurs in August and 
lowest evaporation occurs during winter (January to May).

Figure 8.6(b) shows the percentage contribution to lake hydrologic 
budget of each source for the period 1994–2008. The average contribution 

FIGURE 8.5 Comparison of simulated and measured daily lake surface water level.
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from stream, groundwater, precipitation directly onto the lake, evaporation 
and outflow during 1994–2008 are 28.1, 0.4, 21.3, 35.4 and 13.8%, respec-
tively. Evaporation is the largest contributor in the hydrologic budget and 
its accurate estimation is therefore critical for water supply to downstream 
users and communities around the lake, as well as ecosystem management. 
Stream flow and precipitation components depend on climate forcing. 
Since the lake area does not change significantly when lake water eleva-
tion fluctuates between 1896.77 m and 1898.63 m, annual evaporation is 
taken to be approximately 937 ± 81 mm (Table 8.1). The inter-annual lake 
outflow and storage (= inflow + precipitation – outflow – evaporation) 
variation is significant (Table 8.2). Lake storage depends on outflow 

FIGURE 8.6 (a): Monthly average based on daily estimates during period 1994–2008 
and (b): Relative contribution based on daily estimates of the period 1994–2008.
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from Lake Tahoe, which is based on the operating policy of TCID to 
meet downstream users’ requirement. Table 8.1 shows those consecutive 
wet years (1996–1999) allow the managers to release more water for the 
downstream users whereas consecutive dry years (2001–2004) restrict 
the higher withdrawal of water from the lake. This is important for future 
planning, especially as it relates to uncertainties due to climate change.

For outflow to occur, the lake water level must be within the lake 
natural rim (elevation 1896.77 m) and maximum legal limit (elevation 
1898.63 m). Although the lake water level fluctuated within 1.86 m, yet the 
volume of water due to evaporation and precipitation were large because 
of the lake’s large surface area (495 km2). A large volume of water within 
the lake operating limits (i.e., 1.86 m) can be stored during winter and 
released as per the stake holders’ requirement during spring and summer 
given that estimates of the hydrologic components are available to the lake 
manager(s).

FIGURE 8.7 Historical and projected daily average air temperature.
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8.6.4 EFFECTS OF CONTINUED WARMING

Air temperature is widely expected to increase under all future climate 
scenarios. Figure 8.7 illustrates that annual average air temperature at Lake 
Tahoe is projected to increase by additional approximately 2–4.5ºC by the 
year 2100 depending on the radiative forcing scenario. Figure 8.7 shows 
that scenario A2 is the direct extension of the historical trend. Figure 8.8 
presents water level of the lake for both the GFDL A2 and GFDL B1 scenar-
ios. The lake model suggests that climate change will drive the lake sur-
face level down below the natural rim after 2086 for the GFDL A2 but not 
the GFDL B1 scenario. Outflow is zero when the lake level falls below 
the natural rim. The lake level dips down below the natural rim when 
evaporation rate is higher than sum total of stream inflows, groundwater 
contributions and on-lake precipitation over the lake (Figure 8.9). As long 
as the lake level is below the rim, the effects of annual evaporation and 
inflow are cumulative, and cannot be influenced by gate operation. The 

FIGURE 8.8 Simulated daily lake water level for GFDLA2 and GFDLB1 scenarios. 
Shown are the lake maximum legal limit and natural rim level. X-axis values represent the 
beginning of the year.



Climate Change Impacts on Planning and Management 207

results indicate that continued climate changes could pose serious threats 
to the water supplies from the lake that are most highly valued.

8.7 CONCLUSIONS

The calibrated and validated watershed model, LSPC, was used to gen-
erate daily the streamflows and associated pollutant loads of the entire 
watershed. LSPC estimated streamflow for the 10 LTIMP tributaries 
agreed well with the measured values during 1994–2008. Isohyetal lines 
over the lake were developed using the PRISM gridded monthly data dur-
ing 1990–2011. The annual precipitation contour lines indicate a reduction 
of approximately 35% of Tahoe City precipitation. DLM-WQ estimated 
36% reduction of Tahoe City precipitation.

FIGURE 8.9 Annual average water budget during 1994 to 2008 and additional 
evaporation due to global warming.
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The site-specific and stability-dependent bulk transfer coefficients 
(CEN, CHN, and CDN) and precipitation inputs were calibrated using predic-
tive performance values R2 as the objective functions. Sensitivity analysis 
on bulk transfer coefficients, hydrologic inputs and model assumptions 
were conducted to ascertain that calibrated values were optimal. CEN varia-
tion results in a greater change in lake water level compared to CHN and CDN. 
The DLM-WQ estimated water temperatures and lake water level were 
in excellent agreement with those of measured records for the period 
1994–2008 with R2 equal to 0.97 and 0.99, respectively. Evaporation was 
found to be the largest contributor in the hydrologic budget. The average 
stream inflow, groundwater fluxes, precipitation over the lake, evaporation 
from the lake and outflow from the lake during 1994–2008 are 28.1, 0.4, 
21.3, 35.4, and 13.8 percent, respectively. The DLM-WQ estimated aver-
age annual evaporation rate is approximately 937 ± 81 mm with highest 
monthly evaporation rate in August and lowest evaporation during winter 
(January–May).

Because of the lake’s large surface area, the evaporation and precipita-
tion contribute approximately 63.5% on the hydrologic budget and spatial 
time series direct measurements are not available, accurate estimation of 
these components are important for the sustainable water management. 
A large volume of water within the lake operating limits (i.e., 1.86 m) can 
be stored during winter and released as per the stake holders’ requirement 
during summer given that accurate estimates of the hydrologic compo-
nents are available to the lake manager(s).

Projected global warming indicate that annual average air tempera-
ture at Lake Tahoe would increase by additional approximately 4.5°C by 
the year 2100 for A2 scenario. As a consequence, the lake model esti-
mates that climate change will drive the lake surface level down below 
the natural rim after 2086 for the GFDL A2. The results indicate that 
continued climate changes could pose serious threats to the Lake water 
resources and ecosystem. Future water resources planning should take 
these results into account. The methodology presented has obvious rel-
evance for sustainable management of lake water resources with respect 
to both future climate change and burgeoning human needs due to popu-
lation growth in the region. The modified DLM-WQ can be applied to 
any small to medium size lakes, reservoirs and wetlands around the world 
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for estimation of hydrologic budget, which is important for sustainable 
water management.

8.8 SUMMARY

We employed the modified UC Davis Dynamic Lake Model with Water 
Quality (DLM-WQ) model with the goal of correctly estimating the heat 
and hydrologic budget for Lake Tahoe (California-Nevada). We developed 
isohyetal lines using PRISM gridded precipitation data during 1990–2011 
to estimate the precipitation distribution directly on the lake. The annual 
precipitation contour lines indicate a reduction of approximately 35% 
of Tahoe City precipitation. We utilized the watershed model, Loading 
Simulation Program in C++ (LSPC), to generate the stream flows and 
associated pollutants loadings to the lake. The modified DLM-WQ esti-
mated lake surface water level and temperatures were in excellent agree-
ment with those of measured records for the period 1994 to 2008 with 
R2 equal to 0.99 and 0.97, respectively. Although latent heat loss (17%) 
is small in the heat budget, the effect on water balance due to inaccurate 
estimates of evaporative loss is very large because evaporation (35.2%) is 
the largest contributor in the hydrologic budget. Meteorology is the driv-
ing force for lake internal heating, cooling, and mixing. Using the modi-
fied DLM-WQ together with the downscaled climatic data of the two 
emissions scenarios (B1 and A2) of the Geophysical Fluid Dynamics 
Laboratory (GFDL) Global Circulation Model, we found that that higher 
rate of evaporation due to climate change would drive the lake surface 
level down below the natural rim after 2085 for the GFDL A2. The results 
indicate that continued climate changes could pose serious threats to the 
Lake water resources. Future water resources planning should consider 
these results.
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9.1 INTRODUCTION

During the past decades, more and more of the complex environmental 
challenges have been addressed by using a watershed approach. According 
to the U.S. Environmental Protection Agency (EPA), environmental man-
agement using a watershed approach constitutes “a coordinating frame-
work for environmental management that focuses public and private 
sector efforts to address the highest priority problems within hydrologi-
cally defined geographic areas.”

The National Research Council report also noted that a watershed 
approach “uses sound, scientifically based information from an array 
of disciplines to understand the factors influencing the aquatic and 
terrestrial ecosystems, human health, and economic conditions of a 
watershed.” The watershed is considered to be the integrating focus, 
the most appropriate spatial arrangement and functional unit for man-
aging complex environmental problems. For example, managing issues 
of bio-complexity in the environment on a watershed basis offers the 
potential benefit of balancing the competing demands placed on natural 
and human systems.

Because of the highly complex nature of human and natural systems, 
the ability to understand them and project future conditions using a water-
shed approach has increasingly taken a geographic dimension. The advent 
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of geoinformatics technology in past two decades has provided an oppor-
tunity of obtaining reliable information of the natural resources of the 
watershed and therefore has become a tool of either original mapping or 
updating of the existing maps.

Geoinformatics has been described as “the science and technology 
dealing with the structure and character of spatial information, its capture, 
its classification and qualification, its storage, processing, portrayal and 
dissemination, including the infrastructure necessary to secure optimal use 
of this information” or “the art, science or technology dealing with the 
acquisition, storage, processing production, presentation and dissemina-
tion of geoinformation.” Branches of geoinformatics include cartography, 
remote sensing, web mapping, spatial analysis and geographic informa-
tion systems.

Geographic Information Systems (GIS) technology has played critical 
roles in all aspects of watershed management, from assessing watershed 
conditions through modeling impacts of human activities on water qual-
ity and to visualizing impacts of alternative management scenarios. The 
field and science of GIS have been transformed over the last two decades. 
Advancements in computer hardware and software, availability of large 
volumes of digital data, the standardization of GIS formats and languages, 
the increasing interoperability of software environments, the sophistica-
tion of geo-processing functions, and the increasing use of real-time anal-
ysis and mapping on the internet have increased the utility and demands 
for the GIS technology. In turn, GIS application in watershed management 
has changed from operational support to prescriptive modeling and tacti-
cal or strategic decision support system.

9.1.1 WATERSHED AS A GEOGRAPHICAL UNIT OF STUDY

A watershed represents a topographically defined area that is drained by a 
stream system, representing a smaller upstream catchment, which is a con-
stituent of a larger river basin. This landscape encompasses both surface 
and groundwater supplies, in addition to related terrestrial and community 
resources. The watershed is being viewed as a place based and ecological 
entity, as well as a socioeconomic and political unit to be utilized for man-
agement planning, conservation strategies and implementation purposes.
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Watershed is thus a development unit in which all the natural resources 
like soil, water, geomorphology and land use are in harmony there by 
facilitating adoption of holistic approach to problem solving. Watershed 
is considered to be the ideal unit for analysis and management of natu-
ral resources for planning. The soil, vegetation and water are the basic 
resources, which interact and establish in a watershed. Hence, all these 
three resources have to be managed collectively and in an integrated way. 
The physiography of the land, slope and nature of soil cover, land use/
cover, hydro geomorphology, climate, socio-economic and legal aspects, 
etc. and the hydrological features of the land area determine the produc-
tive interaction between these natural resources. Watersheds can also be 
repositories of global environmental benefits, such as biodiversity and car-
bon sequestration. Moreover, upper watersheds are linked, through water 
flows to downstream land and coastal areas far from the steep terrains 
where water flows are generated.

9.1.2 WATERSHED MANAGEMENT

Watershed management may be defined as an integrated approach of 
greenery for a better environment. The scientist of the world believe 
that an environment catastrophe is occurring by way of global warming, 
change in climate and hazard to health due to green house effect. Ozone 
depletion is another feature of concern in response to increase chlorofluo-
rocarbons. These ominous effects are caused by several phenomena like 
carbon dioxide accumulation and their interplay. Some optimistic veterans 
question these effects on the premise of inconclusive nature of the avail-
able data. Everyone agrees that greenery consumes the superfluous car-
bon dioxide, stores the deleterious gas, releases oxygen much in demand, 
provide the basic needs, plays a role in restoring climate and thus revives 
a better environment. Watershed management applied locally for develop-
ing green foliage, enriches environment globally in due course of time.

Watershed degradation in the third world countries threatens the live-
lihood of millions of people and constrains the ability of countries to 
develop a healthy agricultural and natural resource base. Increasing popu-
lations of people and livestock are rapidly depleting the existing natural 
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recourses the soil and vegetation system cannot support the present level 
of use. In a sense the carrying capacity of these lands is being exceeded. 
As the population continues to rise, the pressure on forests, community 
lands and marginal agricultural lands leads to inappropriate cultivation 
practices, forest removal and grazing intensities that leave a barren envi-
ronment yielding unwanted sediment and damaging stream-flow to down-
stream communities.

9.1.3 OBJECTIVE OF WATERSHED MANAGEMENT

• Proper utilization of different land use patterns such as up grada-
tion of forest cover by afforestation, increasing the productivity of 
Agricultural lands, converting the waste land into arable/grass land 
within watershed boundary.

• Reduction of the groundwater table fluctuation, water logging and 
salinity problem.

• Proper availability of soil moisture in pre-monsoon and post-
monsoon seasons.

• Provision of a low cost schedule for maintenance, reclamation and 
conservation programs.

• Minimization of damaging runoff & sediment yield along with flood 
protection.

• Pasture development either by itself or in conjunction with plantation.
• Agro-forestry and horticultural development.
• Adoption of multi-disciplinary approaches to derive optimum ben-

efits from cultivated crops, grasses, forestry, conservation engineer-
ing and animal husbandry, etc.

9.1.4 ACTIVITIES OF WATERSHED MANAGEMENT

• To reduce damages by floods and sediment deposit.
• To protect and control the output of water from the Watershed.
• To check the erosion of reclaimed soil and to deteriorate the by con-

trolling quality of runoff water.
• To stabilize areas contributing to soil erosion and sediment produce 

there by reducing the sediment concentration in the runoff water.
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• To improve the quality of grass plot, woodlands and wild life of for-
ests by protecting soil from erosion.

• To improve the quality of human life living on the Watershed by 
improving the infrastructure facilities and reaped the output from 
land.

9.1.5 TECHNOLOGY IN-USE FOR WATERSHED 
DEVELOPMENT/MANAGEMENT REMOTE SENSING (RS)

Literally remote sensing means obtaining information about an object, area 
or phenomenon without coming in direct contact with it. However, mod-
ern remote sensing means acquiring information about earth’s land and 
water surfaces by using reflected or emitted electromagnetic energy. The 
remote sensing is basically a multi-disciplinary science, which includes a 
combination of various disciplines such as optics, spectroscopy, photog-
raphy, computer, electronics and telecommunication, satellite launching, 
etc. All these technologies are integrated to act as one complete system 
in itself, known as Remote Sensing System. There are a number of stages 
in a remote sensing process, and each of them is important for successful 
operation. These stages are:

• Emission of electromagnetic radiation, or EMR (sun/self-emission).
• Transmission of energy from the source to the surface of the earth, as 

well as absorption and scattering.
• Interaction of EMR with the earth’s surface: reflection and emission.
• Transmission of energy from the surface to the remote sensor.
• Sensor data output.
• Data transmission, processing and analysis.

Remote sensing which is now universally recognized as a highly effec-
tive and versatile technology for mapping, estimating, and monitoring and 
integrated planning is adopted widely for watershed monitoring/manage-
ment. It has been used for various operational mapping and monitoring 
projects by various organizations under state and Central Government. 
The advantages are:

• It provides reliable, near real time base line information.
• Topographic and thematic map preparation instead of ground survey.



Remote Sensing and GIS Applications for Water Resources Planning 223

• Characteristic of the object or land features (Landuse, Rock type, 
vegetation condition, soil and environmental quality, etc.).

• Accurate discrimination of spatial units and its study on the spatial 
distribution covering large area because of advantages in synoptic 
coverage.

• Photomaps generation (ortho-photo) for topographic/resource/envi-
ronmental data generation (as a map alternative).

• Capable of operating in portions of electro-magnetic spectrum which 
are beyond the photographic emulsion sensitivity.

• Detectors having wider dynamic range than photographic emul-
sions for identifying subtle change in scene radiance (feature 
discrimination).

• Relatively fast and economical for map and statistics generation in 
comparison to other survey or data collection methods.

• Terrain data is available in both analog and digital form (Digital ter-
rain model).

• Amenable to computer processing and compatible to GIS packages 
makes the data easy to handle along with socio-economic and envi-
ronmental data.

• Temporal data receiving facilities makes it useful for monitoring 
purposes.

• Introduction of sub-meter resolution satellite data provides opportu-
nity to map plot level watershed information.

9.1.5.1 Geographical Information System (GIS)

GIS is defined as the computerized information system or integrated data-
base management system in which large volume of geo-referenced spatial 
data (location of a layer or coverage defined by the co-ordinate referenc-
ing system) derived from a variety of source (like RS, GPS, aerial photog-
raphy), etc. is efficiently stored and organized, manipulated and analyzed, 
retrieved and displayed/presented according to the user defined specifica-
tions. Besides this a standard GIS package establishes link between spa-
tial and non-spatial data. By adopting GIS technique, various spatial data 
like paper map, charts, working drawings, physical survey maps, satellite 
imageries, aerial photographs, etc. can converted to digital format for oper-
ations like data linking, map joining, map over laying, clipping, generation 
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of new maps, etc. easily and quickly for any analysis and assessment. This 
digital process helps the agricultural scientists, engineers, planners, deci-
sion makers and administrators to prepare action plans/micro plans for 
watershed development planning and to prepare schemes conveniently 
and accurately.

Taking the present day importance of watershed development and the 
advantages of Remote Sensing and GIS techniques in watershed man-
agement, a study was carried out on action plan preparation of Puincha 
micro-watershed in Banki block of Cuttack district of Odisha, India using 
Remote Sensing and GIS Technology with the following objectives:

9.1.6 RESEARCH OBJECTIVES 

1. To prepare land use/land cover, hydro geomorphology, soil resource 
and slope map of micro-watershed.

2. To study and evaluate the potential of existing natural resou-
rces, groundwater prospect, soil type and slope aspects of the 
micro-watershed.

3. To study the morphometry of the micro-watershed and
4. To develop a land and water management action plan of micro-

watershed using geospatial data through geoinformatics technology.

9.2 REVIEW OF LITERATURE

Satellite remote sensing techniques provide an efficient and economical 
means of acquiring timely data for the development and management of 
natural resources. Considering this, Remote sensing techniques have been 
gainfully used for deriving the various natural resources information such 
as land use/land cover, soils, hydro-geomorphology, drainage, etc., all 
over the world during the last three decades. Remote sensing technology 
has proved to be rapid and provides timely information with repetitive 
coverage of a given area in 5–22 days. The potential of satellite based 
remote sensing data for watershed characterization, prioritization, action 
plan preparation, monitoring and impact assessment have been highly 
explored in the Indian context. Several remote sensing application projects 
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of the national, regional and local levels have been taken up for research, 
development and program implementation.

9.2.1 WATERSHED CHARACTERIZATION AND 
PRIORITIZATION

A study was carried out employing land sat data and aerial photography to 
map soil type, land use, geology and land forms of various watersheds in 
India by Gunjal [8]. The National Remote Sensing Agency (NRSA) and 
Space Application Center (SAC) used Landsat data and aerial photos for 
land use information at a reconnaissance level for a number of catchments. 
All India Soil and Land Use Survey (AIS and LUS) conducted watershed 
priority delineation surveys using 1: 50,000 scale aerial photos and topo – 
maps on a watershed basis for the major states. Through these surveys, 
very high and high sediment yielding priority watersheds were identified. 
Land degradation studies had also been reported for various parts of the 
country.

Chakraborthy [3] studied the strategies for watershed classification 
using remote sensing techniques and opined that decision support system 
for management planning requires scientific knowledge of resources infor-
mation, expected runoff and sediment yield. It also requires priority classi-
fication of watersheds for conservation planning, monitoring of watershed 
for environmental impact assessment and technologies of GIS for data 
base creation, scenario development and appropriate decision making.

Shah [29] determined priority classes of sub watersheds in a part of 
Song river watershed, based on spatial erosional soil loss estimates using 
IRS-1A LISS –II digitally classified physiographic, Soil, Land use/land 
cover map, terrain slope information and rainfall data following USLE. The 
results indicated that out of fifteen sub-watersheds, nine sub-watersheds 
belong to high to very high priority classes covering 36.2% area of the 
watershed. The remaining six sub- watersheds covering 63.8% area of the 
watershed were classified as low to moderate priority categories.

Sidhu et al. [31] were used remote Sensing and GIS for prioritization of 
the upper Machkund watershed in Andhra Pradesh, which covers an area 
of 16,111 ha. The division of the watershed and sub-watershed areas was 
carried by visual interpretation of the geocoded IRS-IB (bands 2, 3 and 4), 
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FCC prints (scale 1:50,000) and the drainage pattern of watershed area, 
following the Atlas of AIS and LUS. The watershed area was classified 
as belonging to water region 4, Godavari Basin. Based on secondary and 
tertiary drainage pattern, the watershed areas were further sub-divided into 
8 sub watersheds. Union modules (GIS), hydro-geomorphology, land use, 
land cover and slope maps were combined to generate erosion intensity 
and composite maps. Watersheds were prioritized following the sediment 
yield index (SYI) approach.

Biswas et al. [1] prioritized nine sub watersheds of Nayagram block 
in Midnapore district of West Bengal based on morphometric analysis of 
the drainage basin. It was observed that sub watershed 8 has got the high-
est priority because of high erosion intensity, which was also confirmed 
through SYI model. Thus, morphometric analysis could be used for pri-
oritization of sub watersheds even without the availability of reliable soil 
maps of the area.

Ramesh et al. [24] generated information on natural resources using 
IRS 1C LISS III data in Dakshina Kannada district. They prioritized the 
micro-watersheds using an elimination technique and considering factors 
like current vegetation cover, waste lands, soil type, erosion status, slope, 
scope for development, etc., Each of these factors are given weightages in 
spatial domain using ARC-Info GIS to arrive at very low, low, medium, 
high and very high priority micro-watersheds.

Srivastava et al. [34] prioritized mini watersheds in Badrigad water-
shed using GIS technique. The present study demonstrates the usefulness 
of the GIS for morphometric analysis and prioritization of the mini water-
sheds. This technique is suitable mostly for un-gauged watersheds of the 
hilly areas for the identification of critical areas and implementation of 
watershed management programs.

9.2.2 REMOTE SENSING AND GIS FOR LAND USE/LAND 
COVER PLANNING

Jayarama et al. [11] revealed that more accurate soil maps in terms of 
boundary delineation and composition of soil mapping units could be pre-
pared by visual interpretation. They also stated that the method could thus 



Remote Sensing and GIS Applications for Water Resources Planning 227

be used in revising and improving the existing reconnaissance soil maps 
prepared by conventional methods.

Srivastava and Rao [33] prepared land use/land cover map of Jharia 
coalfield using IRS 1A LISS II data consisting of nine land use cat-
egories such as settlements, mining area, agriculture, open scrub, etc., 
They concluded that using remote sensing techniques, basic data on 
land use can be obtained easily to assess the changes in an area over a 
period of time.

Goyal et al. [7] utilizing remote sensing data, aerial photographs and 
Survey of India topo sheets, delineated various geomorphic units like Aeo 
fluvial plains, Recent Sahibi flood plain and Aravally hills, Rock-out crops 
and pediments. Representative profiles were studied and soils were clas-
sified as Typic-Ustipsamments, TypicUstochrepts and TypicUstorthents in 
Rewari district, Haryana.

Chakraborthy et al. [2] utilized IRS-IA Satellite data and derived 
land use/land cover information together with conventional field data 
which were used as inputs into USLE model to predict soil loss on a sub-
watershed-wise basis and then prioritized into 18 sub-watersheds accord-
ing to the order of magnitude of their soil loss potentials.

Krishna et al. [17] applied the skill and knowledge of remote sensing 
and GIS for canopy mapping in deltaic region of West Godavari in Andhra 
Pradesh. They found that established relationships of cropping pattern 
with field data were helpful in resource inventory at micro-level.

Chakraborthy et al. [4] characterized and evaluated the vegetative 
dynamics and land use/land cover types of Birantiya Kalan watershed in 
western Rajasthan. They found that conventional methods of detecting 
land use/land cover is costly, low in accuracy, time consuming and par-
ticularly difficult in large areas. Remote Sensing, due to its capability of 
synoptic viewing and repetitive coverage, provides useful information on 
land use/land cover as well as vegetative vigor dynamics.

Sharma et al. [30] used remote sensing to detect the land use/land 
cover change and its climatic implications in the Godavari deltaic region. 
Interpretation has revealed changes in land use/land cover in the study 
area during the past 26 years. The study suggested that human activities in 
terms of land use/land cover alterations might be responsible for the local 
level climatic changes.
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Joshi and Gairola [13] studied the land cover dynamics pattern in 
Balkhila sub-watershed situated in Garhwal, Himalayas. They used 
IRS-1D LISS III data of 01 February 2003 for land use/land cover clas-
sification. The results revealed that the land cover dynamics is dependent 
on the sun’s illumination. The altitude and slope are no more a barrier for 
resource extraction and the human activity zone is shifting towards higher 
altitudes and slopes. The changes are also defined along the roads and 
settlements.

Mohammed et al. [19] obtained the soil data from soil resource inven-
tory; land and climate were derived from the remote sensing satellite data 
(Landsat TM, bands 1 to 7) and were integrated in GIS environment to 
obtain the soil erosion loss using USLE model for the watershed area. The 
priorities of different sub-watershed areas for soil conservation measures 
were identified. Land productivity index was also used as a measure for 
land evaluation. Different soil and land attribute maps were generated in 
GIS, and R, K, LS, C and P factor maps were derived. By integrating these 
soil erosion map was generated. The mapping units, found not suitable for 
agriculture production, were delineated and mapped as non-arable land. 
The area suitable for agricultural production was carved out for imparting 
the productivity analysis; the land suitable for raising agricultural crops 
was delineated into different mapping units as productivity ratings good, 
fair, moderate and poor. The analysis performed using remote sensing and 
GIS helped to generate the attribute maps with more accuracy and the 
ability of integrating these in GIS environment provided the ease to get the 
required kind of analysis.

Farooq et al. [6] introduced a proper land use planning in the district 
Rajouri of state Jammu and Kashmir through Geo-spatial Techniques. The 
study suggested that good quality grass should be planted in the grasslands 
to improve the output and quality of the grass so that further expansion of 
grasslands and removal of forest can be stopped. It has been noticed that 
in this area meadows have decreased by more than 75% followed by forest 
cover 43%, barren land 16% and mixed vegetation 2.5%.

Kannan et al. [15] prepared land use map of Cauvery delta zone 
using satellite data and it revealed that distribution of crops were classi-
fied into kharif +rabi crops (124927 ha), kharif crop (1068 ha), rabi crop 
(17461 ha) and aquaculture (721 ha). It was suggested to raise groundnut 
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on 13.2% area not suitability for paddy. Sugarcane, gingerly, brinjal, chilly 
crops were recommended in pre rainy season period in fine textural soils 
depending on the water availability.

Singh et al. [32] introduced a proper land use planning in the Semi-
arid Region of Madhya Pradesh in India through Geo-spatial Techniques. 
The land Resource Development map was prepared which suggests the 
intensive agriculture, double crop, horticulture, agro-horticulture and 
silvi-pasture.

Srivastava et al. [34] studied about the temporal change in land use of 
Himalayan watershed using remote sensing and GIS in Badrigad water-
shed. It was found that agricultural area over a period of 43 years had 
increased slightly but area under barren land had reduced by 60 percent, 
which has converted mainly into forest land.

Jayaraju and Khan [12] studied that remote sensing (RS) integrated 
with geographical information system (GIS) provides an effective tool 
for analysis of land use and land cover changes at a regional level. The 
geospatial technology of RS and GIS holds the potential for timely and 
cost-effective assessment of natural resources. These techniques have 
been used extensively in the tropics for generating valuable information 
on forest cover, vegetation type and land use changes. In the present study, 
RS and GIS have been used to assess land cover patterns in Pulivendula–
Sanivaripalli area of south India. With this in view, an assessment has 
been made on some of the natural resources and environmental potential 
of Pulivendula–Sanivaripalli area of south India. To achieve these, three 
thematic maps (land use and land cover, drainage and slope) were pre-
pared through image interpretation and limited checks. The land use-land 
cover pattern falls under the broad categories of agricultural land, forest 
land and wasteland.

9.2.3 REMOTE SENSING AND GIS FOR WATERSHED 
HYDRO-GEOMORPHOLOGY, GROUNDWATER PROSPECTS 
AND MORPHOMETRIC ANALYSIS

Tikekar et al. [37] prepared hydro-geomorphological map by integrat-
ing various thematic maps derived using information related to lithology, 
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structure, geomorphology and hydrology of the terrain in Bhandra district, 
Maharashtra. In order to demarcate the ground water potential zones of 
Marudaiyar basin in Tamil Nadu, different thematic maps such as lithol-
ogy, land forms, lineaments, surface water bodies, drainage density, slope 
and soil maps were integrated and a ground water potential zone map was 
prepared which was in agreement with the bore well yield data collected 
in the field.

Rao [25] conducted Hydro-geomorphological studies in Niva river 
basin, Chittoor district of AP using Landsat FCC. The basin was classified 
into different zones covered by denudational hills, residual hills, insel-
bergs, pediments, pediplains with moderate and shallow weathered zones 
and valley fills. The ground water prospects ranged from poor in hills to 
good in fractured zones and valley fills.

Nag [21] was of the opinion that remote sensing technique is an indis-
pensable tool in morphometric analysis and ground water studies. The 
results indicate that moderately weathered pediplains and valley fills are 
good prospective zones of ground water exploration. Sarkar et al. [27] 
used GIS to evaluate the ground water potentiality of Shamri micro water-
shed in Shimla taluk, Himachal Pradesh. The study established that GIS is 
a potential tool for facilitating the generation and use of thematic maps to 
identify the ground water potentialities of an area.

Jaishankar et al. [10] applied Remote Sensing technique for ground 
water exploration in Agnigundala mineralized belt in Andhra Pradesh, by 
using IRS-IB data. Based on erosion and depositional characters, various 
geomorphic units like hills, pediments, buried pediments, plains and valley 
fills have been identified. The ground water potentials of individual geo-
morphic units were evaluated to obtain a complete picture. Magesh et al. 
[18] studied about the morphometric characteristics in Bharathapuzha 
river basin of Kerala The present study has proved that the geoprocessing 
technique used in GIS is an effective tool for computation and analysis 
of various morphometric parameters of the basin and helps to under-
stand various terrain parameters such as nature of the bedrock, infiltration 
capacity, surface runoff, etc. The quantitative analysis of linear, relief and 
aerial parameters using GIS is found to be of immense utility in river basin 
evaluation, basin prioritization for soil and water conservation and natural 
resource management. The geo-processing techniques employed in this 
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study will assist the planner and decision makers in basin development 
and management studies.

Kinthada et al. [16] generated various geospatial information themes 
for multi-criteria modeling and analysis for informed decision-making 
and preparing an integrated action plan for sustainable development of 
land and water resource in the Domaleru watershed in Andhra Pradesh. 
Integrated modeling and analysis of various geospatial themes, like, 
topography, geomorphometry, geomorphology and hydrology in the GIS 
environment helped in reconstructing the hydrogeomorphological sce-
nario of the Domaleru watershed. The methodology helped in defining a 
strategy used for considerable rise in the levels of groundwater as well as 
storage capacity of surface water bodies and growth in vegetation cover 
over reclaimed wasteland areas.

9.2.4 REMOTE SENSING AND GIS FOR WATERSHED 
MANAGEMENT, LAND/SOIL AND WATER RESOURCE ACTION 
PLANS

Murthy et al. [20] integrated thematic maps on geomorphology, geol-
ogy, soil, land use/land cover, forest or vegetation, drainage and slope 
by to suggest suitable land and water resources development plans. 
The water resources development plan depicted the zones of exploi-
tation through tube well, dug wells, development and conservation 
through rainwater harvesting structures. Land resources development 
plan depicted the alternative land use practices through double crop-
ping, horticulture, etc. Decisions regarding the use of land and water 
resources of a backward region depend mostly on their productive 
potential and local priorities.

Uday et al. [38] were integrated spatially by Land use/land cover, soil, 
hydro-geomorphology, drainage, slope and transportation network maps 
to arrive at composite mapping units which are unique combination of 
various resources. This action plan comprising of alternate land use prac-
tices and a comprehensive plan for soil conservation and water harvesting 
structures like check dams, nala bunds, etc., was suggested to improve the 
productivity of Hirehalla watershed in Bijapur district.
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Dwivedi et al. [5] gave an action plan for sustainable development of 
land and water resources was generated by upon integration of landforms, 
soils, land use/land cover, slope with socio-economic and meteorological 
data, peoples’ aspirations, etc., in a GIS environment. Using high resolu-
tion IRS 1C PAN and LISS III satellite data, natural resources inventory 
was carried out on 1:25,000 scale. By integrating the thematic informa-
tion, site-specific recommendations were given in the form of an action 
plan, which aimed at conservation, up-gradation and optimal utilization of 
natural resources to attain sustainable agricultural production.

Reddy et al. [26] integrated remote sensing and GIS for identification 
of sites for artificial recharge. They used geocoded IRS-IC LISS III FCC 
data for analysis and generation of thematic maps. These thematic maps 
were assigned based on their hydrological properties and were integrated 
in ILWIS 2.1 GIS. Based on cumulative weightage index, the composite 
map classes were divided into seven ground water potential zones. These 
identified sites were used for construction of water harvesting structures 
like check dams, percolation tanks and rock fill dams.

Tikekar et al. [37] followed integrated approach using geology, geo-
morphology, land use/land cover, soil characteristics and surface water 
system for optimum use of water resources. They concluded that upgrad-
ing of socio-economic situation of the region (Maharashtra) is possible 
if the developmental programs are planned, considering the available 
geomorphic units, surface water resources and exploitation of locked up 
groundwater potential zones particularly in riverine sediments. Integrated 
approach of remote sensing and GIS provides further insight into the 
hydrogeological regime of the area, which can be utilized for site selec-
tion for artificial recharge and facilitates in decision making for efficient 
planning of ground water management.

Paul et al. [23] applied Remote Sensing and GIS techniques for the 
integrated watershed planning of Bajpur watershed in Khurdasadar block 
of Khurda district (Orissa). Thematic maps like land use/land cover map, 
hydrogeomorphology map, soil map, slope map, drainage and surface 
water body maps were prepared by using both satellite imageries and sur-
vey of India toposheet. By integrating all these maps in GIS, water and 
land resource management plans were developed. The water resources 
development plan indicates the sites for groundwater exploitation and sites 
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for surface water development including sites for different soil and water 
conservation structures. Eleven action items were suggested under land 
resource action plan with specific sites, aerial locations and maps. Thus 
remote sensing technology demonstrates the usefulness for providing up-
to-date, reliable and accurate information on different natural resources of 
the watershed which is a pre-requisite for an integrated approach to iden-
tify the suitable sites for water harvesting structures, check dams, farm 
ponds, percolation tanks, nala bunds, etc. The GIS technique is helpful 
to integrate the information into a composite land unit development map 
to generate alternate land use system for sustainable development of the 
watershed.

Kalgapurkar et al. [14] developed a soil and water conservation plan 
using RS and GIS. The soil and water conservation plan is found to be 
logical and effective. It also scientifically optimizes the intensity of the 
conservation measures as the type of conservation measures based on 
depth of soil, allowable erosion rate and land slope. GIS proved be a very 
effective, effective and useful tool for integration of layers and incorporat-
ing the decisions rules for developing the plan.

Patel et al. [22] found that Geographical information system and 
remote sensing are proven to be an efficient tool for locating water 
harvesting structures by prioritization of mini-watersheds through 
morphometric analysis. In this study, the morphometric analysis and 
prioritization of ten mini-watersheds of Malesari watershed, situated 
in Bhavnagar district of Saurashtra region of Gujarat state, India, are 
studied. For prioritization of mini-watersheds, morphometric analysis is 
utilized by using the linear parameters such as bifurcation ratio, drain-
age density, stream frequency, texture ratio, and length of overland flow 
and shape parameters such as form factor, shape factor, elongation ratio, 
compactness constant, and circularity ratio. The different prioritization 
ranks are assigned after evaluation of the compound factor. Digital ele-
vation model from Shuttle Radar Topography Mission, digitized con-
tour, and other thematic layers like drainage order, drainage density, and 
geology are created and analyzed over ArcGIS 9.1 platform. Combining 
all thematic layers with soil and slope map, the best feasibility of posi-
tioning check dams in mini-watershed has been proposed, after validat-
ing the sites through the field surveys.
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Wakode et al. [39] studied that Geographical Information System (GIS) 
have proved to be an efficient tool in the delineation of drainage pattern for 
water resources management and its planning. In this study, GIS and image 
processing techniques have been adopted for the identification of morpho-
logical features and analyzing the properties of the upper catchment of Kosi 
River. The basin area includes the high-altitude Himalayan Mountains, 
including Mount Everest and Kanchenjunga peaks. This basin is the main 
contributing area for devastating floods in 2008 in the Bihar state of India. 
The catchment can be divided into three sub-catchments, namely, Arun, 
Sunkosi, and Tamur. A morphometric analysis shows the nature of drainage 
in the upper catchment of Kosi River and some causes behind the high-
intensity floods by comparing the properties of these three sub-catchments.

9.3 MATERIALS AND METHODS

This chapter mainly deals with the introduction to study area (location, 
physiography and socio-economic status of the study area), the different 
types of data used, the methods as well as materials used for carrying out 
the project work.

9.3.1 STUDY AREA

Puincha micro-watershed lies geographically between 20º16’0”N to 
20º18’0”N latitude and 85º23’E to 85º25’E longitude. It is situated in 
Banki block of Cuttack district of Odisha, India, which is about 60 km dis-
tance from district head quarter. The location map is given in Figure 9.1. 
The micro watershed has an area of approximately 646.67 ha and is iden-
tified in survey of India topo-sheet number 73H/7 in 1:50,000 scale. The 
unique code assigned to this micro watershed is 0407010201110101.

Puincha micro-watershed comes under the Western undulating Zone 
near to river Mahanadi. Rock of this area is mostly of granitic gneiss and 
alluvium type. The micro watershed is elongated shape with flat topogra-
phy. The climatic of the study area is sub tropical monsoon type, major 
rainfall being received by southwest monsoon. The mean annual rainfall 
is 1710 mm and the mean annual temperature is 27.5°C.
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9.3.2 DATA FOR LOCATION

9.3.2.1 Spatial Datasets

The spatial datasets include satellite data, topographic data and village 
boundary maps. Thematic resource maps from secondary sources are also 
used.

9.3.2.1.1 Satellite Data

IRS-1C sensor data in LISS-III-FCC (False Color Composite refers to the 
composite image generated by remote sensing observation in green, red 
and infrared spectral bands by assigning complementary color, i.e., blue, 

FIGURE 9.1 Location map of study area.
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green; red respectively to above said observation bands of Indian Remote 
Sensing Satellite), IRS-1D-LISS-III-FCC and IRS-1D-PAN Panchromatic 
data) were used for generation of thematic maps like land use/land cover, 
hydro geomorphology map, soil resources map and drainage map of the 
micro watershed. The satellite data in 1:50, 00/10,000 scales of 2007–10 
(Multi-season data) are used.

9.3.2.1.2 Geo-Referencing Satellite Data Products

It involves three activities, i.e., GCP data collection, Image geo-referencing 
and rectification, and Image fusion. Geo-referencing and image rectifica-
tion involve the removal of random and systematic errors in the image and 
later transforming image to UTM projection system and WGS84 datum. 
The GCP are collected using GPS receivers in the field. About 10 to 15 
well-distributed GCP’s for the watershed is used for georeferencing. The 
Geo-eye image is rectified using GCPs in second order polynomial trans-
formation with RMS accuracy better than one pixel at each checkpoint. 
Higher order polynomial transformation allows keeping the registration 
error to the minimum. ERDAS image processing software package was 
used for this operation.

9.3.2.1.3 Topo Sheets

The survey of India topographical numbering 73H/7 on a scale of 1:50,000 
with contour interval of 20 m was used to prepare the base map and to 
finalize the transport network, land use/land cover classes, hydro-geo-
morphological units, slope classes and drainage pattern of the watershed.

9.3.2.1.4 Village Boundary Map

The village boundary map (1:4000) of the watershed was collected from 
district collector, Cuttack, local Tehsil office and from Odisha Sampad. 
The map has been prepared with the use of database collected from Census 
department and Revenue department, Govt. of Odisha. The maps were 
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combined to generate the complete village maps. These maps served as 
important guides for preparation of different thematic maps.

9.3.2.2 Attribute Data

The attribute data includes datasets relating to rainfall, land features and 
agriculture use data. The monthly rainfall data of Bankisadar block for last 
20 years (1993–2012) was collected from the Cuttack Sadar block office, 
Cuttack for present study. The net geographical area of Puincha micro-
watershed is about 646.67 ha out of which 82.77 ha is forest area. The 
forest area is mainly divided into two parts; one part is hilly while other 
lies in the bank of river, which is devoid of any sort of vegetation. About 
387.46 ha of land are under agriculture, which is completely rainfed where 
mainly a kharif crop is taken. The land features are given in Table 9.1.

9.3.2.3 Agriculture Use (Crop Classification)

The villages come under semiarid zone. So farmers grow crop according to 
the rainfall. As water shortage is a big issue, no crop can be taken in summer. 
Overall only one or two crops are taken in the year. It can say that monsoon 
decides cropping patterns of Jokiladal, Jokiladesh and Puincha village. Total 
387.25 ha area is cultivated in kharif whereas in rabi because of scanty rain-
fall and since there is no irrigation facility, only 173.10 ha are cultivated.

9.3.2.4 Ground Truth

Ground truth has been carried out in the areas, which are found doubtful 
during the interpretation of satellite imageries. The thematic maps related 
to natural resources of the watershed were checked on the ground. Soil 
samples have been collected from the sites to finalize the soil maps.
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9.3.3 SYSTEM AND SOFTWARE

9.3.3.1 System and Peripheral used in GIS

1. Black and white CCAL COMP scanner
2. Personal Computer with Pentium –IV dual core micro Processor
3. HP-810 INKJET Color Printer

9.3.3.2 Software used in GIS

1. R2V-2.1 version (Digitizing software)
2. ARC/INFO-VERSION (Editing and labeling)
3. ARC/VIEW VERSION (Designing and overlaying software)
4. MS-OFFICE (Text and Table addition software)

9.3.4 METHODOLOGY FOR THEMATIC DATABASE 
CREATION

The steps followed for image interpretation are:

1. Using the interpretation key prepared, the thematic maps are pre-
pared by using onscreen interpretation procedure.

2. Satellite image(s) are displayed on the computer screen after 
proper rectification, geo-referencing and enhancement. In order to 
enhance the image appearance, proper LUT was applied to high-
light the boundaries.

3. Onscreen interpretation is carried out in a separate layer in shape 
file format using the geo-referenced digital cadastral base.

4. Shape files are developed for all types of thematic maps.
5. Thematic map class codes in numeric format are used for labeling 

using the specific codes provided in this document.
6. Textual errors while manual label entering required additional but 

avoidable effort to rectify them. Preferably, customized GUI hav-
ing drop down list of the labels, which appear along with text was 
used.
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7. Integration of other layers such as watershed boundary/road/
settlement/water body, etc. was carried out subsequently. As per 
the need of the research study, the census/attribute data/field photo/
attributes, etc. are linked to the database.

9.3.4.1 Delineation of Watershed

The boundary up to watershed level has been delineated from the atlas 
of 1:4,00,000 scale prepared by AIS & LUS and maps and also from 
Odisha Samapd prepared by ORSAC. The region, catchment, sub catch-
ment, watershed of region 4 was then enlarged by optical instruments to 
1:250,000 survey of India maps. The transferred boundaries were corrected 
by the help of survey of India contour and drainage network as depicted 
in 1:50,000 scale. The catchment, sub catchment and watershed boundar-
ies were then transferred to 1:50,000 scale Survey of India topo-maps. 
The boundaries up to watershed levels were then modified/corrected by 
overlaying the contour and drainage information of survey of India topo-
sheets and geo-coded satellite image in 1:50,000 scale. The boundary of 
Puincha micro watershed was delineated from SOI topo-sheet 73H/7 in 
1:50,000 and fixed for use in this study.

9.3.4.2 Preparation of Village and Road Network Map

The village and road network map of the Puincha micro watershed was 
prepared from SOI top sheet 73H/7 of 1:50000 scale and the village map. 
The transparent tracing film was placed over the topo sheet and the base 
items like National Highways (NH) metal roads, railway line, prominent 
river, etc. were drawn. Village and forest boundaries generated and incor-
porated in the base map.

9.3.4.3 Preparation of Land Use/Land Cover Map

Land use refers to men’s activities and various uses, which are carried 
on land. Land cover refers to natural vegetation, water bodies, artificial 
cover and other resulting due to land transformations. The following steps 
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were adopted to prepare the land use/land cover map of Puincha micro 
watershed:

1. The micro watershed boundary was delineated using SOI topo 
sheet in 1:50,000 scale.

2. Initial base map of the study area was prepared from SOI topo 
sheet indicating watershed boundary and few control points like 
state highway, metallic and nonmetallic roads, prominent rivers 
and water bodies, etc.

3. The base map was superimposed on multi-season satellite FCC 
data. Boundaries of various land use/land cover classes were delin-
eated by means of visual interpretation technique whose funda-
mental is based on size, shape, shadow, tone, texture, and pattern 
and association characteristics of images.

4. After preliminary image interpretation, the findings were com-
pared with ground truth.

5. Corrections and modifications were made wherever found neces-
sary and final land use/land cover map of Puincha micro watershed 
was prepared.

6. The area/spatial distribution of different units under land use/land 
cover map were calculated.

9.3.4.4 Preparation of Hydrogeomorphological Map

Hydrogeomorphological map depicts different aspects like land form 
characteristics, geological information, etc. Information about different 
land form characteristics is a vital input for land management, soil map-
ping, etc. whereas information about different geology like lithology/rock 
types is an indispensable source to identify the occurrence of ground water 
potential zones. The following steps were adopted to prepare the land use/
land cover map of Puincha micro water-shed.

1. The micro watershed boundary was delineated using SOI topo 
sheet in 1:50,000 scale.

2. Initial base map of the study area was prepared from SOI topo sheet 
indicating watershed boundary and few control points like state 
highway, metallic and nonmetallic roads, prominent rivers, etc.
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3. The base map was superimposed on multi-season satellite FCC 
data. Boundaries of various hydrogeomorphological units were 
demarcated by means of visual interpretation technique whose 
fundamental is based on size, shape, shadow, tone, texture, pattern 
and association characteristics of images. The structural informa-
tion like folds, fractures, lineaments, etc. were incorporated.

4. After preliminary image interpretation, the findings were com-
pared with ground truth.

5. Corrections and modifications were made wherever found nec-
essary and final hydrogeomorphological map of Puincha micro 
watershed was prepared.

6. The area/spatial distribution of different units under hydrogeomor-
phological map were calculated.

9.3.4.5 Preparation of Drainage and Surface Water Body Map

Drainage and surface water body map refers to the different drainage lines 
likes major rivers, streams, streamlets, nalas, etc. and the presence of differ-
ent water bodies likes tanks, reservoirs, ponds, etc. The following steps were 
adopted to prepare the land use/land cover map of Puincha micro water-shed.

1. The micro watershed boundary was delineated using SOI topo 
sheet in 1:50,000 scale.

2. Initial base map of the study area was prepared from SOI topo sheet 
indicating watershed boundary and few control points like state 
highway, metallic and nonmetallic roads, prominent rivers, etc.

3. The base map was superimposed on multi-season satellite FCC 
data. Boundaries of various hydrogeomorphological units were 
demarcated by means of visual interpretation technique whose 
fundamental is based on size, shape, shadow, tone, texture, pattern 
and association characteristics of images. The structural informa-
tion like folds, fractures, lineaments, etc. were incorporated.

4. After preliminary image interpretation, the findings were com-
pared with ground truth.
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TABLE 9.2 Land Slope Classes

Sl. No. Slope category Slope, % Lower and upper limit of contour 
spacing, cm

1 Nearly level 0–1 More than 4 cm
2 Very gentle sloping 1–3 More than 1.33 cm and upto 4 cm
3 Gently sloping 3–5 More than 0.8 cm and upto 1.33 cm
4 Moderately sloping 5–8 More than 0.4 cm and upto 0.8 cm
5 Strongly sloping 8–15 More than 0.26 cm and upto 0.4 cm

5. Corrections and modifications were made wherever found nec-
essary and final drainage map of Puincha micro watershed was 
prepared.

9.3.4.6 Preparation of Slope Map

Information on slope is an important parameter in preparing action plans 
for management of land and water resources of micro watershed. Survey of 
India topo maps on 1:50,000 scales were used for preparing the slope map. 
The vertical drop is estimated/measured from the contour intervals and the 
horizontal distance between the contours were measured from maps by 
multiplying the map distance with the scale factor. Close space contours 
on the map indicating higher percentage slope and was compared to sparse 
contours in the same space. The density of contours on the map was used 
for preparing the slope map that gives various groups/categories of slopes. 
The categories of slopes based on contour spacing are given in Table 9.2.

9.3.4.7 Preparation of Soil Resources Map

Soil is a three-dimensional body and cannot be directly interpreted from 
satellite image. For extracting information on soils, study of pedons in 
ground condition followed by physio-chemical analysis of pedons in the 
chemical laboratory is a must in conjunction with the satellite image analy-
sis. Genesis of soils is directly influenced by climate, relief, organize mat-
ter, parent material and time. Physiographic analysis carried out through 
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the use of satellite image indicates the spatial distribution of variety of 
soils occurring in a micro-region.

For preparing the soil resource map of the Puincha micro water-
shed, the satellite image has been visually interpreted using standard 
interpretation elements. Pedons have been studied in selective physio-
graphic location. Parameters like soil depth, soil permeability, erosion 
condition, etc. were studied for individual soils. Sample pedons were 
collected from variety of physiographic locations for further analysis 
in the chemical laboratory. Incorporating the laboratory analysis data, 
the field findings of soil and terrain parameters with the physiographic 
details from satellite image, the final soil resource map for the water-
shed has been prepared.

9.3.5 WATERSHED MORPHOMETRY ANALYSIS

It includes the analysis of description of watershed geometric and its 
channel system to measure linear aspects of drainage network and relief 
aspect of channel network. After preparing drainage map of watershed, the 
computation of morphometric parameters included: Basin area (A), basin 
perimeter (P), basin length (Lb), basin width (B), stream length (Lu), mean 
stream length (Lsm), bifurcation ratio (Rb), drainage density (Dd), texture 
ratio (Rt), stream frequency (Fs), elongation ratio (Re), circularity ratio 
(Rc), form factor (Ff), and relief ratio (RR).

Basin length (Lb)
Basin length is the longest dimension of a basin to its principal drainage 
channel.

Average basin width (B)
It is calculated as below:

 B A
Lb

=  (1)

where, A= basin area, km2, and Lb= basin length, km.
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Bifurcation ratio (Rb)
The bifurcation ratio is the ratio of the number of stream segments of 
given order to the number of segments of next higher order.

 R N
Nb

u

u

=
+1

 (2)

where, Nu = total number of stream segments of order u, and Nu+1 = num-
ber of stream of segment of next higher order.

Horton [9] considered the bifurcation ratio as index of relief and dis-
sertation. Strahler [35] demonstrated that bifurcation ratio shows a small 
range of variation for different regions or for different environment except 
where the powerful geological control dominates. It is observed that the 
Rb is not same from one order to its next order, and these irregularities 
are dependent upon the geological and lithological developments of the 
drainage basin [36]. The bifurcation ratio is dimensionless property and 
generally ranges from 3.0 to 5.0. The lower values of Rb are characteristics 
of the watersheds, which have suffered less structural disturbances [36] 
and the drainage pattern has not been distorted because of the structural 
disturbances [21].

Stream Length (Lu)
The stream length (Lu) has been computed based on the law proposed by 
Horton [9]. Stream length is one of the most significant hydrological fea-
tures of the basin as it reveals surface runoff characteristics. The stream of 
relatively smaller length is characteristics of areas with larger slopes and 
finer textures. Longer lengths of streams are generally indicative of flatter 
gradient. Generally, the total length of stream segments is maximum in 
first order stream and decreases as stream order increases. The numbers of 
streams are of various orders in a watershed are counted and their lengths 
from mouth to drainage divide are measured with the help of GIS software.

Mean stream length (Lsm)
The mean stream length is a characteristic property related to the drainage 
network and its associated surfaces [36]. The mean stream length (Lsm) has 
been calculated by dividing the total stream length of order by the number 
of stream.
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 L L
Nsm

u

u

=  (3)

where, Lu = mean stream length of a given order, km, and Nu = number of 
stream segment.

Form factor (Ff)
Form factor (Ff) is defined as the ratio of the basin area to the square of 
the basin length.

 F B
L

A
Lf

u

b

= = 2  (4)

where, Au = Area of the basin, km2, and Lb = Maximum basin length, km.
This factor indicates the flow intensity of a basin of a defined area [10]. 

The form factor value should be always less than 0.7854 (the value cor-
responding to a perfectly circular basin). The smaller the value of the form 
factor, the more elongated will be the basin. Basins with high form fac-
tors experience larger peak flows of shorter duration, whereas elongated 
watersheds with low form factors experience lower peak flows of longer 
duration.
Basin shape factor (Sb)

 S L
Ab

b=
2

 (5)

where, Lb = maximum length of the basin along the main stream from 
the outlet to the most distant ridge of the basin, km, and A = area of the 
basin, km2.

Circulatory ratio (Rc)
Circularity ratio is the ratio of the area of a basin to the area of circle hav-
ing the same circumference as the perimeter of the basin.

 
c 2

4πAR
P

=  (6)

where, A = area of basin, km2, and P = perimeter of basin, km.
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It is influenced by the length and frequency of streams, geological 
structures, land use/ land cover, climate and slope of the basin.

Compactness coefficient (Cc)
Compactness coefficient of a watershed is the ratio of perimeter of water-
shed to circumference of circular area, which equals the area of the water-
shed. The Cc is independent of size of watershed and dependent only on 
the slope.

 
2

c
PC

4πA
=  (7)

where, A = area of basin, km2, and P = perimeter of basin, km.

Elongation ratio (Re)
Schumm [28] defined elongation ratio as the ratio of diameter of a circle 
of the same area as the drainage basin to the maximum length of the basin.

 c
e

b b

D 2 AR
L L π

= = ×  (8)

where, Dc = diameter of the circle having same area as that of the basin, 
km, Lb = maximum basin length, km, and A = basin area, km2.

Values of Re generally vary from 0.6 to 1.0 over a wide variety of cli-
matic and geologic types. Re values close to unity correspond typically 
to regions of low relief, whereas values in the range 0.6–0.8 are usually 
associated with high relief and steep ground slope [36]. These values 
can be grouped into three categories namely: (a) circular (>0.9), (b) oval 
(0.9–0.8), (c) less elongated (<0.7).

Texture ratio (Rt)
Drainage texture ratio (Rt) is the total number of stream segments of all 
orders per perimeter of that area [10].

 R N
Pt =

1  (9)

where, N1 = total number of first order streams, and P = perimeter of 
basin, Km.
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It depends upon a number of natural factors such as climate, rainfall, 
vegetation, rock and soil type, infiltration capacity, relief and stage of 
development.

Relief ratio (Rh)
The relief ratio (Rh) is ratio of maximum relief to horizontal distance along 
the longest dimension of the basin parallel to the principal drainage line [28].

 R B
Lh

h

b

=  (10)

where, Bh=Basin relief, km, and Lb=Basin length, km.
The Rh normally increases with decreasing the drainage area and size 

of watersheds of a given drainage basin. Relief ratio measures the overall 
steepness of a drainage basin and is an indicator of the intensity of erosion 
process operating on slope of the basin [28].

Relative relief (RR)
The maximum basin relief was obtained from the highest point on the 
watershed perimeter to the mouth of the stream. Using the basin relief 
(174 m), a relief ratio was 0.006 that was computed by a method by 
Schumm [28]. Relative relief was also calculated using the formula:

 R H
PR

m=  (11)

where, Hm = maximum watershed relief, and P = perimeter, mm.

Drainage density (Dd)
Horton [9] introduced the drainage density (Dd) that is an important indi-
cator of the linear scale of landform elements in stream eroded topogra-
phy. It is the ratio of total channel segment length cumulated for all order 
within a basin to the basin area, which is expressed in terms of km/km2.

 D L
Ad =  (12)

where, L = total length of stream, km, and A = area of basin, km2.
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The drainage density indicates the closeness of spacing of channels, 
thus providing a quantitative measure of the average length of stream 
channel for the whole basin. It has been observed from drainage density 
measurement made over a wide range of geologic and climatic type that 
a low drainage density is more likely to occur in region and highly resis-
tant of highly permeable subsoil material under dense vegetative cover 
and where relief is low. High drainage density is the resultant of weak 
or impermeable subsurface material, sparse vegetation and mountainous 
relief. Low drainage density leads to coarse drainage texture while high 
drainage density leads to fine drainage texture [36]. Drainage density 
classes are shown in Table 9.3.

Ruggedness number (Rn)
It is the product of maximum basin relief (Hm) and drainage density (Dd), 
where both parameters are in the same units. An extreme high value of 
ruggedness number occurs, when both variables are large and slope is 
steep [35].

 Rn=Hm×Dd (13)

where, Rn = Ruggedness number, dimensionless, Hm = maximum relief of 
watershed, km, and Dd=drainage density, km–1.

Stream frequency (Fs)
Stream frequency (Fs) is the total number of stream segments of all orders 
per unit area.

 F N
AS =  (14)

TABLE 9.3 Drainage Density Classes

Value of Dd Class

Below 1km/sq.km Extremely low density
1–2 km/sq.km Low density
More than 2 km/sq.km Medium density
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where, Fs = stream frequency, km–2, N = total number of stream, and 
A = area of basin, km2.

9.3.6 METHODOLOGY ADOPTED TO GENERATE THE 
ACTION PLAN IN GIS

9.3.6.1 Use of Thematic Maps for Integration

The thematic maps prepared from the remote sensing satellite FCC data 
through visual interpretation technique (i.e., onscreen digitization) were 
converted into the digital raster image by ARC-GIS.

9.3.6.2 Digital GIS Database of Thematic Maps

Then the raster images of these thematic maps were stored in TIFF (Tagged 
Image File Format) fields in form of point, line and polygon, etc. The 
image quality of the raster images are improved by providing contrast, 
threshold options. Then vector co-ordinates of the point, line and polygon 
files were finalized and the registration through control point (latitude and 
longitude) of the TIFF files were done and stored in CPP files. These TIFF 
and CPP files were converted to Data interchangeable File or ARC format 
using import/extract utility.

9.3.6.3 Working Procedure in ARC/INFO GIS

The Vector co-ordinate unit from pixel value in files was transformed into 
the geo-coded ARC/IMG unit (in Grid Files) by using import/export utility 
to generate a coverage having single co-ordinate system. Then the edit-
ing of different map coverage, were done by different options like dangle 
node, overshoot, undershoot, etc. The topology buildings, clean command 
along with projection setting, etc. is different sets of provisions are pro-
vided. Then the labeling of features stored in Polygon attribute table for 
points polygon (PAT), Arc Attribute Table for Line (AAT) were done by 
providing different polygon id, line id, etc.
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9.3.6.4 Working Procedure in ARC/INFO Package Environment

The different thematic ARC/INFO coverage along with attribute exported 
to the ARC/VIEW environment and different themes were created for dif-
ferent view. Different symbols, colors were given to the different attributes 
to classify different features of a map. Then the geographical analysis of 
these maps was done by different procedures, such as:

• Overlaying analysis
• Proximity analysis
• Tabular and statistical analysis
• Database query

9.3.6.4.1 Overlaying Analysis

Overlaying is done by two ways. It may be vector over laying or raster 
overlaying. In this analysis map features and associated attributes are inte-
grated to produce a composite map. Logical operators (AND, OR, NOT) 
and conditional operators (>, <, =, <>) etc. are used for this purpose.

Firstly, hydrogeomorphological map, lithology map, slope map, drain-
age map were overlaid to generate the water resources utilization plan. 
The generated water action plan was overlaid over the land use/land cover 
map to prepare the integrated map. Then the integrated map was again 
overlaid on soil and slope map to generate the indicative action plan for 
land resource management.

9.3.6.4.2 Proximity Analysis (Buffer Operations)

It is mainly done to locate extent of area and know the characteristics of 
the area surrounding a specified location or a particular structure.

By means of buffer operation under proximity analysis, different 
extents of area were located surrounding a structure in the water action 
plan. The allocation of 50 m width along the length of lineaments, 40 ha 
catchment area around a nala bund or percolation tank, 25 ha upstream side 
catchment area about check dam and 50 ha downstream side command 
area about water harvesting structure, etc. were done by buffer operation.
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9.3.6.4.3 Tabular and Statistical Analysis and Database Query

The attribute and geographic data of the integrated land use/land cover 
map and water action plan were stored in form of table with all available 
statistics. The database query used the individual LU/LC and buffered area 
id to regenerate a new id for indicative action plan for land resource man-
agement action plan. All the above said analysis was done by means of 
ARC/VIEW-3.2 software package.

9.3.7 GENERATION OF ACTION PLAN

9.3.7.1 Water Resource Development Plan

The water resources development plan is generated by recognizing precip-
itation and its hydrological cycle along with nature of terrain to enhance 
productivity and mitigation of drought. The terrain parameters like slope, 
drainage pattern, soil cover and thickness and hydrological conditions like 
rock types, thickness of weathered strata, fracture, depth to bed rock, etc. 
are analyzed and integrated for the preparation of water resources devel-
opment plan of watershed. The surface water resources within the micro 
watershed such as drainage network, tank, pond, water harvesting struc-
ture, percolation tank, etc. are identified. The areas suitable for ground-
water development are also proposed. Detailed description of water 
resources management action through surface and ground water develop-
ment is given below.
Surface Water Development

1. Renovation of water bodies: This includes all the existing water 
bodies, which need renovation because of siltation, development 
of weeds and structural failure. Sites for renovation is suggested by 
analyzing multi-season satellite data along with the siltation, sand 
casting, weed growth and structure failure.

2. Nala bunds: Nala bunds are embankments constructed across nala 
for checking velocity of runoff, increasing water percolation and 
improving soil moisture regime.

3. Check dams: Check dams are constructed across small streams 
having gentle slope and are feasible both in hard rock as well as 
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alluvial formations. The site selected for check dam should have 
sufficient thickness of permeable bed or weathered formation to 
facilitate recharge of stored water within short span of time. The 
water stored in these structures is mostly confined to stream course 
and the height is normally less than 2 m. These are designed based 
on stream width and excess water is allowed to flow over the wall. 
In order to avoid scouring from excess run off, water cushions are 
provided at downstream side. To harness the maximum run off in 
the stream, series of such check dams can be constructed to have 
recharge on regional scale. For selecting a site for check dams/nala 
bunds, following conditions may be observed:

a. The width of nala bed should be at least 5 m and not exceed 
15 m and the depth should not be less than 1 m.

b. The lands downstream of check dam/bund should have irri-
gable land under well irrigation (This is desirable but not an 
essential requirement).

c. The rock strata exposed in the pounded area should be adequately 
permeable to cause ground water recharge through pounded water.

d. Dams should be built at sites that can produce a relatively high 
depth to surface area so as to minimize evaporation losses.

e. Convenient location for user groups.
f. No soil erosion in the catchment area.

TABLE 9.4 Common Logic of Providing Different Soil and Water Conservation 
Structures for Surface Water Development

S. No. Water action plan units Logic to allocate the site

1 Nalabund In lower order stream line (1st, 2nd order) and 
nearly level to gently sloping land (0–3% slope)

2 Percolation tank Along or at the intersection of fracture/
lineaments with nearly level to gently sloping 
land (0–3% slope)

3 Check dam Lower order streams (1st orders) and gently to 
moderately sloping land (3–10%)

4 Water harvesting structure Comparatively higher order (up to 3rd order), 
command area upto 50 ha and nearly level to 
gently sloping land (0–5%)
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4. Water harvesting structure: Water harvesting structures are the 
earthen structures constructed across the streams, which harvest sur-
face runoff during the monsoon rains. They are used to collect and 
impound surface runoff during monsoon rains and provide protective 
irrigation to the kharif crops and make them drought proof by over-
coming the accumulated soil moisture deficits within the rainy season.

The water action plan was prepared by overlaying hydrogeomor-
phological map (HGM map), drainage map and slope map using ARC-
GIS software packages in GIS with common logic shown below in the 
Table 9.4.

Following considerations were taken to suggest suitable actions for 
drainage line treatment:

• where the local bed slope is above 20% and where thinning opera-
tion yields adequate raw materials, brushwood checks are preferred.

• where the local bed slopes are between 5–20%.
 ○ if boulders are freely available go for dry boulder checks.
 ○ if boulders are not freely available go for boulder cum earth checks.

• where local bed slopes are less than 5%.
 ○ Nala bunds which serve as percolation reservoirs in the upper 
catchment.

 ○ Sand field bag structures in order to check the velocity of stream 
flow where sand is locally available.

 ○ Gabion structures where velocity and volume of peak runoff is too 
high for loose boulder checks.

9.3.7.2 Land Resources Development Plan

From the site conditions of the different engineering structures proposed in 
water action plan, it is known that surface water development can be done 
by constructing these structures, both in upstream catchment and down-
stream command area. The structures like nala bund, percolation tank 
and check dam enrich the surface water potential upto 40 ha and 25 ha, 
respectively in upstream catchment area. The surface water availability 
will be more in downstream command area up to 50 ha by constructing 
water-harvesting structures. The ground water potential in the region of 
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TABLE 9.5 Criteria for Decision-Rules of Action Plan

S.No. Land use/ 
Land cover

Geomorphology Ground water 
condition

Slope 
(%)

Suggested 
action plan

1. Settlements, 
Water bodies

On all landform - - Optimally used

2. Kharif crop Pedi plain, 
Alluvial plain

Mod-good 0–5 Intensive 
agriculture 
with vegetables

3. Kharif crop Buried pediplan Mod-good 0–5 Agro 
horticulture

4. Open forest Denudational hills, 
Residual hills, 
Pediments

Mod-poor >5 Gap Plantation/ 
forest 
Plantation

lineaments, valley filled and moderately weathered buried pediment can 
be enhanced by constructing deep bore well, shallow dug well.

An integrated plan of land use/land cover and the stipulated area 
of above said water action plan, (where the water availability will be 
more after construction of structures and digging of wells) is prepared 
to know the present land use conditions in those areas. Integrated plan 
of Puincha micro watershed was obtained by overlaying land use/land 
cover map with water action map to suggest the indicative action plan 
for land management in the buffered or integrated area, the integrated 
map, soil resource map, slope map, etc. were undergone a overlaying 
analysis in GIS. While generating the action plan a short deliberation 
is made on the optimality of the present land use especially keeping in 
view the sustainable production and quality of ecosystem. If the present 
land use is considered sub-optimal, then a few possible options for such 
a site are discussed with an aim to achieve optimality within the overall 
framework of sustainability of production. Unless and otherwise the 
present land use is beyond the threshold limit of some land parameters, 
a drastically different option is not recommended since such a change 
will not meet with high level of acceptability. For example a land unit, 
which is ideally suitable for horticulture or fodder or fuel wood plan-
tation, if presently under agricultural practice, then a modest change 
such as agro horticulture or agro-forestry is recommended. However, 
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S.No. Land use/ 
Land cover

Geomorphology Ground water 
condition

Slope 
(%)

Suggested 
action plan

5. Scrub forest Denudational hills, 
Residual hills, 
Pediments

Mod-poor >5 Afforestation

6. Degraded 
Plantation

Pediments, Scrub 
land

Mod-good 0–5 Xerophyte-
Fodder 
Plantation

7. Land with/
without scrubs

Denudational hills, 
Residual hills, 
Undulating upland

Mod >15 Mixed 
Plantation

8. Land with/
without scrubs

Pediments, 
Alluvial plain

Mod-good 0–15 Horticulture, 
Hortipasture

9. Barren/Rocky/
Stony waste

Denudational hills, 
Residual hills, 
Undulating upland

Mod 0–15 Fodder and 
fuel wood 
plantation

10. Water bodies Alluvial plain, 
nearly level land

Good 0–5 Pisciculture

11. Scrub land Pediplain, 
Pediments

Mod 0–5 Gully 
plugging, 
afforestation

TABLE 9.5 Continued

FIGURE 9.2 Index map of Puincha micro-watershed.
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for a similar site if the slope is very steep then it becomes the limiting 
factor. Hence agricultural practice is ruled out and an altogether new 
land use practice like silvopasture or fodder and fuel wood plantation 
is recommended.

Further while making alternate recommendations for land use prac-
tice, futuristic considerations such as exploitations of ground water, if 
presently not exploited and possibility of adopting more efficient sys-
tem of irrigation and water management and other site improvement 
through soil and water conservation are also kept in view. Availability 
of improved varieties of crops, trees, shrubs and grasses and advan-
tages of interdependency of agriculture, livestock and other practices in 
case of integrated farming system that have been made available through 

TABLE 9.6 Land Use/Land Cover Classification of Puincha Micro-Watershed

Map unit Land use/land cover class Area, ha % of the total area

I. Build up land settlement 12.80 1.98
II. Agricultural land 446.27 69.01
III. Forest 131.28 20.30
IV. Waste land (culturable) Land with scrub 49.73 7.69
V. Water bodies 6.59 1.02

FIGURE 9.3 Land Use/Land Cover Map of Puincha Micro Watershed.
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contemporary research are also considered. Thus with these conditions, 
finally an alternate land use practice is recommended for the site suitable 
for its recorded parameters. The criteria for decision rules of action plan 
are presented in Table 9.5.

9.4 RESULTS AND DISCUSSION

9.4.1 INDEX MAP OF PUINCHA MICRO-WATERSHED

The index map of the Puincha micro-watershed was prepared to a scale 
of 1:50,000 and is presented in Figure 9.2. The Index map shows dif-
ferent categories like watershed boundary, highways, roads, and water 
bodies, etc.

9.4.2 LAND USE/LAND COVER MAP OF PUINCHA MICRO-
WATERSHED

Land use/Land cover map of Puincha micro watershed was prepared in a 
scale of 1:50,000 through visual interpretation of IRS-1C-LISS-III FCC 
Data and IRS-1C-LISS-III+PAN FCC data. Then the spatial data inform 
of land use/land cover map with its different units were classified by RS 
and GIS and presented in Table 9.6. The information of land use/land 
cover status of the micro watershed is shown in Figure 9.3.

1. Built-up land
It refers to the area of human habitation developed due to non-agricultural 
use and which has a cover of settlements. The built up lands in Puincha 
micro watershed is constituted of mainly rural settlements. The total area 
occupied by this land category is 12.80 ha, which is 1.98% of the total of 
the micro watershed.

2. Agricultural land
It refers to the land primarily used for farming and for production of 
food, fiber and other commercial and horticultural crops. It includes 
cropped land under irrigated and un-irrigated conditions, fallow land and 
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TABLE 9.7 Hydrogeomorphological Characteristics of Puincha Micro-Watershed

Map Unit Geomorphic unit Groundwater 
prospect

Area (ha) % of the total area

1 Alluvial Plain Very good 177.12 27.39
2 Hills & Plateaus Good to moderate 154.23 23.85
3 Valleys Very good to good 55.36 8.56
4 Pediplain Excellent 259.96 40.20
5 Undulating Plain Poor – –

plantations. The agricultural land of Puincha micro watershed occupies 
446.27 ha, which is 69.01% of the total area 646.67 ha.

3. Forest
It is an area bearing an association predominantly of trees and other veg-
etation type capable to produce timber and other products. Deciduous for-
est mainly shows the characteristic of shedding their leaves once in a year. 
Forest can be categorized into four types such as, dense forest, open forest, 
degraded forest and forest plantation. The area under forest is 131.28 ha, 
which is 20.30% area of total micro watershed.

FIGURE 9.4 Geomorphology map of Puincha micro-watershed.
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4. Waste lands
The wastelands are broadly categorized into two types: (i) culturable 
waste land; and (ii) non-culturable waste land. The culturable wasteland is 
described as degraded, underutilized, deteriorated land due to lack of soil 
and water management or natural causes; and such land can be brought 
under vegetation cover with reasonable effort. This culturable waste lands 
mainly include the land with scrub and land without scrub which occupy 
relatively higher topology like upland, highland, etc. The culturable waste-
land covers 49.73 ha which is 7.69% of total area.

5. Water body
This unit covers the reservoirs, ponds and tanks, etc. and covers an area 
of 6.59 ha which is 1.02% of the total geographical area. The result shows 
that Puincha micro watershed is one of the potential regions for agricul-
tural development. Agriculture alone occupies about 69.01% of total micro 
watershed. Forest area constitutes of 20.30% of total area. The culturable 
wasteland covers 7.69% of the total area.

9.4.3 HYDROGEOMORPHOLOGICAL CHARACTERISTICS OF 
PUINCHA MICRO WATERSHED

The hydrogeomorphological units were identified and mapped through 
visual interpretation and GIS techniques in 1:50,000 scale. Figure 9.4 
shows the hydrogeomorphological map of the micro watershed and 
Table 9.7 represents the hydrogeomorphological units of the same. 
Different hydrogeomorphological units represent their ground water pros-
pects, and are discussed below.

1. Alluvial plain
Alluvial Plain is a largely flat landform created by the deposition of sedi-
ment over a long period of time by one or more rivers coming from high-
land regions, from which alluvial soil forms. A floodplain is part of the 
process, being the smaller area over which the rivers flood at a particular 
period of time, whereas the alluvial plain is the larger area representing the 
region over which the floodplains have shifted over geological time. The 
alluvial plain spreads an area about 177.12 ha which is about 27.39% of 
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total area of the micro watershed. Groundwater potential is very good on 
these geographic units.

2. Hills and plateaus
These are relief features on the surface of the earth. It means that the earth 
is not a flat piece at all corners or places but is undulating, in the sense, that 
at places, it is raised in the form of mountains, not so steeply in the form of 
hills also is elevated like a table above a piece of flat land when we have 
a plateau. Hills and plateau are different relief features found on the sur-
face of the earth. Though both are elevated landforms, hills are higher and 
steeper than plateaus. Plateaus are suddenly elevated but flat land pieces in 
themselves. Hills are gentler than mountains and have rounder peaks than 
mountains also. The hills and plateaus spreads an area about 154.23 ha 
which is about 23.85% of total area of the micro watershed. Groundwater 
potential is good to moderate on these geographic units.

3. Valleys
A valley is a depression that is longer than it is wide. The terms U-shaped 
and V-shaped are descriptive terms of geography to characterize the form 
of valleys. Most valleys belong to one of these two main types or a mix-
ture of them, (at least) with respect of the cross section of the slopes or 
hillsides. The valley spreads an area about 55.36 ha which is about 8.56% 

FIGURE 9.5 Drainage density of micro-watershed.
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TABLE 9.8 Morphometric Parameters of Puincha Micro-Watershed

S.No. Parameters Formulae Value

 1. Area of the basin (A) in Km2 A 6.46 km2

 2. Perimeter of the basin (P) in Km P 4.486 km
 3. Basin length (Lb) in Km Lb 3.889 km
 4. Avg. Width of the basin (B) in km B=A/Lb 1.661 km
 5. a) No of 1st order stream segments N1 13

b) No of 2nd order stream segments N2 7
 6. a) Cumulative length of 1st order stream Lc1= £L1 3.431 km

b) Cumulative length of 2nd order stream Lc2= £L2 1.234
 7. a) Mean length of 1st order stream Lm1=£L1/N1 0.263 km

b) Mean length of 2nd order stream Lm2=£L2/N2 0.176 km
 8. Bifurcation Ratio (Rb) R N

Nb
u

u

=
+1

13/7=1.85

 9. Drainage density (Dd) Dd = L/A 0.067 km–1

10. Texture Ratio (Rt) Rt=N1/P 2.897
11. Elongation ratio (Re) Re = Dc/Lb 0.635
12. Circularity ratio (Rc) Rc = 4 π A/P2 0.771
13. Form factor (Rf) Rf=B/Lb 0.427
14. Relief Ratio Rr = R/Lb 0.0033
15. Ruggedness number (Rn) Rn=Hm×Dd 0.0067
16. Relative Relief (RR) RR = Hm/P, 0.022
17. Stream Frequency (Fs) Fs=N/A 3.095
18. Compactness Coefficient (Cc) Cc= P2/4πA 0.248

of total area of the micro watershed. Groundwater potential is very good 
to good on these geographic units.

4. Pediplain
The extensive slightly inclined denudation plain, which is formed under 
the conditions of arid and semiarid climate on the spot is earlier than the 
existed mountain or hilly relief by the parallel retreat of slopes from the axis 
of valleys. Relative to the mechanism of the formation of pediplain there is 
no unanimous opinion. It is considered that the main and necessary condi-
tion of forming pediplain is the long absence of the motions, which create 
inclines, and the fixed attitude of the basis of denudation, which determines 
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the descending development of relief and leveling off under any climatic 
conditions. It is formed by the erosional works of wind. Mountains are 
made up of both hard and soft rocks. During erosion by wind, soft rocks are 
washed out, but harder rocks remained in their place. They formed some 
upland and are called “inselberg.” The Pediplain spreads an area about 
259.96 ha which is about 40.20% of total area of the micro watershed. 
Groundwater potential is Excellent on these geographic units.

9.4.4 MORPHOMETRIC ANALYSIS OF MICRO WATERSHED

The drainage map of the watershed was prepared by using Survey of 
India topographical sheets and recent false color composites derived from 
satellite remote sensing to a scale of 1:50,000. Figure 9.5 represents the 
drainage and surface water body map of the watershed. Here the seasonal 
undefined means seasonal flow of water comes in those 1st order streams 
when it rains only. Water continuity shows the 2nd order streams in the 
micro watershed. The morphometric parameters like basin area (A), basin 
perimeter (P), basin length (Lb), Basin width (B), stream length (Lu), 
mean stream length (Lsm), bifurcation ratio (Rb), drainage density (Dd), 
texture ratio (Rt), stream frequency (Fs), elongation ratio (Re), circularity 
ratio (Rc), form factor (Ff) and relief ratio (RR) were computed and pre-
sented in Table 9.8.

FIGURE 9.6 Slope map of Puincha Micro-watershed.
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TABLE 9.9 Slope Attributes of Puincha Micro-Watershed

Map unit Slope category Slope (%) Area (ha) % of the total area

1. Level 0 133.99 20.72
2. Nearly level 0–1 279.69 43.25
3. Very gently sloping 1–3 186.78 28.88
4. Gently sloping 3–5 19.23 2.97
5. Moderately sloping 5–8 26.98 4.17

The results indicate that the value of bifurcation ratio Rb is 1.85, which 
denotes the micro watershed has suffered less structural disturbances and 
the drainage pattern has been distorted. The value of Ff is 0.427 (which is 
much less than 0.7854), shows the micro watershed to be elongated nature. 
The value of Rc and Re were found to be 0.771 and 0.635 (which are less 
than 1), respectively showing the nature of micro watershed as elongated. 
The values of Rt is 2.897 implies to be a moderately drained micro water-
shed. The value of Dd is 0.067 km–1, i.e., below 1 km–1, which shows the 
extremely low drainage density nature of micro watershed (Figure 9.5 
shows drainage density of watershed). The value of Fs is found to be 3.095, 
i.e., below 10 showing the poor drainage frequency characteristics of the 
micro watershed.

FIGURE 9.7 Soil Map of Puincha Micro-watershed.
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TABLE 9.10 Soil Resources Characteristics of Puincha Micro-Watershed

Map unit Soil unit Soil characteristics Area (ha) % of the 
total area

1 Typic  Sandy loam to Clay loam, clay 
contains 17.3–56%.

218.89 33.85

2 Aeric Fine silty to coarse silty, mixed. 73.27 11.33
3 Dystric Coarse silty, mixed, pH less than 5.5. 270.69 41.86
4 Fluventic Fine silty, coarse loamy, mixed. 16.95 2.62
5 Habitation Sandy, clay, loamy, mixed. 66.87 10.34

9.4.5 SLOPE ATTRIBUTES OF MICRO-WATERSHED

The slope map of the micro watershed was to be prepared using SOI topo-
graphical sheet. Figure 9.6 represents the slope map of the sub watershed 
and different categories of slope and mentioned in the Table 9.9. The results 
indicate that the major area is nearly level and with (0–1% slope), which is 
43.25% of the total area. The other land classes were: completely level (0% 
slope), Very gently sloping (1–3%), Gently sloping (3–5%) and Moderately 
sloping (5–8%) cover 20.72%, 28.88%, 2.97% and 4.17%, respectively.

9.4.6 SOIL CHARACTERISTICS OF MICRO-WATERSHED

Information generated on soil resources of Puincha micro watershed is 
based on the multistage approach of remote sensing based spatial infor-
mation, field based observation of soil, terrain parameters and analysis 
of pedons in the chemical laboratory. In total different categories of soils 
have been recognized in the scale of 1:50,000. Figure 9.7 represents the 
soil resource map of the watershed. The details of individuals are dis-
cussed in Table 9.10.

The Results indicate that most of the soil texture is under Dystric unit, 
which covers an area about 270.69 ha (41.86% of the total area). The typic 
soil unit has a sandy loam to clay loam contains 17.3–56%, which covers 
an area about 218.89 ha which is about 33.85% of the total area. The Aeric 
unit, Fluventic unit and Habitation unit cover about 73.27 ha, 16.95 ha 
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FIGURE 9.8 Water resource action and development plan map.

TABLE 9.11 Number of Proposed Structures for Water Resources Development in 
Puincha Micro Watershed

S. No. Engineering Structures Numbers

1 Renovation of water bodies 9
2 Nala bund 3
3 Percolation tank 3
4 Check dam –
5 Water harvesting structure 1

and 66.87 ha, which is about 11.33%, 2.62% and 10.34% of the total area, 
respectively.

9.4.7 WATER RESOURCES DEVELOPMENT PLAN

The water resource development plan of Puincha micro watershed was 
obtained by overlaying hydrogeomorphological map (HGM map), Slope 
map (S map) and drainage map (D map) using R2V, ARC/INFO, ARC/
VIEW software packages in GIS, respectively. The water resources 
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FIGURE 9.9 Land resource action plan map of Puincha micro-watershed.

TABLE 9.12 Recommended Action Items for Land Resource Management

Map unit of 
integrated 
plan

Recommended land action items 
under catchments, command and 
ground water exploitation area

Total area, ha % of total area

 1. Built up land (Settlement) 12.67 1.96
 2. Afforestation 187.86 29.05
 3. Intensive Agriculture 25.43 3.93
 4. Forest Plantation 3.16 0.49
 5. Agroforestry 37.18 5.75
 6. Agricultural Plantation 27.63 4.27
 7. Dryland cropping 330.57 51.12
 8. Slope Plantation 9.50 1.47
 9. Community Tree Plantation 12.67 1.96
10. Slope Plantation – –

management plan is generated to make the judicious and effective use of 
water resources of the watershed to enhance the productivity and miti-
gate drought. The plan indicates the sites for surface water development 
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and sites for groundwater exploitation. Different engineering structures 
proposed for the water resource development is shown in Figure 9.8. 
The water bodies to be renovated are also indicated in this map. The num-
ber and type of proposed engineering measures are given in Table 9.11.

9.4.8 LAND RESOURCES DEVELOPMENT PLAN

In the present study IRS-1C LIIS-III and panchromatic merged data were 
used to delineate various spatial patterns like land use/land cover, geomor-
phology, soil, slope, drainage pattern, ground water potential and infra-
structure detail like road/railway, water bodies and settlement, etc. of the 
watershed. Watershed characteristic and runoff/ morphometry were also 
derived and for selection in order of choice for land development program. 
In the land use/land cover studies various spatial details like town/cities, 
settlements locations, agricultural land, forest, plantation, scrub land, waste-
lands, barren areas, etc. were interpreted and presented in thematic maps. 
Statuses of ground water potential were also studied. Finally the themes 
are integrated using GIS software (ARC/INFO) and action plan maps 
were generated for Puincha watershed. The action plan maps (Figure 9.9) 
show recommendation for land development in Puincha watershed. The 
recommendation includes afforestation sites, intensive agriculture, forest 
plantation, agroforestry, agricultural plantation, dryland cropping, slope 
plantation, tree plantation, etc. Table 9.12 gives recommended action items 
for land resource management of Puincha micro watershed.

The study areas are viewed with the current land use/land cover status, 
cropping pattern, agricultural plantations, geomorphological conditions, 
etc. If the present land use is considered sub-optimal, then a few possible 
options for such a site are suggested with an aim to achieve optimality 
within the overall framework of sustainability of production. Decision 
rules for suggested land amelioration prescriptions based on land use/land 
cover, geomorphological features and slope are prepared and presented. 
Accordingly action plan maps were prepared for Puincha watershed using 
map-overlaying facilities of ARC/INFO package.
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9.5 RECOMMENDATIONS

9.5.1 OPTIMALLY USED LAND

The productive potential of some lands under certain land use/land cover 
practices/activities seem to be optimum in the present environmental 
condition. The dense forests (with crown cover more than 40%), double 
cropped areas, settlements, water bodies have been included in this cat-
egory. These lands need no modification at present. The area of optimally 
used land (settlement) is found to be 12.67 ha, which is 1.96% of the total 
geographical area.

9.5.2 AFFORESTATION/FOREST DENSIFICATION

Lands under scrubs and scrub forests inside forest land were selected for 
afforestation as those lands are degraded remnants of forests of past. The 
action item has been suggested in an area of 187.86 ha which is 29.05% 
of the total area.

9.5.3 AGRO-FORESTRY/AGRO-HORTICULTURE WITH 
APPROPRIATE SOIL CONSERVATION MEASURES

Shallow weathered buried pediments and pediments under single crop 
within 0–5% slope can be used for agro-horticulture or agro-forestry. 
However, the choice between adoptions of agro-horticulture and agro-
forestry depends upon the land use capability class of the lands. Lands 
with lower topography and better soil condition can be used for agro 
horticulture in comparison with agro-forestry. Pediments within 0–5% 
slope and under scrubs can also be used either for agro-horticulture or 
agro-forestry.

Agro horticulture will play an important role in these regions, as pro-
duction of annual crops is insufficient. Fruit trees, if suitably integrated, 
would add significantly to overall agricultural production including food, 
fuel and fodder; conservation of soil and water; and stability to production 
and income. For impounding stability and providing sustainability to the 
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farming system in marginal areas, a tree-cum-crop farming system could 
prove more useful. Trees and crops combination should be made consider-
ing local condition and requirement. Prior to adoption of system of agro-
horticulture or agro-forestry, soil conservation measures like land leveling 
or grading of the lands must be carried out.

However, it must be clarified here that, both the systems of agro-
horticulture and agro-forestry are the innovative ways to improve the 
existing land use rather than transformations of land use. Both agro-
horticulture and agro-forestry will open up new opportunities for raising 
income levels of small farmers without putting the present agricultural 
practices in jeopardy. The action item has been suggested in an area of 
37.18 ha which is 5.75% of the total area.

9.5.4 FOREST PLANTATION

Degraded plantation areas, scrublands and open forests are selected for 
forest plantation. The area of forest plantation covers 3.16 ha which is 
about 0.49% of the total treatable area.

9.5.5 DRY LAND CROPPING

The land with scrub under upstream (u/s) catchment and ground water 
exploitation area with pediplain can be recommended for dry land crop-
ping. Soils of these dry land are sandy loam to clay loam in nature with 
well-drained system. The ground water condition on this area is very 
good to good. Lands with lower topography and better soil condition can 
be used for dry land cropping which increases the interaction between 
livestock raising/animal husbandry and the common people of the micro 
watershed. The action item has been suggested in an area of 330.57 ha 
which is 51.12% of the total integrated area.
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9.5.6 INTENSIVE AGRICULTURE

The agricultural land under demonstration command and groundwater 
exploitation area with pediplain can be recommended for intensive agri-
culture practice. Soil is coarse sandy loam to fine sandy clay loam in tex-
ture and groundwater condition is good to moderate in nature. Intensive 
agriculture is planned on these lands by suitable crop rotation with use of 
inputs like high yielding variety seed, recommended fertilizer and pesti-
cide dose. By adopting intensive agriculture minimum two crops (kharif 
crops and rabi crops) are to be taken for increasing cropping intensity and 
net return from the same unit of land. The action item has recommended in 
an area 25.43 ha, which is 3.93% of the total integrated area.

9.5.7 AGRICULTURAL PLANTATION

The agricultural land and ground water exploitation area with alluvial 
plain can be recommended for agricultural plantation. The ground water 
condition in this area is very good. The action item has been suggested in 
an area of 27.63 ha which is 4.27% of the total area.

9.5.7.1 Tree Plantation

The land with scrub under catchment is suggested for tree plantation. The 
tree plantation is recommended in 12.67 ha which is 1.96% of the total area.

9.5.7.2 Slope Plantation

The land with scrub and land without scrub under catchment are suggested 
for slope plantation. The action item has been suggested in an area of 
9.50 ha which is 1.47% of the total area.

9.6 CONCLUSIONS

1. Puincha micro watershed comprised rural settlements and devel-
oped transport network.
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2. Puincha micro watershed is one of the potential region for agricultural 
development. Agriculture alone occupies about 69.01% of total micro 
watershed where as forest area constitutes of 20.30% of total area.

3. False color composites (FCCs) can be effectively used for deter-
mining the ground water prospect.

4. The micro watershed has an excellent ground water prospect in an 
area of 259.96 ha, which is 40.20% of the total area.

5. The soil characteristics of the study area range from sandy loam to 
clay loam.

6. The slope category of the study area ranges from nearly level to 
moderately slope. But most of the land, i.e., nearly level and with 
(0–1% slope), which is 43.25% of the total area.

7. The result indicates the value of bifurcation ratio Rb is 1.85, which 
denotes the micro watershed has suffered less structural distur-
bances and the drainage pattern has been distorted.

8. The value of form factor (Ff) is 0.427 (which is much less than 
0.7854), shows the micro watershed to be elongated nature. The 
value of circulatory ratio (Rc) and elongation ratio (Re) were found 
to be 0.771 and 0.635 (which are less than 1)respectively showing 
the nature of micro watershed as elongated.

9. The value of drainage density (Dd) is 0.067 km–1, i.e., below 1 km–1, 
which shows the extremely low drainage density nature of micro 
watershed. The value of stream frequency (Fs) is found to be 3.095, 
i.e., below 10 showing the poor drainage frequency characteristics 
of the micro watershed.

10. There are nine types of water bodies are proposed for renovation in 
the water action plan of the micro watershed.

11. Different soil and water conservation structures like three nala 
bunds, three percolation tanks and one water harvesting structure 
is proposed in the water action plan for erosion control and ground 
water recharge in the micro watershed.

12. In total 9 action items are recommended to use physical environ-
mental condition in a judicious manner for sustainable develop-
ment of the micro watershed.

13. Dry land cropping is the action item has been suggested in most of 
the area of 330.57 ha which is 51.12% of the total area.
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14. Intensive agriculture is the action item has recommended in an area 
25.43 ha, which is 3.93% of the total area.

9.7 SUMMARY

The watershed boundary of Puincha micro watershed was delineated by 
using SOI topographical sheet and IRS-1C-LISS-III sensor and IRS-ID-
(LISS-III+PAN) sensor FCC data in 1:50,000 scale. The present analog 
land use/land cover map of the watershed was prepared through visual 
interpretation technique from FCC data to study the land use pattern. The 
analog hydrogeomorphological map was prepared by demarcating the geo-
morphic units along with lineaments to study the ground water prospects. 
The analog drainage map was prepared and morphometric parameters like 
bifurcation ratio, stream length, form factor, basin shape factor, circulatory 
ratio, circulatory index, compactness coefficient, elongation ratio, texture 
ratio, relief ratio, relative relief, drainage density, ruggedness number and 
stream frequency, etc. were computed to know the shape and characteris-
tics of the micro watershed. The analog slope map and soil map was pre-
pared by using toposheets. Different slope categories were delineated. All 
those above said thematic maps were scanned, digitized, edited and labeled 
and analyzed in GIS (by the use of different software packages like R2V-
2.1, ARC/INFO and ARC/VIEW packages, etc.) to prepare the final maps. 
By integrating hydrogeomorphological map, slope map and drainage map 
in GIS the water action plan was prepared. From the site conditions and 
buffered area allocated for soil conservation engineering structures, an inte-
grated map was prepared by overlaying land use/land cover map and water 
action plan in GIS. Eventually, the integrated plan was overlaid over soil 
resource, slope map, etc. in GIS to generate indicative action plan for dif-
ferent alternative suggestive measures for land management.

ACKNOWLEDGEMENTS

The authors are thankful to Dr. Md. K. Khan, Dean, CAET, OUAT, 
Bhubaneswar, India and Dr. R. Behera, Head, I-SPACE, Bhubaneswar, 
India for providing facilities for this study. The help provided by 



274 Modeling Methods and Practices in Soil and Water Engineering

Dr. D. Mishra, Scientist, ORSAC, Bhubaneswar, India is gratefully 
acknowledged. This chapter is an edited version of MTech (Agri. Eng.) 
SWCE thesis of Orissa University of Agriculture and Technology, 
Bhubaneswar, India entitled “Geoinformatics Based Land and Water 
Management Plan Preparation of Watershed – a case study” of first author.

KEYWORDS

 • agriculture

 • agro forestry

 • arc GIS software

 • basin length

 • basin perimeter

 • basin width

 • bifurcation ratio

 • check dam

 • circulatory ratio

 • drainage density

 • drainage map

 • elongation ratio

 • false color composites

 • geographical information center

 • geographical information system

 • geoinformatics

 • ground truth

 • hydrogeomorphological map

 • India

 • intensive agriculture

 • kharif

 • land slope

 • land use/land cover map

 • morphometric analysis



Remote Sensing and GIS Applications for Water Resources Planning 275

 • nala bund

 • overlaying analysis

 • pediplain

 • pedons

 • percolation tank

 • proximity analysis

 • rabi

 • remote sensing

 • satellite image

 • silvi-pasture

 • slope map

 • soil and water conservation measure

 • soil resource map

 • stream frequency

 • stream length

 • stream order

 • survey of India

 • tabular and statistical analysis

 • thematic map

 • topo-sheet

 • waste land

 • water harvesting structure

 • water resource development plan

 • watershed



276 Modeling Methods and Practices in Soil and Water Engineering

REFERENCES

 1. Biswas, S., Sudhakar, S., and Desai, V. R., 1999. Prioritization of sub watersheds 
based on morphometric analysis of drainage basin – A Remote Sensing and GIS 
approach. Journal of Indian Society of Remote Sensing, 27(3):155–156.

 2. Chakraborthy, B., 1993. Strategies for watershed planning using Remote Sensing 
Technique. Journal of the Indian Society of Remote Sensing, 21(2):87–96.

 3. Chakraborthy, B., Kumar, S., and Pandey, N. G., 2003. Water Resources Manage-
ment through Water Harvesting – a case study. Proceedings of IWIWM– 2001, June 
21–23, 2001, Bangalore, p. 15.

 4. Chakraborthy, D., Dutta, D., and Chandra, S. H., 2001. Land use indication of a 
watershed in arid region, Western Rajasthan using remote sensing and GIS. Journal 
of Indian Society of Remote Sensing. 29 (3): 115–128.

 5. Dwivedi, R. S., Reddy, P. R., Sreenivas, K., and Ravishankar, G. 1999. A Remote 
Sensing and GIS based integrated approach for sustainable development of land 
and water resources. Proceedings of ISRS National Symposium. Jan. 19–21, 1999, 
Bangalore, pp. 352–360.

 6. Farooq, M., Rashid, G., and Arora, S., 2008. Spatio-temporal change in land use 
and land cover of district Rajouri-A geo-spatial approach. Journal of Soil and Water 
Conservation. 7(4):20–24.

 7. Goyal, V. P., Kuhad, M. S., and Sangwan, P. S., 1999. Utilization of remote sensing 
data for soil characterization and preparation of geomorphic-soil maps of Rewari 
district of Haryana, Proceedings of ISRS National Symposium, January 19–21, 1999, 
Bangalore, pp. 140–144.

 8. Gunjal, S. P., 1990. An overview of remote sensing application in soil and land 
resource management in India. Proceedings of National Symposium on Remote Sens-
ingfor Agricultural Applications, December 6–8, New Delhi, p. 10.

 9. Horton, R. E., 1945. Erosional Development Of Streams And Their Drainage Basins; 
Hydro physical Approach To Quantitative Morphology, Bulletin Of The Geological 
Society Of America, Vol. 56, 275–370.

 10. Jaishankar, G., Jagannadha, R. M., Prakasa, R. B. S., and Jugran, D. K., 2003. 
Hydro-morphology and Remote Sensing application for ground water exploration in 
Agnigundala mineralized belt, Andhra Pradesh, India. Journal of Indian Society of 
Remote Sensing. 29(3):165–174.

 11. Jayaraju, N., and Khan, A. J., 2013. Remote Sensing and Geographical Information 
as an Aid for Land Use Planning and Implications to Natural Resources Assessment 
in South India. Developments in Soil Classification, Land Use Planning and Policy 
Implications. pp. 577–590.

 12. Jayaram, A., Karale, R. L., and Sinha, A. K., 1990. Remote Sensing application for 
geohydrological investigation in Nagpur district, Proceedings of National Symposium 
on Remote Sensing for Agriculture Application, December 6–8, 1990, New Delhi, 
pp. 384–388.

 13. Joshi, P. K., Gairola, S., 2004. Land cover dynamics in Garhwal Himalayas – A case 
study of Balkhila sub-watershed. Journal of Indian Society of Remote Sensing, 32(2): 
199–208.



Remote Sensing and GIS Applications for Water Resources Planning 277

 14. Kalgapurkar, A. P., Mishra, K., and Tripathi, K. P., 2012. Applicability of RS and 
GIS in soil and water conservation measures. Indian Journal of Soil Conservation, 
40(3):190–196.

 15. Kannan, P., Sankar, M, and Prabhavath, M., 2010. Remote sensing and GIS for land 
use mapping and crop planning in Cauvery delta region of Tamilnadu in India. Indian 
Journal of Soil Conservation, 38(3):199–204.

 16. Kinthada, N., Krosurul, S. P, Gurram, M. K., 2013. GIS and remote sensing in 
hydrogeomorphological mapping and integrated agro action plan development for 
sustainable land-water resource management in domaleru watershed, prakasam dis-
trict in India. International Journal of Advanced Technology & Engineering Research 
(IJATER), 3(1):11–18.

 17. Krishna, N. P. R., Maji, A. K., and Murthy, Y. V. N., and Rao, B. S. P., 2002. Remote 
Sensing and GIS for canopy cover mapping – deltaic region of west Godavari. 
Journal of Indian Society of Remote Sensing, 29(3):107–114.

 18. Magesh, N. S., Jitheshlal, K. V., Chandrasekar, N., and Jini, K. V., 2012. GIS based 
morphometric evaluation of Chimmini and Mupily watersheds parts of Western 
Ghats in Thrissur District of Kerala. Earth Science Informatics, 5(2):111–121.

 19. Mohammed, G. S., Kalyani, A., and Faridsalikhan, Y., 2001, Application of Geo-
processing techniques to integrate the land use and Micro-watershed features of 
Kangeyam, Kundadam, Mulanur and Chennimalai Panchayat union of Erode dis-
trict in Tamil Nadu. Proceedings of ICORG-2000, 2–5th, February 2001, Hyderabad, 
pp. 211–221.

 20. Murthy, K. S. R., Amminedu, E., and Venkateswara, R. V., 2003. Integration of the-
matic maps through GIS for identification of groundwater potential zones. Journal 
of Indian Society of Remote Sensing, 31(3):197–210.

 21. Nag, S. K., 1998. Morphometric analysis using remote sensing techniques in the 
chaka subbasin, Purulia district, West Bengal. Journal of Indian Society of Remote 
Sensing, 26((1&2):6–16

 22. Patel, D. P., Gajjar, C.A., and Srivastava, P. K., 2013. Prioritization of Malesari mini 
watersheds through morphometric analysis: a remote sensing and GIS perspective. 
Environmental Earth Sciences, 69(8):2643–2656.

 23. Paul, J. C., Mishra, J. N., Pradhan, P. L, and Sharma, S. D., 2008. Remote sensing and 
is aided land and water management plan preparation of watershed – a case study. 
Journal of Agricultural Engineering, 45(3):27–33.

 24. Ramesh, K. S., Elango, S., and Adiga, S., 2001, Prioritization of watersheds of 
Dhakshina Kannada district, Karnataka, using Remotely Sensed data. Proceeding of 
IWIWM-2001, June 21–23, Bangalore, p. 10.

 25. Rao, U. R., 1991. Remote Sensing for sustainable development. Journal of Indian 
Society of Remote Sensing, 19(4):217- 235.

 26. Reddy, P. R., Vinod, K., and Sheshadri, K., 2002. Use of IRS-IC data in ground water 
studies. Current Science, 23:600–605.

 27. Sarkar, B. C., Deota, B. S., Raju, P. L. N., and Jugran, D. K., 2001. A GIS approach 
to evaluation of ground water potential of Shamri micro-watershed in Shimla taluk, 
Himachal Pradesh. Journal of Indian Society of Remote Sensing, 29(3):151–164.

 28. Schumn, S. A., 1956. Evolution of drainage systems and slopes in badlands at Perth 
Amboy, New Jersey. Geol. Soc. Am. Bull., 67:597–646.



 29. Shah, P. N., 2001, Hydro-geomorphological mapping for evaluation of ground water 
prospect zones in Mirzapur district in India using IRS 1A, LISS II Geocoded data. 
Proceedings of ICORG-2000, Vol. II, 2–5th Feb. Hyderabad, pp. 446–453.

 30. Sharma, V. V. L. N., Muralikrishna, G., Hemamalini, B., and Nageswararao, 
K., 2001. Land use/Land cover detection through Remote Sensing and its climatic 
implications in Godavari delta region. Journal of Indian Society of Remote Sensing, 
29(1&2):85–92.

 31. Sidhu, G. S., Das, T. H., Singh, R. S., Sharma, R. K., and Ravishankar, T., 1998. 
Remote Sensing and GIS Techniques for prioritization of watersheds: a case study in 
upper Machkund watershed. Indian Journal of Soil Conservation, 26(2):71–75.

 32. Singh, P., Thakur, J. K., and Kumar, S., 2012. Assessment of land use/land cover 
using geospatial techniques in a Semi-arid Region of Madhya Pradesh, India. Geo-
spatial Techniques for Managing Environmental Resources, (3):152–163.

 33. Srivastava, V. K., and Rao, V. M., 1992. Evaluation of IRS-IA, LISS II data for land 
use study of the eastern part of the Jharia coal field. Natural Resources Management 
New Perspective, NNRMS, DOS, Bangalore, pp. 356–359.

 34. Srivastava, R. K., Sharma, H. C., Kumar, S., and Tiwari, A., 2013. Temporal change 
in land use of Himalayan watershed using remote sensing and GIS. Journal of Soil 
and Water.

 35. Strahler, A. N., 1957. Quantitative analysis of watershed geomorphology. Trans. Am. 
Geophys. Union, 38:913–920.

 36. Strahler, A. N., 1964) Quantitative geomorphology of drainage basins and channel 
networks. In: V. T. Chow (ed.), Handbook of applied hydrology. McGraw Hill Book 
Company, New York, pp. 4–11.

 37. Tikekar, S. S., Ayyangar, R. S., and Tandale, T. D., 2005. Water resources assessment 
and management in metamorphic provinces of eastern Maharashtra. Proceedings of 
ISRS – Symposium, Nov. 22–24, 1995, Ludhiana, pp. 90–97.

 38. Uday, R., Ramesh, K. S., Ravishankar, H. M., and Adiga, S., 1995. Integrated 
approach for sustainable development of natural resources on watershed basis with 
emphasis on water resources development. Proceedings of workshop on Comprehen-
sive Management of Drinking Water in Rural Areas using Remote Sensing Data and 
GIS, December 21–22, Bangalore, pp. 97–105.

 39. Wakode, H. B., Dutta, D., Desai, V. R., Baier, K., and Azzam, R., 2013. Morpho-
metric analysis of the upper catchment of Kosi River using GIS techniques. Arabian 
Journal of Geosciences, 6(2):395–408.



PART III

IRRIGATION MANAGEMENT OF 
CROPS



This page intentionally left blankThis page intentionally left blank



CHAPTER 10

WATER PRODUCTIVITY OF RICE 
UNDER DEFICIT IRRIGATION

KAJAL PANIGRAHI

Department of Civil Engineering, National Institute of Technology, 
Rourkela, Odisha, India, Phone +91 8895997206,  
E-mail: kajalpanigrahi@yahoo.in

CONTENTS

10.1 Introduction ................................................................................ 282
10.2 Water Balance Model of Rice .................................................... 284
10.3 Materials and Methods ............................................................... 286
  10.3.1 Simulation Model of Rice Yield ................................... 287
  10.3.2 Input Data ..................................................................... 288
10.4 Results and Discussion .............................................................. 291
  10.4.1 Model Validation .......................................................... 291
  10.4.2 Simulation of Water Balance Parameter ...................... 292
  10.4.2.1 Seepage and Percolation ............................. 292
  10.4.2.2 Actual Evapotranspiration ........................... 293
  10.4.2.3 Supplemental Irrigation (SI) ....................... 293
  10.4.2.4 Surface Runoff ............................................ 295
  10.4.2.5 Effective Rainfall ........................................ 295
10.5 Conclusions ................................................................................ 296
10.6 Summary .................................................................................... 296
Acknowledgements ............................................................................... 297

mailto:kajalpanigrahi@yahoo.in


282 Modeling Methods and Practices in Soil and Water Engineering

Keywords .............................................................................................. 297
References ............................................................................................. 298

10.1 INTRODUCTION

Rice, the primary staple for more than half the world’s population, is 
produced worldwide. Most of the rice consumers live in the develop-
ing countries. The crop occupies 33% of the world’s total area planted 
to cereals. More than 90% of the world’s rice is produced and consumed 
in Asia only [8]. During 2011–2012 in India, rice was cultivated in 
43.97 M ha area with a production of 100 M tons and productivity of 
2.372 M tons/ha. Being a semi-aquatic plant, water requirement of rice is 
highest among all the crops. About 50% of total irrigation water is used for 
rice production in Asia [3, 4]. A survey reports that to produce a kilogram 
of rice, 3000 liters of water is required, which is five times higher than 
that required to produce a kilogram of pulse crop and three times higher to 
produce a kilogram of oilseed crop. Because of the intensification of agri-
culture, per capita availability of water resources is declining day by day 
in many Asian countries. It is estimated that the share of water for irriga-
tion in agriculture will dwindle to 70% from the present share of 80% now, 
in India by the year 2050.

The declining water resources and the reduced share of its availability 
for agriculture have affected all rainfed rice farmers. It is high time now to 
save the costly irrigated water and economize its use in agriculture. Since 
rice is a major water-consuming crop, it is important to save the irrigation 
water in rice field with new and innovative techniques of irrigation and 
water management. The concept of maximum yield is now changing to opti-
mum yield for developing an efficient and economic irrigation scheduling. 
Accordingly, the traditional concept of continuous submergence is not nec-
essary and optimum yield with minimum water requirement but high water 
use efficiency (WUE) can be obtained with intermittent irrigation [7, 22]. 
Since irrigation water is a scarce commodity in the rainfed farming system, 
water saving irrigation (WSI) is now drawing gradual attention.
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Experiments conducted with different WSI techniques in various 
regions of the world reveal that irrigation in rice at near SAT gives com-
parable yield with continuous submergence and saves a lot of water 
[16–18]. In another approach, rice is irrigated after standing water van-
ishes from the field that considerably reduces seepage and percolation 
and hence, water requirement of rice and increases its water use efficiency 
[1, 12, 20].

Most sensitive period of water deficit in rice is its critical growth 
stage covering crop development and reproductive stage. When soil 
moisture content in the effective root zone of rice is depleted below 
70–80% of SAT moisture content during the critical growth stage, rice 
yield tends to decrease [5]. Mitra [13] has reported that under upland 
condition, optimum yield of dry seeded rainfed rice can be obtained by 
maintaining soil moisture content at field capacity throughout the active 
growth stage.

The amount and timing of irrigation are the main concepts of irri-
gation scheduling that can be better studied by simulation approach. 
Simulation modeling techniques are now increasingly being used as an 
alternative to extrapolate the results of field trials that can be transferred 
to farmers [10]. Simulation studies by daily water balance model helps to 
understand the water use as well as irrigation and drainage requirement 
of the crops. This will help to develop appropriate strategies for efficient 
management of water resources for sustainable production. Simulation of 
water balance parameters has been studied by many researchers in low 
land rice [14, 15], but hardly any work is done in rainfed rice grown under 
up and medium land with provision of supplemental irrigation through 
WSI approach.

The objectives of the present study were to:

1. Formulate a water balance simulation model for rainfed rice with 
and without the provision of supplemental irrigation and to simu-
late the various model parameters,

2. Validate the developed simulated model with the observed field 
data and

3. Find out the best water saving irrigation technique to increase the 
water productivity at the farm level.
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10.2 WATER BALANCE MODEL OF RICE

The various water balance parameters considered in the model are shown 
in Figure 10.1. The inflow to the field consists of total water supplied from 
rainfall and supplemental irrigation and out flow from the field consists 
of actual evapotranspiration, seepage and percolation, and surface runoff. 
The generalized water balance model is given below after considering the 
effective root zone of rice as a single layer and neglecting the capillary 
rise of groundwater in upland topo sequence where groundwater lies more 
than 1.5 m below crop effective root zone,:

 SMCi = SMCi-1 + Pi + SIi – AETi – SPi – SRi (1)

where, SMC = soil moisture content, mm; P = rainfall, mm; SI = supplemen-
tal irrigation, mm; SP = seepage and percolation loss, mm; AET = actual 
evapotranspiration, mm; SR = surface runoff from the field, mm; and 
i = time index taken as 1 day in the study.

FIGURE 10.1 Water balance of rice field.
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If SMC in the effective root zone of rice is more than SAT, then ponding 
will occur in field. Under the ponding phase, water balance in rice field is 
given as:

 Di = Di-1 + Pi + SIi – AETi – SPi – SRi (2)

where, D is the ponding depth, mm and other terms are defined as above 
and is given in mm.

Irrigation water is a scarce commodity in the rainfed farming system. 
So, WSI technique must be adopted for applying SI to rice. In the study, 
five different WSI techniques are considered for providing SI to rice:

1. T1–SI applied at 20% MAD of SAT during the RS;
2. T2–SI applied at 20% MAD of SAT during CD and RS;
3. T3–SI applied at 20% MAD of SAT during CD, RS and MS;
4. T4–SI applied at 20% MAD of SAT during all four stages; and
5. T5–SI applied at SAT in all the stages.

At each irrigation, 50 mm of water is applied. In all the treatments SI 
is provided during the prescribed growth stages as mentioned for each 
treatment and other stages are kept as rainfed without any SI. For all the 
WSI treatments, no ponding water is allowed in rice field from sowing to 
first 10 days after germination of rice and last 10 days before harvest. Any 
ponding water in the field is drained out as SR. During rest of the periods, 
50 mm ponding is taken as the maximum limit and excess ponding above 
50 mm is taken out as SR.

The actual evapotranspiration (AETi) in any day ‘i’ is given as:

 AETi = Kci Ksi EToi (3)

where, Kc = dimensionless crop coefficient that depends on growth stage 
of the crop; Ks = dimensionless crop stress coefficient that is a func-
tion of the relative available SMC in the field; and ETo = reference crop 
evapotranspiration.

Daily ETo was estimated by Penman-Monteith method for the simula-
tion period. Values of Kc for rice are 1.05 during CE, 1.10 during both CD 
and RS, and 0.95 for MS [6]. The value of Ks of Eq. (3) is 1.0 under no 
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water stress condition. But as the ponding water vanishes from the rice 
lands, soil moisture stress occurs that is usually provided by Ks, which 
consequently decreases AET. Jensen et al. [9] considered a 10% decrease 
in value of Ks for dry periods in rice field. In the present study, under 
unsaturation case, Ks is assumed to vary linearly with the ratio of SMC to 
SAT that is termed as relative available SMC as [1, 17]:

 Ksi = SMCi/SAT (4)

Water loss due to SP in rice fields is often inseparable and so both the 
terms are considered as single component [21]. The value of SP in the rice 
field is an extremely variable factor depending on soil and drainage condi-
tion. Under different cultural and water management practices, the values 
of SP are reported to vary from one to 25 mm/d [9]. For rainfed upland rice 
when most of the time soil in the effective root zone depth remains under 
unsaturated, SP is estimated by the model developed by [17] as:

 SPi = –16.45 + 0.145 (SMCi–1 + Pi + SIi – AETi – SRi) (5)

where, all the terms have been defined earlier and are given in mm.
Under ponding stage, SP is estimated as suggested by [17] as:

 SPi = –16.45 + 0.145 (Di–1 + SAT + Pi + SIi – AETi – SRi) (6)

where, all the terms are expressed in mm.
The value of SP in the model is computed at the end of each day where 

as P, SI and SR if any are assumed to occur at the beginning of the day. 
Water balance model for rainfed rice (treatment T0) is run by Eqs. (1)–(6) 
mentioned as above but the components SI and SR are taken as zero in 
these equations.

10.3 MATERIALS AND METHODS

The site selected for the simulation study is Hariharjore Command in 
Sonepore district of Odisha. It is located at a latitude of 22o19’N, longitude 
of 87o19’E at an altitude of 48 m above mean sea level. The study area 
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receives about 1,570 mm mean annual rainfall of which 80% are received 
during the rainy season from June to September. The mean maximum and 
minimum temperatures are 40oC and 12oC, occurring in the month of May 
and January, respectively. The mean relative humidity ranges from 15.5 
to 90.5%. The dominant soil group in the study area is sandy loam, acid 
lateritic with pH ranging from 4.8 to 5.6, and poor in organic matter. The 
soil has very low water holding capacity and dries up quickly after cessa-
tion of rainfall. Hence, cultivation of crop on residual moisture is difficult. 
Values of field capacity, wilting point and saturation moisture content of 
rice field in the study area within 45 cm root zone depth are 120, 42, and 
170 mm, respectively.

In the present study, the basis of the modeling is DSR rice grown in 
upland topo sequence in wet season (rainy) without any provision of SI 
(rainfed) and with the provision of SI during different growth stages (WSI 
techniques). The dike heights of the field are adequate to check any inflow 
to and outflow from the field. The rice lands are considered as leveled fields. 
The model uses daily rainfall and other climateorological data, soil, and crop 
data of the study area. Effective root zone depth of rice is taken as 45 cm.

10.3.1 SIMULATION MODEL OF RICE YIELD

The yields of rice are affected by soil water deficits that might occur at 
any point in the growing season due to differential irrigation. Unlikely 
many field crops, no literature is available for prediction of rice yields 
that is affected by varying soil water status in the fields at different stages 
of its growth. The author has collected AET data at different stages of 
growth and rice yield from different research centers of India. Assuming 
all other variables of crop production remaining constant except the irriga-
tion amount, a multilinear regression type model was developed:

 Yar = –13.06 + 0.05 ETa1 + 0.07 ETa2 + 0.75 ETa3 + 0.45 ETa4, R2 = 0.76 

(7)

where, Yar = actual yield of rice (1000 kg/ha); and ETa1, ETa2, ETa3, and 
ETa4 = values of AET during CE, CD, RS and MS, respectively (cm).
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The simulation is carried out using data of 37 years (1977–2013) from 
the starting day of rainy season of each year when the rice is dry-seeded 
in the field till its harvest. The author has taken a short duration rice of 
100 days as base crop for simulation of water balance model. The duration 
of growth stages of CE, CD, RS, and MS of the rice from the day of ger-
mination till harvest are assumed as 25, 20, 30, and 25 days, respectively 
allowing 3 days for germination of seed to occur after its sowing. Thus, 
for each year, simulation continues for 103. For first 3 days (germination 
period), the soil is under bare conditions. For computation of different 
parameters of water balance models, AET is replaced by bare soil evapora-
tion during these 3 days, and computed as suggested by Jensen et al. [9].

A computer program was written in C language to estimate the water 
balance model parameters for various treatments. The model parameters 
were obtained on daily basis from which total values in each stage as well 
as that of the whole season were calculated. The seasonal total values of 
the parameter along-with the simulated yield of rice were fitted to ND 
and values were predicted at different PE levels. Values of different water 
balance parameters at 30, 50, and 70% PE level are shown in Table 10.1. 
Values of IUE (yield/total seasonal SI) and WUE (yield/total seasonal WR) 
were also computed for various treatments based on the values of yield, 
SI and WR at 50% PE, and are shown in Table 10.2.

10.3.2 INPUT DATA

For testing the water balance model parameters, field experimental data of 
experimental farm of the Department of Agricultural and Food Engineering, 
Indian Institute of Technology, Kharagpur, India was used. The experimen-
tal data of rainy season of the year 2000 carried in rice crop was used in the 
study. Because of limitation of scope, experiment with only two treatments 
(T0 and T1) were undertaken in field. Rice variety MW-10 was dry seeded 
in the field at the onset day of rainy season, i.e., June 10th and was har-
vested on September 24th for both treatments. Excess water above SAT was 
drained out as SR during first 10 days of seed germination and last 10 days 
before harvest of rice. During rest of the periods, excess of 50 mm ponding 
was drained out as SR. Irrigation of 50 mm was supplied when MAD value 
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of SMC in the effective root zone depth of rice was below 20% SAT level 
during RS. For treatment T0, there was no provision of SI and SR.

Various instruments like tensiometer, piezometer and aquapro aceess 
tubes were installed in the rice field to measure different water balance 
model parameters in the field (Figure 10.2). Field dimensions were 40 x 
20 m2. In addition, drum lysimeters were also installed in the rice field to 
measure seepage and percolation and AET (Figure 10.3). Values of water 
balance parameters (SP, SR and AET) were measured daily in the field. 
A comparison of seasonal total water balance parameters and yield of both 
observed and simulated results for treatments, T0 and T1 are presented in 
Figure 10.4.

TABLE 10.1 Simulation Results of Water Balance Parameters (mm) of Rice at Different 
Probability of Exceedance

PE, % Treatment SP AET WR SI ER SR

30 T0 758.1 423.3 1181.4 0 1279.4 0
30 T1 747.6 430.9 1178.5 144.3 1122.4 157.0
30 T2 778.1 439.2 1217.3 212.2 1084.3 195.1
30 T3 805.8 446.5 1252.3 277.9 1045.0 234.4
30 T4 858.3 457.6 1315.9 384.7 1000.7 278.7
30 T5 1049.6 488.3 1537.9 755.8 853.7 425.7
50 T0 648.0 410.2 1058.2 0 1157.7 0
50 T1 638.2 418.2 1056.4 102.5 1040.1 117.6
50 T2 670.2 426.6 1096.8 166.4 1010.8 146.9
50 T3 698.2 434.0 1132.2 222.7 980.6 177.1
50 T4 758.5 445.0 1203.5 330.9 947.3 210.4
50 T5 955.9 472.9 1428.9 682.6 816.3 341.4
70 T0 543.3 394.2 937.5 0 1034.3 0
70 T1 527.5 405.4 932.9 86.7 945.2 89.1
70 T2 571.8 414.0 985.8 150.6 925.6 108.7
70 T3 601.2 421.6 1022.8 191.5 909.3 125.0
70 T4 645.5 434.5 1080.0 267.2 892.2 142.1
70 T5 877.3 460.8 1338.1 645.3 770.2 264.1

Note: PE = probability of exceedance, SP = seepage and percolation, AET = actual evapotranspiration, 
WR = water requirement, SI = supplemental irrigation, ER = effective rainfall, SR = surface runoff.
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10.4 RESULTS AND DISCUSSION

10.4.1 MODEL VALIDATION

The values of different water balance parameters simulated by the water 
balance model on daily basis were found to be close to the observed param-
eters. Coefficient of determination (R2) between the observed and simu-
lated values of various water balance parameters ranged from 0.82 to 0.91. 

FIGURE 10.2 Tensiometer, piezometer and aquapro aceess tubes installed in the rice 
field.

FIGURE 10.3 Drum lysimeter installed in rice field.
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Comparisons of seasonal and observed total values of different water 
balance parameters for treatments T0 and T1 are presented in Figure 10.4.

For treatment T1, observed and simulated seasonal values were 551.8, 
589.7 for SP, 428.8, 410.5 for AET, 100.0, 100.0 for SI, 65.9, and 74.8 mm 
for SR, respectively. Thus, the observed and simulated seasonal values 
of SP and AET for treatment T0 are found to be 528.5, 565.6, 418.3, and 
402.5 mm, respectively. The observed and simulated yields for treatment T1 
and T0 are found to be 3851, 3408, 3050, and 2715 kg/ha, respectively. The 
percentage of deviation between the observed and simulated values of vari-
ous water balance parameters and yield for both the treatments ranged from 
0 to 13.8. The low values of deviation indicate that the models can be rea-
sonably used for simulation of water balance parameters and yield of rice.

10.4.2 SIMULATION OF WATER BALANCE PARAMETER

10.4.2.1 Seepage and Percolation

Seasonal values of SP varied from 959.5 to 324.5, 1115.5 to 348.0, 
1133.8 to 387.7, 1126.2 to 412.3, 1121.5 to 445.1, and 1329.3 to 725.8 mm 

FIGURE 10.4 Comparison of performance of rainfed and WSI techniques.
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for treatments T0, T1, T2, T3, T4, and T5, respectively for different PE 
levels ranging from 5 to 95%. Values of SP for various treatments at 30, 
50, and 70% PE are shown in Table 10.1. It is observed that among all WSI 
treatments, T1 has lowest SP values and T5 has highest SP values at any 
PE level (Table 10.1). At an average chance of 50% PE, SP values for treat-
ment T1 is 638.2 mm whereas that for T5 is 955.9 mm. Thus, there will be 
33.2% less SP in rice field if it is irrigated at a SMC of 20% MAD from 
SAT during RS instead of maintaining SAT always. This will also save 85% 
of SI and 26.1% of net WR of rice in comparison to treatment T5.

If the field is frequently irrigated (that is the requirement for treatments 
T2 to T5), then the total profile soil moisture in the effective root zone 
increases as a result, the hydraulic gradient as well as unsaturated hydrau-
lic conductivity also increases. This causes the down ward flux of water 
in the crop root zone to increase. It is also seen that for all the treatments, 
SP is the major loss in rice field that ranges from 60.4 to 66.9% of total net 
WR (net WR = SP + AET).

10.4.2.2 Actual Evapotranspiration

Seasonal values of AET for 30% PE level ranged from 423.3 to 488.3 mm 
for various treatments. As the PE level increases, values of AET for all 
the treatments decrease. At 50% PE, AET for all treatments varied from 
410.2 to 472.9 mm and at 70% PE, it ranged from 394.2 to 460.8 mm 
(Table 10.1). The average values of seasonal total AET ranged from 33.1 
to 39.6% of total net WR for various treatments. The percentage contribu-
tion of AET to total net WR is lowest (33.1) for treatment T5 and highest 
(39.6) for T1. The reason of getting lowest percentage utilization of water 
in meeting the AET for T5 is because of major losses of water due to SP.

10.4.2.3 Supplemental Irrigation (SI)

SI requirement of rice for all PE levels was lowest for treatment T1 than 
other WSI treatments of T2 to T5. At an average of 50% PE, the SI require-
ment for treatment T1 is 102.5 mm. In order to maintain SMC at SAT in 
field for all the time, at least an average of 682.6 mm of SI is needed that 
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is 580.1 mm more than the average requirement for T1 and 565.95% more 
in comparison to T1 (Table 10.1).

The IUE ranged from 5.86 to 29.85 kg/ha/mm for various WSI 
treatments. Value of IUE is highest for treatment T1 (29.85 kg/ha/mm) 
and lowest for treatment T5 (5.86 kg/ha/mm). IUE for treatment T1 is 
23.99 kg/ha/mm and 409.39% more than that of T5 (Table 10.2). The 
study reveals that there will be considerable saving of SI if the rice is irri-
gated by WSI technique of T1 than T5 with 23.52% reduction in yield in 
comparison to yield obtained by T5. Treatment T1 also requires less water 
(average of 1,056.4 mm) in comparison to other treatments.

In order to maintain SAT all the time in field, an average of 1,428.9 mm 
of water is needed that is 35.3% more as compared to T1 (Table 10.2). 
The range of yield simulated by various treatments is found to be from 
2280 to 4001 kg/ha. The predicted yield for rainfed rice (2,280 kg/ha) 
is very less as compared to the various WSI treatments. WUE of rain-
fed treatment is also lowest (2.15 kg/ha/mm) amongst all the treatments 
(Table 10.2). However, if 102.5 mm SI is applied to rice at its most critical 
stage, i.e., RS, (Treatment T1), the yield and WUE increase by 34.2 and 
34.9%, respectively.

The study also reveals that it is not necessary to maintain SAT all the 
time in field since it will enhance SP loss and thereby decrease the value 
of WUE. Many researchers earlier have reported that intermittent irriga-
tion augments WUE and saves considerable amount of SI. This intermit-
tent irrigation may be provided at one to several days after ponding water 
vanishes from rice field [12, 20]. In another approach, intermittent irriga-
tion may be provided to rice at some level of critical moisture content, 
which varies from SAT to some degree of depletion of moisture from SAT 
level. Jensen et al. [9] and Allen et al. [2] have reported the depletion 
level as 20% from SAT when irrigation is required for rice. Since, the 
present study aims at deriving conclusion for the best WSI technique in 
upland rainfed regions where there is no other source of irrigation than 
management of rain water in-situ it is infeasible to provide SI to rice dur-
ing CE and at times CD stage. However, the SR generated from the rice 
catchment during the above mentioned two stages may be harvested in a 
tank constructed at one end of the field and may be used as SI during RS 
when rainfall fails to meet the crop water demand. Kar et al. [11] have also 
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reported that for effective utilization of soil moisture and to save irriga-
tion, rice may be irrigated at a SMC within 0 to 20 mill bar water potential 
in sandy loam soil during RS. Extensive rice lands in China are now being 
irrigated to maintain SMC during RS at 60 to 100% SAT [19].

10.4.2.4 Surface Runoff

Surface runoff generated from the rice catchments for all treatments 
decrease as PE level increases. At 50% PE, values of SR are found to range 
from 117.6 to 341.4 mm for different treatments (Table 10.1). Amount 
of SR generated from the catchment increases for higher WSI treatments 
when the fields are frequently irrigated. Sometimes after irrigation is 
applied there may be high intensity of rainfall that causes SR to be more. 
The study reveals that at an average of 50% PE, there will be 117.6 mm SR 
that will be generated from the field for treatment T1 which if harvested 
properly can meet the average SI demand of 102.5 mm during RS.

10.4.2.5 Effective Rainfall

At 50% PE, values of effective rainfall (ER) for different treatments are 
found to range from 816.3 to 1157.7 mm. Total average seasonal rain-
fall during the rice growing season was observed to be 1157.7 mm that 
is 100% utilized by the treatment T0 as there was no provision of SR 
from the field. Of the various WSI techniques, treatment T1 is found to 
have highest ER of 1040.1 mm (89.9% of total seasonal rainfall) and T5 
is found to have lowest ER of 816.3 mm (70.5% of total seasonal rainfall) 
(Table 10.1). Values of ER depend on SR generated from the field, that in 
turn depend on the SI applied to it. Since, treatment T1 requires less SI, 
it causes low SR to be generated from the field and so in-situ rainfall is 
more effectively used by the crop. Thus, the study reveals that of the dif-
ferent WSI techniques, treatment T1 is the best for effective utilization of 
rainfall, minimum demand of SI and produces more IUE as well as WUE. 
Hence, this treatment may be recommended for irrigation scheduling in 
upland rainfed rice regions of eastern India as well as in other similar 
agroclimatic regions of the world.
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10.5 CONCLUSIONS

Using a water balance simulation model, various parameters like SP, AET, 
SI, and SR are computed on daily basis for upland rainfed rice field in 
eastern India. Treatments include both rainfed (T0- without any SI and SR) 
and different WSI techniques. The study reveals that yield of rice is seri-
ously affected in the absence of SI. However, if SI is applied to rice during 
RS when SMC in the effective root zone is depleted by 20% from SAT 
(treatment T1) then yield, WUE as well as IUE are increased consider-
ably. Treatment T1 is found to give maximum IUE and WUE of 29.85 and 
2.90 kg/ha/mm, respectively among all the WSI treatments. This treatment 
uses only 102.5 mm of SI and where as about 682.6 mm of SI is required 
to maintain the rice field at SAT at all the time. Moreover, as compared 
to treatment T5, saving of irrigation is highest for treatment T1 than any 
other WSI treatments, which is found from simulation study as 85%. Thus, 
the study reveals that upland rainfed rice in eastern India must be irrigated 
when there is root zone depletion of SMC by 20% from SAT during the 
critical period of RS. This WSI technique may also be followed at similar 
agroclimatic regions of the world.

10.6 SUMMARY

A water balance simulation model is developed to estimate the different 
water balance parameters for various treatments of rainfed rice. The model 
uses 37 years (1977–2013) of daily meteorological, soil and crop data. The 
various treatments include rainfed (T0) without any supplemental irrigation 
(SI) and water saving irrigation (WSI) techniques. The WSI techniques are 
(i) T1-SI applied at 20% management allowable deficit (MAD) of satura-
tion (SAT) during the reproductive stage (RS) (ii) T2- SI applied at 20% 
MAD of SAT during critical growth (CD) and RS (iii) T3- SI applied at 
20% MAD of SAT during CD, RS and maturity stage (MS) (iv) T4- SI 
applied at 20% MAD of SAT during all four stages, and (v) T5- SI applied 
at SAT in all the stages. At each irrigation, 50 mm of water is applied. Rice 
yields are simulated for various treatments in all years. Water requirement, 
irrigation use efficiency, water use efficiency and various water balance 
model parameters of rice for different treatments in all years are simulated. 
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The numeric parameters of yield and water balance model parameters 
are fitted to the normal distributions and values at various probabilities 
of exceedances are predicted. At 50% probability of exceedance, pre-
dicted yield of rice was 2280, 3060, 3125, 3250, 3400 and 4001 kg/ha 
for treatments T0, T1, T2, T3, T4 and T5, respectively. Values of SI of rice 
at the same probability level are predicted as 102.5, 166.4, 222.7, 330.9 
and 682.6 mm for the treatment T1, T2, T3, T4 and T5, respectively. The 
simulation results reveal that treatment T1 is the best of all treatments with 
minimum water requirement of 1056.4 mm, highest water-use efficiency 
of 2.90 kg.(ha.mm)–1 and saves the highest irrigation water of 85.0% as 
compared to treatment T5.
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11.1 INTRODUCTION

Kandhamal region of India receives rainfall around 1396 mm per year. 
Due to its uneven distribution, heavy downpour of rain at times results 

mailto:rsubudhi5906@gmail.com
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in sudden high runoff, which ultimately causes substantial soil loss. 
The uneven distribution of rainwater and movement of soil within the 
watershed results heavy loss to farmers. Therefore, conservation trenches 
for plantation crops help to conserve the soil and moisture and ultimately 
improves grain yield for the farmers. Kandhamal district suffers heavy soil 
loss due to hilly terrains and this study will help to check soil erosion to 
some extend in the sloppy areas.

The objectives of this study is to conserve moisture for establishment of 
plantation crop, to reduce soil erosion from upstream area, and to increase 
production of timber, fruit species, fuel wood and fodder.

11.2 LITERATURE REVIEW

In India for last 20 years, several researchers have studied the effects of 
cropping systems on runoff soil loss and crop productivity; and the influ-
ence of four land management systems on annual runoff and soil loss from 
the Vertisol watersheds in ICRISAT, Patencheru. Pathak et al. [6] indicated 
that the average annual run-off and soil loss was one-eleventh when com-
pared to traditional flat land forms [6]. In a subsequent study in-situ soil, 
water conservation measures in North Western tract of India were found 
suitable for conserving soil and water [4]. The influence of four land con-
figurations of rainwater was investigated during 1988–1991 on a Vertisol. 
Improved landform treatment (raised sunken bed) was able to reduce run-
off by 6% and soil loss by 42% compared to the traditional landforms 
(flat beds) treatment [10]. Renovation of terrace and plantation of fruit 
and timber plants improved biomass production, net returns, growth of 
crop and productivity and reduces runoff in the range of 1.5–10.8 times, 
peak flow rate by 20 times and soil loss in the range of 1.2 to 5.2 times [8]. 
Effect of vegetative barrier like Vetiver has increased the rice yield, 
decreased the soil loss and the runoff compared to conventional practices 
by farmers [10]. There is a growing need for rain water management, since 
96 M ha out of 142 M ha of net cultivated land of the country is rainfed. 
Scientific use of these resources will definitely increase the productiv-
ity & conservation of resources like soil and water [2]. Impact of differ-
ent soil and water conservation techniques (contour bunding, terracing, 
land leveling, smoothening and gully plugging, sowing across the slope, 
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vegetative barrier) have increased the production of kharif crops by 
25–30%. Establishment of vegetative barrier with mechanical measures 
was more effective in controlling soil erosion (3.8 tons-ha–1) over con-
ventional method (9.64 t.ha–1) and runoff thereby allowing more moisture 
available for crop growth [5]. The continuous contour V-ditch increased 
the crop yield significantly compared to no treatment [1].

11.3 MATERIALS AND METHODS

The experimental site lies in the Pila-Salki Watershed of Mahanadi Cat- 
chment (Figure 11.1). It falls under Sudreju revenue village of Khajuri- 
pada block in Phulbani district of Orissa. Based on Soil Conservation 
Department Govt. of Orissa, it is a part of watershed ORM 3-9-6-5. 
According to watershed map classification reported by the Orissa Remote 
Sensing Application Center (Department of Science & Technology, Govt. 
of Odisha), the selected micro-watershed falls under sub-watershed 
No 17-07-31-01-01. This sub-watershed forms part of Survey of India 
Topographical Sheet Nos. 73D/2, 73D/6, 73D/3 and 73D/7. However, 

FIGURE 11.1 Location of experimental site.
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the Micro-Watershed under study falls only under Topo Sheet No. 73D/6. 
These Micro-Watersheds are located at a distance of about 10 Km from 
Phulbani district headquarters on Phulbani–Sudrukumpa State Highway. 
During 2001–04, the on-farm trial was conducted at Sudreju under Dryland 
Agril Research Project, Orissa University of Agriculture & Technology, 
Phulbani, financed through National Agriculture Technology Project, 
Rainfed Rice Production System-7. Five following treatments were tested 
with 4 replications in a randomized block design:

T1 – No treatment (control)
T2 – Continuous V-ditches (CCVD) at 10 m horizontal intervals
T3 – Continuous V-ditches at 20 m horizontal intervals
T4 – V-ditches staggered at 5 m horizontal intervals
T5 – V-ditches staggered at 10 m horizontal intervals.

The name of farmer is Kisore Pradhan. Mango variety Amrapalli at 
5 m spacing was tried during Kharif season. The Niger, black gram and 
mustard were evaluated during Rabi season with 30 cm spacing. Weather 
was favorable for all crops. Field was contour surveyed and the slope was 
4.15%. Soil loss was measured after the rainy season in the V-ditches. The 
soil was completely filled in 10 m continuous contour V Ditch. Hence, soil 
conserved was calculated using the size of the V-ditch before and after the 
rainy season.

11.4 RESULTS AND DISCUSSION

Monthly rainfall is presented in Table 11.1. It was observed that the 
year 2002 is a drought year with only 74% of mean rainfall, implying a 
deficit of 36% from mean annual rainfall. However, 2001 and 2003 are 
good years, receiving 39.6% and 4% more than the mean annual rainfall, 
respectively. The mean annual rainfall is 1396.14 mm. The fluctuation 
shows the rainfall is very erratic in all three years. Table 11.2 shows rate 
of growth of plantation crops. The rate of growth of mango was highest 
(3.02 cm/month) in T2 and lowest (1.22 cm/month) in control during 
2001–2003. Figure 11.2 shows the view of continuous contour V-ditch at 
10 m interval in mango orchard.
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The grain-yield of Niger, black gram and mustard were 33.4%, 23.5% 
and 26.6% higher than the control, respectively (Table 11.2). This may be 
due to more soil and water conserved in the root zone of the crop as the 
moisture content in T2 is more compared to all other treatments and low-
est in control as there was no V-ditch (Table 11.2). The soil conserved in 
T2 is 6.2 tons/ha followed by T5 where soil conserved was 5.5 t/ha. Patil 
et al. [7] has obtained similar results and they reported lowest soil loss 
(1.51 t/ha) and highest survival percentage of cashew nut plantation in 
continuous contour trench compared to staggered trench (3.95 t/ha) and 
control (16.55 t/ha). Therefore, it can be concluded that 10 m CCVD can 
be recommended for uplands of degraded watershed at Kandhamal district 
of Odisha.

11.5 CONCLUSIONS

The present study reveals that grain yield of Niger, black gram and mus-
tard were 33.4%, 23.5% and 26.6% higher than the control, respectively. 

FIGURE 11.2 View of continuous contour V-ditch with mango plants.
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Though the cost of construction is little high, it is recommended to practice 
contour V-ditch at 10 m intervals, to conserve soil and moisture and to get 
more grain yield in degraded watershed of Kandhamal district. It is observed 
that in CCVD at 10 m interval, rate of mango growth was 3.02 cm/month in 
case of Amrapalli, which is 46% higher compared to control. Also we can 
conserve 6.2 t/ha of soil with 10 m CCVD, which is highest among all the 
treatments. It can be concluded that 10 meter CCVD can be recommended 
for upland of degraded watershed of Kandhamal district of Orissa.

11.6 SUMMARY

Kandhamal district situated in central part of Odisha receives an annual rain-
fall of 1396 mm and this region is highly prone to soil and runoff loss due to 
heavy rainfall during kharif. A trial was conducted during 2001–2004 to study 
the effects of conservation trenches on plantation crops. This trial was con-
ducted on farmers field of Sudreju village of Kandhamal district, Odisha, India 
under National Agricultural Technology Project, Rainfed Rice Production 
System-7 with the objectives to: (i) conserve moisture for establishment of 
plantation crop; (ii) reduce erosion from upstream area; and (iii) increase pro-
duction of timber, fruit species, fuel wood and fodder. The treatments were 
(i) No treatment/control, (ii) Continuous V-ditches at 10 m horizontal interval, 
(iii) Continuous V-ditches at 20 m horizontal interval, (iv) V-ditches staggered 
at 5 m horizontal interval, and (v) V-ditches staggered at 10 m horizontal inter-
val. Mango varieties Pusa Amrapalli was tried during kharif. During rabi, 
black gram (PU-30) was tried in between mango rows. It is observed that in 
CCVD at 10 m interval, rate of mango growth was 3.02 cm/month in case of 
Amrapalli, which is 46% higher compared to control. The grain-yield of Niger, 
black gram and mustard were 33.4%, 23.5% and 26.6% higher than control, 
respectively. Though the cost of construction is little high, it is recommended 
to practice contour V-ditch at 10 m intervals to conserve soil and moisture and 
to get more grain yield in degraded watershed of Kandhamal district.
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12.1 INTRODUCTION

Water requirement of crops in the form of Evapotranspiration (ETc) is 
the largest and one of the most basic components of the hydrologic cycle. 
It plays a very important role in the water and energy balance on earth’s 
surface and also has a major role in agricultural and irrigation practices. 
It is the combination of soil evaporation and crop transpiration process. 
As reported by Almhab and Busu [3], about 70% of the water loss from 
the earth’s surface occurs as evaporation. Thus, accurate estimation of ETc 
is of vital importance for many studies, such as hydrologic water balance, 
irrigation system design and management, water resources planning and 
management, etc. The evapotranspiration rate from a standard reference 
surface is the reference evapotranspiration (ET0). For effective planning 
and implementation of policies on irrigation projects, it is necessary to 
determine reference evapotranspiration which is further used in comput-
ing crop water use. It is essential for the development of modern irriga-
tion management methodologies, optimum allocation of water and energy 
resources, and improved irrigation planning and management practices.

For estimating ETc from a well-watered agricultural crop first reference 
crop ET (ET0) from a standard surface is estimated and then an appropri-
ate empirical crop coefficient for other crops is multiplied to determine the 
crop Evapotranspiration (ETc) for a particular crop. Various ET0 estima-
tion methods have been developed earlier and these methods are mainly 
grouped into radiation, temperature, pan evaporation based and combi-
nation methods. Combination based ET estimation methods includes 
Penman vapor pressure deficit (VPD#1), Businger-van Bavel, Penman 
vapor pressure deficit (VPD#3), Penman-Monteith, 1972 Kimberly-
Penman, FAO-24 Penman, FAO-24 Corrected Penman, FAO-PPP-17 
Penman, 1982-Kimberly-Penman, CIMIS Penman and FAO-56 Penman-
Monteith method. Radiation based methods includes Turc, Jensen-
Haise, Priestly-Taylor and FAO-24 estimation methods. As reported by 
Dalei [6], Thornthwaite, SCS Blaney-Criddle, FAO-24 Blaney-Criddle, 
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and Hargreaves come under temperature based methods and Christiansen 
Pan Evaporation, FAO-24 Pan and Pan Evaporation methods are included 
in evaporation based methods.

Due to wide application of ETc data, a number of indirect methods for 
estimation of ET0 have been developed based on the easily available loca-
tion characteristics (elevation and latitude) and meteorological parameters 
(temperature, humidity, wind speed, solar radiation). However, not only 
data requirement varies from method to method, but also the performance 
and accuracy of different methods varies with different climatic condition 
and availability of data [10].

Therefore, it becomes impractical for many users to select the best ET0 
estimation method for the available data and climatic condition. To over-
come this problem, Reddy [13] developed a decision support system con-
sisting of nine widely used ET0 estimation methods. This decision support 
system was further modified to include more ET0 estimation methods [14] 
and named as DSS_ET model.

This model was further improved by Bandyopadhyay et al. [4]. The 
DSS_ET model can be used to identify the best ET0 method for different 
climatic conditions. It is developed in Microsoft Visual Basic 6.0. It con-
sists of a model base for estimating ET0 by different methods and rank-
ing them and a user-friendly graphical interface. Generally, 22 and widely 
used ET methods are available in DSS_ET. These methods can be used 
for estimating monthly ET0 values for the time interval considered in this 
study. However, most of these methods can also be used for estimating 
daily or even hourly (Penman based methods) ET values. A user-friendly 
decision support system (DSS_ET) is used in the present study for the 
estimation of the reference evapotranspiration.

The aim of present study is to estimate the reference evapotranspiration 
by using the available methods and ranked them to find out which method 
gives the best suited value. using DSS_ET. These ET0 values can later be 
used for different purposes such as to derive irrigation water requirement 
of crops. The objectives of this study is as follows:

1. Compute the values of ETo by various estimation method, using 
DSS_ET decision support system.

2. To compare ETo estimated by various estimation methods and rank 
them to find out the alternative best methods and
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3. To estimate the evapotranspiration (water requirement) of various 
crops grown in the area and determine their irrigation requirements.

12.2 REVIEW OF LITERATURE

It is essential now to develop strategies to optimize the use of water for 
crop production and to introduce effective water management practices. 
The new procedures and guidelines have been recently published in 
the FAO Irrigation and Drainage series and include the adoption of the 
Penman–Monteith approach as the new standard for determining refer-
ence crop evapotranspiration (ET0) calculations. Procedures have been 
developed to use the method also in conditions when no or limited data on 
humidity, radiation and wind speed are available. Procedures for estimat-
ing crop evapotranspiration are revised with an update of the crop coef-
ficients that allow more accurate estimates for a wide range of crops and 
for various crop, soil and water management practices. Daily ET0 calcula-
tions are included by separating soil evaporation and crop transpiration 
estimates through the dual crop coefficient.

A user-friendly decision support system (DSS_ET) for estimation of 
reference evapotranspiration was developed by George et al. [9]. To evalu-
ate the model with different data availability conditions various tests were 
conducted for five climatic stations such as Davis, Bellary, Kharagpur, 
Jagdalpur and Bombay. The results were compared with Penman Monteith 
method taking it as a standard method and the results indicated that 
DSS_ET model performed well under different data availability and 
climatic conditions. The Hargreaves and FAO-24 Blaney-Criddle methods 
ranked first for the Davis and Jagdalpur stations, respectively based on the 
weighted average standard error and the 1982 Kimberly-Penman method 
ranked first for Kharagpur station.

A new empirical equation for estimating hourly reference evapotranspi-
ration which requires solar radiation, air temperature and relative humidity 
data were developed by Alexandris and Kerkides [2]. A regression analysis 
is performed in order to estimate the factors used in the empirical model. 
The performance of the model is evaluated against FAO-56 P-M and 
CIMIS Penman method. They concluded that the model performed as good 
as FAO-56 P-M and CIMIS Penman methods. Eight evapotranspiration 
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estimation methods, i.e., Penman. Penman-Monteith, Pan Evaporation, 
Kimberly-Penman, Priestley-Taylor, Hargreaves, Samani-Hargreaves and 
Blaney-Criddle with 30 years of daily data, in the west coast of Peninsular 
Malaysia were developed by Jiabing et al. [11]. The Penman-Monteith, 
Blaney-Criddle and Pan methods estimate lower values of evapotranspira-
tion with no significant difference among them. Penman method estimates 
reference evapotranspiration close to Penman-Monteith.

Pan coefficient by taking ratio of Penman-Monteith evapotranspira-
tion to pan evaporation at 150 meteorological stations were evaluated by 
Xu et al. [16]. The results are compared to analyze the spatial distributions 
and temporal variations in the reference evapotranspiration as well as in 
the meteorological variables. Results indicate that the spatial distributions 
of reference evapotranspiration and pan evaporation are same. A signifi-
cant decreasing trend in both the reference evapotranspiration and the pan 
evaporation was found for the whole catchment which is mainly caused 
due to a significant decrease in the net total radiation and to a lesser extent 
by a significant decrease in the wind speed over the catchment.

Performance of the ET0 methods on the basis of the three statistical 
indicators, i.e., modeling efficiency (ME), coefficient of residual mass 
(CRM), and root mean squared error (RMSE) expressed as a percentage of 
the arithmetic mean of observed values were studied by Bandyopadhyay 
et al. [4]. The performances of different methods were compared and it 
was found that the performance of different methods varies with differ-
ent stations. The Hargreaves method performed better for all the stations. 
They concluded that under Indian conditions where no solar radiation 
measurements are available, the solar radiation can be estimated from air 
temperature extremes.

The performance of six commonly used reference evapotranspiration 
estimation methods such as Penman-Monteith, Priestley-Taylor, FAO-24 
Radiation, Hargreaves, Blaney-Criddle and Class A pan by using weigh-
ing lysimeter data from a semiarid highland environment were studied by 
Benli et al. [5]. The performance of these methods was evaluated on the 
basis of Root Mean Square Errors (RMSE) and index of agreement for 
the daily data. The monthly averages as well as the mean absolute error 
(MAE) for the seasonal totals were computed to compare these methods. 
Ranking of methods was done where Penman-Monteith method ranked 
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first. Daut et al. [8] estimated the solar radiation using a new method, 
which is a combination of Hargreaves method and linear regression. 
Estimated solar radiation data are compared and analyzed using coeffi-
cient of residual mass (CRM), root mean squared error (RMSE), Nash-
Sutcliffe equation (NSE) and percentage error (e). The statistical analysis 
of the average monthly measured solar radiation data is compared with 
the estimated solar radiation data. The value of CRM was found to be 
closer to zero ‘which indicate that proposed method is perfectly estimated, 
RMSE shows a low value, which indicates that, the method performance 
is well. Similarly the value of NSE is closer to 1, which indicates that the 
estimated solar radiations match perfectly with the measured data taken 
for the study. Finally the value of e (percentage error) is closer to zero 
indicates that the proposed method is acceptable and applicable.

Calibration of the Hargreaves (HG) and Priestley-Taylor (P-T) equa-
tions were carried on by Tabari and Talaee [15] on the basis of Penman-
Monteith method in arid and cold climates of Iran during 1994–2005. The 
Hargreaves (HG) and Priestley-Taylor (P-T) equations are the simple equa-
tions and require only few weather data inputs for ET estimation. Regional 
calibration is required for acceptable performance of this method. Results 
indicate that calibration of these methods resulted in improvement of the 
original Hargreaves and Priestley- Taylor equations by reducing error of 
the ET estimates.

Reference crop evapotranspiration based on the meteorological data 
of Mengzhi weather station were calculated by Jiabing et al. [11] from 
1961 to 2010 using FAO Penman-Moteith formula. Using the statistics 
test and regression analysis methods, the main meteorological factors that 
impact ET0 were discussed. The results showed that the annual ET0 in 
Mengzhi plain is decreased slowly over the recent 50 years, and reduced 
by 13.43 mm per decade. The influence capacity of meteorological factors 
on ET0 is as follows: annual average wind speed > relative humidity > 
sunshine hours > average maximum temperature. The maximum monthly 
ET0 appeared in April or May each year, and the minimum monthly ET0 
occurred in December. ET0 declined significantly in April and May in 
recent 50 years; in other months, there was no significant increase or decline 
trend. The most important factor affecting ET0 from January to May and 
December is the average wind speed, and from June to September, ET0 was 



318 Modeling Methods and Practices in Soil and Water Engineering

affected the most by the sunshine hours and in October and November by 
humidity. They studied actual evapotranspiration (ETc) and the crop coef-
ficients (Kc) for the five tropical and temperate species of three-year-old 
bamboo plants, i.e., Bambusaoldhamii, Bambusa multiplex, Bambusa vul-
garis, Phyllostachysaurea and Pseudosasa japonica using lysimeters for 
a period of more than one year under a tropical climate. The average ET 
rates for the bamboo species studied ranged from 4 to 7 mm day −1 with 
maximum values of between 10.7 and 17.1 mm day −1 during the wet 
season, and an average Kc of 1.1 to 1.9. The ET was correlated to weather 
parameters, especially minimum temperatures.

12.3 THEORETICAL CONSIDERATIONS

As a result of an expert consultation held in May 1990, the FAO Penman-
Monteith method is now recommended as the sole standard method for 
the definition and computation of the reference evapotranspiration. The 
relatively accurate and consistent performance of the Penman-Monteith 
approach in both arid and humid climates has been indicated in both 
the ASCE and European studies. The analysis of the performance of the 
various calculation methods reveals the need for formulating a standard 
method for the computation of ETo. The FAO Penman-Monteith method 
is recommended as the sole standard method. It is a method with strong 
likelihood of correctly predicting ETo in a wide range of locations and 
climates and has provision for application in data-short situations. The 
FAO Penman-Monteith method requires radiation, air temperature, air 
humidity and wind speed data. Calculation procedures to derive climatic 
parameters from meteorological data and to estimate missing meteorologi-
cal variables required for calculating ET0 are presented in this Part. The 
calculation procedures in this Publication allow for estimation of ET0 with 
the FAO Penman-Monteith method under all circumstances, even in the 
case of missing climatic data.

12.3.1 PENMAN-MONTEITH EQUATION

In 1948, Penman combined the energy balance with the mass transfer 
method and derived an equation to compute the evaporation from an open 
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water surface from standard climatological records of sunshine, tempera-
ture, humidity, and wind speed. This so-called combination method was 
further developed by many researchers and extended to cropped surfaces 
by introducing resistance factors.

The resistance nomenclature distinguishes between aerodynamic resis-
tance and surface resistance factors. The surface resistance parameters are 
often combined into one parameter, the ‘bulk’ surface resistance parameter, 
which operates in series with the aerodynamic resistance. The surface resis-
tance, rs, describes the resistance of vapor flow through stomata openings, 
total leaf area and soil surface. The aerodynamic resistance, ra, describes 
the resistance from the vegetation upward and involves friction from air 
flowing over vegetative surfaces. Although the exchange process in a veg-
etation layer is too complex to be fully described by the two resistance fac-
tors, good correlations can be obtained between measured and calculated 
evapotranspiration rates, especially for a uniform grass reference surface.

12.3.1.1 Reference Surface

To obviate the need to define unique evaporation parameters for each crop 
and stage of growth, the concept of a reference surface was introduced. 
Evapotranspiration rates of the various crops are related to the evapotrans-
piration rate from the reference surface (ETo) by means of crop coeffi-
cients. In the past, an open water surface has been proposed as a reference 
surface. However, the differences in aerodynamic, vegetation control 
and radiation characteristics present a strong challenge in relating ET to 
measurements of free water evaporation. Relating ETo to a specific crop 
has the advantage of incorporating the biological and physical processes 
involved in ET from cropped surfaces. Grass, together with alfalfa, is a 
well-studied crop regarding its aerodynamic and surface characteristics 
and is accepted worldwide as a reference surface.

The FAO expert consultation on revision of FAO methodologies for 
crop water requirements accepted a hypothetical reference crop with an 
assumed crop height of 0.12 m, a fixed surface resistance of 70 s m–1 and 
an albedo of 0.23 as the reference surface. The reference surface closely 
resembles an extensive surface of green grass of uniform height, actively 
growing, completely shading the ground and with adequate water.
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The Penman-Monteith form of the combination equation is:
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where, Rn = net radiation, G = soil heat flux, (es-ea) = vapor pressure 
deficit of the air.

12.3.1.2 Location

In using the equation, altitude above sea level (m) and latitude of the loca-
tion should be specified. These data are needed to adjust some weather 
parameters for the local average value of atmospheric pressure (a function 
of the site elevation above mean sea level) and to compute extraterrestrial 
radiation (Ra) and, in some cases, daylight hours (N). In the calculation 
procedures for Ra and N, the latitude is expressed in radian (i.e., decimal 
degrees times p /180). A positive value is used for the northern hemisphere 
and a negative value for the southern hemisphere.

12.3.1.3 Temperature

The (average) daily maximum and minimum air temperatures in degrees 
Celsius (°C) are required. Where only (average) mean daily temperatures 
are available, the calculations can still be executed but some underestima-
tion of ETo will probably occur due to the non-linearity of the saturation 
vapor pressure – temperature relationship. Using mean air temperature 
instead of maximum and minimum air temperatures yields a lower sat-
uration vapor pressure es, and hence a lower vapor pressure difference 
(es – ea), and a lower reference evapotranspiration estimate.

12.3.1.4 Humidity

The (average) daily actual vapor pressure, ea, in kilopascals (kPa) is 
required. The actual vapor pressure, where not available, can be derived 
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from maximum and minimum relative humidity (%), psychrometric data 
(dry and wet bulb temperatures in °C) or dew point temperature (°C) .

12.3.1.5 Radiation

The (average) daily net radiation expressed in mega-joules per square 
meter per day (MJ m–2 day–1) is required. These data are not commonly 
available but can be derived from the (average) shortwave radiation mea-
sured with a pyranometer or from the (average) daily actual duration 
of bright sunshine (hours per day) measured with a (Campbell-Stokes) 
sunshine recorder.

12.3.1.6 Wind Speed

The (average) daily wind speed in meters per second (ms–1) measured 
at 2 m above the ground level is required. It is important to verify the 
height at which wind speed is measured, as wind speeds measured at dif-
ferent heights above the soil surface differ.

12.3.2 METEOROLOGICAL FACTORS DETERMINING ETc

Various meteorological factors that determine ETc are:

a. Solar radiation;
b. Air temperature;
c. Air humidity;
d. Wind speed;
e. Atmospheric parameters;
f. Atmospheric pressure (P);
g. Latent heat of vaporization;
h. Air temperature.

The methods for calculating evapotranspiration from meteorological 
data require various climatological and physical parameters. Some of 
the data are measured directly in weather stations. Other parameters are 



322 Modeling Methods and Practices in Soil and Water Engineering

related to commonly measured data and can be derived with the help of a 
direct or empirical relationship.

This chapter discusses the source, measurement and computation of 
all data required for the calculation of the reference evapotranspiration by 
means of the FAO Penman-Monteith method.

12.3.3 MEASUREMENT

It is not possible to directly measure the actual vapor pressure. The vapor 
pressure is commonly derived from relative humidity or dew point tem-
perature. It is better to utilize a dew point temperature that is predicted 
from daily minimum air temperature, rather than to use unreliable relative 
humidity measurements.

12.3.3.1 Vapor Pressure Deficit (es – ea)

The vapor pressure deficit is the difference between the saturation (es) 
and actual vapor pressure (ea) for a given time period. For time periods 
such as a week, ten days or a month es is computed using the Tmax and 
Tmin averaged over the time period and similarly the ea is computed, 
using average measurements over the period. When desired, es and ea for 
long time periods can also be calculated as averages of values computed 
for each day of the period.

12.3.3.2 Extraterrestrial Radiation (Ra)

The radiation striking a surface perpendicular to the sun’s rays at the top 
of the earth’s atmosphere, called the solar constant, is about 0.082 MJ m–2 

min–1. The solar radiation received at the top of the earth’s atmosphere on 
a horizontal surface is called the extraterrestrial (solar) radiation, Ra. If the 
sun is directly overhead, the angle of incidence is zero and the extraterres-
trial radiation is 0.0820 MJ m–2 min–1. As seasons change, the position of 
the sun, the length of the day and, hence, Ra change as well. Extraterrestrial 
radiation is thus a function of latitude, date and time of day.
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12.3.3.3 Solar or Shortwave Radiation (Rs)

The amount of radiation reaching a horizontal plane is known as the solar 
radiation, Rs. Because the sun emits energy by means of electromagnetic 
waves characterized by short wavelengths, solar radiation is also referred 
to as shortwave radiation. For a cloudless day, Rs is roughly 75% of 
extraterrestrial radiation. On a cloudy day, the radiation is scattered in the 
atmosphere, but even with extremely dense cloud cover, about 25% of the 
extraterrestrial radiation may still reach the earth’s surface mainly as dif-
fuse sky radiation.

12.3.3.4 Relative Shortwave Radiation (Rs/Rso)

The relative shortwave radiation is the ratio of the solar radiation (Rs) to 
the clear-sky solar radiation (Rso). Rs is the solar radiation that actually 
reaches the earth’s surface in a given period, while Rso is the solar radia-
tion that would reach the same surface during the same period but under 
cloudless conditions. The relative shortwave radiation is a way to express 
the cloudiness of the atmosphere; the cloudier the sky the smaller the ratio. 
The ratio varies between about 0.33 (dense cloud cover) and 1 (clear sky). 
In the absence of a direct measurement of Rn, the relative shortwave radia-
tion is used in the computation of the net longwave radiation.

12.3.3.5 Relative Sunshine Duration (n/N)

The relative sunshine duration is another ratio that expresses the cloudi-
ness of the atmosphere. It is the ratio of the actual duration of sunshine, n, 
to the maximum possible duration of sunshine or daylight hours N. In the 
absence of any clouds, the actual duration of sunshine is equal to the day-
light hours (n = N) and the ratio is one, while on cloudy days n and con-
sequently the ratio may be zero. In the absence of a direct measurement 
of Rs, the relative sunshine duration, n/N, is often used to derive solar 
radiation from extraterrestrial radiation. As with extraterrestrial radiation, 
the day length N depends on the position of the sun and is hence a function 
of latitude and date.
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12.3.3.6 Albedo and Net Solar Radiation (Rns)

A considerable amount of solar radiation reaching the earth’s surface is 
reflected. The fraction, a, of the solar radiation reflected by the surface 
is known as the albedo. The albedo is highly variable for different surfaces 
and for the angle of incidence or slope of the ground surface. It may be as 
large as 0.95 for freshly fallen snow and as small as 0.05 for a wet bare 
soil. A green vegetation cover has an albedo of about 0.20–0.25. For the 
green grass reference crop, is assumed to have a value of 0.23.

12.3.3.7 Net Longwave Radiation (Rnl)

The solar radiation absorbed by the earth is converted to heat energy. 
The terrestrial radiation is referred to as longwave radiation. The emit-
ted longwave radiation (Rl, up) is absorbed by the atmosphere or is lost 
into space. The longwave radiation received by the atmosphere (Rl, down) 
increases its temperature and, as a consequence, the atmosphere radiates 
energy of its own. Part of the radiation finds it way back to the earth’s sur-
face. Consequently, the earth’s surface both emits and receives longwave 
radiation. The difference between outgoing and incoming longwave radia-
tion is called the net longwave radiation, Rnl.

12.3.3.8 Net Radiation (Rn)

The net radiation, Rn, is the difference between incoming and outgoing 
radiation of both short and long wavelengths. Rn is normally positive dur-
ing the daytime and negative during the nighttime. The total daily value for 
Rn is almost always positive over a period of 24 hours, except in extreme 
conditions at high latitudes.

12.3.3.9 Soil Heat Flux (G)

The soil heat flux, G, is the energy that is utilized in heating the soil. G is 
positive when the soil is warming and negative when the soil is cooling.
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12.3.4 ESTIMATING MISSING CLIMATIC DATA

The assessment of the reference evapotranspiration ETo with the Penman-
Monteith method requires mean daily, ten-day or monthly maximum and 
minimum air temperature (Tmax and Tmin), actual vapor pressure (ea), 
net radiation (Rn) and wind speed measured at 2 m (u2). If some of the 
required weather data are missing or cannot be calculated, it is strongly 
recommended that the user estimate the missing climatic data with one of 
the following procedures and use the FAO Penman-Monteith method for 
the calculation of ETo. Procedures to estimate missing humidity, radiation 
and wind speed data are given in this section.

12.3.4.1 Estimating Missing Humidity Data

Where humidity data are lacking, an estimate of actual vapor pressure, 
ea, can be obtained by assuming that dew-point temperature (Tdew) is 
near the daily minimum temperature (Tmin). The relationship between 
Tdew and Tmin holds for locations where the cover crop of the station is 
well watered. However, particularly for arid regions, the air might not be 
saturated when its temperature is at its minimum. Hence, Tmin might be 
greater than Tdew and a further calibration may be required to estimate 
dew-point temperatures. In these situations, “Tmin” in the above equation 
may be better approximated by subtracting 2–3°C from Tmin. In humid 
and sub-humid climates, Tmin and Tdew measured in early morning may 
be less than Tdew measured during the daytime because of condensation 
of dew during the night. After sunrise, evaporation of the dew will once 
again humidify the air and will increase the value measured for Tdew dur-
ing the daytime. However, it is standard practice in 24-hour calculations of 
ETo to use Tdew measured or calculated during early morning.

This section has shown how solar radiation, vapor pressure and wind 
data can be estimated when missing. Many of the suggested proce-
dures rely upon maximum and minimum air temperature measurements. 
Unfortunately, there is no dependable way to estimate air temperature 
when it is missing. Therefore it is suggested that maximum and minimum 
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daily air temperature data are the minimum data requirements necessary to 
apply the FAO Penman-Monteith method.

12.3.5 INTRODUCTION TO CROP EVAPOTRANSPIRATION 
(ETc)

The crop coefficient approach is for calculating the crop evapotranspi-
ration under standard conditions (ETc). The standard conditions refer to 
crops grown in large fields under excellent agronomic and soil water con-
ditions. The crop evapotranspiration differs distinctly from the reference 
evapotranspiration (ETo). Crop evapotranspiration is calculated by multi-
plying ETo by Kc. Differences in evaporation and transpiration between 
field crops and the reference grass surface can be integrated in a single 
crop coefficient (Kc) or separated into two coefficients: a basal crop (Kcb) 
and a soil evaporation coefficient (Ke), i.e., Kc = Kcb + Ke. The approach 
to follow should be selected as a function of the purpose of the calculation, 
the accuracy required and the data available.

12.3.5.1 Direct Calculation

The evapotranspiration rate from a cropped surface can be directly mea-
sured by the mass transfer or the energy balance method. It can also be 
derived from studies of the soil water balance determined from cropped 
fields or from lysimeters. Crop evapotranspiration can also be derived from 
meteorological and crop data by means of the Penman-Monteith equation.

12.3.5.2 Crop Coefficient Approach

In the crop coefficient approach the crop evapotranspiration, ETc, is calcu-
lated by multiplying the reference crop evapotranspiration, ETo, by a crop 
coefficient, Kc: ETc = Kc ETo. The reference ETo is calculated using the 
FAO Penman-Monteith equation. Factors that affect crop coefficient are: 
Crop type, climate, soil evaporation, and crop growth stages.
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There are two approaches of crop- coefficient used to estimate ETc. 
They are single crop coefficient approach and dual crop coefficient 
approach. In the single crop coefficient approach, the effect of crop tran-
spiration and soil evaporation are combined into a single Kc coefficient. 
The coefficient integrates differences in the soil evaporation and crop tran-
spiration rate between the crop and the grass reference surface. As soil 
evaporation may fluctuate daily as a result of rainfall or irrigation, the sin-
gle crop coefficient expresses only the time-averaged (multi-day) effects 
of crop evapotranspiration.

In the dual crop coefficient approach, the effects of crop transpiration 
and soil evaporation are determined separately. Two coefficients are used: 
the basal crop coefficient (Kcb) to describe plant transpiration, and the soil 
water evaporation coefficient (Ke) to describe evaporation from the soil 
surface. The single Kc coefficient is replaced by:

 Kc = Kcb + Ke  (2)

where, Kcb =basal crop coefficient, and Ke =soil water evaporation 
coefficient.

The basal crop coefficient, Kcb, is defined as the ratio of ETc to ETo 
when the soil surface layer is dry but where the average soil water content 
of the root zone is adequate to sustain full plant transpiration. The soil 
evaporation coefficient, Ke, describes the evaporation component from 
the soil surface. If the soil is wet following rain or irrigation, Ke may be 
large. However, the sum of Kcb and Ke can never exceed a maximum 
value, Kc max, determined by the energy available for evapotranspiration 
at the soil surface. As the soil surface becomes drier, Ke becomes smaller 
and falls to zero when no water is left for evaporation. The estimation of 
Ke requires a daily water balance computation for the calculation of the 
soil water content remaining in the upper topsoil.

After the selection of the calculation approach, the determination of 
the lengths for the crop growth stages and the corresponding crop coef-
ficients, a crop coefficient curve can be constructed. The curve represents 
the changes in the crop coefficient over the length of the growing season. 
The shape of the curve represents the changes in the vegetation and ground 
cover during plant development and maturation that affect the ratio of ETc 
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to ETo. From the curve, the Kc factor and hence ETc can be derived for 
any period within the growing season. Shortly after the planting of annu-
als or shortly after the initiation of new leaves for perennials, the value for 
Kc is small, often less than 0.4. The Kc begins to increase from the initial 
Kc value, Kcini, at the beginning of rapid plant development and reaches 
a maximum value, Kc mid, at the time of maximum or near maximum plant 
development. During the late season period, as leaves begin to age and 
senesce due to natural or cultural practices, the Kc begins to decrease until 
it reaches a lower value at the end of the growing period equal to Kc end.

In dual crop coefficient, the single ‘time-averaged’ Kc curve incorpo-
rates averaged wetting effects into the Kc factor. The value for Kc mid is 
relatively constant for most growing and cultural conditions. However, 
the values for Kcini and Kc end can vary considerably on a daily basis, 
depending on the frequency of wetting by irrigation and rainfall. The 
dual crop coefficient approach calculates the actual increases in Kc for 
each day as a function of plant development and the wetness of the soil 
surface. As the single Kc coefficient includes averaged effects of evapora-
tion from the soil, the basal crop coefficient, Kcb describing only plant 
transpiration, lies below the Kc value .The largest difference between Kc 
and Kcb is found in the initial growth stage where evapotranspiration is 
predominantly in the form of soil evaporation and crop transpiration is 
still small. Because crop canopies are near or at full ground cover during 
the mid-season stage, soil evaporation beneath the canopy has less effect 
on crop evapotranspiration and the value for Kcb in the mid-season stage 
will be nearly the same as Kc. Depending on the ground cover, the basal 
crop coefficient during the mid-season may be only 0.05–0.10 lower than 
the Kc value. Depending on the frequency with which the crop is irrigated 
during the late season stage, Kcb will be similar to (if infrequently irri-
gated) or less than the Kc value.

12.3.6 IRRIGATION REQUIREMENTS OF CROPS

The term water requirement (WR) of crops implies the total amount of 
water required at the field head regardless of its source to a mature crop. 
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It includes the evapotranspiration (ETc) needs, application losses and any 
other special needs. It however, does not include conveyance losses.

 WR= ETc+ Application losses+ Special needs (3)

However in the main plot where crop is already in established condition, 
i.e., it has been sown already in the field, special needs for land prepa-
ration may be neglected. Assuming no application loss, we can assume 
water requirement (WR) is same as ETc. Irrigation requirement of crops 
(IR) can be expressed as:

 IR= ETc -ER (4)

where, IR = irrigation requirement of crops, and ER = effective rainfall.

12.4 MATERIALS AND METHODS

12.4.1 STUDY AREA

Khurda district of Odisha, India is taken as the study area. The latitude 
of the study area is from 18º46’ to 200 95’ N and longitude of the area 
is 830°48’ to 870°46’ E and elevation is 42 m above mean sea level. 
The study was carried out by considering 30 years daily data like mini-
mum and maximum air temperature, mean relative humidity, average 
wind speed, solar radiation, and rainfall obtained from the meteoro-
logical observatory located near to the study area and from the website  
http://global weather.tamu.edu/home/view/13292.

12.4.2 CROP SELECTION

Paddy is mostly cultivated during the kharif season in Odisha. In different 
parts of the state, all three verities paddy, i.e., short (Paddy I), medium 
duration (Paddy II) and long paddy (Paddy III) are almost equally cul-
tivated during the kharif season. During rabi, six major crops are sown, 
which information is given in Table 12.1.

http://globalweather.tamu.edu/home/view/13292
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Total crop duration, duration of each crop stage, sowing and harvest-
ing time of each crop are taken from Agriculture Hand Book of Odisha 
and Kc values of the selected crops are taken from FAO 24 publica-
tion of Doorenbos and Pruitt [7]. Various methods used to estimate 
the ET0 values are: (i) Penman-Monteith, (ii) Penman 1963, VPD #1, 
(iii) 1972 Kimberly-Penman, (iv) CIMIS Penman (v) 1982 Kimberly-
Penman, (vi) Penman 1963, VPD #3 ( (vii) FAO-PPP-17 Penman, 
(viii) Hargreaves et al. (1985), (ix) Businger-van Bavel, (x) Turc, 
(xi) FAO 24 Penman (c=1) and (xii) Priestly-Taylor. Details of equations 
and their applications to estimate ETo are available in FAO 56 publication 
of Allen et al. [1].

12.4.3 ESTIMATION OF DAILY EVAPOTRANSPIRATION 
USING DSS_ET

DSS_ET is a Decision Support System for estimation of crop evapo-
transpiration. The DSS_ET model [12] developed in Microsoft Visual 
Basic 6.0 is used in the study to estimate reference evapotranspiration. 
The DSS _ET developed for ET0 estimation includes a model base with 
decision-making capabilities, a graphical user interface and a database 
management system. The model base consists of 22 most commonly used 
and internationally accepted ET0 estimation methods based on combi-
nation theory, radiation, temperature and pan evaporation along with an 
algorithm based decision-making model. This model is used to identify 
the best ET0 estimation method for a given climatic condition. It identi-
fies the data requirement of a method and if the available method satis-
fies the data requirement of the first-rank method (Penman-Monteith) as 
given in ASCE ranking. The system estimates the ET with that method: 
otherwise it searches for the next suitable method. Same procedure is 
repeated until a suitable method is identified for given location and data 
conditions. By using the available daily climatological data, the daily ref-
erence evapotranspiration (ET0) values were estimated for 30 years dura-
tion, using 12 available methods. Various DSS_ET input and output are 
shown in Figures 12.1a–h and Figures 12.2a–k, respectively.
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FIGURE 12.1A DSS_ET input window 1.

FIGURE 12.1B DSS_ET input window 2.
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FIGURE 12.1D DSS_ET input window 4.

FIGURE 12.1E DSS_ET input window 5.

FIGURE 12.1C DSS_ET input window 3.
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FIGURE 12.1F DSS_ET input window 6.

FIGURE 12.1G DSS_ET input window 7.

FIGURE 12.1H DSS_ET input window 8.
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FIGURE 12.2A DSS_ET output window 9.

FIGURE 12.2B DSS_ET output window 10.
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FIGURE 12.2D DSS_ET output window 12.

FIGURE 12.2C DSS_ET output window 11.
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FIGURE 12.2E DSS_ET output window 13.

FIGURE 12.2F DSS_ET output window 14.
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FIGURE 12.2H DSS_ET output window 16.

FIGURE 12.2I DSS_ET output window 17.

FIGURE 12.2G DSS_ET output window 15.
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FIGURE 12.2J DSS_ET output window 18.

FIGURE 12.2K DSS_ET output window 19.

12.4.4 RANKING OF DIFFERENT ET0 ESTIMATION 
METHODS

After estimation of reference crop evapotranspiration using 12 available 
methods, ranks were given to each method by comparing with reference 
ET0 data of standard FAO 56, Penman-Monteith method. An error estima-
tion criterion, standard error estimate (SEE), is used to determine the error 
of each ET0 estimation methods.
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12.4.4.1 Standard Error Estimate

Standard error of estimate, SEE is expressed as:

 SEE
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where, Y0 = evapotranspiration from Penman Monteith equation. YE = ET0 
estimated by different methods, and n = total number of observations.

12.4.5 ESTIMATION OF CORRECTION FACTOR

Different evapotranspiration methods need various data for ET estimation. 
Among all these methods FAO 56, P-M method is considered as the best 
methods but data requirement is relatively high for this method. In case of 
limited data availability one has to choose a method other than FAO 56, 
PM method, hence, accuracy of estimated ET decreases. In study an effort 
has been made to develop correction factors for different methods other 
than FAO 56, P-M method. When the correction factor is multiplied with 
the estimated ET from any method we can get an equivalent result as that 
of FAO 56, Penman-Monteith method. The factor has been developed by 
considering 30 years daily ET0 data, and then average of the daily factors 
is taken as the correction factor for any particular method.

 Correction factor
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where, ETop = reference evapotranspiration from FAO56, Penman-
Monteith method and EToa = reference evapotranspiration from any other 
method.
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12.4.6 ESTIMATION OF CROP WATER REQUIREMENT

Six rabi crops and three types of kharif paddy are considered in this study 
as the major crops of the study area. Thirty years reference crop evapo-
transpiration for all crops has been calculated by using FAO 56 P-M 
method. Then 30 years daily average is taken to determine ET0 for any 
day during the crop period. Daily crop water requirement was then calcu-
lated by multiplying crop coefficient (Kc) (Table 12.1) with the value of 
the estimated ET0 from FAO 56 P-M method.

12.4.7 IRRIGATION REQUIREMENT OF CROPS

Monthly irrigation requirement of selected crops has been calculated by 
deducting ETc values from the effective precipitation. Effective rainfall 
determination is always a top task. In this study, rainfall is converted to 
effective rainfall by following the rainfall effective rainfall relationship 
given in the website: file:///E:/CHAPTER%203%20%20EFFECTIVE%20
RAINFALL.htm.

Special water requirements like, transplanting and sowing are finally 
included to find the total irrigation requirement of different crops.

12.5 RESULTS AND DISCUSSIONS

In this study, a trial has been made to determine the water requirement of 
six major crops including paddy. Twelve methods are used to estimate the 
daily reference evapotranspiration for 30-year period. All methods are 
then ranked with respect to the FAO56, Penman-Monteith (P–M) method. 
Then correction factors are derived for 12 methods in order to get equiva-
lent result as that of FAO56 P-M method. Reference evapotranspiration 
was determined by taking 30 years daily average of ET0 for the crop 
period. Crop water requirement (ETc) and seasonal irrigation requirement 
were estimated for each crop using the result of reference ET0 for the crop 
period. In computation of ETc, daily average ETo computed by FAO 56 
P-M method is considered.
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12.5.1 RANKING OF DIFFERENT ET0 ESTIMATION 
METHODS

As FAO 56 P-M method is so far considered as the best ET0 estimation 
method, other methods are ranked with respect to FAO 56 P-M method. 
Ranking is based on value of standard error estimate. A method having low-
est SEE value comes 1st in the ranking. SEE values and ranks of respective 
reference crop evapotranspiration methods are shown in Table 12.2.

From Table 12.2, it is evident that Penman-Monteith method has lowest 
SEE value and Priestly-Taylor method has highest ET0 value, hence, they 
are assigned 1st and last rank respectively. The main aim of the ranking is 
that a person can choose a better method among the 12 methods depending 
on the data availability when sufficient data is not available for FAO 56, 
P-M method.

TABLE 12.2 Ranking of ET0 Methods

Methods Average factor SEE Rank

Penman-Monteith (ET0) 1.02 0.35 1
Penman 1963, VPD #1 (ET0) 0.94 0.69 2
1972 Kimberly-Panman (ET0) 0.92 0.90 3
CIMIS Penman (ET0) 0.89 0.98 4
1982 Kimberly-Panman (ET0) 1.02 1.00 5
Penman 1963, VPD #3 (ET0) 0.89 1.00 6
FAO-PPP-17 Penman (ET0) 0.89 1.26 7
Hargreaves et al. (1985) (ET0) 0.95 1.64 8
Businger-van Bavel (ET0) 0.82 2.22 9
Turc (ET0) 1.19 2.23 10
FAO-24 Penman (c=1) (ET0) 0.79 2.37 11
Priestly-Taylor (ET0) 1.16 2.47 12
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FIGURE 12.3 Correction factors of different methods.

FIGURE 12.4 Rainfall and crop evapotranspiration of short variety kharif paddy.

FIGURE 12.5 Rainfall and crop evapotranspiration of medium variety kharif paddy.
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FIGURE 12.6 Rainfall and crop evapotranspiration of long variety kharif paddy.

FIGURE 12.7 Rainfall and crop evapotranspiration of rabi paddy.
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FIGURE 12.8 Rainfall and crop evapotranspiration of wheat in rabi.

FIGURE 12.9 Rainfall and crop evapotranspiration of green gram in rabi.
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12.5.2 ESTIMATION OF CORRECTION FACTOR

Correction facts are calculated for different methods and are shown in 
Figure 12.3. These factors are multiplied with the estimated ET0 by any 
method to get an equivalent result as that of FAO 56, P-M method in a data 
scarce condition.

From Figure 12.3, it is observed that only four methods have average 
factor value above one and others have value less than one. For methods 

FIGURE 12.10 Rainfall and crop evapotranspiration of black gram in rabi.

FIGURE 12.11 Rainfall and crop evapotranspiration of pea in rabi.
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FIGURE 12.13 Rainfall and crop evapotranspiration of short variety kharif paddy.
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FIGURE 12.15 Rainfall and crop evapotranspiration of long variety kharif paddy.

FIGURE 12.16 Rainfall and crop evapotranspiration of rabi paddy.

FIGURE 12.14 Rainfall and crop evapotranspiration of medium variety kharif paddy.
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FIGURE 12.17 Rainfall and crop evapotranspiration of rabi wheat.

FIGURE 12.18 Rainfall and crop evapotranspiration of rabi green gram.

FIGURE 12.19 Rainfall and crop evapotranspiration of black gram.
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having factor value above one can be considered as the ET0 under esti-
mating methods and methods having average factor value bellow one are 
considered as ET0 over estimating methods.

FIGURE 12.20 Rainfall and crop evapotranspiration of groundnut.

FIGURE 12.21 Rainfall and crop evapotranspiration of pea.
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FIGURE 12.22 Monthly irrigation requirement of short variety kharif paddy.

FIGURE 12.23 Monthly irrigation requirement of medium variety kharif paddy.

FIGURE 12.24 Monthly irrigation requirement of long variety kharif paddy.
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FIGURE 12.25 Monthly irrigation requirement of long variety rabi paddy.

FIGURE 12.26 Monthly irrigation requirement of wheat.

FIGURE 12.27 Monthly irrigation requirement of green gram.
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FIGURE 12.28 Monthly irrigation requirement of black gram.

FIGURE 12.29 Monthly irrigation requirement of ground nut.

FIGURE 12.30 Monthly irrigation requirement of pea.
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12.5.3 VARIATIONS OF DAILY RAINFALL AND CROP 
EVAPOTRANSPIRATION

The graphs representing crop water requirement/crop evapotranspira-
tion and daily rainfall in the crop period for various crops are shown in 
Figures 12.4–12.12.

FIGURE 12.12 Rainfall and crop evapotranspiration of groundnut in rabi.

12.5.4 VARIATIONS OF TOTAL SEASONAL RAINFALL AND 
CROP EVAPOTRANSPIRATION

Total seasonal crop water requirement/crop evapotranspiration and total 
seasonal rainfall is shown in Figures 12.13–12.21 for various crops. The 
figures indicate that there is sufficient surplus water available during 
kharif but rabi crop needs irrigation because rainfall is not regular. For 
kharif long duration rice crop, water requirement is highest and for green 
gram, water requirement is the lowest.

12.5.5 MONTHLY IRRIGATION REQUIREMENT OF 
DIFFERENT CROPS

Monthly irrigation requirement of 3 kharif paddies and 6 rabi crops are 
shown in Figures 12.22–12.30.

For kharif paddies of three verities, irrigation is only required in 
1st month of sowing. In other moths there is sufficient rainfall to meet 
the crop water demand. In rabi paddy, three months, i.e., 2nd, 3rd and 
4th need irrigation. The irrigation amount varies from 30 to 108 mm. 
The 2nd month needs less irrigation whereas the 3rd month requires more 
irrigation. The 3rd month receives less rainfall, which falls in March and 
so the irrigation requirement is more in this month. For wheat these is four 
months of water requirement, in the 3rd moth of sowing highest irrigation 
water is required. For green gram, irrigation is required only in the second 
month, in other months no irrigation is required. For black gram irrigation 
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is required in the second and third month of sowing. In other months suf-
ficient rainfall is there to meet the crop water demand. For groundnut irri-
gation is required in 2nd 3rd and 4th month of sowing. Highest irrigation is 
required in 4th month after sowing. For pea, irrigation is required in the 2nd 
and 3rd month after sowing.

12.6 CONCLUSIONS

Evapotranspiration (ETc) is the largest and one of the most basic com-
ponents of the hydrologic cycle. Accurate estimation of ETc is of vital 
importance for many studies, Such as hydrologic water balance, irrigation 
system design and management, water resources planning and manage-
ment, etc. ETc is a complex and non-linear phenomenon as it depends 
on several interacting factors such as temperature, humidity, wind speed, 
radiation and type and growth stage of crop. Direct measurement of ET 
is a time consuming method and needs precisely and carefully planned 
experiments. Due to wide application of ETc data, a number of indirect 
methods for estimation of ETo have been developed based on the easily 
available location characteristics (elevation and latitude) and meteorologi-
cal parameters (temperature, humidity, wind speed, solar radiation). The 
goal of present study was to estimate reference evapotranspiration by all 
applicable methods, ranking of methods and to obtain mean, variability 
of ETo and a factor for all methods. To achieve this goal, a user-friendly 
decision support system (DSS_ET) was used in the present study for the 
estimation of the reference evapotranspiration for the climatological sta-
tion spread all over India. Out of the stations Bhubaneswar is considered, 
in this study. The long term daily climatic data of minimum and maxi-
mum air temperature, mean relative humidity, wind speed, solar radiation 
and sunshine hours obtained from website were used to estimate refer-
ence evapotranspiration. Thirteen methods were found applicable for the 
availability of data and climatic condition of the present study. Ranking 
of methods was done on the basis of standard error of estimate (SEE) 
to decide the best ETo estimation method. Mean and variability of ETo 
estimation method were also determined. In addition, a factor to convert 
ETo estimates of different methods to equivalent of FAO-56 P-M method 
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was also determined for each methods for the chosen states. The following 
specific conclusions could be drawn from the present study:

Daily reference crop evapotranspiration was determined for the region 
using 12 methods. The performance of different methods was varied. 
Among the combination-based methods, Penman-Monteith method gave 
ET0 estimates close to standard FAO-56 P-M method than the other 
methods. In general combination based methods performed better than 
temperature and radiation based methods. Correction factors were deter-
mined for different methods with respect to FAO 56 Penman–Monteith 
method. The factors determined in this study can be used to convert ET0 
estimates of other methods to equivalent of FAO-56 P-M estimates. Daily 
crop evapotranspiration were determined for major crops during kharif 
and rabi season. Monthly irrigation requirement were estimated for the 
selected crops during kharif and rabi season. The study indicates that there 
are irrigation requirements for all crops in both the seasons. However, rabi 
crops require more number and amount of irrigation than the kharif crops 
since in rabi the rainfall is less.

12.7 SUMMARY

In the present study, water requirement of different crops including cereals 
and pulses is estimated by using DSS_ET version 4.1 software. 30 years 
long term daily climatic data of minimum and maximum air temperature, 
relative humidity, average wind speed, solar radiation and rainfall were 
used in the study. The software DSS_ET developed for ET0 estimation 
includes a model base with decision-making capabilities, a graphical user 
interface and a database management system. The model base consists 
of twelve most commonly used and internationally accepted ET0 estima-
tion methods based on combination theory, radiation, temperature and pan 
evaporation along with an algorithm based decision-making model. In this 
study, we have determined water requirement of six major crops of the 
state of Odisha, India. The well-established methods were used to estimate 
the daily reference evapotranspiration for 30-year period. For each crop, 
reference evapotranspiration was determined by taking 30 years daily 
average of ET0 for the crop period. Daily crop water requirement was then 
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calculated by multiplying crop coefficient (Kc) with the estimated ET0 
from FAO 56-P-M method. Water requirement of rice grown in kharif was 
found to be the highest and for green gram it was the lowest.
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APPENDIX A CONVERSION SI AND NON-SI UNITS

To convert the Column 1 Column 2 To convert the Column
Column 1 in the Unit Unit 2 in the Column 1
Column 2, SI Non-SI Multiply by
Multiply by  

LINEAR

0.621   kilometer, km (103m) miles, mi    1.609
1.094   meter, m yard, yd    0.914
3.28   meter, m feet, ft    0.304
3.94 × 10–2   millimeter, mm (10–3) inch, in    25.4

SQUARES

2.47   hectare, he acre    0.405
2.47   square kilometer, km2 acre    4.05 × 10–3

0.386   square kilometer, km2 square mile, mi2    2.590
2.47 × 10–4   square meter, m2 acre    4.05 × 10–3

10.76   square meter, m2 square feet, ft2    9.29 × 10–2

1.55 × 10–3   mm2 square inch, in2    645

CUBICS

9.73 × 10–3   cubic meter, m3 inch-acre    102.8
35.3   cubic meter, m3 cubic-feet, ft3    2.83 × 10–2
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6.10 × 104   cubic meter, m3 cubic inch, in3    1.64 × 10–5

2.84 × 10–2   liter, L (10–3 m3) bushel, bu    35.24
1.057   liter, L liquid quarts, qt    0.946
3.53 × 10–2   liter, L cubic feet, ft3    28.3
0.265   liter, L gallon    3.78
33.78   liter, L fluid ounce, oz    2.96 × 10–2

2.11   liter, L fluid dot, dt    0.473

WEIGHT

2.20 × 10–3   gram, g (10–3 kg) pound,    454
3.52 × 10–2   gram, g (10–3 kg) ounce, oz    28.4
2.205   kilogram, kg pound, lb    0.454
10–2   kilogram, kg quintal (metric), q    100
1.10 × 10–3   kilogram, kg ton (2000 lbs), ton   907
1.102   mega gram, mg ton (US), ton    0.907
1.102   metric ton, t ton (US), ton    0.907

YIELD AND RATE

0.893   kilogram per hectare pound per acre    1.12
  hectare
7.77 × 10–2   kilogram per cubic pound per fanega    12.87
  meter
1.49 × 10–2   kilogram per pound per acre,     67.19
  hectare 60 lb
1.59 × 10–2   kilogram per pound per acre,    62.71
  hectare 56 lb
1.86 × 10–2   kilogram per pound per acre,    53.75
  hectare 48 lb
0.107   liter per hectare galloon per acre    9.35
893   ton per hectare pound per acre    1.12 × 10–3

893   mega gram per pound per acre    1.12 × 10–3

   hectare
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0.446   ton per hectare ton (2000 lb) per    2.24
  acre
2.24   meter per second mile per hour    0.447

SPECIFIC SURFACE

10   square meter per square centimeter    0.1
  kilogram per gram
103   square meter per square millimeter    10–3

   kilogram per gram

PRESSURE

9.90   megapascal, MPa atmosphere    0.101
10   megapascal bar     0.1
1.0   megagram per gram per cubic    1.00
  cubic meter cubic centimeter 
2.09 × 10–2   pascal, Pa pound per square    47.9
  feet
1.45 × 10–4   pascal, Pa pound per square    6.90 × 103

  inch

To convert the Column 1 Column 2 To convert the column

column 1 in the Unit Unit 2 in the column 1
Column 2, SI Non-SI Multiply by
Multiply by    

TEMPERATURE

1.00         Kelvin, K centigrade, °C    1.00
(K-273)      (C+273)
(1.8 C   centigrade, °C Fahrenheit,°F      (F-32)/1.8
+ 32)
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ENERGY

9.52 × 10–4   Joule J BTU    1.05 × 103
0.239   Joule, J calories, cal    4.19
0.735   Joule, J feet-pound    1.36
2.387 × 105   Joule per square calories per square    4.19 × 104

  meter centimeter
105   Newton, N dynes    10–5

WATER REQUIREMENTS

9.73 × 10–3   cubic meter inch acre    102.8
9.81 × 10–3   cubic meter per cubic feet per    101.9
  hour second
4.40   cubic meter per galloon (US) per    0.227
  hour minute
8.11   hectare-meter acre-feet    0.123
97.28   hectare-meter acre-inch    1.03 × 10–2

8.1 × 10–2   hectare centimeter acre-feet    12.33

CONCENTRATION

1   centimol per milliequivalents    1
  kilogram per 100 grams
0.1   gram per kilogram percents    10
1   milligram per parts per million    1
  kilogram

NUTRIENTS FOR PLANTS

2.29   P P2O5    0.437
1.20   K K2O    0.830
1.39   Ca CaO    0.715
1.66   Mg MgO    0.602
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Column A Column B Conversion Equivalent

A to B B to A

N NH3 1.216 0.822

 NO3 4.429 0.226

 KNO3 7.221 0.1385

 Ca(NO3)2 5.861 0.171

 (NH4)2SO4 4.721 0.212

 NH4NO3 5.718 0.175

 (NH4)2 HPO4 4.718 0.212

P P2O5 2.292 0.436

 PO4 3.066 0.326

 KH2PO4 4.394 0.228

 (NH4)2 HPO4 4.255 0.235

 H3PO4 3.164 0.316

K K2O 1.205 0.83

 KNO3 2.586 0.387

 KH2PO4 3.481 0.287

 Kcl 1.907 0.524

 K2SO4 2.229 0.449

Ca CaO 1.399 0.715

 Ca(NO3)2 4.094 0.244

 CaCl2 × 6H2O 5.467 0.183

 CaSO4 × 2H2O 4.296 0.233

Mg MgO 1.658 0.603

 MgSO4 × 7H2O 1.014 0.0986

S H2SO4 3.059 0.327

 (NH4)2 SO4 4.124 0.2425

 K2SO4 5.437 0.184

 MgSO4 × 7H2O 7.689 0.13

 CaSO4 × 2H2O 5.371 0.186

NUTRIENT EQUIVALENTS
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APPENDIX B PIPE AND CONDUIT FLOW
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Friction loss (m per 100 m length of main line) of portable aluminum pipe 
with couplings: Based on Scobey’s formula, for KS = 10 m.

Flow Pipe diameter, cm

Liters/s GPM 7.5 10 12.5 15 17.5 20 25

2.52 40 0.658 0.157 — — — — —
3.15 50 1.006 0.239 — — — — —
3.79 60 1.423 0.339 — — — — —
4.42 70 1.906 0.449 0.150 — — — —
5.05 80 2.457 0.584 0.193 — — — —
5.68 90 3.073 0.731 0.242 — — — —
6.31 100 3.754 0.893 0.295 0.120 — — —
7.57 120 5.307 1.263 0.413 0.170 — — —
8.83 140 7.113 1.693 0.560 0.227 — — —
10.10 160 9.169 2.182 0.721 0.293 — — —
11.36 180 11.47 2.729 0.967 0.366 — — —
12.62 200 14.01 3.333 1.102 0.448 0.209 — —
13.88 220 16.79 3.996 1.321 0.537 0.251 — —
15.14 240 19.81 4.713 1.558 0.633 0.296 — —
16.41 260 23.06 5.448 1.814 0.737 0.344 — —
17.67 280 26.55 6.316 2.089 0.849 0.397 — —
18.93 300 30.27 7.203 2.381 0.967 0.452 0.235 —
20.19 320 34.22 8.142 2.692 1.094 0.511 0.265 —
21.45 340 38.39 9.137 3.020 1.227 0.573 0.298 —
22.72 360 42.80 10.18 3.366 1.368 0.639 0.332 —
23.98 380 47.43 11.29 3.731 1.516 0.708 0.368 —
25.24 400 52.28 12.44 4.113 1.671 0.781 0.399 0.136
26.50 420 — 13.95 4.513 1.833 0.857 0.445 0.149
27.76 440 — 14.57 4.930 1.988 0.936 0.486 0.163
29.03 460 — 16.23 5.364 2.179 1.019 0.529 0.177
30.29 480 — 17.59 5.815 2.363 1.104 0.573 0.192
31.55 500 — 19.01 6.284 2.554 1.193 0.620 0.208
34.70 550 — 22.79 7.532 3.060 1.430 0.742 0.249
37.86 600 — 26.88 9.886 3.611 1.687 0.876 0.294
41.01 650 — 31.30 10.35 4.204 1.965 1.020 0.342
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Friction loss (m per 100 m length of lateral lines) of portable aluminum 
pipe with couplings: Based on Scobey’s formula.

Flow Pipe diameter, cm

Liters/s GPM 7.5 10 12.5 15 17.5 20 25

44.17 700 — 36.03 11.91 4.839 2.262 1.174 0.394
47.32 750 — 41.08 13.58 5.517 2.520 1.339 0.449
50.48 800 — — 15.35 6.237 2.915 1.513 0.507
53.60 850 — — 17.32 6.999 3.71 1.698 0.569
56.79 900 — — 19.20 7.801 3.646 1.893 0.635
59.94 950 — — 21.28 8.645 4.041 2.097 0.703
63.10 1000 — — 23.45 9.530 4.454 2.312 0.775
69.49 1100 — — 28.11 11.42 5.338 2.771 0.929
75.72 1200 — — 31.75 13.58 6.298 3.269 1.096
82.03 1300 — — — 15.69 7.333 3.806 1.277
88.34 1400 — — — 18.06 8.441 4.382 1.470
94.65 1500 — — — 20.59 9.624 4.996 1.675
101.0 1600 — — — 23.28 10.88 5.648 1.894
107.3 1700 — — — 26.12 21.21 6.337 2.125
14.0 1800 — — — — 13.61 7.064 2.369
120.0 1900 — — — — 15.08 7.829 2.625
126.0 2000 — — — — 16.62 8.630 2.894

Flow, 
Liters/s

Pipe diameter, cm

5.0 7.5 10 12.5 15

KS = 0.34 KS = 0.33 KS = 0.32

1.26 — — — — —
1.89 0.32 — — — —
2.52 2.53 — — — —
3.15 4.40 0.565 0.130 — —
3.79 6.85 0.858 0.198 — —
4.42 9.67 1.21 0.280 — —
5.05 12.9 1.63 0.376 0.122 —
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Flow, 
Liters/s

Pipe diameter, cm

5.0 7.5 10 12.5 15

KS = 0.34 KS = 0.33 KS = 0.32

5.68 16.7 2.10 0.484 0.157 —
6.31 20.8 2.63 0.605 0.196 —
7.57 25.4 3.20 0.738 0.240 0.099
8.83 — 4.54 1.04 0.339 0.140
10.10 — 6.09 1.40 0.454 0.188
11.36 — 7.85 1.80 0.590 0.242
12.62 — 9.82 2.26 0.733 0.302
13.88 — 12.0 2.76 0.896 0.370
15.14 — 14.4 3.30 1.07 0.443
16.41 — 16.9 3.90 1.26 0.522
17.67 — 19.7 4.54 1.47 0.608
18.93 — 22.8 5.22 1.70 0.700
20.19 — 25.9 5.96 1.93 0.798
21.45 — 29.3 6.74 2.18 0.904
22.72 — 32.8 7.56 2.45 1.02
23.98 — 36.6 8.40 2.74 1.13
25.24 — 40.6 9.36 3.03 1.26
26.50 — 44.7 10.3 3.34 1.38
27.76 — — 11.3 3.66 1.521
29.03 — — 12.3 4.00 1.66
30.29 — — 13.4 4.35 1.80
31.55 — — 14.6 4.72 1.95
34.70 — — 15.8 5.10 2.12
37.86 — — 18.9 6.12 2.52
41.01 — — 22.2 7.22 2.98
44.17 — — 25.9 8.40 3.46
47.32 — — 29.8 9.68 3.99
50.48 — — 33.8 11.0 4.54
53.63 — — 12.5 5.15
56.79 — — 14.0 5.78
59.94 — — 15.6 6.44
63.10 — — 17.3 7.14
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APPENDIX D PSYCHOMETRIC CONSTANT (γ) FOR DIFFERENT 
ALTITUDES (Z)

γ = 10–3 [(Cp.P) ÷ (ε.λ)] = (0.00163) × [P ÷ λ] 

γ, psychrometric constant [kPa C–1]

cp, specific heat of moist air = 1.013

[kJ kg–10C–1]

P, atmospheric pressure [kPa].

ε, ratio molecular weight of water

vapor/dry air = 0.622

λ, latent heat of vaporization [MJ kg–1]

= 2.45 MJ kg–1 at 20°C.

Z (m) γ kPa/°C z (m) γ kPa/°C z (m) γ kPa/°C z (m) γ kPa/°C

0 0.067 1000 0.060 2000 0.053 3000 0.047
100 0.067 1100 0.059 2100 0.052 3100 0.046
200 0.066 1200 0.058 2200 0.052 3200 0.046
300 0.065 1300 0.058 2300 0.051 3300 0.045
400 0.064 1400 0.057 2400 0.051 3400 0.045
500 0.064 1500 0.056 2500 0.050 3500 0.044
600 0.063 1600 0.056 2600 0.049 3600 0.043
700 0.062 1700 0.055 2700 0.049 3700 0.043
800 0.061 1800 0.054 2800 0.048 3800 0.042
900 0.061 1900 0.054 2900 0.047 3900 0.042
1000 0.060 2000 0.053 3000 0.047 4000 0.041

APPENDIX E SATURATION VAPOR PRESSURE [ES] FOR 
DIFFERENT TEMPERATURES (T)

Vapor pressure function = es = [0.6108]*exp{[17.27*T]/[T + 237.3]}

T °C es kPa T °C es kPa T °C es kPa T °C es kPa

1.0 0.657 13.0 1.498 25.0 3.168 37.0 6.275
1.5 0.681 13.5 1.547 25.5 3.263 37.5 6.448
2.0 0.706 14.0 1.599 26.0 3.361 38.0 6.625
2.5 0.731 14.5 1.651 26.5 3.462 38.5 6.806
3.0 0.758 15.0 1.705 27.0 3.565 39.0 6.991
3.5 0.785 15.5 1.761 27.5 3.671 39.5 7.181
4.0 0.813 16.0 1.818 28.0 3.780 40.0 7.376
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T °C Δ kPa/°C T °C Δ kPa/°C T °C Δ kPa/°C T °C Δ kPa/°C

1.0 0.047 13.0 0.098 25.0 0.189 37.0 0.342
1.5 0.049 13.5 0.101 25.5 0.194 37.5 0.350
2.0 0.050 14.0 0.104 26.0 0.199 38.0 0.358
2.5 0.052 14.5 0.107 26.5 0.204 38.5 0.367
3.0 0.054 15.0 0.110 27.0 0.209 39.0 0.375
3.5 0.055 15.5 0.113 27.5 0.215 39.5 0.384
4.0 0.057 16.0 0.116 28.0 0.220 40.0 0.393

APPENDIX F SLOPE OF VAPOR PRESSURE CURVE (Δ) FOR 
DIFFERENT TEMPERATURES (T)

∆ = [4098. e0(T)] ÷ [T + 237.3]2

 = 2504{exp[(17.27T) ÷ (T + 237.2)]} ÷ [T + 237.3]2

Vapor pressure function = es = [0.6108]*exp{[17.27*T]/[T + 237.3]}

T °C es kPa T °C es kPa T °C es kPa T °C es kPa

4.5 0.842 16.5 1.877 28.5 3.891 40.5 7.574
5.0 0.872 17.0 1.938 29.0 4.006 41.0 7.778
5.5 0.903 17.5 2.000 29.5 4.123 41.5 7.986
6.0 0.935 18.0 2.064 30.0 4.243 42.0 8.199
6.5 0.968 18.5 2.130 30.5 4.366 42.5 8.417
7.0 1.002 19.0 2.197 31.0 4.493 43.0 8.640
7.5 1.037 19.5 2.267 31.5 4.622 43.5 8.867
8.0 1.073 20.0 2.338 32.0 4.755 44.0 9.101
8.5 1.110 20.5 2.412 32.5 4.891 44.5 9.339
9.0 1.148 21.0 2.487 33.0 5.030 45.0 9.582
9.5 1.187 21.5 2.564 33.5 5.173 45.5 9.832
10.0 1.228 22.0 2.644 34.0 5.319 46.0 10.086
10.5 1.270 22.5 2.726 34.5 5.469 46.5 10.347
11.0 1.313 23.0 2.809 35.0 5.623 47.0 10.613
11.5 1.357 23.5 2.896 35.5 5.780 47.5 10.885
12.0 1.403 24.0 2.984 36.0 5.941 48.0 11.163
12.5 1.449 24.5 3.075 36.5 6.106 48.5 11.447
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T °C Δ kPa/°C T °C Δ kPa/°C T °C Δ kPa/°C T °C Δ kPa/°C

4.5 0.059 16.5 0.119 28.5 0.226 40.5 0.402
5.0 0.061 17.0 0.123 29.0 0.231 41.0 0.412
5.5 0.063 17.5 0.126 29.5 0.237 41.5 0.421
6.0 0.065 18.0 0.130 30.0 0.243 42.0 0.431
6.5 0.067 18.5 0.133 30.5 0.249 42.5 0.441
7.0 0.069 19.0 0.137 31.0 0.256 43.0 0.451
7.5 0.071 19.5 0.141 31.5 0.262 43.5 0.461
8.0 0.073 20.0 0.145 32.0 0.269 44.0 0.471
8.5 0.075 20.5 0.149 32.5 0.275 44.5 0.482
9.0 0.078 21.0 0.153 33.0 0.282 45.0 0.493
9.5 0.080 21.5 0.157 33.5 0.289 45.5 0.504
10.0 0.082 22.0 0.161 34.0 0.296 46.0 0.515
10.5 0.085 22.5 0.165 34.5 0.303 46.5 0.526
11.0 0.087 23.0 0.170 35.0 0.311 47.0 0.538
11.5 0.090 23.5 0.174 35.5 0.318 47.5 0.550
12.0 0.092 24.0 0.179 36.0 0.326 48.0 0.562
12.5 0.095 24.5 0.184 36.5 0.334 48.5 0.574

Day Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1 1 32 60 91 121 152 182 213 244 274 305 335
2 2 33 61 92 122 153 183 214 245 275 306 336
3 3 34 62 93 123 154 184 215 246 276 307 337
4 4 35 63 94 124 155 185 216 247 277 308 338
5 5 36 64 95 125 156 186 217 248 278 309 339
6 6 37 65 96 126 157 187 218 249 279 310 340
7 7 38 66 97 127 158 188 219 250 280 311 341
8 8 39 67 98 128 159 189 220 251 281 312 342
9 9 40 68 99 129 160 190 221 252 282 313 343
10 10 41 69 100 130 161 191 222 253 283 314 344
11 11 42 70 101 131 162 192 223 254 284 315 345
12 12 43 71 102 132 163 193 224 255 285 316 346
13 13 44 72 103 133 164 194 225 256 286 317 347
14 14 45 73 104 134 165 195 226 257 287 318 348

APPENDIX G NUMBER OF THE DAY IN THE YEAR (JULIAN 
DAY)
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APPENDIX H STEFAN-BOLTZMANN LAW AT DIFFERENT 
TEMPERATURES (T):

[σ*(TK)4] = [4.903 × 10–9], MJ K–4 m–2 day–1

where: TK = {T[°C] + 273.16}

T σ*(TK)4 T σ*(TK)4 T σ*(TK)4 

Units
°C MJ m–2 d–1 °C MJ m–2 d–1 °C MJ m–2 d–1

1.0 27.70 17.0 34.75 33.0 43.08
1.5 27.90 17.5 34.99 33.5 43.36
2.0 28.11 18.0 35.24 34.0 43.64
2.5 28.31 18.5 35.48 34.5 43.93
3.0 28.52 19.0 35.72 35.0 44.21
3.5 28.72 19.5 35.97 35.5 44.50
4.0 28.93 20.0 36.21 36.0 44.79
4.5 29.14 20.5 36.46 36.5 45.08

Day Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
15 15 46 74 105 135 166 196 227 258 288 319 349
16 16 47 75 106 136 167 197 228 259 289 320 350
17 17 48 76 107 137 168 198 229 260 290 321 351
18 18 49 77 108 138 169 199 230 261 291 322 352
19 19 50 78 109 139 170 200 231 262 292 323 353
20 20 51 79 110 140 171 201 232 263 293 324 354
21 21 52 80 111 141 172 202 233 264 294 325 355
22 22 53 81 112 142 173 203 234 265 295 326 356
23 23 54 82 113 143 174 204 235 266 296 327 357
24 24 55 83 114 144 175 205 236 267 297 328 358
25 25 56 84 115 145 176 206 237 268 298 329 359
26 26 57 85 116 146 177 207 238 269 299 330 360
27 27 58 86 117 147 178 208 239 270 300 331 361
28 28 59 87 118 148 179 209 240 271 301 332 362
29 29 (60) 88 119 149 180 210 241 272 302 333 363
30 30 — 89 120 150 181 211 242 273 303 334 364
31 31 — 90 — 151 — 212 243 — 304 — 365
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T σ*(TK)4 T σ*(TK)4 T σ*(TK)4 

Units
°C MJ m–2 d–1 °C MJ m–2 d–1 °C MJ m–2 d–1

5.0 29.35 21.0 36.71 37.0 45.37
5.5 29.56 21.5 36.96 37.5 45.67
6.0 29.78 22.0 37.21 38.0 45.96
6.5 29.99 22.5 37.47 38.5 46.26
7.0 30.21 23.0 37.72 39.0 46.56
7.5 30.42 23.5 37.98 39.5 46.85
8.0 30.64 24.0 38.23 40.0 47.15
8.5 30.86 24.5 38.49 40.5 47.46
9.0 31.08 25.0 38.75 41.0 47.76
9.5 31.30 25.5 39.01 41.5 48.06
10.0 31.52 26.0 39.27 42.0 48.37
10.5 31.74 26.5 39.53 42.5 48.68
11.0 31.97 27.0 39.80 43.0 48.99
11.5 32.19 27.5 40.06 43.5 49.30
12.0 32.42 28.0 40.33 44.0 49.61
12.5 32.65 28.5 40.60 44.5 49.92
13.0 32.88 29.0 40.87 45.0 50.24
13.5 33.11 29.5 41.14 45.5 50.56
14.0 33.34 30.0 41.41 46.0 50.87
14.5 33.57 30.5 41.69 46.5 51.19
15.0 33.81 31.0 41.96 47.0 51.51
15.5 34.04 31.5 42.24 47.5 51.84
16.0 34.28 32.0 42.52 48.0 52.16
16.5 34,52 32.5 42.80 48.5 52.49

APPENDIX I THERMODYNAMIC PROPERTIES OF AIR AND 
WATER

1. Latent Heat of Vaporization (λ)

λ = [2.501–(2.361 × 10–3) T]

where: λ = latent heat of vaporization [MJ kg–1]; and T = air temperature 
[°C].
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The value of the latent heat varies only slightly over normal tempera-
ture ranges. A single value may be taken (for ambient temperature = 20°C): 
λ = 2.45 MJ kg–1.

2. Atmospheric Pressure (P)

P = Po [{TKo–α(Z–Zo) } ÷ {TKo}](g/(α.R))

Where: P, atmospheric pressure at elevation z [kPa]
Po, atmospheric pressure at sea level = 101.3 [kPa]
z, elevation [m]
zo, elevation at reference level [m]
g, gravitational acceleration = 9.807 [m s–2]
R, specific gas constant = 287 [J kg–1 K–1]
α, constant lapse rate for moist air = 0.0065 [K m–1]
TKo, reference temperature [K] at elevation zo = 273.16 + T
T, means air temperature for the time period of calculation [°C]

When assuming Po = 101.3 [kPa] at zo = 0, and TKo = 293 [K] for T = 20 
[°C], above equation reduces to:

P = 101.3[(293–0.0065Z) (293)]5.26

3. Atmospheric Density (ρ)

ρ = [1000P] ÷ [TKv R] = [3.486P] ÷ [TKv], and TKv = TK[1–0.378(ea)/P]–1

where: ρ, atmospheric density [kg m–3]
R, specific gas constant = 287 [J kg–1 K–1]
TKv, virtual temperature [K]
TK, absolute temperature [K]: TK = 273.16 + T [°C]
ea, actual vapor pressure [kPa]
T, mean daily temperature for 24-hour calculation time steps.

For average conditions (ea in the range 1–5 kPa and P between 80–100 kPa), 
TKv can be substituted by: TKv ≈ 1.01 (T + 273)

4. Saturation Vapor Pressure function (es)

es = [0.6108]*exp{[17.27*T]/[T + 237.3]}
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where: es, saturation vapor pressure function [kPa]
T, air temperature [°C]

5. Slope Vapor Pressure Curve (Δ)

∆ = [4098. e°(T)] ÷ [T + 237.3]2

= 2504{exp[(17.27T) ÷ (T + 237.2)]} ÷ [T + 237.3]2

where: Δ, slope vapor pressure curve [kPa C–1]
T, air temperature [°C]
e0(T), saturation vapor pressure at temperature T [kPa]

In 24-hour calculations, Δ is calculated using mean daily air tempera-
ture. In hourly calculations T refers to the hourly mean, Thr.

6. Psychrometric Constant (γ)

γ = 10–3 [(Cp.P) ÷ (ε.λ)] = (0.00163) × [P ÷ λ]

where: γ, psychrometric constant [kPa C–1]
cp, specific heat of moist air = 1.013 [kJ kg–10C–1]
P, atmospheric pressure [kPa]: equations 2 or 4
ε, ratio molecular weight of water vapor/dry air = 0.622
λ, latent heat of vaporization [MJ kg–1]

7. Dew Point Temperature (Tdew)
When data is not available, Tdew can be computed from ea by:

Tdew = [{116.91 + 237.3Loge(ea)} ÷ {16.78–Loge(ea)}]

where: Tdew, dew point temperature [°C]
ea, actual vapor pressure [kPa]

For the case of measurements with the Assmann psychrometer, Tdew 
can be calculated from:

Tdew = (112 + 0.9Twet)[ea ÷ (e0 Twet)]
0.125–[112–0.1Twet]

8. Short Wave Radiation on a Clear-Sky Day (Rso)
The calculation of Rso is required for computing net long wave radiation 
and for checking calibration of pyranometers and integrity of Rso data. 
A good approximation for Rso for daily and hourly periods is:
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Rso = (0.75 + 2 × 10–5 z)Ra

where: z, station elevation [m]
Ra, extraterrestrial radiation [MJ m–2 d–1].

Equation is valid for station elevations less than 6000 m having low 
air turbidity. The equation was developed by linearizing Beer’s radiation 
extinction law as a function of station elevation and assuming that the 
average angle of the sun above the horizon is about 50°.

For areas of high turbidity caused by pollution or airborne dust or for 
regions where the sun angle is significantly less than 50° so that the path 
length of radiation through the atmosphere is increased, an adoption of 
Beer’s law can be employed where P is used to represent atmospheric mass:

Rso = (Ra) exp[(-0.0018P) ÷ (Kt sin(Φ))]

where:  Kt, turbidity coefficient, 0 < Kt < 1.0 where Kt = 1.0 for clean  
air and
Kt = 1.0 for extremely turbid, dusty or polluted air.
P, atmospheric pressure [kPa]
Φ, angle of the sun above the horizon [rad]
Ra, extraterrestrial radiation [MJ m–2 d–1]

For hourly or shorter periods, Φ is calculated as:

sin Φ = sin φ sin δ + cos φ cos δ cos ω

where: φ, latitude [rad]
δ, solar declination [rad] (Eq. (24) in Chapter 3)
ω, solar time angle at midpoint of hourly or shorter period [rad]

For 24-hour periods, the mean daily sun angle, weighted according to 
Ra, can be approximated as:

sin(Φ24) = sin[0.85 + 0.3 φ sin{(2πJ/365)–1.39}–0.42 φ2]

where:  Φ24, average Φ during the daylight period, weighted according to 
Ra [rad]
φ, latitude [rad]
J, day in the year.

The Φ24 variable is used to represent the average sun angle during 
daylight hours and has been weighted to represent integrated 24-hour 
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transmission effects on 24-hour Rso by the atmosphere. Φ24 should be lim-
ited to > 0. In some situations, the estimation for Rso can be improved by 
modifying to consider the effects of water vapor on short wave absorption, 
so that: Rso = (KB + KD) Ra where:

KB = 0.98exp[{(–0.00146P) ÷ (Kt sin Φ)}–0.091{w/sin Φ}0.25]

where: KB, the clearness index for direct beam radiation
KD, the corresponding index for diffuse beam radiation
KD = 0.35–0.33 KB for KB > 0.15
KD = 0.18 + 0.82 KB for KB < 0.15
Ra, extraterrestrial radiation [MJ m–2 d–1]
Kt, turbidity coefficient, 0 < Kt < 1.0 where Kt = 1.0 for clean air 
and Kt = 1.0 for extremely turbid, dusty or polluted air.
P, atmospheric pressure [kPa]
Φ, angle of the sun above the horizon [rad]
W, perceptible water in the atmosphere [mm] = 0.14 ea P + 2.1
ea, actual vapor pressure [kPa]
P, atmospheric pressure [kPa]

APPENDIX J PSYCHROMETRIC CHART AT SEA LEVEL.\
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APPENDIX K

[<http://www.fao.org/docrep/T0551E/t0551e07.htm#5.5%20field%20
management%20practices%20in%20wastewater%20irrigation>]

1. Relationship between applied water salinity and soil water salinity 
at different leaching fractions (FAO 1985)

2. Schematic representations of salt accumulation, planting posi-
tions, ridge shapes and watering patterns.

http://www.fao.org/docrep/T0551E/t0551e07.htm#5.5%20field%20management%20practices%20in%20wastewater%20irrigation
http://www.fao.org/docrep/T0551E/t0551e07.htm#5.5%20field%20management%20practices%20in%20wastewater%20irrigation
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APPENDIX L VALUES OF Kc FOR FIELD AND VEGETABLE 
CROPS FOR DIFFERENT CROP GROWTH STAGES AND 
PREVAILING CLIMATIC CONDITIONS.

Crop Relative humidity
RHmin > 70% RHmin < 20%

Crop stage Wind speed, m/sec
Initial 1 0–5 5–8 0–5 5–8
Crop development 2 Values of Kc

Mid-season 3 0.95 0.95 1.0 1.05
Late season/maturity 4 0.9 0.9 0.95 1.0

Barley 3 1.05 1.1 1.15 1.2
4 0.25 0.25 0.2 0.2

Beans 
(green)

3 0.95 0.95 1.0 1.05
4 0.85 0.85 0.9 0.9

Beans, dry /
pulses

3 1.05 1.1 1.15 1.2
4 0.3 0.3 0.25 0.25

Beets 3 1.0 1.0 1.05 1.1
4 0.9 0.9 0.95 1.0

Carrots 3 1.0 1.05 1.1 1.15
4 0.7 0.75 0.8 0.85

Sweet corn 
(maize)

3 1.05 1.1 1.15 1.2
4 0.95 1.0 1.05 1.1

Cotton 3 1.05 1.15 1.2 1.25
4 0.65 0.65 0.65 0.7

Crucifers 
(cabbage, 
cauliflower, 
broccoli)

3 0.95 1.0 1.05 1.1
4 0.80 0.85 0.9 0.95

Cucumber 3 0.9 0.9 0.95 1.0
4 0.7 0.7 0.75 0.8

Lentil 3 1.05 1.1 1.15 1.2
4 0.3 0.3 0.25 0.25

Melons 3 0.95 0.95 1.0 1.05
4 0.65 0.65 0.75 0.75

Millet 3 1.0 1.05 1.1 1.15
4 0.3 0.3 0.25 0.25

Oats 3 1.05 1.1 1.15 1.2
4 0.25 0.25 0.2 0.2
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Crop Relative humidity
RHmin > 70% RHmin < 20%

Crop stage Wind speed, m/sec
Initial 1 0–5 5–8 0–5 5–8
Crop development 2 Values of Kc

Mid-season 3 0.95 0.95 1.0 1.05
Late season/maturity 4 0.9 0.9 0.95 1.0

Onion (dry) 3 0.95 0.95 1.05 1.1
4 0.75 0.75 0.8 0.85

Onion 
(green)

3 0.95 0.95 1.0 1.05
4 0.95 0.95 1.0 1.05

Peanuts 
(Groundnut)

Mid-season 3 0.95 1.0 1.05 1.1
Late season/maturity 4 0.55 0.55 0.6 0.6

Peas 3 1.05 1.1 1.15 1.2
4 0.95 1.0 1.05 1.1

Potato 3 1.05 1.1 1.15 1.2
4 0.7 0.7 0.75 0.75

Radish 3 0.8 0.8 0.85 0.9
4 0.75 0.75 0.8 0.85

Safflower 3 1.05 1.1 1.15 1.2
4 0.25 0.25 0.2 0.2

Sorghum 3 1.0 1.05 1.1 1.15
4 0.5 0.5 0.55 0.55

Soybeans 3 1.0 1.05 1.1 1.15
4 0.45 0.45 0.45 0.45

Spinach 3 0.95 0.95 1.0 1.05
4 0.9 0.9 0.95 1.0

Sugarbeet 3 1.05 1.1 1.15 1.2
4 0.9 0.95 1.0 1.0

Sunflower 3 1.05 1.1 1.15 1.2
4 0.4 0.4 0.35 0.35

Tomato 3 1.05 1.1 1.2 1.25
4 0.6 0.6 0.65 0.65

Wheat 3 1.05 1.1 1.15 1.2
4 0.25 0.25 0.2 0.2

Note: Values of Kc in this table are for field and vegetable crops; values of Kc for other crops are 
reported by Doorenbos and Pruitt (1977).
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