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To Professor Kolumban Hutter



Preface

The topic in the book was initiated by the long-term collaboration with
Prof. Kolumban Hutter. He was consecutively invited to visit Academia Sinica,
National Chi Nan University and National Cheng Kung University, Taiwan,
between 2006 and 2009. During his stay and his frequent guiding communications,
the research direction was planned and the ingredients were set up. The work was
about the mathematical description of shallow geophysical mass flows on realistic
topographies. Significant progress towards this topic has previously been made by
K. Hutter and collaborators, who investigated granular flows in arbitrarily curved
and twisted channels. The book, Avalanche Dynamics by S.P. Pudasaini and
K. Hutter, is a comprehensive collection of their results. The paper by Bouchut
and Westdickenberg [1] treated the basal topography as an arbitrary surface, and
stimulated the interest in the modelling offlows on complex topographies. The paper
deals with an ideal fluid as a model for the flowing mass and a rigid bed surface. It
was the aim of our group to account for more elaborated rheologies in the description
of shallow gravity-driven flows on arbitrarily curved surfaces, with the
erosion/deposition process included. We concentrated the efforts in two directions—
derivation of modelling equations for various geophysical flows and numerical
implementation of some modelling equations, corroborated with experimental and
field observations.

The objective of this monograph is twofold. First, to present, in as detailed and
accessible form as possible, a way to formulate depth-averaged models for
gravity-driven shallow mass flows on arbitrary topographies. Second, to show how
these models can be numerically treated, experimentally tested and ultimately used
for back calculations of realistic events. The presentation is based on earlier papers
by the authors; however, much of the text and the derived thin-layer model
equations are new.

The book is intended for civil engineers, geophysicists, geologists, physical
scientists, applied mathematicians, engineers responsible for hazard management
and for classroom use by students interested in geophysical flows. There are modest
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demands on the student’s mathematical background in linear algebra, calculus,
geometry of a surface, and most of them are covered in various chapters.

To deduce modelling equations for shallow flows on arbitrary topographies,
curvilinear coordinates, suitable for numerical purposes and ordering approxima-
tions even in steep topographies, are introduced. These coordinates have been used
by several authors, but the depth-integration along the normal to the bed surface and
the matrix form of the modelling equations are due to Buchut and Westdickenberg
[1]. We have adopted the approach from [1]; however, unlike [1], we use vectors
and tensors to derive the main results, making the derivations more transparent, and
formulate the model equations in a more general context. To keep the presentation
sufficiently accessible, we confined ourselves to the derivation of depth-averaged
model equations for a shallow one-layer, one-phase fluid-like material. For shallow
two-layer fluids or solid–fluid mixtures, references are given.

Two routes, called conventional and non-conventional, are followed. In the
conventional route, the intrinsic modelling equations are expressed in the
topography-fitted coordinates, as it is customary in continuum mechanics, and
the tangential linear momentum balance equation is depth-integrated. In the
non-conventional route, a hybrid form (i.e. using both Cartesian and contravariant
components of vectors and tensors as functions of the terrain-fitted coordinates)
of the horizontal–vertical linear momentum balance equation is depth-integrated.
The depth-averaged modelling equations emerging from these two routes are not
equivalent. Those in the non-conventional method seem to be more appealing, since
several terms stemming from the Christoffel symbols do not arise here as they do in
the modelling equations derived in the conventional route. In this monograph, the
numerical implementation, experimental validation and back calculations of real-
istic events are performed for cases where the modelling equations as derived with
the two methods coincide. Therefore, the question of the depth-averaged equations
(derived by the two methods here and in fact by any other method), best suited to
describe a realistic flow on arbitrary topography, is an open problem. The
non-conventional route combines the approach by Bouchut and Westdickenberg [1]
and Hui’s unified coordinates method [2]. The unified coordinates method is a mesh
velocity approach in computational fluid dynamics, based on a hybrid form (i.e.
using both Cartesian and contravariant components of vectors and tensors as
functions of curvilinear coordinates) of the mass and linear momentum balance
equations. For the case where erosion/deposition takes place, it inspired a certain
choice for the time-dependent terrain-fitted coordinates, which simplifies the
modelling equations (in both routes) and avoids complicated calculations in
numerical simulations.

We have endeavoured to use the same notation, style and spirit throughout. To
maintain clarity in exposure, we have relegated sophisticated proofs to appendices
and proposed a few exercises at the end of Chap. 2. We have also refrained from
giving a list of symbols. Instead, we have collected definitions of some quantities
and important rules which they satisfy at the end of a few sections.
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Introduction



Chapter 1
Introduction

This chapter gives a brief introduction into the subject of the book, outlines the
content and gathers notations and some mathematical rules that we will often use.

1.1 The Subject

Geophysical mass flows are frequent largemassmovement processes, usually arising
in mountain area. Examples are debris and mud flows, landslides, snow and rock
avalanches, glacier flows, pyroclastic flows, lahars, clouds of ash or dust flows. They
often claimmany lives, produce huge damages on the surrounding areas, and are hard
to be predicted. Measures intended to mitigate the impact of these natural hazards
are needed, where assessing the levels of risk is one of the key tasks of the mitigation
process. This requires good knowledge of the mass movement dynamics, andmodels
predicting the flow behavior are highly desired. The rheologic complexity of the
fluidized geomaterial, a lack of full understanding of how the motion is initiated
and bed entrainment develops, coupled with the mathematical problem of modelling
and computing, are just a few things which issue a real challenge for the scientific
community in describing the dynamics of geophysical mass flows.

Many such mass flows are shallow, that is, their downslope or horizontal dimen-
sion is much larger than the extent in the perpendicular direction to the topographic
bed.With such a geometric property themodel formulation can be simplifiedwith the
aid of a shallowness parameter and depth-integration, reducing the spatial dimension
from three to two. There is a large literature on shallow flows, a history of it being
presented by Pudasaini and Hutter [1]. Efforts have been devoted to modelling the
inception mechanism of avalanche flows, e.g. Pastor et al. [2], Cascini et al. [3, 4],
Fernandez Merodo et al. [5] and the cited papers therein. Equally great interest was
shown in modelling shallow geophysical mass flows in complex topographies, from
their initiation to run-out. This book shares this interest, and for this reason next we
refer to previous work related to this topic.

© Springer International Publishing Switzerland 2016
I. Luca et al., Shallow Geophysical Mass Flows down Arbitrary Topography,
Advances in Geophysical and Environmental Mechanics and Mathematics,
DOI 10.1007/978-3-319-02627-5_1
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4 1 Introduction

The Saint-Venant equations, or the so-called shallow water equations, are the first
system of depth-integrated equations intended to describe free surface thin mass
flows. They refer to an inviscid fluid, are based on the assumptions of hydrostatic
pressure and uniform horizontal velocity component over a vertical cross section, and
are commonly used for rivers and lakes with mild bed curvature. For flows on largely
curved topographies these assumptions are violated. A convincing figure to support
this statement is given by Dressler [6] (Fig. 2). Consequently, the applicability of the
shallow water equations in many practical situations, such as spillway simulations
and debris flows or snow avalanches in highly curved valleys, is limited.

Another reason of concern when dealing with arbitrarily curved terrain is that,
defining the flowing mass depth vertically and applying the shallowness approxi-
mation referred to a horizontal-vertical aspect ratio, one introduces non-controllable
ordering approximations in steep topographies.

The issue is how to derive modelling equations

(i) similar to the shallow water equations,
(ii) based on plausible ordering approximations,
(iii) accounting for complex rheologies, and
(iv) which incorporate effects of the bed curvature.

Coupled with the model formulation is the numerical implementation of the corre-
sponding boundary value problem, followed by experimental tests and application
to prediction or back calculation of real events.

Addressing these challenges, Savage and Hutter [7] developed a depth-averaged
model for a granular material with Mohr-Coulomb rheology flowing on an inclined
plane. The key ideas of the derivation of depth-averaged models for shallow mass
flows of complex materials, as stated in items (i) to (iii) above, are laid down in this
paper. The good prediction capabilities of the model encouraged further efforts in
this direction. Depth-averaged models obeying material constitutive laws similar to
those used by Savage and Hutter [7] were also derived by Denlinger and Iverson
[8, 9], Iverson and Denlinger [10], Iverson et al. [11], Pitman and collaborators
[12–16], Bouchut et al. [17], and Mangeney-Castelnau et al. [18, 19]. Rickenmann
et al. [20], Ionescu [21] implemented viscoplastic fluids, and Gray and Edwards [22]
the μ(I ) rheology, in depth-averaged models.

Aiming at including curvature effects into the modelling equations (item (iv)
above) quite numerous authors used coordinates that follow as far as possible the
topography over which the avalanche mass is moving. Koch et al. [23–25] have done
this for chute flows, Hutter et al. [26–28] for flows down a ruled surface, adequate
for laboratory avalanches, and Hutter et al. [29–33] for channel flows of a granular
fluid based on a curved and twisted master curve mimicking the thalweg of a valley.
Dressler [6] and Sivakumaran and Dressler [34] used topography-fitted coordinates
consisting of two parameters on the basal surface, and a coordinate measured along
the normal to this surface. Their pressure distribution incorporates, apart from a
hydrostatic contribution, a so-called centrifugal component, clearly showing that
the curvature effects are accounted for by the model. These coordinates have been
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further used by several authors, like Berger and Carey [35], Dewals et al. [36], De
Toni and Scotton [37], Bouchut and Westdickenberg [38], Issler [39], Ionescu [40],
to deduce depth-averaged modelling equations. What differentiate these models are
mainly the assumptions on the velocity profile, constitutive law, the direction of
depth-averaging (vertical or perpendicular to the bed surface), and the equations
which are depth-integrated.

Our work follows the approach initiated by Bouchut andWestdickenberg [38], by
which

• the depth-average of a quantity is defined along the flow depth, conceived as
perpendicular to the bed surface,

• the averaging of the (mass and tangential momentum) balance equations is per-
formed along the flow depth, and

• the results are expressed in matrix form.

This definition of the flow depth allows ordering approximations (in terms of a
shallowness parameter) suitable even in steep topographies. Then, averaging the
balance equations along the flowdepth so defined turns these equations into equations
for the flow depth and mean tangential velocity. Finally, the matrix form makes
the results more readable and computationally appealing, benefiting from efficient
numerical algorithms in matrix algebra.

To make the computations more transparent and geometrically intuitive we use
the vector and tensor formalism. We follow two routes to derive general depth-
averaged equations valid for arbitrarily curved topographic surfaces, be they erodible
or not, and able to include any rheology consistent with the underlying ordering
approximations. In the first route,whichwe called conventional, themass balance and
the tangential momentum balance equation are depth-averaged. In the second route,
which we called non-conventional, the mass balance equation and a combination of
the horizontal and vertical components of themomentum balance equation are depth-
integrated. This second route was suggested by the unified coordinates approach by
Hui et al. [41–43], and was motivated by the search for a moving mesh-velocity
based numerical method. It revealed a computationally efficient parameterization
for a moving basal surface, which can be applied for the equations derived in both
routes. A numerical scheme including this parameterization is provided in the book.
Laboratory experimental results and field data of realistic events are compared with
the corresponding values predicted by numerical models deduced from the general
depth-averaged modelling equations, showing the capabilities of these models to
account for arbitrarily curved terrains.

1.2 Outline

Here is a listing of the book topics.
Part I contains this introductory chapter, inwhich the remainingSect. 1.3 provides

notations and some basic manipulations of matrices, vectors and tensors, needed
throughout the book.
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Part II addresses the main ingredients for obtaining depth-averaged modelling
equations for thin flows down arbitrary topographies, be they active (i.e., deformable,
moving or associated with erosion/deposition processes) or not, and is divided in two
chapters.

• Chapter 2 Here the topography-fitted coordinates in the neighborhood of a sur-
face are introduced.
The chapter begins with a survey on themathematical concept of surface, Sect. 2.1.
This is intended as background material to embark the reader on the mathematical
description of a topographic surface in Sect. 2.2. For an easier understanding the
terrain surface is separately presented for stationary and active beds, and so are the
topography-fitted coordinates introduced in Sect. 2.3. Section2.4 identifies these
coordinates as a special case of the so-called unified coordinates (UC) used by
Hui and Xu [43], and shows how, in the case of an active topographic bed, the
mesh movement induced by the normal velocity of the topographic surface serves
to determine the parameterization of this surface.

• Chapter 3 It covers the need to express, in terms of the topography-fitted coor-
dinates, some quantities (e.g., strain-rate and surface strain-rate) and the mass and
linear momentum balance equations.
First, space and time differential operators are transformed with respect to these
coordinates in Sect. 3.1. Saying that operators “are expressed in curvilinear coor-
dinates” generally means that the operators, when applied to vectors/tensors, are
expressed in terms of the contravariant components of these vectors/tensors. This
conception is also employed here, and we referred to the procedure based on it
to deduce the modelling equations as the conventional route. Additionally, the
divergence of a tensor field (which will play the role of the stress tensor) is written
in terms of some mixed (i.e., Cartesian-contravariant) components, and the pro-
cedure based on this hybrid representation was called the non-conventional route.
The conventional route was followed in papers by Luca et al. [44–46] and the non-
conventional one (with mild basal curvature) in papers by Tai et al. [47, 48]. In
this book we have unified the notations from the cited papers, followed both routes
(with arbitrary basal curvature and accounting for erosion/deposition processes)
for the same physical problem, and disclosed (for the first time in a public script)
the relationship between the corresponding thin-layer modelling equations.
In Sect. 3.2 the expressions of the strain-rate and surface strain-rate tensors in the
topography-fitted coordinates are deduced. They will be later used when formu-
lating constitutive equations for the flowing mass.
Section3.3 aims at deducing the mass and linear momentum balance laws in
the topography-fitted coordinates, using both conventional and non-conventional
routes. In the conventional method, which uses contravariant components of vec-
tors and tensors, the linear momentum balance equation is split into a compo-
nent normal to the topographic surface and a component tangent to this surface
(a glance at these components will immediately clarify the significance of “nor-
mal” and “tangent” attributes). The non-conventional method uses both Cartesian

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
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and contravariant components of vectors and tensors, and the linear momentum
balance equation is split into a vertical component and a horizontal component.

Part III is devoted to the derivation of depth-averaged modelling equations for a
gravity-driven thin mass flow down a stagnant or active (due to erosion/deposition)
arbitrary topography. For simplicity the avalanching mass is conceived as a one-
layer, one-constituent (or single-phase) continuum body. For two-layer or/and two-
component mass flows the reader is referred to the papers Luca et al. [44, 45, 49,
50]. The material in this part is organized in three chapters.

• Chapter 4 Here the purpose is to deduce depth-averaged modelling equations
for a thin mass flow for which the material properties are left unspecified. The
equations, intended to be used to describe geophysical flows, can thus be equally
applied e.g. in the lubrication theory.
Section4.1 states the physical problem and formulates the corresponding intrinsic
3D modelling equations. They consist of the mass and linear momentum balance
equations, complemented by boundary conditions at the basal surface and at the
free surface. These equations and boundary conditions are used in the subsequent
sections as expressed in the topography-fitted coordinates, in both conventional
and non-conventional routes.
In Sect. 4.2 the boundary conditions are formulated in these curvilinear coordi-
nates.
The asymptotic analysis exploiting the shallowness of the avalanching mass
requires non-dimensional variables, and these are introduced in Sect. 4.3. In the
non-dimensionalization process we use a single length, L . The variables will be
later scaled (Sect. 4.5.2) in terms of the aspect ratio ε of a typical thickness to the
typical length L , with ε � 1.
Section4.4 roughly presents the depth-averaging method, in both conventional
and non-conventional routes, to deduce modelling equations for the thin flow. The
main point to be mentioned here is that the depth of the flowing mass is measured
along the normal direction to the bed surface.
In Sect. 4.5 the conventional route in the depth-averaging process is followed.
Section4.5.1 is devoted to the derivation of the depth-integrated mass and tangen-
tial linearmomentumbalance equations. The thin-layer approximations, expressed
in terms of the aspect ratio ε, are stated in Sect. 4.5.2. They specify orders of mag-
nitude of the stress components, erosion/deposition rate, and take into account
the non-uniformity of the tangential velocity along the thickness of the flow-
ing mass by approximations of Boussinesq type. The depth-averaged modelling
equations for the thin mass flow are deduced in Sect. 4.5.3 by corroborating the
depth-integrated mass and tangential linear momentum balance equations with the
thin-layer approximations. The constitutive nature of the flowing material is not
specified, and the curvature of the topographic surface is arbitrary. Section4.5.4
hierarchically structures these models in terms of the relative weights in the stress
contribution, and Sect. 4.5.5 simplifies the equations under the assumption of small
curvature of the topographic surface.

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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In Sect. 4.6, based on the same thin-layer approximations as in Sect. 4.5.2, the
non-conventional route is followed and depth-averaged modelling equations for
the thin flow are derived. A motivation for following this second route is given,
and the relation between the corresponding modelling equations and those from
Sect. 4.5.3 is identified.

• Chapter 5 It is devoted to the formulation of closure relations for the bed friction
force, extra-stress components, and erosion/deposition rate, such that the order-
ing approximations are satisfied, and to indicate possible ways of choosing the
parameterization of the basal surface.
In Sect. 5.1 a sliding law, linearly combining viscous friction with bed Coulomb
friction, is suggested, as in the paper by Luca et al. [51].
Section5.2 formulates constitutive relations for the depth-averaged stress compo-
nents arising in the modelling equations. First, in Sect. 5.2.1 it is shown how the
Newtonian/non-Newtonian rheology fits the ordering approximations on the stress
components, and hence can stand as a candidate for constitutively describing the
thin flowing mass within the modelling approach of this book. Then, in Sect. 5.2.2
Mohr-Coulomb type closure relations are presented. They are topography-adapted
versions of the models by Iverson and Denlinger [10] and Savage and Hutter
[7, 52, 53].
In Sect. 5.3 a threshold criterion predicting the onset of the erosion/deposition
mechanism and a law for the erosion/deposition rate are proposed, as in the paper
by Tai et al. [48].
In Sect. 5.4 we write the 2D depth-averaged modelling equations for a special case
of the topographic surface (implying the reduction to a 1D version of the mod-
elling equations) and for a Mohr-Coulomb type flowing material. Two different
parameterizations of the basal surface are proposed. One of them uses arc lengths
on planar cuts in the downward direction and perpendicular to it, as in the paper by
Bouchut et al. [54]. The other parameterization, suitable for beds associated with
erosion/deposition processess and suggested by Tai andKuo [47], is determined by
the assumption that the mesh velocity evaluated on the topographic surface equals
the normal velocity of the bed surface. It is shown that, for the special surface
considered here, the two parameterizations are, practically, the same. However,
generally it is expected that the velocity-based moving mesh is numerically more
convenient than the grid based on arc lengths.

• Chapter 6 We discuss the findings in Chaps. 4, 5 and draw the conclusions.

Part IV elaborates the numerical implementation for the solution of the
model equations. We demonstrate the applicability of the proposed model
equations by numerical examples and experimental validation. Applications address
back-calculation of realistic events.

• Chapter 7 We give a brief introduction of the applied NOC schemes [55, 56] for
one- and two-dimensional conservation laws. The emerging numerical schemes
are explicit in time. In Sect. 7.2 we detail the implementation of the NOC schemes
for the model equations over slightly curved topographic surfaces.
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http://dx.doi.org/10.1007/978-3-319-02627-5_5
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• Chapter 8 We simulate the motion of a granular material sliding down an
inclined plane and merging onto a horizontal plane. The chapter is divided into
three parts. In the first two parts we discuss and illustrate the key features of the
model regarding two, one-dimensional and two-dimensional, numerical bench-
mark problems. In the third part an experimental validation is demonstrated.
Section8.1 is about a one-dimensional benchmark problem. Simulations are per-
formed with and without considering the deposition process. It is shown that the
numerical simulation is able to mimic the development of the deposition heap.
The impact of the deposition heap on the flow behavior is documented. The effect
of the earth pressure coefficient is also reported.
In Sect. 8.2 we consider the flow of a finite granular mass sliding down an inclined
chute and depositing on the horizontal plane—the two-dimensional benchmark
problem. Since the development process, shapes and geometries of the deposition
heap can bewell described by the numerical simulation, we investigate the impacts
of (a) the velocity ratio χ̃b between the tangential velocity at the bed surface and
the tangential velocity at the free surface, and of (b) the velocity profile in the flow
thickness direction, on the flow behavior and final deposition heap.
In Sect. 8.3 we consider experiments, of which the measurements are compared
with the theoretical predictions. Sound agreements are obtained.

• Chapter 9 To conclude the continuum, shallow-water type of landslide models,
the developed numerical schemementioned in Sect. 7.2 is applied to two important
landslides in Taiwan. These landslides are first the Tsaoling landslide, triggered
by the Chi-Chi earthquake, 1999, and second, the Hsiaolin landslide, triggered by
the excessive rainfall brought by Typhoon Morakot in 2009. They both are deep-
seated, fast and long, avalanche types of landslides. The former was situated in a
geological fragile area and has long been an important site for landslide related
studies. On the other hand, the latter causedmore than 450 fatalities, made a strong
social impact and invoked a new generation of hazard mitigation policies. With
the simulation tools, the landslide motion is back-analyzed and related research
validating the simulation is reviewed.

1.3 Miscellanea

The purpose of this section is to fix notations, terminology and some rules of linear
algebra which we use throughout the book. It is assumed that the reader is familiar
with the basic matrix operations, the concepts of vector space, inner vector space
and second order tensors. In the book only real vector spaces are considered, and
matrices are used as representations of vectors and tensors with respect to various
bases.

http://dx.doi.org/10.1007/978-3-319-02627-5_8
http://dx.doi.org/10.1007/978-3-319-02627-5_8
http://dx.doi.org/10.1007/978-3-319-02627-5_8
http://dx.doi.org/10.1007/978-3-319-02627-5_8
http://dx.doi.org/10.1007/978-3-319-02627-5_9
http://dx.doi.org/10.1007/978-3-319-02627-5_7
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Some notations

• Greek indices have the values 1 and 2, while Latin indices range from 1 to 3 or from
1 to an arbitrary positive integer n.We use the Einstein summation convention over
repeated indices.

• The symbol “≡” is used to define a quantity. For instance, v ≡ a + b means that
v denotes the sum a + b. This is different from v = a + b, which is the assertion
that a, b and v satisfy this relation.

• The Kronecker symbol is

δi j ≡
{
1 , if i = j ,

0 , if i �= j ,

where i, j = 1, . . . , n. If n = 2, notation δα
β , where α,β are known to run from

1 to 2, will be also used for the Kronecker symbol.
• Sometimes the same symbol is used for different quantities. For instance, I denotes
both the 3× 3 unit matrix and the identity second order tensor on the vector space
V3 as defined below. The context in which these symbols appear makes clear their
significance.

• R denotes the set of real numbers.

On vectors and tensors

• To recall rules on vectors and tensors we use an arbitrary (real) vector space V .
The translation vector space of the three-dimensional Euclidean point space E will
be denoted by V3. For vectors in V or V3 we use boldface small italic letters, e.g.
v. For the inner product of two vectors u, v, the dot product notation, u·v, will be
used. The second order tensors (i.e., linear transformations of a finite dimensional,
real inner product space) are denoted by boldface capital italic letters, e.g. D, or
boldface Greek letters, e.g. σ, or Euler script letters, e.g. H.

• Let {e1, . . . , en} and { f1, . . . , fn} be bases of a finite dimensional vector space V ,
and let f1, . . . , fn be represented in terms of the basis vectors e1, . . . , en as

f j = Ci j ei , j = 1, . . . , n .

The matrix C ≡ (Ci j ) is called the change of basis matrix from {e1, . . . , en} to
{ f1, . . . , fn}. For a vector v ∈ V ,

v = vi ei = v′
j f j ,

the components v1, . . . , vn and v′
1, . . . , v

′
n are related by the formula

⎛
⎜⎝

v1
...

vn

⎞
⎟⎠ = C

⎛
⎜⎝

v′
1
...

v′
n

⎞
⎟⎠ . (1.1)
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• If a and b are vectors in a finite dimensional inner product space V , a ⊗ b denotes
the tensor product of a and b, that is, the second order tensor on V defined by

(a ⊗ b)v ≡ (b·v) a .

• If {e1, . . . , en} and { f1, . . . , fn} are bases of an inner product space V , the sets
{

ei ⊗ e j
}

i, j=1,...,n ,
{

ei ⊗ f j
}

i, j=1,...,n

are bases of the vector space of second order tensors on V .
• Let {e1, . . . , en} be a basis of an inner product space V . There exist unique vectors

e1, . . . , en ∈ V satisfying the conditions

ei · e j = δi
j , for i, j = 1, . . . , n . (1.2)

The set {e1, . . . , en} is also a basis for V . It is called the reciprocal basis associated
to {e1, . . . , en}. A vector v ∈ V and a second order tensor σ on V can then be
represented as

v = vi ei = v j e j , σ = T i j ei ⊗ e j = Ti j ei ⊗ e j .

The components vi and T i j , i, j = 1, . . . , n, are called contravariant, while vi

and Ti j , i, j = 1, . . . , n, are the covariant components of v and σ, respectively.
In the representations

σ = T i
j e

i ⊗ e j = �i j ei ⊗ f j ,

where { f1, . . . , fn} is another basis than {e1, . . . , en} and {e1, . . . , en}, the com-
ponents T i

j , �
i j are called mixed.

With gi j and gi j defined by

gi j ≡ ei · e j , gi j ≡ ei · e j ,

one can check the relations

e j = gi j ei , e j = gi j ei , (gi j ) = (gi j )
−1 . (1.3)

A basis {e1, . . . , en} of V satisfying ei ·e j = δi j is called orthonormal. Clearly,
the reciprocal basis associated to an orthonormal basis {e1, . . . , en} coincides with
{e1, . . . , en}: ei = ei , with i = 1, . . . , n. For this case, the covariant components of
vectors and tensors are identical with the corresponding contravariant components.

• We let {e1, e2, e3} be the basis of V3 associated to an orthogonal Cartesian coor-
dinate system Ox1x2x3. We refer to {e1, e2, e3} as a Cartesian basis. The vector
space V3 is endowed with the inner product
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u · v ≡
{ |u||v| cos θ , if u, v �= 0 ,

0 , if u or v = 0 ,

where |v| denotes the length of v (i.e., the Euclidean distance between two points
in E defining v) and θ ∈ [0,π] is the angle between u and v. With respect to this
inner product the basis {e1, e2, e3} is orthonormal.
The components of vectors in V3 and of tensors on V3 when using the basis
{e1, e2, e3}will be calledCartesian. For them the lower index notation is employed,
e.g.,

v = vi ei , σ = σi j ei ⊗ e j .

The inner product of u = ui ei and v = vi ei can be computed as u · v = uivi .

• The nabla symbol, ∇, designates the gradient operator of a scalar or vector field
on an open subset of the three-dimensional Euclidean point space E , that is,

∇F ≡ ∂F

∂xi
ei , ∇v ≡ ∂vi

∂x j
ei ⊗ e j , (1.4)

where {e1, e2, e3} is the basis of V3 associated to the orthogonal Cartesian coor-
dinate system Ox1x2x3, and v = vi ei . The divergence operator div acting on a
vector or tensor field on an open subset of E is defined by

div v ≡ ∂vi

∂xi
, divσ ≡ ∂σi j

∂x j
ei , (1.5)

with v = vi ei and σ = σi j ei ⊗ e j .

On matrices

• For an arbitrary positive integer n we denote the n-column matrices by boldface
small roman letters and the n × n matrices by boldface capital roman letters. For
instance,

a ≡ (a1, . . . , an)
T , and A ≡ (Ai j ) for i, j ∈ {1, . . . , n} , (1.6)

where the superscript T stands for the transpose of a matrix. In this book the
entries of a matrix are real numbers or real functions, and we are mostly dealing
with n = 2 and n = 3. In order to make a distinction between the cases n = 2
and n = 3, we resort to boldface roman letters and blackboard bold characters
for 2-columns and 2 × 2 matrices, while boldface italic letters are reserved for
3-columns and 3 × 3 matrices. Here is a list of these notations:
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a , b , . . . � n-columns, 2-columns
s , t , . . . � 2-columns
a , b , . . . � 3-columns
A , B , . . . � n × n-matrices,2 × 2-matrices
S , T , . . . � 2 × 2-matrices
A , B , . . . � 3 × 3-matrices
I � the 2 × 2 unit matrix
I � the 3 × 3 unit matrix

• If a and b are both n-column matrices, a ⊗ b stands for the dyadic product of a
and b, that is

a ⊗ b ≡ abT = (ai b j ) for i, j ∈ {1, . . . , n} .

• The set of all n-column matrices and the set of n × n matrices with real entries
are vector spaces under the usual operations of matrix addition and multiplication
by scalars (real numbers). Moreover, they are inner vector spaces with the inner
products

a·b ≡ ai bi and A·B ≡ tr (ABT ) = tr (AT B) , (1.7)

where tr denotes the trace of a matrix.
• We let ei denote the n-column matrix given by

ei ≡ (0, . . . , 0, 1, 0, . . . 0)T ,

i
(1.8)

with i = 1, . . . , n. The set {e1, . . . , en} is a basis of the vector space of n-column
matrices, and {ei ⊗ e j }i, j=1,...,n is a basis of the vector space of n ×n matrices. For
a column matrix a and a square matrix A, see (1.6), we have the representations

a = ai ei , A = Ai j ei ⊗ e j .

For n = 2 and n = 3 the vectors (1.8) are

e1 ≡
(
1
0

)
, e2 ≡

(
0
1

)
, (1.9)

e1 ≡
⎛
⎝

1
0
0

⎞
⎠ , e2 ≡

⎛
⎝

0
1
0

⎞
⎠ , e3 ≡

⎛
⎝

0
0
1

⎞
⎠ . (1.10)

Note that e1, e2, e3 are also used to denote the vectors of a Cartesian basis in V3.
• Let A, B, C be square matrices of order n, and let a, b, c, d, v be n-column matri-
ces. The following rules of linear algebra hold true:
(R1) A(a ⊗ b) = Aa ⊗ b, (a ⊗ b)A = a ⊗ AT b, (a ⊗ b)T = b ⊗ a ;
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(R2) (a ⊗ b)c = (b·c)a, (a ⊗ b)(c ⊗ d) = (b·c)(a ⊗ d) ;
(R3) Aa·b = a·AT b, a·ei = ai , Ae j ·Be j = A·B ;
(R4) A · B = AT · BT , A · BC = ACT · B = BT A · C, A · (a ⊗ b) = Ab · a ;
(R5) if a1, . . . , an are the columns of A, then a j = Ae j .

• For n = 3 we record the following rules of multiplication of two block matrices,
(R6) (

A a

bT a

) (
v

v

)
=

(
Av + va

b·v + av

)
,

(R7)

(
A u

aT u

) (
B v

bT v

)
=

(
AB + u ⊗ b Av + vu

(BT a + ub)T a·v + uv

)
,

where A, B are square matrices of order 2, a, b, u, v are 2-column matrices, and a,
u, v are real numbers. The rules R1–R7 will generally be used without explicitly
mentioning them.

• For differentiable scalar functions f , v1, v2 depending on x, y, and with v ≡
(v1, v2)

T , we use grad f and grad v to denote the gradients

grad f ≡

⎛
⎜⎜⎝

∂ f

∂x
∂ f

∂y

⎞
⎟⎟⎠ , grad v ≡

⎛
⎜⎜⎝

∂v1

∂x

∂v1

∂y
∂v2

∂x

∂v2

∂y

⎞
⎟⎟⎠ . (1.11)

If f and v ≡ (v1, v2) depend on ξ1, ξ2, we use Grad instead of grad, i.e.,

Grad f ≡

⎛
⎜⎜⎝

∂ f

∂ξ1

∂ f

∂ξ2

⎞
⎟⎟⎠ , Grad v ≡

⎛
⎜⎜⎝

∂v1

∂ξ1
∂v1

∂ξ2

∂v2

∂ξ1
∂v2

∂ξ2

⎞
⎟⎟⎠ . (1.12)

Notation Div stands for the divergence operator referring to ξ1, ξ2,

Div v ≡ ∂vα

∂ξα
, DivT ≡ ∂T αβ

∂ξβ
eα , (1.13)

where v = (v1, v2) and T is a 2 × 2 -matrix function with T αβ as entries.
• Here we record some differential rules, the quantities entering them being defined
as previously explained:

Grad (Av) = AGrad v + ∂A
∂ξα

v ⊗ eα , (1.14)
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AGrad (Bv) = Grad (ABv) − ∂A
∂ξα

Bv ⊗ eα , (1.15)

Grad ( f v) = f Grad v + v ⊗ Grad f , (1.16)

DivAB = ADivB + ∂A
∂ξα

Beα . (1.17)

• Here we prove that, if a second order matrix A = Aαβeα ⊗ eβ with real entries
depending on (ξ1, ξ2) ∈ R

2 has the property

∂ Aαβ

∂ξγ
= ∂ Aαγ

∂ξβ
, (1.18)

for α,β, γ = 1, 2, then, for any 2-column matrices u = uαeα and v = vαeα,
relation

∂A
∂ξα

(u ⊗ v − v ⊗ u)eα = 0 (1.19)

holds. Indeed, we have

vα
∂A
∂ξα

= vα
∂ Aβγ

∂ξα
eβ ⊗ eγ = vα

∂ Aβα

∂ξγ
eβ ⊗ eγ

= ∂ Aβα

∂ξγ
(eβ ⊗ eα)(v ⊗ eγ) = ∂A

∂ξγ
(v ⊗ eγ) ,

and therefore

∂A
∂ξα

(u ⊗ v − v ⊗ u)eα = vα
∂A
∂ξα

u − uα
∂A
∂ξα

v

= ∂A
∂ξα

(v ⊗ eα)u − uα
∂A
∂ξα

v = 0 ,

which proves (1.19).
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Part II
A Topography-Fitted Coordinate System

and Related Issues



Chapter 2
A Topography-Fitted Coordinate System

This chapter is devoted to the presentation of the curvilinear coordinates that we
use for the description of a shallow mass flow down arbitrary topography. In the
first section basic concepts on the geometry and kinematics of a surface are pro-
vided. They will be smoothly applied in the next section, which deals with the para-
meterization of the topographic surface. With these prerequisites topography-fitted
coordinates are then introduced. These coordinates have been used to describe thin
flows by Dressler [1], De Toni and Scotton [2], Bouchut and Westdickenberg [3],
Ionescu [4], to name only a few. We follow the approach initiated by Bouchut and
Westdickenberg [3], by which the results are expressed in matrix form. However,
unlike [3], we use vectors and tensors and their contravariant components to derive
the main results, which makes the computations geometrically more intuitive, and
allows an easy extension of the flow modelling from ideal fluids to arbitrary materi-
als, from slightly curved topographic surfaces to those with arbitrary curvature, and
from rigid to moving material and erodible topographies.

2.1 Basics of the Geometry and Kinematics of a Surface

We present some elementary concepts and rules from the geometry and kinemat-
ics of a surface. These concepts/rules are probably already familiar to the reader,
but providing them here we offer careful definitions, notations and a collection of
properties which will enable us to model the basal topography. Besides, the material
serves to keep the book self-determined as much as possible.

2.1.1 Basics of the Geometry of a Surface

Consider a regular surface S in the three-dimensional Euclidean space E , given by
the parametrization

© Springer International Publishing Switzerland 2016
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x1 = x1(Δ
1,Δ2) , x2 = x2(Δ

1,Δ2) , x3 = x3(Δ
1,Δ2) (2.1)

with respect to an orthogonal Cartesian coordinate system Ox1x2x3. Here, (Δ1,Δ2)

belongs to some open set D ⊂ R
2, the functions x1, x2, x3 are in C2(D) (i.e., x1, x2,

x3 are twice continuously differentiable on D), and

rank

(
∂xi

∂Δα

)
= 2 . (2.2)

A point Q ∈ S has the Cartesian coordinates determined by (2.1) for some
(Δ1,Δ2) ∈ D, and the position vector r given by

r(Δ1,Δ2) = x1(Δ
1,Δ2) e1 + x2(Δ

1,Δ2) e2 + x3(Δ
1,Δ2) e3 ,

where {e1, e2, e3} is the standard basis of the translation vector space V3 of E and
associated to the Cartesian system Ox1x2x3, see Fig. 2.1a. Condition (2.2) guarantees
the linear independence of the vectors

τ α ≡ ∂r
∂Δα

, α ∈ {1, 2} , (2.3)

at Q, and so τ 1 and τ 2 build a basis, called the natural basis, for the vector space
which they generate (called, the tangent space to S at Q). Let {τ 1, τ 2} be the recip-
rocal basis corresponding to the natural basis {τ 1, τ 2} (see (1.2) for the concept of
reciprocal basis).With the following definitions of the scalarsφαβ ,φαβ ,α,β ∈ {1, 2},

φαβ ≡ τ α · τ β , φαβ ≡ τ α · τ β , (2.4)

we immediately obtain the relations

τ β = φαβτ α, τ β = φαβτ α ,
(
φαβ

) = (
φαβ

)−1
, (2.5)

e1 e2

e3

O

x1 x2

x3

Q

r

n

τ1

τ2

S

(a) (b)

Fig. 2.1 a The Cartesian coordinate system Ox1x2x3, the position vector r of a point Q on the
surface S, and the bases {e1, e2, e3}, {τ 1, τ 2, n} of V3; b a unit normal vector field on S

http://dx.doi.org/10.1007/978-3-319-02627-5_1
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see also (1.3). According to (2.4), it is clear that the matrices
(
φαβ

)
and

(
φαβ

)
are

symmetric and positive definite; the scalars φαβ are called the coefficients of the
first fundamental form of S at Q (corresponding to the parametrization (2.1) of the
surface S).

In the next considerations we assume that we are given a unit normal vector field
n to S, varying continuously on S,1 see Fig. 2.1b. We take such a vector field as

n = τ 1 × τ 2

‖τ 1 × τ 2‖ ; (2.6)

this n is shown in Fig. 2.1a. For further use we note that τ 1, τ 2, n, evaluated at
Q ∈ S, form a basis of the vector space V3.

Now, since n · n = 1, the derivatives of n with respect to Δ1 and Δ2 are vectors
in the tangent space to S at Q,2 so that we have the representation

∂n
∂Δβ

= −bαβ τ α , (2.7)

which defines the coefficients bαβ of the second fundamental form of S (correspond-
ing to the parametrization (2.1) and to the normal vector field n). With the relation
τα · n = 0 it can be shown that (bαβ) is a symmetric matrix. Indeed,

bαβ
(2.7)= −τ α · ∂n

∂Δβ
= ∂τ α

∂Δβ
· n

(2.3)= ∂

∂Δβ

(
∂r

∂Δα

)
· n

= ∂

∂Δα

(
∂r

∂Δβ

)
· n

(2.3)= ∂τ β

∂Δα
· n = −τ β · ∂n

∂Δα

(2.7)= bβα .

(2.8)

The curvature tensor of the surface S (to which the unit vector field n has been
associated) is defined by

H ≡ bαβ τα⊗ τ β . (2.9)

Relation (2.5)2 can be used to represent H as

H = bγβ τ γ ⊗ τ β = φαγbγβ τ α⊗ τ β = W α
β τ α⊗ τ β , (2.10)

where
W α

β ≡ φαγbγβ .

The matrix W ≡ (W α
β) is called the Weingarten curvature matrix, and the scalar

Ω ≡ 1
2 trH = 1

2 tr W (2.11)

1The pair (S, n) is called an oriented surface. Of course, (S,−n) is another oriented surface.
2n · n = 1 =⇒ ∂

∂Δα
(n · n) = 0 =⇒ ∂n

∂Δα
· n = 0 .

http://dx.doi.org/10.1007/978-3-319-02627-5_1
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defines the mean curvature of S. Note that the following matrix relation

W = (φαγ)(bγβ) (2.12)

holds. We also mention that relation (2.7) can be further written as

∂n
∂Δβ

= −bγβ τ γ = −φαγbγβ τα = −W α
β τα . (2.13)

Let us now change the parametric representation of S, i.e., consider the change
of variables

Δα = Δα(ξ1, ξ2) , (ξ1, ξ2) ∈ D0 , α ∈ {1, 2} , (2.14)

with D0 an open subset of R2. Thus, according to (2.1), another parameterization of
S is expressible as

xk = xk(Δ
1(ξ1, ξ2), Δ2(ξ1, ξ2)) ≡ x̃k(ξ

1, ξ2) , k ∈ {1, 2, 3} , (2.15)

and the position vector r can be written as

r = r̃(ξ1, ξ2) = x̃1(ξ
1, ξ2)e1 + x̃2(ξ

1, ξ2)e2 + x̃3(ξ
1, ξ2)e3 .

On S we consider the normal vector field n defined in (2.6). We denote by F the
Jacobian matrix of the transformation (2.14),

F ≡
(

∂Δα

∂ξβ

)
, det F �= 0 , (2.16)

and by φ̃αβ , b̃αβ , W̃ the quantities corresponding to the parametrization (2.15), similar
to φαβ , bαβ and W. It can be checked that the following relations,

(φ̃αβ) = FT (φαβ)F , (b̃αβ) = FT (bαβ)F , W̃ = F−1WF , (2.17)

hold (see Exercise2.1). Notice that, if n is given by (2.6), as we have agreed, n can
be computed by a similar formula when dealing with the parameterization (2.15),
that is,

n = τ̃ 1 × τ̃ 2

‖τ̃ 1 × τ̃ 2‖ , with τ̃α ≡ ∂ r̃
∂ξα

, α ∈ {1, 2}, (2.18)

if and only if det F > 0 (see Exercise2.2).
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2.1.2 Basics of a Moving Surface

Just to be not so abstract and to motivate the introduction of the concept of a moving
surface, we mention that the topographic surface corresponding to a topographic bed
which is erodible, or on which sediment may be deposited, is described as a moving
surface; its speed of propagation (see the definition below) is the erosion/deposition
rate (see the forthcoming Sect. 2.2.2).

We consider amoving surface (with respect to the reference system Ox1x2x3), that
is, a one-parameter family S ≡ {St }t∈I (I ⊂ R—open interval) of regular surfaces
St given as

x1 = x1(Δ
1,Δ2, t), x2 = x2(Δ

1,Δ2, t), x3 = x3(Δ
1,Δ2, t) , (2.19)

where (Δ1,Δ2) ∈ D ⊂ R
2, D is an open subset, and the functions x1, x2, x3 are of

class C2 on D × I .
Clearly, for each instant t we are given a parameterized surfaceSt as in Sect. 2.1.1.

By choosing a continuous unit normal vector field toSt according to (2.6), everything
that has been shown in Sect. 2.1.1 is valid for St . Of course, the geometric quantities,
e.g. the coefficients of the fundamental forms,φαβ , bαβ , are generally time dependent.
Now we are interested in the time dependence of x1, x2, x3. With the aid of the
position vector of the surface point (Δ1,Δ2) at time t ,

r = r(Δ1,Δ2, t) = x1(Δ
1,Δ2, t) e1 + x2(Δ

1,Δ2, t) e2 + x3(Δ
1,Δ2, t) e3,

we define the velocity uS of (Δ1,Δ2) at the instant t by

uS ≡ ∂r
∂t

. (2.20)

With respect to the basis {τ 1, τ 2, n} of V3, uS has the representation

uS = Uβ τ β + U n . (2.21)

The normal component U of uS satisfies the relation

U = uS · n , (2.22)

and is a quantity intrinsic to S, that is, independent of the parameterization of S (see
the forthcoming (2.26)2). It is called the speed of displacement (propagation) of the
surface S.

If the moving surface (2.19) is implicitly described by

F(x1, x2, x3, t) = 0 , (2.23)
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a unit normal vector n to St can be determined as

n = ∇F/‖∇F‖ with ∇F ≡ ∂F

∂xk
ek . (2.24)

We suppose that F is chosen in such a way that n computed via (2.24) is the same as
the prescribed unit normal vector (2.6). Inserting (2.19) into (2.23) and differentiating
the emerging relation with respect to t , we obtain

∂F

∂t
+ ∇F · uS = 0 , (2.25)

which is called the evolution equation for S or the kinematic equation of S. Substi-
tuting ∇F = ‖∇F‖n into (2.25) and using (2.22), we deduce

∂F

∂t
+ ‖∇F‖U = 0 ⇐⇒ U = −∂F

∂t
/‖∇F‖ . (2.26)

If the speed of displacement U is known, however F in (2.23) is unknown, rela-
tion (2.26)1 stands for the determination of F as a function of space and time. This
is the case in this book when modelling an erosion/deposition process: the ero-
sion/deposition rate U is postulated, and the evolution of the topographic profile is
determined via the kinematic equation. Relation (2.26)2 indicates the independence
of U of the parameterization of S.

2.2 Mathematical Description of the Topographic Surface

Nowadays, remote sensing technology, such asLightDetection andRanging (LIDAR)
or Interferometric Synthetic Aperture Radar (InSAR), are widely applied in themod-
ern Geographic Information Systems (GIS), where the topographic surface is gener-
ally represented by a set of altitudes of terrain locations over a regular horizontal grid,
i.e., the DTM. These profile data can be interpolated for an explicit representation in
Cartesian coordinates, which explains the mathematical description which we give
below for the topographic surface.

If the topographic bed is deformable3 or moving or is associated with ero-
sion/deposition processes, it will be called active. If not active, the topographic
bed will be designated as stationary or rigid or stagnant. In Sect. 2.2.1 we consider
a rigid bed, so that the corresponding topographic surface is modelled as a station-
ary surface. In Sect. 2.2.2 we switch to an active topographic bed, and model its
topographic surface as a moving surface.

3For slow motion of a large (ice) mass on a deforming lithosphere, this case is important.
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2.2.1 Topographic Surface as a Stationary Surface

In this section we assume a rigid topographic bed, and describe the topographic
surface as a surface Sb given explicitly by

x3 = b(x1, x2) , (x1, x2) ∈ D ⊂ R
2 ,

where D is an open set, and b ∈ C2(D). Physically, x1 and x2 lie on the horizontal
plane, whilst x3 points upwards against the direction of gravity; b gives the bed
elevation. Our derivations use the implicit representation of Sb,

Fb(x1, x2, x3) = 0 , with Fb(x1, x2, x3) ≡ x3 − b(x1, x2) , (2.27)

and the parametric representation

x1 = x , x2 = y , x3 = b(x, y) for (x, y) ∈ D , (2.28)

which gives the position vector rb of a point Q on Sb as

rb = rb(x, y) = xe1 + ye2 + b(x, y)e3 . (2.29)

We may think of the representation (2.28) as corresponding to the choice Δ1 ≡ x ,
Δ2 ≡ y in the general presentation from Sect. 2.1.1. We take the continuous unit
normal vector field nb on Sb to point into the flowing material. Figure2.1, in which
the surface S was designed to represent the topographic surface Sb, can be used to
have a geometric/physical representation on Sb.

Considering parameterization (2.28) of Sb and the above mentioned unit vector
nb, we determine the matrices (φαβ), (φαβ) and the Weingarten matrix W, which
have been introduced in Sect. 2.1.1.

First, the two vectors of the natural basis of the tangent space to Sb are given by

τ 1 ≡ ∂rb

∂x
= e1 + ∂b

∂x
e3 , τ 2 ≡ ∂rb

∂y
= e2 + ∂b

∂y
e3 , (2.30)

implying the following expressions for the coefficients of the first fundamental form,

φ11 ≡ τ 1 · τ 1 = 1 +
(

∂b

∂x

)2

, φ22 ≡ τ 2 · τ 2 = 1 +
(

∂b

∂y

)2

,

φ12 ≡ τ 1 · τ 2 = ∂b

∂x

∂b

∂y
.

With these expressions it can be easily checked that the matrix (φαβ) emerges as

(φαβ) = I + grad b ⊗ grad b , (2.31)
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which yields, see Exercise2.4,

(φαβ) = (φαβ)−1 = I − 1

1 + grad b · grad b
grad b ⊗ grad b . (2.32)

With the notations

c ≡ (1 + grad b · grad b)−1/2 , s ≡ c grad b , (2.33)

the matrices (φαβ), (φαβ) can be written in a more compact form as

(φαβ) = I + 1

c2
s ⊗ s , (φαβ) = I − s ⊗ s . (2.34)

We explicitly record the relation

(
I + 1

c2
s ⊗ s

)−1

= I − s ⊗ s , (2.35)

to which we will refer in some derivations.
The unit normal vector nb can be determined by using representation (2.27) of

Sb. One obtains

nb = ∇Fb

‖∇Fb‖ = −s1e1 − s2e2 + ce3 , (2.36)

where s1, s2 are the components of s, (s1, s2)T ≡ s. Now we are able to compute the
coefficients of the second fundamental form,

b11 = −τ 1 · ∂nb

∂x
= −

(
e1 + ∂b

∂x
e3

)
·
(

−∂s1
∂x

e1 − ∂s2
∂x

e2 + ∂c

∂x
e3

)

= ∂s1
∂x

− ∂b

∂x

∂c

∂x
= c

∂2b

∂x2
,

b12 = −τ 1 · ∂nb

∂y
= −

(
e1 + ∂b

∂x
e3

)
·
(

−∂s1
∂y

e1 − ∂s2
∂y

e2 + ∂c

∂y
e3

)

= ∂s1
∂y

− ∂b

∂x

∂c

∂y
= c

∂2b

∂x∂y
= b21 ,

b22 = −τ 2 · ∂nb

∂y
= −

(
e2 + ∂b

∂y
e3

)
·
(

−∂s1
∂y

e1 − ∂s2
∂y

e2 + ∂c

∂y
e3

)

= ∂s2
∂y

− ∂b

∂y

∂c

∂y
= c

∂2b

∂y2
,

(2.37)
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which implies

(bαβ) = c H , with H ≡ grad (grad b) =

⎛
⎜⎜⎜⎝

∂2b

∂x2

∂2b

∂x∂y

∂2b

∂x∂y

∂2b

∂y2

⎞
⎟⎟⎟⎠ . (2.38)

With (2.12), (2.34)2 and (2.38) we immediately deduce that the Weingarten matrix
W is given by

W = (φαβ)(bβγ) = c (I − s ⊗ s) H . (2.39)

We note the following relations,

s·s + c2 = 1 , (2.40)

grad c = −1

c
(grad s)T s = −c2 Hs , grad s = W , (2.41)

which we will need in some computations. Relation (2.40) expresses the fact that
‖n‖ = 1, and for the proof of (2.41) we refer the interested reader to Exercise2.3.

For numerical computations it is sometimes more convenient to use surface para-
meters on Sb different from the Cartesian parameters x, y as in (2.28). We denote
these parameters by ξ1, ξ2. Thus, the change of variables

x = x(ξ1, ξ2) , y = y(ξ1, ξ2) , (ξ1, ξ2) ∈ D0 , (2.42)

with functions x, y of class C2 on the computational domainD0, yields the parame-
terization

x1= x(ξ1, ξ2), x2= y(ξ1, ξ2), x3=b
(
x(ξ1, ξ2), y(ξ1, ξ2)

)≡ b̃(ξ1, ξ2) , (2.43)

and the position vector rb of a point on Sb, see (2.29), as

rb(x, y) = x(ξ1, ξ2)e1 + y(ξ1, ξ2)e2 + b̃(ξ1, ξ2)e3 ≡ r̃b(ξ
1, ξ2) . (2.44)

We denote by F the Jacobian matrix of the transformation (2.42),

F ≡

⎛
⎜⎜⎝

∂x

∂ξ1
∂x

∂ξ2

∂y

∂ξ1
∂y

∂ξ2

⎞
⎟⎟⎠ , det F �= 0 . (2.45)

If we assume
det F > 0 , (2.46)
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the prescribed normal vector field on Sb can be determined by formula (2.18),
where now τ̃ 1, τ̃ 2 correspond to (2.43), see Exercise2.1. However, in the derivations
employed in this book we will never express nb by this formula, so that assumption
(2.46) is not important, only det F �= 0 counts.

From now on, we will no longer use the natural basis {τ 1, τ 2} corresponding
to the Cartesian parameterization, see (2.30). That is why the vectors τ̃ 1, τ̃ 2 will
be simply denoted by τ 1, τ 2, and they should not be confused with τ 1, τ 2 from
(2.30). In short,τ 1, τ 2 refer to the parameterization (2.43), and, therefore,with (2.44)
we have

τ 1 = ∂x

∂ξ1
e1 + ∂y

∂ξ1
e2 + ∂b̃

∂ξ1
e3 , τ 2 = ∂x

∂ξ2
e1 + ∂y

∂ξ2
e2 + ∂b̃

∂ξ2
e3 . (2.47)

However, we indicate by the tilde symbol the coefficients of the first and second
fundamental forms referring to the parameterization (2.43). We further introduce the
notations

M0 ≡ (φ̃αβ) , H̃ ≡ (b̃αβ) , (2.48)

and use them, together with (2.34), (2.38), (2.39) and (2.41)1, to rewrite formulae
(2.17), now relating quantities corresponding to the parameterizations (2.28) and
(2.43). That is,

(φ̃αβ) = FT (φαβ)F ⇐⇒ M−1
0 = FT

(
I + 1

c2
s ⊗ s

)
F ,

(b̃αβ) = FT (bαβ)F ⇐⇒ H̃ = c FT HF ,

W̃ = F−1WF ⇐⇒ W̃ = M0H̃ .

(2.49)

In (2.49)3 we have used the relation

M0 = F−1(I − s ⊗ s)F−T , (2.50)

as deduced from (2.49)1 and (2.35).
We close this section by the following two remarks. First, recalling definition

(1.12) for Grad f , Grad v, where f is a scalar field and v is a 2-column matrix field
depending on ξ1 and ξ2, we have

Grad c = FT grad c , Grad s = (grad s)F .

When combined with (2.41), (2.49)2 and WF = FW̃, this yields the formulae

Grad c = −c H̃F−1s , Grad s = FW̃ . (2.51)

Secondly, we will need the change of basis matrix P from the basis {e1, e2, e3} to
the basis {τ 1, τ 2, nb} of V3, as well as the inverse matrix P−1. Inspection of (2.36)
and (2.47) shows that

http://dx.doi.org/10.1007/978-3-319-02627-5_1
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P =

⎛
⎜⎜⎜⎜⎜⎝

∂x

∂ξ1
∂x

∂ξ2
−s1

∂y

∂ξ1
∂y

∂ξ2
−s2

∂b

∂x

∂x

∂ξ1
+ ∂b

∂y

∂y

∂ξ1
∂b

∂x

∂x

∂ξ2
+ ∂b

∂y

∂y

∂ξ2
c

⎞
⎟⎟⎟⎟⎟⎠

=
(

F −s

(FT grad b)T c

)
=

(
F − s

1
c (F

T s)T c

)
.

(2.52)

To deduce P−1 we decompose P as4

P =
⎛
⎝ I −s

1
c sT c

⎞
⎠

⎛
⎝ F 0

0 1

⎞
⎠ , (2.53)

which immediately allows the derivation in block-form of P−1,

P−1 =
⎛
⎝ F 0

0 1

⎞
⎠

−1 ⎛
⎝ I −s

1
c sT c

⎞
⎠

−1

=
⎛
⎝ F−1 0

0 1

⎞
⎠

⎛
⎝ I − s ⊗ s c s

−sT c

⎞
⎠

=
⎛
⎝F−1(I − s ⊗ s) c F−1s

−sT c

⎞
⎠ .

(2.54)

SUMMARY of notations and relations

Sb : rb(x, y) = xe1 + ye2 + b(x, y)e3
||

r̃b(ξ
1, ξ2) = x(ξ1, ξ2)e1 + y(ξ1, ξ2)e2 + b̃(ξ1, ξ2)e3

b̃(ξ1, ξ2) ≡ b(x(ξ1, ξ2), y(ξ1, ξ2))

F ≡

⎛
⎜⎜⎜⎝

∂x

∂ξ1
∂x

∂ξ2
∂y

∂ξ1
∂y

∂ξ2

⎞
⎟⎟⎟⎠

τ α ≡ ∂ r̃b

∂ξα
= ∂x

∂ξα
e1 + ∂y

∂ξα
e2 + ∂b̃

∂ξα
e3 , α ∈ {1, 2}

4Bouchut and Westdickenberg [3] noticed this useful decomposition.
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c ≡ (1 + grad b · grad b)−1/2 , s ≡ c grad b , s·s + c2 = 1

nb = τ 1 × τ 2

‖τ 1 × τ 2‖ = −s1e1 − s2e2 + ce3 , (s1, s2)
T ≡ s

(
I + 1

c2
s ⊗ s

)−1

= I − s ⊗ sφ̃αβ ≡ τα · τβ , φ̃αβ ≡ τα · τβ

M0 ≡ (φ̃αβ) = F−1(I − s ⊗ s)F−T

M−1
0 = (φ̃αβ) = FT

(
I + 1

c2
s ⊗ s

)
F

∂nb

∂ξβ
= −b̃αβ τ α

H ≡ grad (grad b) , H̃ ≡ (b̃αβ) = c FT HF

W = c (I − s ⊗ s) H , W̃ = F−1WF = M0H̃

Ω = 1
2 tr W = 1

2 tr W̃ ,

Grad c = −c H̃F−1s , Grad s = FW̃ .

2.2.2 Topographic Surface as a Moving Surface

Now we assume an active topographic bed. The topographic surface varies in time,
and its mathematical model is a moving surface Sb ≡ {St }t∈I , see Sect. 2.1.2, given
explicitly by

x3 = b(x1, x2, t) , (x1, x2)∈D⊂R
2 , t ∈ I ⊂ R ,

whereD is open and b ∈ C2(D× I ). Analogously to the case of a rigid topography,
we use the implicit representation of Sb,

Fb(x1, x2, x3, t) = 0 , with Fb(x1, x2, x3, t) ≡ x3 − b(x1, x2, t) , (2.55)

and the parametric representation

x1 = x , x2 = y , x3 = b(x, y, t) , (2.56)

which gives the position vector rb of a point on St as

rb = rb(x, y, t) = xe1 + ye2 + b(x, y, t)e3 . (2.57)
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Furthermore, we consider the transformation

x = x(ξ1, ξ2, t) , y = y(ξ1, ξ2, t) , (2.58)

where the functions x, y are of class C2 on D0 × I and such that det F �= 0, with F
defined as in (2.45). This implies another parameterization of Sb,

x1 = x(ξ1, ξ2, t) , x2 = y(ξ1, ξ2, t) , x3 = b̃(ξ1, ξ2, t) , (2.59)

where

b̃(ξ1, ξ2, t) ≡ b(x(ξ1, ξ2, t), y(ξ1, ξ2, t), t) . (2.60)

The position vector rb of a point on St , see (2.57), emerges as

rb(x, y, t) = x(ξ1, ξ2, t)e1+y(ξ1, ξ2, t)e2+b̃(ξ1, ξ2, t)e3 ≡ r̃b(ξ
1, ξ2, t) . (2.61)

Clearly, the description of a topographic bed which is eroded or on which sediments
are deposited is similar to that of a rigid topographic bed. What is different is the
time dependence of the surface elevation b and of the change of parameters (2.58).
Consequently, the geometric properties deduced for a rigid topography in Sect. 2.2.1
hold also for an active topography, and next we only refer to properties implied by
the above mentioned time dependence.

Let uS denote the velocity of some surface point (ξ1, ξ2) at the instant t , that is,

uS ≡ ∂ r̃b

∂t
= ∂x

∂t
e1 + ∂y

∂t
e2 + ∂b̃

∂t
e3 . (2.62)

As pointed out in Sect. 2.1.2, its normal component U = uS · nb is the speed of
propagation of Sb, and can be deduced by formula (2.26)2 with F = Fb, where Fb

is given by (2.55). We obtain

U = c
∂b

∂t
with c ≡

[
1 +

(∂b

∂x

)2 +
(∂b

∂y

)2
]−1/2

, (2.63)

where definition (2.33)1 of c is repeated for convenience. In sediment transport
context, the speed of propagation U is called erosion/deposition rate, see Sect. 4.1.
If U > 0, sediments are deposited, and erosion occurs for U < 0.

For later use we are interested in the determination of the tangential components
U1 and U2 of the velocity uS in the representation

uS = Uα τ α + U nb , (2.64)

in terms of the components of uS with respect to the Cartesian basis. In (2.64) the
vectors τ 1 and τ 2 tangent to St refer to parameterization (2.59), that is,

http://dx.doi.org/10.1007/978-3-319-02627-5_4
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τ 1 = ∂x

∂ξ1
e1 + ∂y

∂ξ1
e2 + ∂b̃

∂ξ1
e3 , τ 2 = ∂x

∂ξ2
e1 + ∂y

∂ξ2
e2 + ∂b̃

∂ξ2
e3 , (2.65)

see also (2.47) for the case of a rigid topography. With the notations

vS ≡
⎛
⎜⎝

∂x

∂t
∂y

∂t

⎞
⎟⎠ , uS ≡

(U1

U2

)
, (2.66)

formula (1.1) and representations (2.62) and (2.64) of uS yield

(
uS
U

)
= P−1

⎛
⎝ vS

∂b̃

∂t

⎞
⎠ . (2.67)

In (2.67), P is the change of basis matrix from {e1, e2, e3} to {τ 1, τ 2, nb}, see (2.52),
and its inverse P−1 is shown in (2.54). Insertion of P−1 and of ∂b̃/∂t as given by

∂b̃

∂t
= ∂b

∂t
+ grad b · vS = ∂b

∂t
+ 1

c
s · vS = 1

c
(U + s · vS) , (2.68)

into (2.67), yields

(
uS
U

)
=

(
F−1(vS + Us)

U
)

⇐⇒ uS = F−1(vS + Us) , (2.69)

which we wanted to show.

RemarkAssuming that the erosion/deposition rateU is known, relation (2.63),
written in the form

∂b

∂t
= 1

c
U , (2.70)

stands as an evolution equation for the bed elevation b. If the (ξ1, ξ2) coordi-
nates are used, the equation for the bed elevation reads

∂b̃

∂t
= 1

c
(U + s · vS) , (2.71)

see (2.68). A law for the erosion/deposition rate U will be given in Sect. 5.3.

http://dx.doi.org/10.1007/978-3-319-02627-5_1
http://dx.doi.org/10.1007/978-3-319-02627-5_5
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SUMMARY of notations and relations

Sb : rb(x, y, t) = xe1 + ye2 + b(x, y, t)e3
||

r̃b(ξ
1, ξ2, t) = x(ξ1, ξ2, t)e1 + y(ξ1, ξ2, t)e2 + b̃(ξ1, ξ2, t)e3

b̃(ξ1, ξ2, t) ≡ b(x(ξ1, ξ2, t), y(ξ1, ξ2, t), t)

uS ≡ ∂ r̃b

∂t
= ∂x

∂t
e1 + ∂y

∂t
e2 + ∂b̃

∂t
e3 = Uα τ α + U nb

U = c
∂b

∂t
, vS ≡

(
∂x

∂t
,
∂y

∂t

)T

, uS ≡ (U1,U2)T = F−1(vS + Us) .

2.3 Topography-Fitted Coordinates

In this section we introduce curvilinear coordinates for the points lying in the vicin-
ity of the basal surface Sb. Two of such coordinates are ξ1, ξ2 from the parametric
representation of the ground surface Sb. The third coordinate, ζ, measures the dis-
tance from a point near Sb to Sb, and adequately serves to apply the shallowness
approximations, even in steep topographies. We divide the content of this section
into two parts, depending on whether the erosion/deposition process is taken into
account or not.

2.3.1 Coordinates Fitted to a Stationary Topographic Surface

In this section the topographic bed is assumed rigid, and so thebed surface is described
as the stationary topographic surface given by (2.43), to which the assigned unit nor-
mal vector field nb points into the flowing mass.We denote the Cartesian coordinates
of a point P ∈ E near the surface Sb by (x1, x2, x3), and use (ξ1, ξ2, ξ3 ≡ ζ) for the
topography-fitted curvilinear coordinates of P , introduced as follows.

Let r be the position vector of P ,

r(x1, x2, x3) = x1e1 + x2e2 + x3e3 ,

and let rb be the position vector of the point Q ∈ Sb representing the orthogonal
projection of P onto Sb,

rb = r̃b(ξ
1, ξ2) = x(ξ1, ξ2)e1 + y(ξ1, ξ2)e2 + b̃(ξ1, ξ2)e3 , (2.72)
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Fig. 2.2 The vector relation
r(x1, x2, x3)
= rb(x, y) + ζnb(x, y)

= r̃b(ξ
1, ξ2) + ζ ñb(ξ

1, ξ2)
≡ r̃(ξ1, ξ2, ζ) defines the
change of coordinates
(x1, x2, x3) ←→ (ξ1, ξ2, ζ)

near the basal surface Sb

e1 e2

e3

x1 x2

x3

Q

P

rb

r
nb

τ1

τ2

Sb : ζ=0

g

see (2.44). The relation, see Fig. 2.2,

r = rb + ζnb ,

more specifically,

r(x1, x2, x3) = r̃b(ξ
1, ξ2) + ζ ñb(ξ

1, ξ2) ≡ r̃(ξ1, ξ2, ζ) , (2.73)

defines the change of coordinates

(x1, x2, x3) ←→ (ξ1, ξ2, ζ) , (2.74)

on the condition that the Jacobian J of the transformation (2.74) is not zero,5

J ≡ det A−1 �= 0 , with A−1 ≡
(

∂xi

∂ξ j

)
i, j∈{1,2,3}

. (2.75)

The geometric interpretation of the curvilinear coordinates (ξ1, ξ2, ζ) of P is
clear, namely, ξ1, ξ2 are the surface coordinates of the orthogonal projection Q of P
onto Sb, and |ζ| is the distance from P to Sb.

To use this change of coordinates in analytical derivations we need to know the
matrices A−1 and A. This will also allow an explicit expression of restriction (2.75)1,
which we henceforth assume to be fulfilled. In order to obtain A−1 we introduce the
vectors

gk ≡ ∂ r̃
∂ξk

= A−1
jk e j , k ∈ {1, 2, 3}, (2.76)

which build the natural basis of V3 at the point P , associated to the coordinates
(ξ1, ξ2, ζ). Relation (2.76) shows that the Jacobian matrix A−1 defined in (2.75) rep-
resents the change of basis matrix from {e1, e2, e3} to {g1, g2, g3}. With definitions
(2.47) and (2.76), the position vectors (2.72), (2.73), and relation (2.13), we have

5Denoting the Jacobian matrix of (2.74) by the inverse of a matrix A we preserve the notation used
by Bouchut and Westdickenberg [3] for the same quantity.



2.3 Topography-Fitted Coordinates 37

g1 = ∂ r̃b

∂ξ1
+ ζ

∂ñb

∂ξ1
= (1 − ζ W̃ 1

1)τ 1 − ζ W̃ 2
1τ 2 ,

g2 = ∂ r̃b

∂ξ2
+ ζ

∂ñb

∂ξ2
= −ζ W̃ 1

2τ 1 + (1 − ζ W̃ 2
2)τ 2 ,

g3 = nb ,

(2.77)

or, with a shorter notation,

gα = (δβ
α − ζ W̃ β

α) τ β , g3 = nb . (2.78)

This indicates that A−1 is the outcome of two successive transformations,

A−1 = P1 P ,

where P , P1 are the following change of basis matrices,

P − from {e1, e2, e3} to {τ 1, τ 2, nb} ,

P1 − from {τ 1, τ 2, nb} to {g1, g2, g3} .

The matrix P is given by (2.52), and P1 can immediately be deduced from (2.77),

P1=
⎛
⎜⎝
1 − ζW̃ 1

1 −ζW̃ 1
2 0

−ζW̃ 2
1 1 − ζW̃ 2

2 0

0 0 1

⎞
⎟⎠=

(
I − ζW̃ 0

0 1

)
,

so that

A−1 = P1 P =
(

F(I − ζW̃) −s

1
c

(
(I − ζW̃)T FT s

)T
c

)
.

Introducing the notation

B ≡ F(I − ζW̃) = (
I − ζW

)
F , (2.79)

where FW̃ = WF has been used, A−1 is expressible as

A−1 ≡
(

∂xi

∂ξ j

)
=

⎛
⎝ B −s

1
c (BT s)T c

⎞
⎠ . (2.80)

Now, similarly to (2.53), we decompose A−1 as

A−1 =
⎛
⎝ I −s

1
c sT c

⎞
⎠

⎛
⎝ B 0

0 1

⎞
⎠ ,
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which immediately allows the derivation in block form of the matrix A,

A =
⎛
⎝ B 0

0 1

⎞
⎠

−1 ⎛
⎝ I −s

1
c sT c

⎞
⎠

−1

=
⎛
⎝ B−1 0

0 1

⎞
⎠

⎛
⎝ I − s ⊗ s cs

−sT c

⎞
⎠ ,

and therefore

A =
(

∂ξi

∂x j

)
=

(
B−1(I − s ⊗ s) c B−1s

−sT c

)
. (2.81)

With A−1 given in (2.80), we can compute the Jacobian determinant J ,

J ≡ det A−1 = 1

c
det B = 1

c
det F det(I − ζW̃) , (2.82)

and explicit condition (2.75)1. Since det F �= 0, (2.75)1 reads

det(I − ζW̃) = det(I − ζW) �= 0 , (2.83)

where (2.17)3 has been used. This restricts the use of the change of coordinates (2.74)
to realistic situations: (2.74) can be applied if and only if the basal topography plus
the domain occupied by the flowing mass satisfy (2.83). We record expression (2.82)
for the Jacobian J in the form

J = J0 det(I − ζW̃) , J0 ≡ 1

c
det F . (2.84)

We return to the basis {g1, g2, g3} in (2.76) and introduce its reciprocal basis
{g1, g2, g3}. The combination of (2.76) and (2.81) implies the following formulae for
the contravariant coefficients gi j ≡ gi ·g j and the covariant coefficients gi j ≡ gi ·g j

of the metric tensor,

(gi j ) = AAT =
(

M 0
0 1

)
, (gi j ) = (AAT )−1 =

(
M−1 0

0 1

)
, (2.85)

where
M ≡ B−1(I − s ⊗ s)B−T . (2.86)

Since {g1, g2, g3=nb} is a basis of V3, the matrix (gi j ) is positive definite, therefore
M is equally a positive definite matrix. We notice that

M|ζ=0 = M0 , (2.87)
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which yields (2.86) as

M = (I − ζW̃)−1M0(I − ζW̃)−T , (2.88)

see expressions (2.50) and (2.79) of M0 and B, respectively.

SUMMARY of notations and relations

r = rb + ζnb ⇐⇒ r(x1, x2, x3) = r̃b(ξ
1, ξ2) + ζ ñb(ξ

1, ξ2)

≡ r̃(ξ1, ξ2, ζ) , with ξ3 ≡ ζ

gk ≡ ∂ r̃
∂ξk

, k ∈ {1, 2, 3}

gα = (δβ
α − ζ W̃ β

α) τ β , α ∈ {1, 2}, g3 = nb

B ≡ F(I − ζW̃) = (
I − ζW

)
F

M ≡ B−1(I − s ⊗ s)B−T = (I − ζW̃)−1M0(I − ζW̃)−T

M|ζ=0 = M0

A−1 ≡
(

∂xi

∂ξ j

)
=

⎛
⎝ B −s

1
c (BT s)T c

⎞
⎠

gk ≡ ∂ r̃
∂ξk

= A−1
jk e j , k ∈ {1, 2, 3}

A =
(

∂ξi

∂x j

)
=

(
B−1(I − s ⊗ s) c B−1s

−sT c

)

J0 ≡ 1

c
det F , J ≡ det A−1 = J0 det(I − ζW̃)

gi j ≡ gi ·g j , gi j ≡ gi ·g j

(gi j ) = AAT =
(

M 0

0 1

)
, (gi j ) = (AAT )−1 =

⎛
⎝ M−1 0

0 1

⎞
⎠ ,
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2.3.2 On the Components of Vectors and Tensors

Weuse the basis vectors g1, g2, g3 to represent vectors inV3 and second order tensors
on V3,

v = vigi , σ = T i jgi ⊗ g j . (2.89)

Expressions (2.77) of g1, g2, g3 show that g1, g2 are parallel to the surface
Sb, and g3 is perpendicular to Sb. Due to these geometric properties it is conve-
nient to decompose a vector v ∈ V3 into a tangential component vτ and a normal
component vn ,

v = v1g1 + v2g2︸ ︷︷ ︸ + v3g3︸︷︷︸ with vτ ≡ v1g1 + v2g2 , vn ≡ v3g3 .

vτ vn

(2.90)

This decomposition is independent of the choice of the surface coordinates ξ1, ξ2, a
fact which can also be seen from the relations

vn = (v ·nb)nb , vτ = v − (v ·nb)nb ,

which are satisfied by vτ and vn . We collect the components of vτ with respect
to g1, g2 in a 2-column matrix, and use the notation v for the normal component
v3 = v · nb of v, i.e.,

v ≡
(

v1

v2

)
, v ≡ v3 .

Similarly, we collect the components T i j of a symmetric second order tensor σ, see
(2.89), as follows,

T ≡
(

T 11 T 12

T 12 T 22

)
= TT , t ≡

(
T 13

T 23

)
=

(
T 31

T 32

)
.

We, therefore, use the following block matrices for the contravariant components of
vectors and symmetric second order tensors,

⎛
⎝ v1

v2

v3

⎞
⎠ =

(
v
v

)
, (T i j ) =

(
T t
tT T 33

)
. (2.91)

Note that, using (2.78)1 in (2.90)2, vτ can be written as

vτ = (δα
β − ζ W̃ α

β) vβτ α , (2.92)

which is the representation of vτ with respect to τ 1, τ 2. Moreover, with (2.85)2
we have
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‖vτ‖2 = (vαgα) · (vβgβ) = (gα · gβ)vαvβ = M−1v · v . (2.93)

We will also use the Cartesian components of vectors and the mixed components
of a symmetric second order tensor, that is

v = vi ei , σ = �i j ei ⊗ g j . (2.94)

For them we introduce the notations

� ≡
(

v1
v2

)
, v ≡ v3 ,

and

� ≡
(

�11 �12

�21 �22

)
, � ≡

(
�13

�23

)
, � ≡

(
�31

�32

)
, σ ≡ �33 ,

so that ⎛
⎝ v1

v2
v3

⎞
⎠ =

(
�

v

)
,

(
�i j

) =
(
� �

�
T σ

)
. (2.95)

Note that � is not a symmetric matrix as T in (2.91)2. Recalling that the change of
basis matrix from {e1, e2, e3} to {g1, g2, g3} is A−1, see (2.75), formula (1.1) yields
the relation between the contravariant components vi and the Cartesian components
vi of v, see (2.89)1 and (2.94)1,

(
�

v

)
= A−1

(
v
v

)
,

which gives, owing to (2.80),

� = Bv − vs , v = 1

c
s · Bv + cv (2.96)

In particular, the relation between the Cartesian coordinates, �τ , vτ , and the curvi-
linear coordinates, v, 0, of the tangential component vτ of the vector v, see (2.90),
is (

�τ

vτ

)
= A−1

(
v
0

)
,

that is,

http://dx.doi.org/10.1007/978-3-319-02627-5_1
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�τ = Bv , vτ = 1

c
s · Bv (2.97)

Then, inserting gi = A−1
ki ek into (2.89)2 and comparing the emerging representa-

tion of the symmetric tensor σ with (2.94)2, we obtain the relation between the
contravariant components T i j and the mixed components �i j of σ,

(
�i j

) = A−1 (
T kl

)
.

This is equivalent to

� = BT − s ⊗ t , � = Bt − T 33s ,

� = 1

c
TBT s + c t , σ = 1

c
s · Bt + c T 33 .

(2.98)

2.3.3 Coordinates Fitted to a Moving Topographic Surface

Now we consider a moving topographic surface Sb, described by (2.59), so that
the position vector of a point on Sb is given by (2.61), which we rewrite here for
convenience,

rb = r̃b(ξ
1, ξ2, t) = x(ξ1, ξ2, t)e1 + y(ξ1, ξ2, t)e2 + b̃(ξ1, ξ2, t)e3 . (2.99)

Fig. 2.3 The coordinates
(ξ1, ξ2, ζ) and (ξ̂1, ξ̂2, ζ̂) of
the point P at times t and t̂ ,
respectively

St

St̂

ζ̂ζ

P (x1, x2, x3)

(ξ1, ξ2)
(ξ̂1, ξ̂2)
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The change of coordinates which we introduce for points in a neighbourhood of
the surface Sb emerges from the same vector relation as that from Sect. 2.3.1, i.e.,
r = rb + ζnb. Explicitly,

r(x1, x2, x3) = r̃b(ξ
1, ξ2, t) + ζ ñb(ξ

1, ξ2, t) ≡ r̃(ξ1, ξ2, ζ, t) . (2.100)

However, the coordinates ξ1, ξ2, ζ of P ∈ E are now time-dependent,

ξ1(x1, x2, x3, t) , ξ2(x1, x2, x3, t) , ζ(x1, x2, x3, t) , (2.101)

which is geometrically obvious: since the surface is moving, the orthogonal projec-
tion of P onto Sb and the distance of P to the surface Sb are changing in time, see
Fig. 2.3, where the coordinates (ξ̂1, ξ̂2, ζ̂) of the point P at the instant t̂ are

ξ̂1 ≡ ξ1(x1, x2, x3, t̂) , ξ̂2 ≡ ξ2(x1, x2, x3, t̂) , ζ̂ ≡ ζ(x1, x2, x3, t̂) .

As a consequence, as soon as the dependence of ξ1, ξ2, ζ on x1, x2, x3 is
envisaged, we simply take over the results fromSect. 2.3.1, e.g. formula (2.81) for the
matrix A, which gives the partial derivatives of (2.101) with respect to the Cartesian
coordinates. Additionally, we are interested in obtaining the partial derivatives with
respect to t of the coordinates (2.101),

ξ̇1 ≡ ∂ξ1

∂t
, ξ̇2 ≡ ∂ξ2

∂t
, ζ̇ ≡ ∂ζ

∂t
.

They are needed for the derivation of some rules of differentiation when the change
of coordinates (2.100) is used, see Sect. 3.1.3. We deduce the coordinate velocities
ξ̇1, ξ̇2, ζ̇ by using the identity, see (2.100) and (2.101),

r(x1, x2, x3) = r̃(ξ1(x1, x2, x3, t), ξ2(x1, x2, x3, t), ξ3(x1, x2, x3, t), t) ,

which we differentiate with respect to t to obtain

0 = ∂ r̃
∂t

+ ξ̇k ∂ r̃
∂ξk

⇐⇒ w = −ξ̇kgk , (2.102)

with

w ≡ ∂ r̃
∂t

, (2.103)

and where definition (2.76) of gk has been used. In the context of computational
methods,w is called themesh velocity. Relation (2.102)2 indicates that the coordinate
velocities ξ̇1, ξ̇2, ζ̇ are the contravariant components of the vector −w with respect
to g1, g2, g3 = nb. That is, with

http://dx.doi.org/10.1007/978-3-319-02627-5_3
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w = wαgα + wnb , w ≡
(

w1

w2

)
, (2.104)

we have (
ξ̇1

ξ̇2

)
= −w, ζ̇ = −w . (2.105)

It is therefore necessary to determine w and w. To this end we use definitions (2.100)
and (2.64) of r̃ and uS , respectively, which yields

w = ∂ r̃b

∂t
+ ζ

∂ñb

∂t
= uS + ζ

∂ñb

∂t
. (2.106)

First, let us obtain the representation of uS with respect to g1, g2, nb. From (2.78)
we deduce that τ 1, τ 2 are written in terms of g1, g2 as

τ β = W˜α
βgα, W˜ ≡ (I − ζW̃)−1,

and hence representation (2.64) emerges as

uS = Uβ τ β + U nb = W˜α
β Uβgα + U nb . (2.107)

Here uS ≡ (U1,U2)T and U are given by (2.69) and (2.63), respectively.
Next consider ∂ñb/∂t . The relation nb ·nb = 1 implies nb ·∂ñb/∂t = 0, so that

∂ñb/∂t is a tangent vector to St , i.e.,

∂ñb

∂t
= aαgα , (2.108)

with

aα = ∂ñb

∂t
· gα = gβα ∂ñb

∂t
· gβ

(2.78)= gβα(δ
γ
β − ζW̃ γ

β)
∂ñb

∂t
· τ γ .

Moreover, we compute

∂ñb

∂t
· τ γ = −nb · ∂τ γ

∂t
= −nb · ∂

∂t

(
∂ r̃b

∂ξγ

)
= −nb · ∂

∂ξγ

(
∂ r̃b

∂t

)

= −nb · ∂uS
∂ξγ

(2.107)= −nb · ∂

∂ξγ

(Uβ τ β + U nb
)

= −Uβnb · ∂τ β

∂ξγ
− ∂U

∂ξγ
= Uβ ∂ñb

∂ξγ
· τ β − ∂U

∂ξγ

(2.7)= −b̃ωγUω − ∂U
∂ξγ

.

Therefore, we obtain

∂ñb

∂t
= −gβα(δ

γ
β − ζW̃ γ

β)

(
b̃ωγUω + ∂U

∂ξγ

)
gα . (2.109)
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Finally, substituting (2.107) and (2.109) into (2.106), we deduce

w =
{

W˜α
βUβ − ζ gβα(δ

γ
β − ζ W̃ γ

β)

(
b̃ωγUω + ∂U

∂ξγ

)}
gα + Unb ,

which, after a routine calculus using (2.48), (2.49)3, (2.85)1 and (2.88), yields the
components w, w (see (2.104)) of w as

w = uS − ζ(I − ζW̃)−1M0GradU , w = U . (2.110)

Relation (2.110)1 is essential when selecting the parameterization of the moving
topographic surface as described in the next section.

SUMMARY of notations and relations

r = rb + ζn ⇐⇒ r(x1, x2, x3) = r̃b(ξ
1, ξ2, t) + ζ ñb(ξ

1, ξ2, t)

≡ r̃(ξ1, ξ2, ζ, t)

w ≡ ∂ r̃
∂t

= −ξ̇kgk

w = wαgα + wnb , w ≡
(

w1

w2

)

w = uS − ζ(I − ζW̃)−1M0Grad U , w = U .

To conclude, by (2.73)/(2.100) in this section we have introduced the curvilinear
coordinates ξ1, ξ2, ζ replacing the Cartesian coordinates x1, x2, x3 of points lying
in that vicinity of the topographic surface defined by condition (2.83). Using these
curvilinear coordinates when deducing the modelling equations for shallow flows
in the following chapter, the computational mesh results in a body-fitted grid that
follows the geometry of the topography. For active topographic beds, at all times the
topographic surface corresponds to ζ = 0 in the computational (ξ1, ξ2, ζ)—domain.
Note that the change of parameters on the topographic surface, see (2.42) or (2.58),
is left arbitrary. It can be freely chosen to the benefit of the numerical method. Most
authors use the arc lengths on the coordinate lines y = constant, x = constant on
Sb as parameters ξ1 and ξ2, respectively. Another choice for the time-dependent
transformation (2.58) is discussed in the next section. Both these parameterizations
of the basal surface are used in the example given in Sect. 5.4.

http://dx.doi.org/10.1007/978-3-319-02627-5_5
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2.4 The Topography-Fitted Coordinates in the Context
of the Unified Coordinates (UC) Approach

It is generally non-trivial to determine the change of parameters (2.58) for a complex
terrain surface when erosion/deposition processes occur. An idea of how to face
this problem was proposed by Tai and Kuo [5], and was suggested by the unified
coordinates (UC) approach (see e.g. Hui [6, 7], Hui and Xu [8]). In this section we
shortly describe this method and show how it inspired the choice for the change of
parameters (2.58) in [5].

The UC method is essentially an approach to search for an optimum coordinate
system (ξ1, ξ2, ξ3) in Computational FluidDynamics, in the sense that, (a) the system
of partial differential equations, when expressed in terms of (ξ1, ξ2, ξ3), is in con-
servative form, (b) contact discontinuities are sharply resolved, and (c) a body-fitted
mesh, commonly adopted in computing flows of complex geometries, can be auto-
matically generated. With x1, x2, x3—the Cartesian coordinates, the new coordinate
system is searched for as defined by a space-time change of coordinates

(x1, x2, x3, t) ⇐⇒ (ξ1, ξ2, ξ3,λ) (2.111)

of the form
dx1 = A dξ1 + L dξ2 + P dξ3 + U dλ ,

dx2 = B dξ1 + M dξ2 + Q dξ3 + V dλ ,

dx3 = C dξ1 + N dξ2 + R dξ3 + W dλ ,

dt = dλ ,

(2.112)

or, equivalently,

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∂x1
∂ξ1

∂x1
∂ξ2

∂x1
∂ξ3

∂x1
∂λ

∂x2
∂ξ1

∂x2
∂ξ2

∂x2
∂ξ3

∂x2
∂λ

∂x3
∂ξ1

∂x3
∂ξ2

∂x3
∂ξ3

∂x3
∂λ

∂t

∂ξ1
∂t

∂ξ2
∂t

∂ξ3
∂t

∂λ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎝

A L P U
B M Q V
C N R W
0 0 0 1

⎞
⎟⎟⎠ . (2.113)

The mesh velocity components U, V, W are assigned to fulfill the above mentioned
requirements (b), (c), and the unknown functions A, B, . . . , R in (2.112) are deter-
mined by the rules of differentiations which they satisfy.6 These rules emerge as
additional equations which are solved in conjunction with the physical equations.

6For instance, A = ∂x1/∂ξ1, U = ∂x1/∂λ , so that, ∂ A/∂λ = ∂U/∂x1, and once U is known,
this represents an evolution equation for A.
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Thus, the curvilinear coordinates (ξ1, ξ2, ξ3) are generated while advancing in time
the numerical procedure. For several prescriptions of the grid velocity (U, V, W )

and for more details on the UC approach see Hui and Xu [8].
When erosion/deposition processes are taken into account, the time-dependent

change of coordinates (2.101) can be conceived as a space-time change of coordinates
(2.111), where ⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∂ξ1

∂x1

∂ξ1

∂x2

∂ξ1

∂x3

∂ξ1

∂t

∂ξ2

∂x1

∂ξ2

∂x2

∂ξ2

∂x3

∂ξ2

∂t

∂ξ3

∂x1

∂ξ3

∂x2

∂ξ3

∂x3

∂ξ3

∂t
∂λ

∂x1

∂λ

∂x2

∂λ

∂x3

∂λ

∂t

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=
⎛
⎜⎝

A −w

−w

0 1

⎞
⎟⎠ , (2.114)

see (2.81) and (2.105). This gives,

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∂x1
∂ξ1

∂x1
∂ξ2

∂x1
∂ξ3

∂x1
∂λ

∂x2
∂ξ1

∂x2
∂ξ2

∂x2
∂ξ3

∂x2
∂λ

∂x3
∂ξ1

∂x3
∂ξ2

∂x3
∂ξ3

∂x3
∂λ

∂t

∂ξ1
∂t

∂ξ2
∂t

∂ξ3
∂t

∂λ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=
⎛
⎜⎝ A−1 A−1

(
w
w

)

0 1

⎞
⎟⎠ , (2.115)

see Exercise2.5, which indicates that the transformation (2.111) corresponding to
the topography-fitted coordinates has the form (2.113), with

⎛
⎝ A L P

B M Q
C N R

⎞
⎠ = A−1 ,

⎛
⎝ U

V
W

⎞
⎠ = A−1

(
w

w

)
. (2.116)

Based on this remark we show how the change of parameters (2.58) can be cho-
sen. Note that in expression (2.110)1 of w, uS is a term which refers solely to the
transformation (2.58) that has not yet been prescribed. One effect is that the mesh
velocity (2.116)2 bears some degree of freedom, which resembles the UC and other
moving mesh approaches. Thus, for simplicity, the mesh velocity (2.116)2 can be
taken such that

uS = 0 . (2.117)

According to (2.66), this choice for uS reads as
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vS = −Us , (2.118)

or, componentwise,

∂x

∂t
= −cU ∂b

∂x
,

∂y

∂t
= −cU ∂b

∂y
, (2.119)

see (2.69). Therefore, assumption (2.117) prescribes the time derivatives of x(ξ1,
ξ2, t) and y(ξ1, ξ2, t), and it only remains to define the initial values x(ξ1, ξ2, 0),
y(ξ1, ξ2, 0) to obtain the functions x, y by forward integration. These initial values
can be determined e.g., by considering the parameters ξ1, ξ2 as being the arc lengths
on the coordinate lines y = constant and x = constant on the topographic surface at
time t = 0, see also the forthcoming Sect. 5.4. With this choice, det F(ξ1, ξ2, 0) > 0,
and so, for sufficiently smooth right-hand sides in (2.119), det F > 0 for at least
a short time interval [0, T ). That is, conditions (2.119) do indeed define a (time-
dependent) change of coordinates (x, y) ←→ (ξ1, ξ2) on [0, T ). As a matter of
fact, the case det F = 0 can be avoided in a numerical algorithm. In the numerical
computations by Y.C. Tai, C.Y. Kuo and collaborators [5, 9–11], det F emerging
from (2.119) never happened to vanish.

In view of (2.110), assumption (2.117) is equivalent to the requirement

w|ζ=0 = Unb , (2.120)

which has been used by Tai and Kuo [5]. Thus, (2.117) states that, at the basal topog-
raphy the computational mesh moves along the normal direction to the topographic
surface with the velocity U .

The requirements (a) and (b) of the UC method are also taken into account in [5],
resulting in a distinct approach, in this book called non-conventional method (see
the forthcoming Sect. 4.6), to formulate depth-averaged models for thin flows.

Exercises to Chap. 2

Ex 2.1 Prove (2.17).
Ex 2.2 Show that τ̃ 1 × τ̃ 2 = (det F) τ 1 × τ 2, with τ 1, τ 2 as defined by (2.3),

F given by (2.16), and for τ̃ 1, τ̃ 2 see (2.18). With the aid of this relation
justify the remark following (2.17).

Ex 2.3 Prove (2.41).
Ex 2.4 Show that, if a ≡ (a1, a2)

T is a 2-columnmatrix, then I+a⊗a is invertible
and

http://dx.doi.org/10.1007/978-3-319-02627-5_5
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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(I + a ⊗ a)−1 = I − 1

a · a
a ⊗ a .

Ex 2.5 Let A be an invertible 3× 3 matrix and let b be a 3-column matrix. Check
that (

A b
0 1

)−1

=
(

A−1 −A−1b
0 1

)
.

Ex 2.6 Prove formula (3.11).
Ex 2.7 Prove formula (3.70).
Ex 2.8 Use relations (2.36) and (2.109) to show that

∂c

∂t
= −cF−1s · (H̃uS + GradU) ,

∂s
∂t

= FW̃uS + FM0Grad U ,

where c and s are defined in (2.33) (considered with b = b(x, y, t)), and
are understood as functions of (ξ1, ξ2, t) via the transformation (2.58).
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Chapter 3
Differential Operators and Balance Laws
in the Topography-Fitted Coordinates

The ultimate goal of this chapter is to deduce the mass and linear momentum balance
laws in the topography-fitted coordinates introduced in Chap.2, and to be prepared
with some mathematical prerequisites when we formulate constitutive equations for
the flowing material down arbitrary topography. Thus, some differential operators in
Sect. 3.1, and the strain-rate and surface strain-rate in Sect. 3.2, are expressed in the
topography-fitted coordinates. In Sect. 3.3 we obtain the mass and linear momentum
balance laws in the same coordinates.

3.1 Differential Operators in the Topography-Fitted
Coordinates

In this section we express the gradient of a scalar and a vector field, the divergence
of a vector and a tensor field in the topography-fitted coordinates introduced in
Sect. 2.3. First, in Sect. 3.1.1 we recall the expressions of these operators in general
curvilinear coordinates. Then, in Sect. 3.1.2 we particularize these expressions to the
case of the topography-fitted coordinates. The time derivative in the time dependent
terrain-fitted coordinates is also of interest and will be discussed in Sect. 3.1.3.

3.1.1 Differential Operators in Curvilinear Coordinates

Consider an arbitrary C2-change of coordinates (x1, x2, x3) ↔ (ξ1, ξ2, ξ3), where
x1, x2, x3 are the Cartesian coordinates, and let {g1, g2, g3} be the corresponding
natural basis,

g j ≡ ∂ r̃
∂ξ j

, with r̃(ξ1, ξ2, ξ3) ≡ xi (ξ
1, ξ2, ξ3)ei , (3.1)
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where {e1, e2, e3} is the Cartesian basis. Let f be a scalar field, v—a vector field,
and σ—a tensor field,

v = vi ei = v jg j , σ = σi j ei ⊗ e j = T i jgi ⊗ g j ,

which are supposed to be continuously differentiable functions of x1, x2, x3. The
following formulae for the gradient of f , v, and the divergence of v, σ, can be found
in many standard books on continuum mechanics, e.g. Eringen [1] or Bowen and
Wang [2],

∇ f ≡ ∂ f

∂xi
ei = ∂ f

∂ξk
gk , (3.2)

∇v ≡ ∂vi

∂x j
ei ⊗ e j =

(
∂vi

∂ξ j
+ Γ i

jkv
k

)
gi ⊗ g j , (3.3)

div v ≡ ∂vi

∂xi
= ∂vi

∂ξi
+ Γ i

ikv
k , (3.4)

divσ ≡ ∂σi j

∂x j
ei =

(
∂T i j

∂ξ j
+ Γ i

jk T k j + Γ
j

jk T ik

)
gi . (3.5)

Here, {g1, g2, g3} is the reciprocal basis associated to {g1, g2, g3}, and theChristoffel
symbols of the second kind, Γ i

jk , are defined by

Γ i
jk ≡ ∂2xl

∂ξ j∂ξk

∂ξi

∂xl
= Ail

∂ A−1
lk

∂ξ j
=

(
A

∂ A−1

∂ξ j

)
ik

= Γ i
k j , (3.6)

where A−1 denotes thematrix of components∂xi/∂ξ j . In (3.6) the equalityΓ i
jk = Γ i

k j
holds due to the assumption that x1, x2, x3 are twice continuously differentiable
functions on ξ1, ξ2, ξ3.

Both formulae (3.4) and (3.5) for div v and divσ can be further written as follows.
With J ≡ det A−1, we have

∂ J

∂ξk
= ∂ J

∂ A−1
i j

∂ A−1
i j

∂ξk
= J A ji

∂ A−1
i j

∂ξk
= J tr

(
A

∂ A−1

∂ξk

)
= JΓ i

ik , (3.7)

so that Γ i
ik can be replaced in (3.4) and (3.5) by (1/J )∂ J/∂ξk . As a consequence,

with T ≡ (T i j ), formulae (3.4) and (3.5) turn into

div v = 1

J

∂

∂ξi

(
Jvi

)
, (3.8)
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divσ = 1

J

(
∂

∂ξ j
(J T i j ) − JΓ i (T )

)
gi , Γ i (T ) ≡ −Γ i

jk T k j , (3.9)

respectively. From relation (3.7) we extract the formula

∂ J

∂ξk
= J tr

(
A

∂ A−1

∂ξk

)
, k ∈ {1, 2, 3} . (3.10)

Furthermore, divσ can be expressed in terms of the componentsΣ ik in the mixed
representation

σ = Σ ik ei ⊗ gk ,

as

divσ = 1

J

∂

∂ξk

(
JΣ ik

)
ei , (3.11)

see Exercise 2.6. Formulae (3.8) and (3.11) are called conservation forms of div v

and divσ.
Let us comment on the various forms of the divergence of a vector and a tensor.

Both (3.8) and (3.9) are needed to write the mass and linear momentum balance laws
in curvilinear coordinates, as it is commonly encountered in continuum mechanics,
see for example Eringen [1] or Bowen and Wang [2]. Another way to write these
balance laws in curvilinear coordinates, less known in the continuummechanics com-
munity, is based on (3.8) and (3.11), and dates back to Viviand [3] and Vinokur [4].
When developing models for shallow flows down arbitrary topographies, we will use
the mass and momentum balance equations in the topography-fitted coordinates as
deduced by these two ways, and refer to these routes as

• the conventional route—based on (3.8) and (3.9),

• the non-conventional route—based on (3.8) and (3.11).

Therefore, we need explicit expressions of (3.8), (3.9) and (3.11) for the particular
case of topography-fitted coordinates. These expressions are derived in the next
section.

3.1.2 Gradient and Divergence in the Topography-Fitted
Coordinates

In this section we consider the curvilinear coordinates introduced in Sect. 2.2.1 and
express the right-hand sides of (3.2), (3.3), (3.8), (3.9) and (3.11) for this particular
choice. More precisely,

• when referring to (3.2), (3.3) and (3.9) we are interested in obtaining the con-
travariant components (∇ f )i , (∇v)i j and (divσ)i in the representations

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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∇ f = (∇ f )igi , ∇v = (∇v)i jgi ⊗ g j , divσ = (divσ)igi , (3.12)

collected in block-matrices as in (2.91);
• formula (3.8) for div v will be written by using notation (2.91)1 for the components

vi ;
• the Cartesian components (divσ)i of divσ as given in (3.11) will be expressed in
the block-matrix form (2.95)1.

To simplify a bit the derivations we assume that σ is a symmetric tensor, since this
is the only case which we will use in the ensuing chapters. We proceed sequentially.

(i) We begin with (3.2), in which we insert gk = gikgi to deduce

∇ f = gik ∂ f

∂ξk
gi ⇐⇒ (∇ f )i = gik ∂ f

∂ξk
.

Using (1.12) and (2.85) yields

The contravariant components (∇ f )i of ∇ f in the topography-fitted coordi-
nates,

∇ f = (∇ f )igi ,

are given by

⎛
⎝ (∇ f )1

(∇ f )2

(∇ f )3

⎞
⎠ =

(
M 0
0 1

) ⎛
⎝Grad f

∂ f

∂ζ

⎞
⎠ =

⎛
⎝ MGrad f

∂ f

∂ζ

⎞
⎠ . (3.13)

(ii) Formula (3.3) for ∇v is more involved, since we need to compute the Christoffel
symbols. According to definition (3.6), these symbols are the entries of the matrices

( j)
Γ ≡ A

∂ A−1

∂ξ j
, j = 1, 2, 3 , (3.14)

which we next determine. First, using the expressions (2.80) and (2.81) of A−1 and
A, respectively, and the relation s·s + c2 = 1, see (2.40), we obtain

( j)
Γ =

⎛
⎜⎜⎜⎜⎝

B−1

{
∂B
∂ξ j

+ s ⊗ BT

(
∂s
∂ξ j

− 1

c

∂c

∂ξ j
s
)}

−B−1 ∂s
∂ξ j

{
BT

(
∂s
∂ξ j

− 1

c

∂c

∂ξ j
s
)}T

0

⎞
⎟⎟⎟⎟⎠ . (3.15)

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_1
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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By the formulae

∂c

∂ξα
= Grad c ·eα ,

∂s
∂ξα

= (Grad s)eα , α ∈{1, 2},

and (2.51), (2.49)3, relation (3.15) for j = 1, 2 turns into

(α)

Γ =

⎛
⎜⎜⎝

B−1

{
∂B
∂ξα

+ s ⊗ (
BT F−T H̃eα

)} −B−1FW̃eα

(
BT F−T H̃eα

)T
0

⎞
⎟⎟⎠ , (3.16)

with α = 1, 2. Then,
(3)
Γ follows at once from definition (2.79) of B and since c and

s are independent of ξ3 ≡ ζ,

(3)
Γ =

( −B−1FW̃ 0

0 0

)
. (3.17)

The Christoffel symbols (3.6) are therefore determined and shown in formulae (3.16)

and (3.17), with definition (3.14) of
( j)
Γ , j = 1, 2, 3. For further use we mention the

relation
∂ J

∂ζ
= −J tr

{
(I − ζW̃)−1W̃

}
, (3.18)

as a consequence of (3.10), (3.17) and (2.79).
We can now go further to obtain the components of (∇v)i j in the representation

(3.12)2. From (3.3) we have

(∇v)i j = vi
;k gk j , where vi

;k ≡ ∂vi

∂ξk
+ Γ i

klv
l ,

implying the matrix equivalent

(
(∇v)i j

) = (vi
;k)(g

k j ) , with (vi
; j ) =

(
∂vi

∂ξ j

)
+ (

Γ i
jkv

k
)

. (3.19)

The challengingmatrix in (3.19)2 is
(
Γ i

jkv
k
)
, which we deduce as follows. Recalling

notations (1.10) for the 3-columns e1, e2, e3, we obtain

(
Γ i

jkv
k
) = Γ i

jkv
k ei ⊗ e j = (Γ i

jkv
k ei ) ⊗ e j =

( j)
Γ

(
v
v

)
⊗ e j

=(α)

Γ

(
v
v

)
⊗

(
eα

0

)
+ (3)

Γ

(
v
v

)
⊗

(
0
1

)
.

(3.20)

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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In (3.20) we have used the summation convention for Greek indices running from

1 to 2, as we have agreed in Sect. 1.3. Now we substitute
(α)

Γ ,
(3)
Γ given by (3.16) and

(3.17) into (3.20), recall the rules R2, R3 in Sect. 1.3, and perform straightforward
calculations using

(BT F−T H̃eα · v)eα
(R3)1= (eα · H̃F−1Bv) eα

(R3)3= H̃F−1Bv ,

(BT F−T H̃eα · v) s ⊗ eα
(R3)1= (eα · H̃F−1Bv) s ⊗ eα
(R2)2= (s ⊗ H̃F−1Bv) eα ⊗ eα = s ⊗ H̃F−1Bv

to obtain

(
�i

jkv
k
) =

⎛
⎜⎜⎜⎝

B−1

{
∂B
∂ξα

v ⊗ eα + s ⊗ H̃F−1Bv − vFW̃
}

−B−1FW̃v

(H̃F−1Bv)T 0

⎞
⎟⎟⎟⎠ .

Finally, recalling (3.19), we add this matrix to

(
∂vi

∂ξ j

)
=

⎛
⎜⎜⎜⎜⎜⎝

Grad v
∂v
∂ζ

(Grad v)T ∂v

∂ζ

⎞
⎟⎟⎟⎟⎟⎠

,

and multiply the result with the matrix (gi j ) given in (2.85)1. In this way we deduce
that

The contravariant components (∇v)i j of ∇v in the topography-fitted coordi-
nates,

∇v = (∇v)i jgi ⊗ g j ,

are given by

http://dx.doi.org/10.1007/978-3-319-02627-5_1
http://dx.doi.org/10.1007/978-3-319-02627-5_1
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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(
(∇v)i j

) =
⎛
⎜⎜⎜⎜⎜⎝

[
Grad v+B−1

{
∂B
∂ξα

v⊗eα+ s⊗H̃F−1Bv−vFW̃
}]

M
∂v
∂ζ

−B−1FW̃v

(Grad v+H̃F−1Bv)T ∂v

∂ζ

⎞
⎟⎟⎟⎟⎟⎠

.

(3.21)

(iii) In expression (3.8) for div v we only use notation (2.91)1 and definition (1.13)
of Div v. Thus, we can state that

The divergence of a vector v in the topography-fitted coordinates can be written
as

Jdiv v = Div (Jv) + ∂ Jv

∂ζ
. (3.22)

(iv) Now we refer to formula (3.9) for divσ, where σ is a symmetric tensor. The
Christoffel symbols are given by (3.16) and (3.17), and we have to compute Γ i (T ),
i = 1, 2, 3, defined in (3.9)2. Letting t1, t2 and t3 be the columns of T , with definition

(3.9)2 of
( j)
Γ (T ), we have

⎛
⎜⎝

Γ 1(T )

Γ 2(T )

Γ 3(T )

⎞
⎟⎠ = −

(
(1)
Γ t1+

(2)
Γ t2+

(3)
Γ t3

)
. (3.23)

The aim is to deduce the right-hand side of (3.23) in block form as in (2.91)1. We

work separately on
(1)
Γ t1+

(2)
Γ t2 and

(3)
Γ t3, using the schematic notation

( j)
Γ =

(
Y j a j

bT
j 0

)
, j ∈{1, 2, 3}. (3.24)

Recalling the block form (2.91)2 of the 3 × 3 symmetric matrix T ,

T =
(

T t

tT T 33

)
,

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_1
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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and denoting by p1, p2 the columns of T, it is clear that

(1)
Γ t1+

(2)
Γ t2 =

(
Y1p1 + Y2p2 + T 31a1 + T 32a2

b1 ·p1 + b2 ·p2

)
≡

(
Yα pα + T 3αaα

bα ·pα

)
, (3.25)

(3)
Γ t3 =(3)

Γ

(
t

T 33

)
=

(−B−1FW̃t

0

)
. (3.26)

By rules R3 and R5, see Sect. 1.3, for the third entry of the 3-column matrix (3.25)
we obtain

bα · pα = BT F−T H̃eα · Teα = BT F−T H̃·T . (3.27)

Using the last equality arising in (3.27), the expression of Yα, α = 1, 2, and

T 3αaα = −T 3αB−1FW̃eα = −B−1FW̃t ,

the first two entries of the 3-column matrix (3.25) turn into

Yα pα + T 3αaα = B−1

{
∂B
∂ξα

Teα + (BT F−T H̃·T) s
}

− B−1FW̃t . (3.28)

Therefore, substituting (3.28) and (3.27) into (3.25), then adding the emergingmatrix
to (3.26), by relation (3.23) we arrive at

(
Γ 1(T )

Γ 2(T )

)
= �(T, t) , Γ 3(T ) = �(T) ,

with

�(T) ≡ −BT F−T H̃·T , (3.29)

�(T, t) ≡ −B−1 ∂B
∂ξα

Teα+2B−1FW̃t + �(T)B−1s . (3.30)

Thus, noting that

http://dx.doi.org/10.1007/978-3-319-02627-5_1
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⎛
⎜⎜⎜⎜⎜⎜⎜⎝

∂T 1 j

∂ξ j

∂T 2 j

∂ξ j

∂T 3 j

∂ξ j

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

∂T 1α

∂ξα
+ ∂T 13

∂ζ

∂T 2α

∂ξα
+ ∂T 23

∂ζ

∂T 3α

∂ξα
+ ∂T 33

∂ζ

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎝

DivT + ∂t
∂ζ

Div t + ∂T 33

∂ζ

⎞
⎟⎟⎠ , (3.31)

we can state the following rule:

Consider a symmetric second order tensor σ. The contravariant components
(divσ)i of divσ in the topography-fitted coordinates,

divσ = (divσ)igi ,

emerge as

J

⎛
⎜⎝

(divσ)1

(divσ)2

(divσ)3

⎞
⎟⎠ =

⎛
⎜⎜⎝
Div (JT) + ∂ J t

∂ζ
− J�(T, t)

Div (J t) + ∂ J T 33

∂ζ
− J�(T)

⎞
⎟⎟⎠ , (3.32)

where the quantities �(T) and �(T, t) are due to the Christoffel symbols and
are given by (3.29) and (3.30), respectively.

(v) With notation (2.95)2 for the hybrid components Σ i j of a second order tensor σ,
similarly to (3.31) we can deduce the following result:

Consider the symmetric second order tensor σ = Σ i j ei ⊗ g j . The Cartesian
components (divσ)i of divσ,

divσ = (divσ)i ei ,

as emerging from the conservation form (3.11) of divσ when using the
topography-fitted coordinates, are given by

J

⎛
⎜⎝

(divσ)1

(divσ)2

(divσ)3

⎞
⎟⎠ =

⎛
⎜⎜⎝
Div (J�) + ∂ J�

∂ζ

Div (J t) + ∂ Jσ

∂ζ

⎞
⎟⎟⎠ . (3.33)

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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3.1.3 Time Derivative in the Topography-Fitted Coordinates

Here we deduce the rule for computing the time derivative of a function
f (x1, x2, x3, t) in terms of the time derivative of f (ξ1, ξ2, ξ3, t), where x1, x2, x3 are
Cartesian coordinates related to curvilinear coordinates ξ1, ξ2, ξ3 by a time depen-
dent transformation,

xi = xi (ξ
1, ξ2, ξ3, t) ←→ ξk = ξk(x1, x2, x3, t) , (3.34)

and

f (x1, x2, x3, t) = f (x1(ξ
1, ξ2, ξ3, t), x2(ξ

1, ξ2, ξ3, t), x3(ξ
1, ξ2, ξ3, t), t)

≡ f (ξ1, ξ2, ξ3, t) .
(3.35)

Of course, we are interested in the time-dependent topography-fitted coordinates
explained in Sect. 2.3.3. However, the reasonings to get the rule for this case are
the same as those from the general case, and do not use the special relation (2.100)
between (x1, x2, x3, t) and (ξ1, ξ2, ξ3, t). Thus, we perform the analysis for an arbi-
trary transformation (3.34). We will use the definitions

gk ≡ ∂ r̃
∂ξk

with r̃(ξ1, ξ2, ξ3, t) ≡ xi (ξ
1, ξ2, ξ3, t)ei , (3.36)

w ≡ ∂ r̃
∂t

= wi ei = wkgk , (3.37)

and the notations ζ ≡ ξ3, w ≡ (w1, w2)T , w ≡ w3. The components wi and wk

enjoy the properties

wi = ∂xi

∂t
, wk = −ξ̇k , ξ̇k ≡ ∂ξk

∂t
. (3.38)

For the case of the topography-fitted coordinates both w and w have been computed
and can be found in (2.110).

Note that we have used the same letter, f , for both functions in relation (3.35).1

To distinguish between their time derivatives we use

∂ f

∂t
for f (x1, x2, x3, t) , and

∂̃ f

∂t
for f (ξ1, ξ2, ξ3, t) .

1This is the rule when dealing with physical quantities, e.g. density ρ, velocity v, otherwise we
would have used the “tilde” notation for f , i.e., f̃ (ξ1, ξ2, ξ3, t).

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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In the next chapters, when we apply the time differentiation rule, see e.g. (3.62)–
(3.64) below, we will switch from ∂̃ f/∂t to ∂ f/∂t , since the context makes clear
which time differentiation is understood. The same argument justifies the use of
∂xi/∂t and ∂ r̃/∂t instead of ∂̃xi/∂t and ∂̃ r̃/∂t , respectively, see (3.37), (3.38).

Now, by differentiation of (3.35) with respect to t , we have

∂ f

∂t
= ∂̃ f

∂t
+ ∂ f

∂ξk
ξ̇k ,

which can be further written as

∂ f

∂t
= ∂̃ f

∂t
− ∂ f

∂ξk
wk = ∂̃ f

∂t
− Grad f · w − ∂ f

∂ζ
w . (3.39)

Clearly, if the change of coordinates is time independent, formula (3.39) turns into

∂ f

∂t
= ∂̃ f

∂t
. (3.40)

We will also need the following relation,

J
∂ f

∂t
= ∂̃ J f

∂t
− Div (J f w) − ∂ J f w

∂ζ
, (3.41)

which can be immediately derived from (3.39) by using

∂̃ J

∂t
= ∂ Jwk

∂ξk
. (3.42)

Indeed, assuming (3.42), by (3.39) we have

J
∂ f

∂t
= J

∂̃ f

∂t
− J

∂ f

∂ξk
wk = ∂̃ J f

∂t
− f

∂̃ J

∂t
− ∂ f

∂ξk
Jwk

= ∂̃ J f

∂t
− f

∂ Jwk

∂ξk
− ∂ f

∂ξk
Jwk = ∂̃ J f

∂t
− ∂ J f wk

∂ξk
,
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which corroborates (3.41). Now we prove (3.42), by recalling that

∂ J

∂ A−1
jk

= J Ak j ,
∂ A−1

jl

∂ξk
= ∂ A−1

jk

∂ξl
, J tr

(
A

∂ A−1

∂ξl

)
= ∂ J

∂ξl
.

We have

∂̃ J

∂t
= ∂ J

∂ A−1
jk

∂̃ A−1
jk

∂t
= J Ak j

∂̃

∂t

(
∂x j

∂ξk

)
= J Ak j

∂

∂ξk

(
∂x j

∂t

)

= J Ak j
∂w j

∂ξk
= J Ak j

∂ A−1
jl wl

∂ξk
= J Ak j

(
∂ A−1

jl

∂ξk
wl + A−1

jl

∂wl

∂ξk

)

= J Ak j

∂ A−1
jl

∂ξk
wl + J

∂wk

∂ξk
= J Ak j

∂ A−1
jk

∂ξl
wl + J

∂wl

∂ξl

= J tr

(
A

∂ A−1

∂ξl

)
wl + J

∂wl

∂ξl
= ∂ J

∂ξl
wl + J

∂wl

∂ξl
= ∂ Jwl

∂ξl
,

which yields (3.42).

3.2 Strain-Rate and Surface Strain-Rate
in the Topography-Fitted Coordinates

In this section we search for the contravariant components of the strain-rate tensor
in the topography-based coordinates, and determine the expression of the surface
strain-rate when the parameterization (2.43) of the basal topography is used.

(i) The strain-rate tensor D is defined by

D ≡ 1
2

(∇v + (∇v)T
)

, (3.43)

where v denotes the velocity vector. Having obtained the components of the gradient
of a vector, see (3.21), we can readily deduce the components Di j of D in the
representation D = Di jgi ⊗ g j . We write the matrix of these components in block
form,

(Di j ) =
(

D d

dT D33

)
. (3.44)

Using definition (3.43) of D, relation (3.21) for the matrix ((∇v)i j ) and noticing that
MH̃F−1B = B−1FW̃, we conclude that,

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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The contravariant components Di j of the strain-rate tensor D in the
topography-fitted coordinates,

D = Di jgi ⊗ g j ,

collected as indicated in (3.44), are given by

D = 1

2

{[
Grad v + B−1

(
∂B
∂ξα

v ⊗ eα + s ⊗ H̃F−1Bv − vFW̃
)]

M

+ M
[
Grad v + B−1

(
∂B
∂ξα

v ⊗ eα + s ⊗ H̃F−1Bv − vFW̃
)]T

}
,

d = 1

2

{
∂v
∂ζ

+ MGrad v

}
, D33 = ∂v

∂ζ
.

(3.45)

We are also interested in expressing the second invariant of D in terms of the
components Di j . With gi j ≡ gi · g j , we have

D2 = (Di jgi ⊗ g j )(Dklgk ⊗ gl) = Di jg jk Dklgi ⊗ gl ,

so that
tr D2 = Di jg jk Dklgli = tr

(
(Di j )(g jk)

)2
.

Recalling (2.85) and (3.44), it follows that

The second invariant IID of the strain-rate tensor D is obtained as

IID ≡ 1
2 tr D2 = 1

2

{
tr (DM−1)2 + 2M−1d · d + (D33)2

}
, (3.46)

with D, d and D33 given by (3.45).

(ii) Let S be a surface given by the parametrization xk = xk(ξ
1, ξ2), k = 1, 2, 3.

Consider a vector field u tangent toS and representedwith respect to the basis vectors
τ 1, τ 2 as

u = u1τ 1 + u2τ 2 .

The surface gradient of u is the second order tensor on the tangent space to S defined
by

∇Su ≡ uα
;βτ α⊗ τ β,

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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where the covariant derivative uα
;β is given by

uα
;β ≡ ∂uα

∂ξβ
+ �α

γβ uγ, Γ α
γβ ≡ φασ ∂2xi

∂ξβ∂ξγ

∂xi

∂ξσ
, φασ ≡ τ α ·τ σ, (3.47)

with {τ 1, τ 2} the reciprocal basis of {τ 1, τ 2}. If u is a velocity field, the symmetric
part of its surface gradient,

DS ≡ 1
2

(∇Su + (∇Su)T
)

, (3.48)

is called the surface strain-rate tensor.
We want to determine the components of the surface strain-rate DS in the repre-

sentation
DS = Dα

βτ α⊗ τ β, (3.49)

when the surface S is the basal topography Sb, parameterized as in (2.43). To this
end we note that

Dα
β = 1

2

{
uα

;β + φασuγ
;σφγβ

}
,

implying the matrix equality

(Dα
β) = 1

2

{
(uα

;β) + M0(uα
;β)T M−1

0

}
, (3.50)

see (2.50). We therefore need to obtain (uα
;β). Thus, definition (3.47)1 gives the

matrix equality

(uα
;β) =

(
∂uα

∂ξβ

)
+ (

Γ α
γβ uγ

) = Grad u + uγ
(γ)

� , (3.51)

where the 2-column u and the 2 × 2 matrix
(γ)

� are given by

u ≡ (u1, u2)T ,
(γ)

�≡ (
Γ α

γβ

)
α,β∈{1,2} .

By (2.45) and (3.47)2, the entries Γ α
γβ of

(γ)

� read

Γ α
γβ = φ̃ασ

2∑
i=1

∂Fiβ

∂ξγ
Fiσ + φ̃ασ ∂

∂ξγ

(
∂b̃

∂ξβ

)
∂b̃

∂ξσ
,

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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which yields, see (2.48)1,

(γ)

�= M0FT ∂F
∂ξγ

+ M0Grad b̃ ⊗ ∂

∂ξγ
(Grad b̃) .

Furthermore, using (2.33)2, (2.51)1, we get

Grad b̃ = FT grad b = 1

c
FT s ,

∂c

∂ξγ
= −cH̃F−1s · eγ = −cF−1s · H̃eγ ,

and by expression (2.50) of M0 and a routine calculation we obtain

M0Grad b̃ = cF−1s ,
∂

∂ξγ
(Grad b̃) = 1

c
H̃eγ + 1

c

∂FT

∂ξγ
s .

Thus,
(γ)

� becomes

(γ)

�= F−1

[
∂F
∂ξγ

+ (s ⊗ eγ)H̃
]

.

To deduce uγ
(γ)

� in (3.51) it is necessary to compute uγ∂F/∂ξγ . This calculation
reveals that

uγ ∂F
∂ξγ

= uγ ∂Fαβ

∂ξγ
eα ⊗ eβ = uγ ∂Fαγ

∂ξβ
eα ⊗ eβ

=
(

∂Fαγ

∂ξβ
uγeα

)
⊗ eβ =

(
∂F
∂ξβ

u
)

⊗ eβ = ∂F
∂ξβ

u ⊗ eβ ,

where the identity ∂Fαβ/∂ξγ = ∂Fαγ/∂ξβ has been used. Thus, (3.51) turns into

(uα
;β) = Grad u + F−1

[
∂F
∂ξγ

(u ⊗ eγ) + (s ⊗ u)H̃
]

. (3.52)

From (3.50) and (3.52) we now summarize the result:

Consider the surface strain-rate DS corresponding to the velocity field u
tangent to the topographic surface Sb. When using parameterization (2.43) of
Sb, the components Dα

β of DS in the representation

DS = Dα
βτ α ⊗ τ β

are given by

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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(Dα
β) = 1

2

{
Grad u + F−1

(
∂F
∂ξγ

u ⊗ eγ + s ⊗ H̃u
)

+M0

[
Grad u + F−1

(
∂F
∂ξγ

u ⊗ eγ + s ⊗ H̃u
)]T

M−1
0

}
,

(3.53)

where u ≡ (u1, u2)T , with u1, u2 the coordinates of u with respect to the basis
vectors τ 1, τ 2.

3.3 Balance Laws in the Topography-Fitted
Coordinates

In the description of a thin fluid flow on an arbitrary topographic surface we ignore
the temperature effects. Thus, we restrict attention to the mass and linear momentum
balance laws,

∂ρ

∂t
+ div (ρv) = 0 ,

∂ρv

∂t
+ div (ρv ⊗ v − σ) = ρb . (3.54)

Hereρ is themass density, v is the velocity,σ is theCauchy stress tensor,σT = σ, and
b is the specific body force, b = −ge3, where g is the gravitational acceleration. In
our applications the closure relations for the stress tensor assume the decomposition

σ = −p I + σE , (3.55)

with the scalar p interpreted as pressure, andσE called the extra-stress tensor. From
now on σ will be considered to have the form (3.55). Next we want to express
the balance laws (3.54) in the topography-fitted coordinates. As already mentioned
at the end of Sect. 3.1.1, we follow two ways (conventional and non-conventional
routes, as defined in Sect. 3.1.1) to accomplish this task. We recall that the two
approaches depend onwhether the form (3.32) or (3.33) of divσ is used.We therefore
differentiate two cases, which we treat in separate sections.

3.3.1 Conventional Route (i.e., based on (3.32))

The representations

v = vigi , b = bigi , σ = T i jgi ⊗ g j , σE = Pi jgi ⊗ g j (3.56)
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introduce the notations for the contravariant components of v, b, σ and σE . In block
matrix form these components are written as

⎛
⎝ v1

v2

v3

⎞
⎠=

(
v
v

)
,

⎛
⎝ b1

b2

b3

⎞
⎠=

(
b
b

)
,

(T i j )=
(

T t

tT T 33

)
, (Pi j )=

(
P p

pT P33

)
.

(3.57)

The components b and b of the gravity vector b = −ge3 can be determined by using
relation (2.96),

(
b
b

)
= A

(
0

−g

)
,

which yields, see (2.81),

b = −cgB−1s , b = −cg . (3.58)

Since I = gi jgi ⊗ g j , implying T i j = −pgi j + Pi j , by (2.85)1 we have

T = −pM + P , t = p , T 33 = −p + P33 . (3.59)

Note also that the block-matrix form of the components vi v j in the expansion v⊗v =
viv jgi ⊗ g j are given by

(viv j ) =
(

v ⊗ v vv

vvT v2

)
. (3.60)

Although the coordinates adapted to a stationary topographic surface can be
viewed as a particular case of those related to a moving surface, for an easier under-
standing of how to express the conservation laws (3.54) in the topography-fitted
coordinates we successively consider stationary and moving basal surfaces.

3.3.1.1 Stationary Topographic Bed

For the case of a stationary topographic surface, it is a simple matter to apply the
results of Sect. 3.1 to (3.54) in which σ has the decomposition (3.55). Indeed,
∂ f/∂t = ∂̃ f/∂t , see (3.40), and since the Jacobian J and the vectors gi are time
independent, the balance equations (3.54) can be written as

∂̃ Jρ

∂t
+ Jdiv (ρv) = 0 ,

∂̃ρvi

∂t
gi + (div (ρv ⊗ v + p I − σE ))igi = ρbigi .

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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The first equation above will be transformed by appealing to formula (3.22) in order
to alternatively express Jdiv (ρv). Then, the second equation is equivalent to

∂̃ρvi

∂t
+ (div (ρv ⊗ v + p I − σE ))i = ρbi , (3.61)

i = 1, 2, 3. Here we use (3.32). For example, recalling (3.60) we get

J

⎛
⎜⎝

(div (ρv ⊗ v))1

(div (ρv ⊗ v))2

(div (ρv ⊗ v))3

⎞
⎟⎠=

⎛
⎜⎜⎝
Div (Jρv ⊗ v) + ∂

∂ζ
(Jρvv) − J�(ρv ⊗ v, ρvv)

Div (Jρvv) + ∂

∂ζ
(Jρv2) − J�(ρv ⊗ v)

⎞
⎟⎟⎠ ,

where the functions � and � are defined in (3.29) and (3.30), and when evaluated as
above, they give2

�(ρv ⊗ v) = −BT F−T H̃·(ρv ⊗ v) = −ρBT F−T H̃·(v ⊗ v)

≡ ρ�(v) ,

�(ρv ⊗ v, ρvv) = −B−1 ∂B
∂ξα

(ρv ⊗ v)eα+2B−1FW̃(ρvv) + ρ�(v)B−1s

≡ ρ�(v, v) .

Similarly one computes the components (div (p I))i and (div (σE ))i which occur in
(3.61). This way and changing the notation ∂̃/∂t into ∂/∂t we deduce the following
result.

Balance laws in the conventional route

Considering a stationary topographic bed, the mass and linear momentum
balance equations (3.54) in the time independent topography-fitted coordi-
nates are given by

∂ Jρ

∂t
+ Div{Jρv } + ∂

∂ζ
{Jρv} = 0 , (3.62)

∂

∂t
{Jρv} + Div{J (ρv ⊗ v + p M − P)} + ∂

∂ζ
{J (ρvv − p)}

+J�(−p M, 0) + J�(P, p) = Jρb + Jρ�(v, v) , (3.63)

2Clearly, in these relations there is an abuse of notations consisting in the way � and � have been
used.
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∂

∂t
{Jρv} + Div{J (ρvv − p)} + ∂

∂ζ
{J (ρv2 − P33)} + J

∂ p

∂ζ

+J�(P) = Jρb + Jρ�(v) . (3.64)

Here the γ-terms are due to the Christoffel symbols and are given by

�(−p M, 0) ≡ p

{
B−1 ∂B

∂ξα
Meα + tr (W̃(I − ζW̃)−1) B−1s

}
, (3.65)

�(P, p) ≡ −B−1 ∂B
∂ξα

Peα + 2B−1FW̃p + �(P)B−1s , (3.66)

�(v, v) ≡ −B−1 ∂B
∂ξα

(v ⊗ v)eα+2vB−1FW̃v + �(v)B−1s , (3.67)

�(P) ≡ −BT F−T H̃·P , �(v) ≡ −BT F−T H̃·(v ⊗ v) . (3.68)

Equations (3.63) and (3.64) will be often referred to as the tangential and normal
components, respectively, of the linear momentum balance equation.

3.3.1.2 Active Topographic Bed

Now consider writing (3.54) when the curvilinear coordinates fitted to a moving
topographic surface are used. The mass balance equation (3.54)1 is treated as for
the case of a rigid topographic bed: multiply (3.54) by J , use (3.41) and w = U to
compute

J
∂ρ

∂t
= ∂̃ Jρ

∂t
− Div (Jρw) − ∂ JρU

∂ζ
,

and appeal to (3.22) for the term Jdiv ρv. In the linear momentum balance equation
(3.54)2 only the first term requires a different treatment from that followed to deduce
(3.63) and (3.64). Thus, with the Cartesian representation v = v j e j , we have

∂ρv

∂t
= ∂ρv j

∂t
e j = ∂

∂t

(
ρA−1

jk vk
)

Ai jgi

=
{

∂ρvk

∂t
A−1

jk + ρvk
A−1

jk

∂t

}
Ai jgi =

{
∂ρvi

∂t
+ ρAi jv

k
A−1

jk

∂t

}
gi ,

so that (3.54)2 is equivalent to

∂ρvi

∂t
+ ρAi jv

k
A−1

jk

∂t
+ (div (ρv ⊗ v + p I − σE ))i = ρbi ,
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i = 1, 2, 3. Now, multiply the above equation by J to obtain

J
∂ρvi

∂t
+ JρAi jv

k
A−1

jk

∂t
+ J (div (ρv ⊗ v + p I − σE ))i = Jρbi . (3.69)

Here we appeal to (3.41), and set w = U to get

J
∂ρvi

∂t
= ∂̃ Jρvi

∂t
− Div (Jρvi w) − ∂

∂ζ
(JρviU) .

Moreover, we make use of
∂ A−1

jk

∂t
= A−1

jl

∂w l

∂ξk
, (3.70)

see Exercise 2.7, and treat the divergence term in (3.69) just as in case (a). Proceeding
this way and changing the notation ∂̃/∂t into ∂/∂t , we obtain the following result.

Balance laws in the conventional route

Considering an active topographic bed, the mass and linear momentum bal-
ance equations (3.54) in the time dependent topography-fitted coordinates are
given by

∂

∂t
{Jρ} + Div {Jρ (v − w)} + ∂

∂ζ
{Jρ (v − U)} = 0 , (3.71)

∂

∂t
{Jρv} +Div {J [ρ v ⊗ (v − w) + pM − P ]}

+ ∂

∂ζ

{
J

[
ρ (v − U)v − p

]} + J�(−p M, 0) + J�(P, p) (3.72)

= Jρb + Jρ�(v, v) − Jρ

{
(Grad w)v + v

∂w
∂ζ

}
,

∂

∂t
{Jρv} + Div

{
J

[
ρ v(v − w) − p

]} + ∂

∂ζ

{
J

[
ρ v(v − U) − P33

]}
(3.73)

+ J
∂ p

∂ζ
+ J�(P) = Jρb + Jρ�(v) − JρGrad U · v .

The γ-terms are defined in (3.65)–(3.68).

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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Clearly, for a stationary topographic bed equations (3.62)–(3.64) can be deduced
from (3.71)–(3.73) by setting w = 0 and U = 0. We further notice that,

If the material is incompressible with uniform density, the mass balance equa-
tion in the topography-fitted coordinates has the same form for both stationary
and active beds, namely,

Div{Jv } + ∂

∂ζ
{Jv} = 0 . (3.74)

Indeed, with ρ = ρ0 = constant, Eq. (3.62) turns into (3.74), since the Jacobian J is
time independent. On the other hand, dividing (3.71) by the constant ρ, we obtain

∂ J

∂t
+ Div {J (v − w)} + ∂

∂ζ
{J (v − U)} = 0 .

Here we only have to substitute ∂ J/∂t from formula (3.42) to obtain (3.74).

3.3.2 Non-conventional route (i.e., based on (3.33))

In this second approach themass balance law (3.54)1 is used in the form (3.62)/(3.65),
but the linear momentum balance law (3.54)2 expressed in the topography-fitted
coordinates stems from the conservation form (3.33) for divσ. Thus, next we refer
to (3.54)2.We note that, as in the conventional route, the field equations in curvilinear
coordinates and corresponding to an active topographic bed comprise, as a particular
case, the analogous equations in the case that no erosion/deposition occurs. Thus,
with the experience gained in deducing (3.63), (3.64), (3.72) and (3.73), we may
directly consider the coordinates fitted to a moving topographic surface.

Now, the linear momentum balance equation (3.54)2 is taken to be equivalent to
its Cartesian representation,

∂ρvi

∂t
+ (div (ρv ⊗ v − σ))i = ρbi ,

i = 1, 2, 3, where vi and bi are the Cartesian components of the velocity v and the
body force per unit mass b, respectively,

v = vi ei , b = bi ei .
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We multiply the above equation by J ,

J
∂ρvi

∂t
+ J (div (ρv ⊗ v − σ))i = Jρbi ,

use (3.41) and w = U to deduce that

J
∂ρvi

∂t
= ∂̃ Jρvi

∂t
− Div (Jρvi w) − ∂

∂ζ
(JρviU) ,

and treat the divergence term with the aid of formula (3.33). Doing so the tensor
product v ⊗ v and the stress tensor σ must be written in the mixed representations

v ⊗ v = viv
j ei ⊗ g j , σ = Σ i j ei ⊗ g j .

In order to express the result of these computations, the Cartesian components of
v, b = g (with g—gravitational acceleration), and the components in the above
representations are collected in block-matrix form,

⎛
⎝ v1

v2
v3

⎞
⎠=

(
�

v

)
,

⎛
⎝ b1

b2
b3

⎞
⎠=

(
0

−g

)
,

(viv
j )=

(
� ⊗ v v�

(vv)T vv

)
, (Σ i j )=

(
� �

�
T σ

)
.

(3.75)

The connection between the Cartesian components �, v , �, �, �, σ and the con-
travariant components v, v, T, t, T 33 of v and σ can be found in (2.96) and (2.98).
Therefore, the field equations in the non-conventional route are as follows.

Balance laws in the non-conventional route

Corresponding to an active topographic bed and expressed in the time depen-
dent topography-fitted coordinates, the mass balance equation is (3.71), and
the linear momentum balance equation (3.54)2 emerges as

∂ Jρ�

∂t
+Div

{
J
(
ρ� ⊗ (v−w)−�

)}
+ ∂

∂ζ

{
J
(
ρ(v − U)�−�

)}
= 0 , (3.76)

∂ Jρv
∂t

+Div
{
J
(
ρv(v−w)−�

)}
+ ∂

∂ζ

{
J
(
ρv(v−U)−σ

)}
= −Jρg . (3.77)

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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3.3 Balance Laws in the Topography-Fitted Coordinates 73

Table 3.1 Mass balance and linear momentum balance equations in the topography-fitted coordi-
nates and applicable in the conventional and non-conventional routes

Conventional route Non-conventional
route

Rigid topographic bed Active topographic
bed

Active topographic
bed

Mass balace equation (3.62) (3.71) (3.71)

Linear momentum
balace equations

(3.63) (3.72) (3.76)

(3.64) (3.73) (3.77)

Equations (3.76) and (3.77), in which the Christoffel symbols are avoided, are said to
express the linear momentum balance law in conservation or conservative or hybrid
form, see Vinokur [4]. To (3.76) we will refer as the horizontal linear momentum
balance equation, and to (3.77) as the vertical linear momentum balance equation, in
hybrid form.When describing themass flow in the next chapter both the conventional
and non-conventional route are followed and a motivation for doing so will be given.
Table 3.1 concisely summarizes the field equations deduced in this section and used
in each of these routes. We note that, setting w = 0 and U = 0 in (3.76) and
(3.77), one obtains the hybrid form of the linear momentum balance equation in the
curvilinear coordinates fitted to a rigid topography.
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Chapter 4
Depth-Averaged Modelling Equations
for Single-Phase Material Flows

In this chapter we deduce depth-averaged model equations for thin mass flows down
arbitrary topographies, be they stationary or active, when the flowing material is
assumed a single-phase (or one-component) continuum body. We use the mass and
momentum balance equations expressed in the topography-fitted coordinates in both
conventional and non-conventional approaches. Based on thin-layer approximations
for various geometric, kinematic and dynamicfields entering these balance equations,
depth-averaged model equations for the flow of a shallow single-phase material are
derived. The model equations are sufficiently general, in the sense that they are suit-
able to account for any constitutive behavior matching the thin-layer approximations.
The chapter is organized as follows:

• In Sect. 4.1 we describe the physical problem and state the corresponding intrin-
sic (i.e., independent of any coordinate system) 3D modelling equations. These
equations are the mass and linear momentum balance equations, complemented
by boundary conditions at the basal surface and at the free surface. They are used
in the subsequent sections as written in the topography-fitted coordinates, in both
conventional and non-conventional routes.

• The mass and linear momentum balance equations are already expressed in the
topography-fitted coordinates, see Table3.1 in Sect. 3.3, so that only the boundary
conditions remain to be formulated in the curvilinear coordinates. Section4.2 is
entirely devoted to this task.

• Sect. 4.3 introduces non-dimensional quantities, and presents the 3D modelling
equations expressed in non-dimensional form and in the topography-based coor-
dinates.

• The depth-averaging method is described in Sect. 4.4.
• In Sect. 4.5, following the conventional route and based on thin-layer approxima-
tions, depth-averaged modelling equations for a thin flow down arbitrary topogra-
phy are deduced. The constitutive nature of the flowingmaterial is not yet specified.
A hierarchy of these models in terms of the relative weights in the stress contri-
bution is then addressed.
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• In Sect. 4.6, based on the same thin-layer approximations as in Sect. 4.5, the non-
conventional route is followed and depth-averagedmodelling equations for the thin
flow are derived. The relation between these equations and those from Sect. 4.5 is
then identified.

To ensure a fast and easy reading the technical proofs are relegated to appendices.

4.1 Physical Background and Intrinsic 3D Modelling
Equations

As a first simplification in modelling e.g. the soil motion down mountains, debris
flows or mud flows, we consider the material flowing down a topographic surface
under the action of gravity as a single-phase continuum body. In the ensuing sections
of this chapter we base our derivations on the following assumptions.

• The domain Ω occupied by the avalanching mass is bounded from below by the
topographic surface Sb, with the unit normal vector nb pointing into the avalanch-
ing body, and from above by the free surface S, for which the unit normal vector
pointing into the atmosphere is denoted by n. Beneath Sb the topographic bed,
Ωb, has its own rheology and is assumed at rest.1 The depth of the flowing mass is
measured along the normal direction to Sb and is denoted by h. A Cartesian coor-
dinate system is chosen with the x3-axis vertical against the gravity b. Figure4.1
sketches the flow and shows these notations.

• If the topographic bed Ωb is erodible or if material is deposited on it,2 the basal
surface Sb is a moving surface, with an evolution which must be determined from
the final system of modelling equations. We assume that the topographic surface
Sb is given by

x3 = b(x1, x2) for a stationary topographic bed, and
x3 = b(x1, x2, t) for an active topographic bed.

(4.1)

The free surface S of the flowingmaterial is not known and is assumed to be given by

F(x1, x2, x3, t) = 0 . (4.2)

The determination of the bed elevation b in (4.1)2 and of the free surface profile
function F in (4.2) is part of the initial boundary value problem which ultimately
must be solved.

1This assumption is only made to simplify the jump across Sb of the mass balance equation, see
the forthcoming (4.9).
2To such a topographic bed we will henceforth refer as being active, according to the convention
made at the beginning of Sect. 2.2.

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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ξ2
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nb

b = −g e3 Ω

Ωb

Fig. 4.1 The gravity-driven flowing mass as a single-phase continuum body in the domain Ω , the
topographic surface Sb with its normal vector field nb, the free surface S with its normal vector field
n, the topographic bed Ωb, the depth h of the flowing body, the Cartesian coordinates x1, x2, x3,
the topography-fitted coordinates ξ1, ξ2, ζ, and the gravity b. (Adapted from [1].)

• The sliding mass is long and shallow, in the sense that its depth h is much smaller
than one of its dimensions “parallel” to the topography. This assumption allows
ordering approximations in terms of the aspect ratio ε of a typical thickness H to
a typical length L parallel to the topography, characteristic to the flowing mass,

ε ≡ H

L
� 0 . (4.3)

Realistically, the shallowness parameter ε is 10−3 to 10−2. The dimensionless
orders of magnitude of quantities arising in the subsequent modelling equations
are expressed as certain powers of ε, e.g.,

εγ, 0 < γ < 1 .

• The sliding continuum body is density preserving with uniform density ρ0,

ρ(x, t) = ρ0 = constant, (x, t) ∈ Ω × (0,∞) . (4.4)

This assumption is legitimate if the flowing mass is clear water. For other masses,
rapidly sliding down mountains, it may be an acceptable assumption, as laboratory
experiments have proved.

• Temperature effects on the flowing mass do not exist or are negligibly small. Thus,
the governing equations describing the gravity-driven motion of the continuum
body are the mass and linear momentum balance equations, see (3.54), which now
take the form

div v = 0 , (4.5)

http://dx.doi.org/10.1007/978-3-319-02627-5_3
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∂v

∂t
+ div

{
v ⊗ v − 1

ρ0
σ

}
= b . (4.6)

We recall that v is the velocity field and σ is the symmetric Cauchy stress tensor
characterizing the moving mass. Due to the incompressibility condition (4.4) we
consider the decomposition (3.55), that is,

σ = −p I + σE . (4.7)

The pressure p is taken as a basic unknown field in the final modelling equa-
tions, and the extra-stress tensor σE is thought to be given by a constitutive law.
The rheological properties of the avalanching mass will be expressed as ordering
approximations on the stress components. Explicit constitutive assumptions are
postponed to Sect. 5.2. Doing so we will obtain a set of general modelling equa-
tions, able to account for (in principle) any constitutive law compatible with the
above mentioned assumptions.

• For a stationary topographic bed the velocity v is supposed to satisfy the non-
penetration condition,

v · nb = 0 on Sb . (4.8)

For an active topographic bed the mass balance equation

[[ρ(v − Unb)]] · nb = 0 on Sb (4.9)

holds.3 The speed of propagation U of the surface Sb is called erosion/deposition
rate. Clearly, since nb points into the avalanching body, if U > 0 material from Ω is
deposited, and U < 0 means that the bed Ωb is eroded.4 The erosion/deposition rate
U is not a basic unknown in the final modelling equations. Instead, it is given by an
erosion/deposition law, see the forthcoming Sect. 5.3. With ρb—the mass density of
the topographic bed at rest, condition (4.9) reads

ρ0(v · nb − U) = −ρbU ,

3Notation [[ f ]] stands for the jump of f at the moment t across a given surface. That is, for the case
that the surface is Sb, separating Ω from Ωb, at each time t the function f is assumed continuous
on Ω ∪ Sb and Ωb ∪ Sb, but may be discontinuous on Sb; the difference between the limits of f
on Sb taken from both parts Ω , Ωb,

[[ f ]]Q ≡ lim
P → Q
P ∈ Ω

f − lim
P → Q
P ∈ Ωb

f , Q ∈ Sb ,

is the jump of f across Sb at the point Q.
4If the topographic bed is deformable and no erosion/deposition processes occur, we simply set
U = 0 in (4.9), i.e., [[ρv]] · nb = 0.

http://dx.doi.org/10.1007/978-3-319-02627-5_3
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which gives

v · nb =
(
1 − ρb

ρ0

)
U on Sb . (4.10)

Note that (4.8) is a special case of (4.10), obtained by setting U = 0 in (4.10). Either
(4.8) or (4.10) is referred to as a kinematic boundary condition for the field equations
(4.5) and (4.6).

• If the roughness scale of the basal surface is smaller than the typical diameter of
the material particles, it is expected that the avalanche mass slips on the surface.
For this situation we consider the dynamic boundary condition

σnb − (σnb · nb)nb = − f b on Sb . (4.11)

It states that, on the basal surface the tangential traction equilibrates the bed friction
force f b, whichmust be given by a so-called sliding law, expressing the interaction
of the flowing mass with the basal surface. As with the stress tensor and the
erosion/deposition rate, for the time being the phenomenological law for f b is left
unspecified. A law for f b will be given later in Sect. 5.1.
If the avalanching mass exhibits no slip on the ground surface, which means that
the tangential velocity at the base vanishes,

v − (v · nb)nb = 0 on Sb , (4.12)

condition (4.12) is used instead of (4.11). The ensuing analysis assumes sliding
motion of the avalanching mass, and so the dynamic boundary condition will be
(4.11). We consider the no-slip condition (4.12) solely in Sect. 5.2.1.

• At the free surface S we do not consider any mass exchange due e.g. to precipita-
tions, so that S is a material surface. This implies that the function F introduced
in (4.2) satisfies the kinematic equation

∂F

∂t
+ ∇F · v = 0 at F = 0 . (4.13)

Moreover, the free surface is assumed traction-free, that is,

σn = 0 at F = 0 . (4.14)

Thus, wind blowing and surface pressure effects are not accounted for; the free
surface separates the material from the atmosphere, where the pressure is set equal
to zero.

http://dx.doi.org/10.1007/978-3-319-02627-5_5
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4.2 3D Modelling Equations in the Topography-Fitted
Coordinates

The topography-fitted coordinates provide the mean to properly make ordering
approximations for vector and tensor components when the flowing material is shal-
low. This section aims at presenting the preceding system of field equations and
boundary conditions in the topography-fitted coordinates, following both the conven-
tional and non-conventional routes. For the reader’s convenience, in the conventional
route we treat separately the rigid topographic beds and the active beds, although
the equations corresponding to a rigid bed are a particular case of those which cor-
respond to an active bed. In the non-conventional route we spare the length of the
exposure and treat directly the case with erosion/deposition processes. Table3.1 in
Sect. 3.3 shows the field equations which are used in each of these routes.

For the special case of an incompressible material, as considered in this chapter,
the expressions of the mass and linear momentum balance equations (4.5), (4.6)
in the topography-fitted coordinates can be obtained by setting ρ = ρ0 in (3.62)–
(3.64)/(3.71)–(3.73) and (3.71), (3.76), (3.77). To shorten the text, we do not dis-
play here the emerging equations. They will be given in the next section in non-
dimensional form. We are rather interested in writing the boundary conditions in
these curvilinear coordinates. The boundary conditions are given on the basal sur-
face Sb and on the free surface S. In the topography-fitted coordinates the equation
of the topographic surface Sb is

Sb : ζ = 0 ,

irrespective of the fact that erosion/deposition processes are present or not. Then, we
assume that the equation F(x1, x2, x3, t) = 0 of the free surface S can be written in
the form

S : ζ = h(ξ1, ξ2, t) .

Therefore, the avalanche depth h gives the free surface shape; h will be a basic
unknown field in the final system of modelling equations.

4.2.1 Boundary Conditions in the Conventional Route

Here we express the boundary conditions (4.8)/(4.10) and (4.11) at the basal surface,
and conditions (4.13) and (4.14) at the free surface, in the topography-fitted coordi-
nates. We use the contravariant components of the velocity v, of the stress tensor σ
and of the bed friction force f b, that is, v

i , T i j , f α in the representations

v = vigi , σ = T i jgi ⊗ g j , f b = f αgα
ζ=0

= f ατ α . (4.15)

http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
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http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
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http://dx.doi.org/10.1007/978-3-319-02627-5_3


4.2 3D Modelling Equations in the Topography-Fitted Coordinates 83

Writing (4.15)3 we have used the fact that the bed friction force f b is a tangent vector
to Sb. We recall that the contravariant components vi and T i j are collected in block
matrices, see (3.57), and we do the same for the components of f b,

fb ≡ ( f 1, f 2)T . (4.16)

First we state the results and then we prove them.

(i) Stationary Topographic Bed

At the basal surface Sb ⇐⇒ at ζ = 0:
The non-penetration condition (4.8) takes the form

v = 0 , (4.17)

and the dynamic boundary condition (4.11) emerges as

p = −fb , (4.18)

with fb defined in (4.16).
At the free surface S ⇐⇒ at ζ = h(ξ, t), where ξ ≡ (ξ1, ξ2):
The kinematic boundary condition (4.13) turns into

∂h

∂t
+ Grad h · v = v , (4.19)

and the dynamic boundary condition (4.14) splits into

TGrad h − t = 0 , t · Grad h − T 33 = 0 . (4.20)

(ii) Active Topographic Bed

At the basal surface Sb ⇐⇒ at ζ = 0:
Condition (4.10) is expressed as

v =
(
1 − ρb

ρ0

)
U , (4.21)

and the dynamic boundary condition (4.11) takes the same form, i.e. (4.18), as for
the case of a rigid bed.

http://dx.doi.org/10.1007/978-3-319-02627-5_3
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At the free surface S ⇐⇒ at ζ = h(ξ, t):
The kinematic boundary condition (4.13) turns into

∂h

∂t
+ Grad h · (v − w) = v − U , (4.22)

and the traction-free surface condition (4.14) appears as for the case of stationary
beds, see (4.20).

Let us now prove the preceding statements. Condition (4.17) is clear, since g3 =
nb and g1, g2 are orthogonal to nb, so that

v · nb = (vαgα + vg3) · nb = v .

To justify (4.18) we note that, with g3 = nb, we have

σnb = (
T i jgi ⊗ g j

)
g3 = T i3gi = T α3gα + T 33nb , σnb · nb = T 33 ,

which implies
σnb − (σnb · nb)nb = T α3gα .

Recalling (3.57), (3.59)2 and (4.16) one can then see that (4.11) is equivalent to
(4.18).

Next we refer to the boundary conditions at the free surface S, which is given
as F(x1, x2, x3, t) = 0. With F(x1, x2, x3, t) = F̃(ξ1, ξ2, ξ3, t) via the change of
coordinates, we have assumed a special form of F̃ ,

F̃(ξ1, ξ2, ζ, t) = ζ − h(ξ1, ξ2, t) .

Since the coordinates ξ1, ξ2, ζ ≡ ξ3 are time independent, we have

∂F

∂t
= ∂ F̃

∂t
= −∂h

∂t
,

and

∇F · v =
(

∂ F̃

∂ξi
gi

)
· (

v jg j

) = ∂ F̃

∂ξi
vi = ∂ F̃

∂ξα
vα + ∂ F̃

∂ζ
v

= v − Grad h · v , (4.23)

so that (4.13) yields (4.19). Then, referring to (4.14), we have

http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3


4.2 3D Modelling Equations in the Topography-Fitted Coordinates 85

σn = 0 ⇐⇒ σ∇F = 0 ⇐⇒ (
T ikgi ⊗ gk

) (
∂ F̃

∂ξ j
g j

)
= 0 ⇐⇒

T i j ∂ F̃

∂ξ j
gi = 0 ⇐⇒ T i j ∂ F̃

∂ξ j
= 0 , i = 1, 2, 3 ⇐⇒

(
T t
tT T 33

) (−Grad h
1

)
=

(
0
0

)
,

which is equivalent to (4.20).
Next we switch to the case of an active topographic bed. The same argument as for

(4.17) applies to easily obtain condition (4.21). Then, from the remaining boundary
conditions, i.e., (4.11), (4.13), (4.14), only the kinematic boundary condition (4.13)
turns into another form than (4.19). The reason is that the rules for spatial differenti-
ation are the same for rigid and active beds, but the time differentiation rule changes,
according to whether there is erosion/deposition or not. Thus, with the rule of time
differentiation, (3.39), we have

∂F

∂t
= ∂ F̃

∂t
− Grad F̃ · w − ∂ F̃

∂ζ
w = −∂h

∂t
+ Grad h · w − U ,

and using ∇F · v = v − Grad h · v, see (4.23), we obtain (4.22).
It is clear that both kinematic conditions (4.17) and (4.19) are particular cases of

(4.21) and (4.22), respectively, and are obtained for w = 0 and U = 0.

4.2.2 Boundary Conditions in the Non-conventional Route

Asalreadymentioned, in the non-conventional routewedirectly treat active beds. The
only boundary conditions which are taken differently expressed in the topography-
fitted coordinates in comparison to those in the conventional route are the dynamic
boundary conditions (4.11) and (4.14). Now, (4.11) and (4.14) must be expressed in
terms of the mixed components �i j of the stress tensor σ = �i j ei ⊗ g j . We state
the results and then we prove them.

Active Topographic Bed

At the basal surface Sb ⇐⇒ at ζ = 0:
Condition (4.10) is expressed as (4.21), and the dynamic boundary condition (4.11)
is written as

� = −Ffb − T 33s . (4.24)

At the free surface S ⇐⇒ at ζ = h(ξ, t):
The kinematic boundary condition (4.13) is expressed as (4.22), while

http://dx.doi.org/10.1007/978-3-319-02627-5_3
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�Grad h − � = 0 , � · Grad h − σ = 0 (4.25)

are found to represent the traction-free surface condition (4.14).
Relation (4.24), expressing the boundary condition (4.11), follows immediately

if we recall that (see (2.98)2, (3.59)2), 2.79),

� = Bt − T 33s , t = p , B
ζ=0

= F ,

and invoke (4.18). The proof of (4.25) is similar to (4.20):

σn = 0 ⇐⇒ σ∇F = 0 ⇐⇒ (
�ik ei ⊗ gk

) (
∂ F̃

∂ξ j
g j

)
= 0 ⇐⇒

�i j ∂ F̃

∂ξ j
ei = 0 ⇐⇒ �i j ∂ F̃

∂ξ j
= 0 , i = 1, 2, 3 ⇐⇒

(
� �

�
T σ

)(−Grad h
1

)
=

(
0
0

)
,

which gives (4.25).

4.3 Dimensionless 3D Modelling Equations
in the Topography-Fitted Coordinates

In the ensuing analysis the thin layer assumption on the flow geometry is accounted
for by ordering approximations in terms of the aspect ratio ε, see (4.3). The ordering
approximations are applied to dimensionless variables which we obtain by using

the typical length L “tangent” to the topography and entering (4.3),
the constant gravitational acceleration g, and
the density ρ0 of the flowing mass.

We scale all distances with L , time with
√

L/g, velocities with
√

Lg, stresses with
ρ0Lg and gravitational acceleration with g, by writing

(x1, x2, x3, b, h) = L (x1, x2, x3, b, h)dimless , t = √
L/g tdimless ,

v = √
Lg vdimless , (σ, f b) = ρ0Lg (σ, f b)dimless , b = g bdimless .

(4.26)

Moreover, assuming that the curvilinear coordinates ξ1, ξ2 have dimension of
length, we introduce the dimensionless coordinates (ξ1, ξ2, ζ)dimless, surface velocity
uSdimless (see 2.62) and mesh velocity wdimless (see 2.102) by

(ξ1, ξ2, ζ) = L (ξ1, ξ2, ζ)dimless , (uS , w) = √
Lg (uS , w)dimless . (4.27)

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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Note that, by using only one length, L , in (4.26) and (4.27), we have not estimated the
physical variables according to their magnitude in the flow process. The estimations
will be given later as ordering approximations on the physical variables. This allows
more flexibility when assuming the relative contributions of these variables to the
flow process.5

As a consequence of (4.26)1 and (4.27), the vectors g1, g2, g3 are dimensionless,
see their definition (2.76), and hence the contravariant components with respect to
g1, g2, g3 of the velocities vdimless, wdimless, gravity force density bdimless and stress
tensor σdimless emerge as dimensionless scalars.

The non-dimensional modelling equations for the shallow flow described in
Sect. 4.1 can be straightforwardly deduced in the topography-fitted coordinates by
noticing that

(c, s, J, F, B, M ) = (c, s, J, F, B, M )dimless ,

(H̃, W̃ ) = (1/L)(H̃, W̃ )dimless ,
(4.28)

and using the balance laws and boundary conditions as deduced in Sects. 3.3 and
4.2, respectively. The results are summarized below by omitting the ‘dimless’
specification.

4.3.1 Dimensionless 3D Model Equations
in the Conventional Route

The non-dimensional model equations corresponding to rigid topographic beds are
obtained from the conservation laws (3.62)–(3.64), with the γ-terms shown in (3.65)–
(3.68), and the boundary conditions (4.17)–(4.20). If the topographic bed is active, the
conservation laws (3.71)–(3.73) (see also 3.74) and the boundary conditions (4.18),
(4.20)–(4.22) are used. Here are the results.

4.3.1.1 Stationary Topographic Bed

Balance Equations

(i) the mass balance equation

Div{Jv} + ∂

∂ζ
{Jv} = 0 , (4.29)

5Suppose that other scales than those which we have adopted here are used for the physical quan-
tities entering the 3D modelling equations. That is, assume the physical quantity Qdim to be non-
dimensionalized as Qdim = β Q̃, while in this book Qdim = αQdimless, α 
= β. Then, our final
modelling equations, expressed in terms of quantities like Qdimless, can be immediately written in
terms of quantities like Q̃ by the identification Qdimless = β

α Q̃.

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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(ii) the tangential linear momentum balance equation

∂

∂t
{Jv} + Div{J (v ⊗ v + p M − P)} + ∂

∂ζ
{J (vv − p)}

+ J�(−p M, 0) + J�(P, p) = Jb + J�(v, v) , (4.30)

(iii) the normal linear momentum balance equation

∂

∂t
{Jv} + Div{J (vv − p)} + ∂

∂ζ
{J (v2 − P33)} + J

∂ p

∂ζ

+ J�(P) = Jb + J�(v) , (4.31)

where the dimensionless γ-terms are formally the same as those in (3.65)–
(3.68), that is,

�(−p M, 0) ≡ p

{
B−1 ∂B

∂ξα
Meα + tr (W̃(I − ζW̃)−1) B−1s

}
, (4.32)

�(P, p) ≡ −B−1 ∂B
∂ξα

Peα + 2B−1FW̃p + �(P)B−1s , (4.33)

�(v, v) ≡ −B−1 ∂B
∂ξα

(v ⊗ v)eα+2vB−1FW̃v + �(v)B−1s , (4.34)

�(P) ≡ −BT F−T H̃ · P , �(v) ≡ −BT F−T H̃ · (v ⊗ v) , (4.35)

and the non-dimensional gravity components are given, see (3.58), by

b = −cB−1s , b = −c . (4.36)

Boundary Conditions

At the basal surface Sb ⇐⇒ at ζ = 0:

(i) the kinematic boundary condition

v = 0 , (4.37)

(ii) the dynamic boundary condition

p = −fb . (4.38)

At the free surface S ⇐⇒ at ζ = h(ξ, t):

(i) the kinematic boundary condition

∂h

∂t
+ Grad h · v = v , (4.39)

http://dx.doi.org/10.1007/978-3-319-02627-5_3
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(ii) the dynamic boundary conditions

TGrad h − t = 0 , t · Grad h − T 33 = 0 , (4.40)

or, in terms of the pressure p and the components P, p, P33 of the extra-stress
tensor σE , see (3.59),

(−pM + P)Grad h − p = 0 , p · Grad h − (−p + P33) = 0 . (4.41)

4.3.1.2 Active Topographic Bed

Balance Equations

(i) the mass balance equation

∂ J

∂t
+ Div {J (v − w)} + ∂

∂ζ
{J (v − U)} = 0 , (4.42)

or, equivalently,

Div{Jv} + ∂

∂ζ
{Jv} = 0 , (4.43)

(ii) the tangential linear momentum balance equation

∂

∂t
{Jv} +Div {J [ v ⊗ (v − w) + pM − P ]}

+ ∂

∂ζ

{
J

[
(v − U)v − p

]} + J�(−p M, 0) + J�(P, p)

= Jb + J�(v, v) − J

{
(Grad w)v + v

∂w
∂ζ

}
,

(4.44)

(iii) the normal linear momentum balance equation

∂

∂t
{Jv} + Div

{
J

[
v(v − w) − p

]}+ ∂

∂ζ

{
J

[
v(v − U) − P33]}

+ J
∂ p

∂ζ
+ J�(P) = Jb + J�(v) − J Grad U · v . (4.45)

Boundary Conditions

At the basal surface Sb ⇐⇒ at ζ = 0:

(i) the kinematic boundary condition

v =
(
1 − ρb

ρ0

)
U , (4.46)

(ii) the dynamic boundary condition (4.38).

http://dx.doi.org/10.1007/978-3-319-02627-5_3
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At the free surface S ⇐⇒ at ζ = h(ξ, t):

(i) the kinematic boundary condition

∂h

∂t
+ Grad h · (v − w) = v − U , (4.47)

(ii) the dynamic boundary conditions (4.40) or, equivalently, (4.41).

4.3.2 Dimensionless 3D Model Equations
in the Non-conventional Route

In the non-conventional route the dimensionless model equations follow from the
conservation laws (3.71), (3.76), (3.77) (see also (3.74)), and the boundary conditions
(4.21), (4.22), (4.24), (4.25).

4.3.2.1 Active Topographic Bed

Balance Equations

(i) the mass balance equation

∂ J

∂t
+ Div {J (v − w)} + ∂

∂ζ
{J (v − U)} = 0 , (4.48)

or, equivalently,

Div{Jv} + ∂

∂ζ
{Jv} = 0 , (4.49)

(ii) the hybrid form of the horizontal linear momentum balance equation

∂ J�

∂t
+Div {J [� ⊗ (v−w)−�]}+ ∂

∂ζ
{J [(v − U)�−�]}= 0 , (4.50)

(iii) the hybrid form of the vertical linear momentum balance equation

∂ J v
∂t

+ Div {J [v(v − w)−�]}+ ∂

∂ζ
{J [v(v − U) − σ]}= −J . (4.51)

http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
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Boundary Conditions

At the basal surface Sb ⇐⇒ at ζ = 0:

(i) the kinematic boundary condition

v =
(
1 − ρb

ρ0

)
U , (4.52)

(ii) the dynamic boundary condition

� = −Ffb − T 33s . (4.53)

At the free surface S ⇐⇒ at ζ = h(ξ, t):

(i) the kinematic boundary condition

∂h

∂t
+ Grad h · (v − w) = v − U , (4.54)

(ii) the dynamic boundary conditions

�Grad h − � = 0 , � · Grad h − σ = 0 . (4.55)

4.4 Depth-Averaging Approach

The system of modelling equations, either for rigid topographic beds (4.29–4.41) or
active beds (2.71, 4.41–4.47), must be complemented by a constitutive law for the
extra-stress tensor σE and a sliding law for the bed friction f b. Moreover, if there
are erosion/deposition processes, the erosion/deposition rate U must be prescribed.
As such, the system of modelling equations stands for the determination of the basic
fields

v—tangential velocity,
v—normal velocity,
p—pressure,
h—flow depth,
b—elevation of the bed surface if there is erosion or deposition.

However, this system is by far too complicated in order to be solved. One way
to handle this complexity is to follow the depth-averaging (or depth-integration)
approach, as in the seminal work by Savage and Hutter [2]. In this approach, based
on the observation that in a realistic rapid geophysical flow the normal velocity is
negligibly small in comparison with the magnitude of the tangential velocity, the
depth-averaged tangential velocity components, v, are sought for, rather than the
velocity v. Here, by the depth-average, f , of a quantity f we mean the ratio

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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f (ξ, t) ≡ 1

h(ξ, t)

∫ h(ξ,t)

0
f (ξ, ζ, t) dζ .

Knowing v and neglecting the small terms in (2.96), one can then estimate the depth-
averaged velocity vector as

� ≈ Fv , v ≈ 1

c
s · Fv ,

see the forthcoming (4.85). The depth-averaging technique uses ordering approxi-
mations justified by the shallowness of the flowing mass, and ultimately leads to a
system of equations for

v—depth-averaged tangential velocity,
h—flow depth,
b—elevation of the bed surface if there is erosion or deposition.

The major benefit of the method is that it yields a system of 2D equations (the
mean value v and the elevations h, b are independent of ζ), which clearly reduces
the costs in the numerical computations. We will refer to these 2D equations as the
depth-averaged or thin-layer modelling equations. Loosely speaking, the idea of the
depth-averaging technique is

• to use thin-layer approximations in one of the three scalar equations representing
the linear momentum balance to obtain the pressure p;

• to integrate along the avalanche depth the mass balance equation and the other two
scalar equations representing the linear momentum balance;

• to use thin-layer assumptions in the depth-integrated mass and linear momentum
balance equations to deduce equations for v, h.

Yet the selection of the scalar momentum balance equations to be depth-integrated
is important, since different equations (even if equivalent), may lead to different
final modelling equations. In this book we have followed the conventional and non-
conventional routes and obtained two different sets of scalar linear momentum bal-
ance equations expressed in the topography-fitted coordinates. We use both these
sets of equations within the depth-averaging technique. Doing so we indeed obtain
different final modelling equations. In Sect. 4.3 we deal with the system of equations
from the conventional route, and the system of equations in the non-conventional
route is exploited in Sect. 4.6. In each of these sections we use the Leibniz formulae

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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∫ g(ξ,t)

f (ξ,t)

∂φ

∂t
dζ = ∂

∂t

∫ g(ξ,t)

f (ξ,t)
φ dζ + φ

ζ= f (ξ,t)

∂ f

∂t
− φ

ζ=g(ξ,t)

∂g

∂t
,

∫ g(ξ,t)

f (ξ,t)
Div v dζ = Div

∫ g(ξ,t)

f (ξ,t)
v dζ

+ v
ζ= f (ξ,t)

· Grad f − v
ζ=g(ξ,t)

· Grad g ,

∫ g(ξ,t)

f (ξ,t)
DivP dζ = Div

∫ g(ξ,t)

f (ξ,t)
P dζ

+ P
ζ= f (ξ,t)

Grad f − P
ζ=g(ξ,t)

Grad g ,

(4.56)

which hold for a scalar function φ(ξ, ζ, t), a 2-column matrix function v(ξ, ζ, t),
and a 2 × 2 matrix function P(ξ, ζ, t), all of them sufficiently smooth.

4.5 Depth-Averaged Model Equations in the Conventional
Route

In this section the depth-integration method, schematically shown in Sect. 4.4, is
pursued for the non-dimensional equations derived within the conventional route.
First, the depth-integrated mass and tangential momentum balance equations are
deduced in Sect. 4.5.1. Then, thin-layer assumptions are formulated in Sect. 4.5.2.
These are used in Sect. 4.5.3 to obtain asymptotic approximations which allow to
solve the normal momentum balance equation for the pressure p, and to simplify
the depth-integrated mass and tangential momentum balance equations. The emerg-
ing depth-averaged equations constitute the modelling equations which describe the
shallow mass flow. They are sufficiently general, in the sense that the constitutive
properties of the material are not yet accounted for. A hierarchy of these models in
terms of the relative weights in the stress contribution is provided in Sect. 4.5.4, and
Sect. 4.5.5 shows the model equations corresponding to small curvature of the basal
surface.

4.5.1 Depth-Averaging in the Conventional Route

We start to apply the depth-averaging technique in the conventional route. More
precisely, in this section we deduce the depth-integrated mass balance equation and
the depth-integrated tangential momentum balance equation. We do this separately
for rigid beds and active beds.
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4.5.1.1 Stationary Topographic Bed

(i) From the mass balance equation (4.29) and the boundary condition (4.37) we
obtain that,

The normal velocity v is given by

v = − 1

J

∫ ζ

0
Div{Jv} dζ ′ . (4.57)

(ii) We evaluate the normal velocity (4.57) at ζ = h by using Leibniz formula
(4.56)2 and deduce

v
ζ=h

= − 1

J
ζ=h

∫ h

0
Div{Jv} dζ

= − 1

J
ζ=h

Div
∫ h

0
Jv dζ + v

ζ=h
· Grad h .

(4.58)

With v
ζ=h

as given by the preceding formula, the kinematic boundary condition

(4.39) turns into

J
ζ=h

∂h

∂t
+ Div

∫ h

0
Jv dζ = 0 ,

which can be further written by accounting for Leibniz formula (4.56)1 and the
time-independence of the Jacobian J . We therefore obtain,

The kinematic boundary condition (4.39) emerges as

∂

∂t

∫ h

0
J dζ + Div

∫ h

0
Jv dζ = 0 . (4.59)

The preceding relation can also be deduced by integrating from 0 to h the mass
balance equation (4.29) and using the boundary conditions (4.37) and (4.39). This is
the reason that (4.59) is called the depth-integrated mass balance equation. However,
the way followed here to deduce (4.59) clearly shows that (4.57) and (4.59) are
independent relations, a fact which will on some occasions be used.
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(iii) We integrate the tangential linear momentum balance equation (4.30) from
0 to h by using Leibniz formulae (4.56)1,3 and the kinematic boundary conditions
(4.37) and (4.39). A straightforward calculation yields

∂

∂t

∫ h

0
J v dζ + Div

∫ h

0
J (v ⊗ v + pM − P) dζ

+ {
J

[
(−pM + P)Grad h − p

]}
ζ=h +

∫ h

0
J �(−p M, 0) dζ

+
∫ h

0
J �(P, p) dζ = −J0 p

ζ=0
+

∫ h

0
J b dζ +

∫ h

0
J �(v, v) dζ ,

(4.60)

where

J0 ≡ J
ζ=0

= 1

c
det F , (4.61)

see (2.82). Insertion of the dynamic boundary conditions (4.38) and (4.41)1 into
(4.60) gives the following result:

Corresponding to a rigid topographic bed, in the conventional route the depth-
integrated tangential linear momentum balance equation is

∂

∂t

∫ h

0
J v dζ + Div

∫ h

0
J (v ⊗ v + pM − P) dζ

+
∫ h

0
J �(−p M, 0) dζ +

∫ h

0
J �(P, p) dζ

= −J0p
ζ=0

+
∫ h

0
J b dζ +

∫ h

0
J �(v, v) dζ .

(4.62)

(iv) Relation (4.62) can be also obtained by replacing the expression of{
J

[
(−pM + P)Grad h − p

]}
ζ=h , as deduced from (4.60), into the dynamic bound-

ary condition (4.41)1. That is, (4.62) can be conceived as replacing the dynamic
boundary condition (4.41)1 within the system of modelling equations. This way one
can better see that the local tangential linear momentum balance equation (4.30)
and the depth-integrated tangential linear momentum balance equation (4.62) are
independent equations, similarly to the local mass balance equation (4.29) and the
depth-integrated mass balance equation (4.59). Thus, looking for solutions v, v, p,
h of the system of equations

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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the mass balance equation, (4.29),

the tangential linear momentum balance equation, (4.30),

the normal linear momentum balance equation, (4.31),

the kinematic boundary condition at the basal surface, (4.37),

the dynamic boundary condition at the basal surface, (4.38),

the kinematic boundary condition at the free surface, (4.39),

the dynamic boundary conditions at the free surface, (4.40)1,2,

is the same as looking for solutions of

the tangential linear momentum balance equation, (4.30),

the normal linear momentum balance equation, (4.31),

the depth-integrated mass balance equation, (4.59),

the depth-integrated tangential momentum balance equation, (4.62),

the dynamic boundary condition at the basal surface, (4.38),

the dynamic boundary condition at the free surface, (4.41)2,

where the normal velocity v is given by (4.57). Both the preceding equivalent sys-
tems of equations are sufficiently complicated. In the depth-averaging approach this
complexity is reduced by handling the second above system as follows: the local
tangential linear momentum balance equation (4.30) is ignored, and replaced with
ordering approximations, suggested by the shallowness of the avalanching mass, on
the fields entering the equations of the system. Doing so, the aim is

• to solve the local normal linear momentum balance equation, (4.31), for the pres-
sure p, with account of the dynamic boundary condition at the free surface, (4.41)2,
and

• to transform the depth-integrated mass and tangential linear momentum balance
equations, (4.59) and (4.62), into equations for the depth-averaged velocity v and
the avalanche depth h.

Next we refer to the case of a topographic bed associated with erosion/deposition
processes. We treat the corresponding system of equations, see Sect. 4.3, in the same
manner as we did for a rigid bed.

4.5.1.2 Active Topographic Bed

(i) The mass balance equations (4.42), (4.43) and the boundary condition (4.46)
yield:
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The normal velocity v is computed as

v = U − 1

J

{∫ ζ

0

∂ J

∂t
dζ ′ +

∫ ζ

0
Div {J (v − w)} dζ ′ + J0

ρb

ρ0
U

}
, (4.63)

or, equivalently,

v = J0
J

(
1 − ρb

ρ0

)
U − 1

J

∫ ζ

0
Div {Jv} dζ ′ . (4.64)

(ii) Using the form (4.63) for the normal velocity and Leibniz formulae (4.56)1,2 we
deduce

v
ζ=h

= U − 1

J
ζ=h

{∫ h

0

∂ J

∂t
dζ +

∫ h

0
Div {J (v − w)} dζ + J0

ρb

ρ0
U

}

= U − 1

J
ζ=h

{
∂

∂t

∫ h

0
J dζ + Div

∫ h

0
J (v − w) dζ + J0

ρb

ρ0
U

}

+ ∂h

∂t
+ (v − w)|ζ=h · Grad h .

When inserting v
ζ=h

from the preceding formula into the kinematic boundary

condition (4.47) we obtain:

The kinematic boundary condition (4.47) emerges as

∂

∂t

∫ h

0
J dζ + Div

∫ h

0
J (v − w) dζ = −J0

ρb

ρ0
U . (4.65)

With a similar argument to that used for a rigid bed, relation (4.65) can be interpreted
as the depth-integrated mass balance equation. Of course, we could have substituted
v

ζ=h
as deduced from (4.64) into the kinematic boundary condition (4.47). However,

the form (4.65) of the kinematic boundary condition (4.47) is more suitable for the
ensuing analysis.
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(iii) We integrate the tangential linear momentum balance equation (4.44) from 0 to
h by using the Leibniz formulae (4.56)1,3, the kinematic boundary conditions
(4.46) and (4.47), and the dynamic boundary conditions (4.38), (4.41)1. This
yields:

Corresponding to an active topographic bed, the depth-integrated tangential
linear momentum balance equation in the conventional route appears as

∂

∂t

∫ h

0
J v dζ + Div

∫ h

0
J {v ⊗ (v − w) + pM − P} dζ

+
∫ h

0
J �(−p M, 0) dζ +

∫ h

0
J �(P, p) dζ

= −J0
ρb

ρ0
U v

ζ=0
− J0p

ζ=0
+

∫ h

0
J b dζ +

∫ h

0
J �(v, v) dζ

−
∫ h

0
J

{
(Grad w)v + v

∂w
∂ζ

}
dζ .

(4.66)

(iv) The depth-integration approach deals with

the normal linear momentum balance equation, (4.45),

the depth-integrated mass balance equation, (4.65),

the depth-integrated tangential linear momentum balance equation, (4.66),

the dynamic boundary condition at the basal surface, (4.38),

the dynamic boundary condition at the free surface, (4.41)2,

the equation for the bed elevation, (2.71),

in the same way as for a rigid topography. Of course, this time the normal velocity
v is given by (4.63).

Inspection of the equations which we use in the depth-averaging approach for
both stationary and active beds reveals the following

Remark In the depth-averaging approach, the modelling equations for the
case of rigid topographic beds emerge from the modelling equations which
correspond to active topographic beds, by setting the mesh velocity equal to
zero, that is, w = 0 and U = 0.

http://dx.doi.org/10.1007/978-3-319-02627-5_2


4.5 Depth-Averaged Model Equations in the Conventional Route 99

This remark allows to further refer solely to the casewhen there is erosion/deposition.
The final modelling equations for flows on rigid beds can be obtained from the final
modelling equations corresponding to flows on active beds by taking U = 0 and
w = 0.

4.5.2 Thin-Layer Approximations

In this section we introduce the thin-layer approximations which we need to exploit
the modelling equations as stated in the previous section.We still keep the discussion
general, that is, we do not specify closure relations for the extra-stress tensorσE , bed
friction f b and erosion/deposition rate U ; such relations that fit our approximations
will be presented in Sects. 5.1–5.3. To express the thin-layer approximations we use
the aspect ratio ε ≡ H/L , see (4.3), and a constant γ ∈ (0, 1).

(a) Geometric approximation: the depth h of the flowing mass is of the order of
the aspect ratio ε,

h = O(ε) . (4.67)

Motivation Assumption (a) states that the avalanching body is shallow. It implies
ζ = O(ε), for ζ ∈ [0, h]. Moreover, with τ α = O(1), α = 1, 2, and ζ = O(ε), we
have

gα = τ α + O(ε) = O(1) , α = 1, 2 ,

which legitimates ordering approximations on the contravariant components of vec-
tors and tensors, as in items (b) and (c) below.

(b) Flow rule approximations:

• If there is erosion/deposition, its rate U is supposed sufficiently small,

U = O(ε) . (4.68)

• The components of the tangential velocity are significant,

v = O(1) . (4.69)

http://dx.doi.org/10.1007/978-3-319-02627-5_5
http://dx.doi.org/10.1007/978-3-319-02627-5_5
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• We assume the following approximations of Boussinesq type,

∫ h

0
ζv dζ = 1

2m1h2 v + O(ε2+γ),

∫ h

0
v ⊗ v dζ =m2h v ⊗ v + O(ε2+γ),∫ h

0
ζv ⊗ v dζ = 1

2m3h2 v ⊗ v + O(ε2+γ) .

(4.70)

Moreover, if the topographic bed is rigid, we suppose

∫ h

0
vv dζ = 1

2βh2 v + O(ε2+γ) , (4.71)

and for an active bed we take

∫ h

0
vv dζ = h

(
1 − ρb

ρ0

)
U v + 1

2βh2 v + O(ε2+γ) (4.72)

as granted. In (4.70)–(4.72) the coefficients m1 to m3 and β are supposed to be
scalar functions of ξ, t of order O(1). We refer to m1, m2, m3 and β as momentum
correction factors or Boussinesq coefficients. Since the velocity profile is influenced
by the material properties, these coefficients indirectly reflect the rheology of the
flowing mass.

Motivation Since the depth of the flowing mass is h = O(ε), U = O(ε) or even
smaller is a reasonable assumption.

Then, assuming v = O(1) means that the tangential velocity vτ of the flowing
material is dominant,

vτ = vαgα = vατα + O(ε) = O(1) ,

in comparison to the normal velocity vn ≡ vnb, which emerges as

vn = vnb = O(ε) ,
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since v = O(ε). Indeed, recalling definition (4.61) of J0, relation (2.82) and ζ = O(ε)
yield

J = J0 det(I − ζW̃) = J0(1 − 2Ωζ) + O(ε2) = J0 + O(ε) . (4.73)

Thus, with (4.73), for the case of a rigid topographic bed formula (4.57) for v gives

v = − 1

J0

∫ ζ

0
Div {J0v} dζ ′ + O(ε2) = O(ε) , (4.74)

while for an active bed, using U = O(ε), expression (4.64) of v reads as

v =
(
1 − ρb

ρ0

)
U − 1

J0

∫ ζ

0
Div {J0v} dζ ′ + O(ε2) = O(ε) . (4.75)

In short, assumption v = O(1) expresses the fact that the motion is predominant in
planes parallel to the topography,

v = vτ + vnb = vατ α + O(ε) ≈ vατ α , vα = vα(ξ, ζ, t) , (4.76)

which is realistic in many rapid geophysical mass flows.
The estimates of the integrals on the left-hand sides of (4.70)–(4.72) are needed

when performing approximations in the depth-integrated balance equations. Rela-
tions (4.70)–(4.72) are suggested by the consideration of the plug flow and power law
velocity profiles as approximations for realistic flow velocities. Both these velocity
profiles satisfy the Boussinesq approximations (4.70)–(4.72) for some coefficients
m1 to m3 and β. We show this below.

(i) The plug flow is defined by the condition v = v(ξ, t). Owing to (4.76), this
expresses the fact that along the normal to the basal surface Sb the velocity v is
almost uniform and parallel to Sb:

v ≈ vατ α , vα = vα(ξ, t) .

The plug flow velocity profile may not be a realistic assumption in a soil motion,
however, it is a first rough approximation for the physical reality. Condition v =
v(ξ, t) yields v = v and the values

m1 = m2 = m3 = 1

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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in the flow rule relations (4.70). Then, from (4.74) we deduce

v = − 1

J0
ζ Div {J0v} + O(ε2) ,

and therefore, due to assumption v = v(ξ, t),

∫ h

0
vv dζ = − h2

2J0
(Div {J0v}) v + O(ε3) , (4.77)

showing that (4.71) is satisfied with

β = − 1

J0
Div {J0v} . (4.78)

For an active bed, (4.75) yields

∫ h

0
vv dζ = h

(
1 − ρb

ρ0

)
U v − h2

2J0
(Div {J0v}) v + O(ε3) , (4.79)

and hence (4.72) is satisfied with (4.78).
(ii) The power law velocity profile is defined as, see Pudasaini and Hutter [3],

v = vh −
(
1 − ζ

h

)n+1

(vh − v0) , v0 = χ̃bvh , n > 0 , χ̃b ∈ [0, 1] , (4.80)

where v0 ≡ v|ζ=0, vh ≡ v|ζ=h , n is a constant, and the velocity ratio χ̃b is a function
of ξ, t . For χ̃b = 1 the power law flow (4.80) degenerates into plug flow, and χ̃b = 0
implies v0 = 0.

By the power law profile (4.80), in which n ≥ 3 is expected, one postulates
tangential velocity components (and thereby, apart from O(ε) terms, velocity profiles
v) that are almost uniform through the depth, except near the ground surface. Power
lawvelocity profiles have been obtained as exact solutions of the equations describing
the stationary motion on an inclined plane of a power law fluid, see e.g. Berezin and
Spodareva [4], Perazzo and Gratton [5].

We show that the profile (4.80) satisfies (4.70)–(4.72) with suitable correction
coefficients. To this end it is advantageous to represent v as given by (4.80) in terms
of its depth-average v and v0. The depth-average v is obtained as

v = n + 2

n + 1
vh + 1

n + 1
v0 .

This yields

vh = v + 1

n + 1
(v − v0) ,
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which is now substituted into (4.80). Thus, we have

v = v + 1

n + 1

{
1 − (n + 2)

(
1 − ζ

h

)n+1
}

(v − v0) ,

v0 = χbv , χb ≡ (n + 2)χ̃b

n + 1 + χ̃b
∈ [0, 1] .

(4.81)

Now it can be checked that assumptions (4.70) are satisfied with

m1 = 1 + 1 − χb

n + 3
, m2 = 1 + (1 − χb)

2

2n + 3
,

m3 = 1 + 2(1 − χb)

n + 3
+ 3(1 − χb)

2

(n + 3)(2n + 3)
,

(4.82)

and (4.71), (4.72) hold with

β = − 2

J0h2

∫ h

0
(1 + αm4)Div{J0(ζ + α m5h)v} dζ , (4.83)

where

α ≡ 1 − χb , m4 ≡ 1

n + 1

{
1 − (n + 2)

(
1 − ζ

h

)n+1
}

,

m5 ≡ 1

n + 1

{(
1 − ζ

h

)n+2

−
(
1 − ζ

h

)}
.

From (4.82) we can see that 1 ≤ m1, m2, m3 < 2. When sliding of the avalanching
mass is significant (implying a sliding coefficient χb close to 1), the Boussinesq
coefficients (4.82) and (4.83) simplify considerably:

• If we can estimate that v0 = v + O(εγ) holds, that is, 1 − χb = O(εγ), we have

m1 = m3 = 1 + O(εγ) ,

implying that the parameters m1, m3 can be replaced by 1 in (4.70)1,3. Moreover,
α ≡ 1 − χb = O(εγ) turns expression (4.83) of β into

β = − 1

J0
Div {J0v} + O(εγ) ,

and hence β can be replaced by (4.78) in approximations (4.71) and (4.72).
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• If v0 = v + O(ε), that is, 1 − χb = O(ε), we obtain

m2 = 1 + O(ε2) ,

and therefore m2 too can be replaced by 1 in (4.70). It is clear, then, that condition
1 − χb = O(ε) gives the same Boussinesq coefficients m1, m2, m3,β as for the
plug flow velocity profile.

(c) Dynamic approximations: corresponding to themotion of the avalanchingmass,
the stress tensor σ is such that

p = O(ε) , P = O(ε) , p = O(εγ) , P33 = O(ε1+γ) . (4.84)

Motivation Assumptions (4.84) show that the pressure p and the shear and normal
stresses parallel to the base, P, are of the order of the hydrostatic pressure. The shear
stresses on planes perpendicular to the base and pointing upwards, p, are assumed
the strongest, for the deformation in a typical rapid gravity driven flow is mainly in
the downhill direction. The extra-stress P33, orthogonal to the base and responsible
for the normal stress effects, is of the smallest order, O(ε1+γ). All these assumptions,
depicted in Fig. 4.2, express the relative importance of the components of the stress
tensor in a rapid thin flow driven by gravity; they are suggested by closure relations
for the stress tensor already used in avalanche modelling. In Sect. 5.2 we will give
closure relations for σ fitting these scalings.

O(ε) O(εγ) O(ε1+γ)

p, P p P 33

Fig. 4.2 The stress components, dashed on invisible faces, acting on a material differential element
with surfaces “parallel” to ξ1, ξ2 and ζ. (Adapted from [1].)

http://dx.doi.org/10.1007/978-3-319-02627-5_5
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RemarkRelation (4.76) shows that, onceweknowv by solving thefinal system
of modelling equations, apart from O(ε) terms we know the depth-averaged
velocity vector:

v = vα τ α + O(ε) .

The approximate Cartesian components (�, v) of v can be deduced from (2.96)
owing the estimations v = O(1), v = O(ε), ζ = O(ε) and definition (2.79)
of the matrix B:

� = Fv + O(ε) , v = 1

c
s · Fv + O(ε) . (4.85)

These relations are usedwhen plotting the depth-averaged velocity field emerg-
ing from the numerical computations.

4.5.3 Depth-Averaged Modelling Equations

In this section we derive the thin-layer modelling equations corresponding to active
beds in the conventional depth-averaging approach. According to the remark stated
at the end of Sect. 4.5.1, the thin-layer modelling equations for rigid beds emerge
from these as a special case.

We need the following asymptotic expansions which are based on the thin-layer
assumptions presented in Sect. 4.5.2. Their derivation is relegated to Appendix A.1.

J = J0(1 − 2Ωζ) + O(ε2) , (4.86a)

Jv = J0
{

v − 2Ω(ζv)
}

+ O(ε2) , (4.86b)

Jv ⊗ v = J0
{
(v ⊗ v) − 2Ω (ζv ⊗ v)

}
+ O(ε2) , (4.86c)

J (p M − P) = J0(p M0 − P) + O(ε2) , (4.86d)

J�(−p M, 0) = J0 p

{
F−1 ∂F

∂ξα
M0eα + 2ΩF−1s

}
+ O(ε2) , (4.86e)

J�(P, p) = −J0

{
F−1 ∂F

∂ξα
P eα − 2W̃p + (H̃ · P)F−1s

}
+O(ε1+γ) , (4.86f)

�(v) = −H̃ · (v ⊗ v) + O(ε) , (4.86g)

J�(v) = −J0(1 − 2Ωζ) H̃ · (v ⊗ v) + J0ζW̃T H̃ · (v ⊗ v) + O(ε2) (4.86h)

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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J�(v, v) = − J0F−1 ∂F
∂ξα

{
(v ⊗ v) − 2Ω(ζv ⊗ v)

}
eα

+ J0F−1 ∂

∂ξα
(FW̃F−1)F(ζv ⊗ v)eα + 2J0W̃(vv)

− J0
{

H̃ · (v ⊗ v) −2Ω H̃ · (ζv ⊗ v) −W̃T H̃ · (ζv ⊗ v)
}

F−1s

− J0
(

H̃ · (ζv ⊗ v)
)

W̃F−1s + O(ε2) ,

(4.86i)

Jb = − J0c (1 − 2Ωζ) F−1s − J0c ζ W̃F−1s + O(ε2) , (4.86j)

Jw = J0
{

uS − 2ΩζF−1vS
}

+ O(ε2) , (4.86k)

Jv ⊗ w = J0
{

v ⊗ uS − 2Ω(ζv) ⊗ F−1vS
}

+ O(ε2) , (4.86l)

J

{
(Grad w)v + v

∂w
∂ζ

}
= J0

{
(Grad uS)v

− 2Ω
(
Grad (F−1vS)

)
(ζv)

}
+ O(ε2) .

(4.86m)

First we refer to the normal linear momentum balance equation (4.45) which,
combinedwith the boundary condition (4.41)2, will give the pressure p up to O(ε1+γ)

terms. The contribution of each term in (4.45) is indicated below,

∂

∂t
{Jv}︸ ︷︷ ︸

O(ε)

+Div
{
J

[
v(v − w) − p

]}
︸ ︷︷ ︸

O(εγ)

+ ∂

∂ζ

{
J

[
v(v − U) − P33]}

︸ ︷︷ ︸
O(εγ)

+ J
∂ p

∂ζ︸ ︷︷ ︸
O(1)

+ J�(P)︸ ︷︷ ︸
O(ε)

= Jb︸︷︷︸
O(1)

+ J�(v)︸ ︷︷ ︸
O(1)

− J Grad U · v︸ ︷︷ ︸
O(ε)

.

This shows that the normal linear momentum balance equation (4.45) turns into

∂ p

∂ζ
= b + �(v) + O(εγ) .

With b = −c, see (4.36)2, and �(v) as given by (4.86g), this implies

∂ p

∂ζ
= −c − H̃ · (v ⊗ v) + O(εγ) . (4.87)

The boundary condition (4.41)2 appears as

p = −p · Grad h + P33 = O(ε1+γ) at ζ = h ,

so that, integration of (4.87) from ζ to h yields
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p = c(h − ζ) + H̃ ·
∫ h

ζ

v ⊗ v dζ ′ + O(ε1+γ) . (4.88)

Formula (4.88) shows that the pressure p consists of the hydrostatic pressure, c(h−ζ),
and a kinematic/curvature contribution, indicating the influence of the topographic
surface on the flow pressure.

Wewill need the pressure p evaluated on the basal surface and the depth-averaged
pressure p. Using the Boussinesq approximation (4.70)2, we deduce

p
ζ=0

= ch + H̃ ·
∫ h

0
v ⊗ v dζ + O(ε1+γ)

= ch + H̃ · (m2h v ⊗ v) + O(ε1+γ) ,

so that, with the notation

a ≡ H̃ · (v ⊗ v) = H̃v · v , (4.89)

the pressure at the basal surface reads as

p
ζ=0

= h(c + m2a) + O(ε1+γ) . (4.90)

Then, to obtain the depth-averaged pressure p we compute the integral of p given in
(4.88) from 0 to h by interchanging the order of integration and using the Boussinesq
approximation (4.70)3:

∫ h

0
p dζ = 1

2ch2 + H̃ ·
∫ h

0

(∫ h

ζ

v ⊗ v dζ ′
)

dζ + O(ε2+γ)

= 1
2ch2 + H̃ ·

∫ h

0

(∫ ζ ′

0
v ⊗ v dζ

)
dζ ′ + O(ε2+γ)

= 1
2ch2 + H̃ ·

∫ h

0
ζ ′v ⊗ v dζ ′ + O(ε2+γ)

= 1
2ch2 + H̃ · ( 12m3h2 v ⊗ v) + O(ε2+γ) .
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With a defined in (4.89) this implies

p = 1
2h(c + m3a) + O(ε1+γ) . (4.91)

Now, the asymptotic expansions (4.86) are inserted into the depth-integrated mass
and tangential momentum balance equations (4.65), (4.66). Straightforward compu-
tations using the Boussinesq approximations (4.70) (see Appendix A.2) give the
thin-layer or depth-averaged modelling equations which we were looking for.

Depth-averaged modelling equations of a thin flow down arbitrary topog-
raphy (conventional route)
Under the thin-layer approximations the depth-integrated mass balance equa-
tion (4.65) emerges as

∂

∂t

{
J0h(1 − Ωh)

}
+Div

{
J0h

[
(1 − m1Ωh) v − uS + ΩhF−1vS

]}
= −J0

ρb

ρ0
U + O(ε2+γ) ,

(4.92)

and the depth-integrated tangential linear momentum balance equation (4.66)
becomes

∂

∂t

{
J0h(1 − m1Ωh)F v

}

+Div
{

J0hF
[
(m2 − m3Ωh) v ⊗ v + p M0 − P

−v ⊗ uS + m1Ωh v ⊗ F−1vS
]}

= − J0h
(
c + am2 − 1

2m3ãh − H̃ · P + Grad U · v
)

s

+ 2J0h FW̃
(
1
2βhv − p

) + J0h

(
1 − 2

ρb

ρ0

)
U FW̃v

− J0h p FW̃F−1s + 1
2 J0m3h2 ∂

∂ξα
(FW̃F−1)F(v ⊗ v)eα

− J0
ρb

ρ0
UF v

ζ=0
− J0Fp

ζ=0
+ O(ε2+γ) ,

(4.93)

where the mean pressure p is given by (4.91), and

a ≡ H̃ v · v , ã ≡ H̃ v · W̃ v = H̃ v · M0H̃ v ≥ 0 .
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The highlighted term in (4.93) will be referred to in Sect. 4.6, when comparing (4.93)
with its counterpart (4.111) in the non-conventional route. It is worthmentioning that
equation (4.93) is equivalent with (A.3), so that (A.3) can be equally used instead of
(4.93). The form (4.93) of the depth-averaged tangential linear momentum balance
equation is more compact than (A.3), and serves to compare the depth-averaged
modelling equations in the conventional route with those which will be obtained in
the non-conventional route.

The aim is to have (2.71), (4.92) and (4.93) as a set of equations which stand for
the determination of the fluid depth, h, depth-averaged velocity, v , and bed elevation,
b. To this end, in Sects. 5.1–5.3 the bed friction fb, the mean stresses P, p, and the
erosion/deposition rate U will be given in terms of the basic unknown fields h, v and
b. The velocity v evaluated at ζ = 0 must be also related to these fields. We suppose

v
ζ=0

= χb v + O(ε1+γ) , χb ∈ (0, 1] . (4.94)

The sliding coefficient χb may depend e.g. on the curvature of the surface, but it is
difficult to guess such a dependence, so that χb can be viewed as a constant. For a
power law velocity profile χb has been determined in (4.81).

In the special case of rigid topographies, equations (4.92) and (4.93) have been
deduced by Luca et al. [6], and classified in terms of the degrees of scaling of the
extra-stress components. This classification will be now presented for the general
case of active beds, captured in equations (4.92) and (4.93) derived in this book. The
exposure follows closely that from [6].

4.5.4 A Hierarchy of Depth-Averaged Modelling Equations

Gravity driven shallowflows occur in various forms, and themagnitude of the stresses
which develop inside the flowing masses generally differ from one event to another.
Depending on the relative weights of the stress components, some of these com-
ponents may be neglected in a thin-layer model. This may yield a model of such
a simplified rheological complexity, that the constitutive properties present in the
original 3D model are partly or completely lost. The question then arises whether
thin-layer models can be classified according to the order of magnitude of the stress
components in the moving material.

We answer below this question, by choosing several dynamic assumptions re-
placing (4.84). These are given in Table4.1, together with the non-negligible extra-
stress components, present in the corresponding final modelling equation (4.93). We
distinguish four main classes of thin-layer models:

Class (i) A first class corresponds to the case for which

all the extra-stress components in the avalanche equations are negligible,

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_5
http://dx.doi.org/10.1007/978-3-319-02627-5_5
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Table 4.1 Classification of depth-averaged models in terms of the scalings of the extra-stress
components

Extra-stresses P Shear stresses p Normal extra-stress
P33

Non-negligible stress
components in (4.93)

c) O(ε) O(εγ) O(ε1+γ) P, p, p
ζ=0

ci) O(ε1+γ) O(εγ) O(ε1+γ) p, p
ζ=0

cii) O(ε1+γ) O(ε) O(ε1+γ) p, p
ζ=0

ciii) O(ε1+γ) O(ε1+γ) O(ε1+γ) p
ζ=0

civ) O(ε1+γ) O(ε2+γ) O(ε1+γ) –

cv) O(ε) O(ε1+γ) O(ε1+γ) P, p
ζ=0

see civ). That is, resistance to shearing and sliding may occur, but are so small
that only the pressure due to incompressibility survives. Irrespective of the original
constitutive model, the material behaves as if it were an incompressible inviscid
fluid. There is no basal shear stress, and material properties different from those
of an incompressible ideal fluid can be indirectly captured only in the Boussinesq
coefficients, which reflect the non-uniformity of the velocity components along the
depth. Pudasaini and Hutter [3] pointed out that this model is physically reasonable
in chute flows far from the deposition zone.

Class (ii) A second class is that in which

only the basal shear stress p
ζ=0

enters the governing equations,

see ciii). That is, slightly larger resistance to shearingmanifests in the thin-layermodel
only as basal shear stresses. When there is basal sliding, the frictional properties
at the contact surface are important. In this case the rheological properties of the
avalanchingmass enter themodel via the Boussinesq coefficients and the bed friction
law. This complexity of depth-averaged models has been very popular in the past.
The snow avalanche models by Voellmy [7], Perla et al. [8], Salm [9], early Russian
scientists (see Eglit [10], Harbitz [11], Pudasaini and Hutter [3]) are of this type.
Models which belong to this class have been used in the computational avalanche
literature by Gray et al. [12] and Bouchut and collaborators [13, 14].

Class (iii) The third class is that in which

p
ζ=0

and p are significant, however P can be neglected,

see ci), cii). Here, the rheological properties of the fluid play a more significant role.
They manifest through the basal shear stresses and the depth-averaged values of the
shear stresses on planes parallel to the basal surface. This may be the case for a dense
slurry with particle diameters smaller than the roughness scales at the basal surface.
Dense clay suspensions in water and creeping flow of a non-linearly viscous fluid
are other examples of flows which belong to this class.
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Class (iv) The fourth class is that in which

P is non-negligible,

see c) and cv). It comprises the most complex thin-layer models. Here, the depth-
integrated normal and shear stresses acting on planes perpendicular to the basal
surface are large, and generally the interaction with the basal surface via the sliding
law is also important. Such cases prevail when stress anisotropies or normal stress
differences are important, or when the base-parallel distortions are large. The former
arise e.g. in all earth pressure models in which the normal stresses parallel to the
basal surface are expressed in terms of the normal stress perpendicular to it, with an
earth pressure coefficient that is either invariant against rotations perpendicular to the
basal surface (Iverson [15], McDougall and Hungr [16, 17]), or direction dependent
according to the sign of the stretching (Savage-Hutter, see Luca et al. [6, 18] or the
forthcoming Sect. 5.2).

The hierarchical classification of the thin-layer model equations (4.92) and (4.93)
shows that differences due to rheological properties are largely eliminated by scalings
of the stresses versus the aspect ratio of the shallowness approximation. The form of
these equations depends also on the order ofmagnitude of the basal surface curvature.
This will be made clear in the next section.

4.5.5 Depth-Averaged Modelling Equations for Flows On
Slightly Curved Topographies

The depth-averaged modelling equations (4.92) and (4.93) simplify significantly
when the topographic surface is only slightly bent.

Depth-averaged modelling equations of a thin flow down a slightly curved
surface (conventional route)
Under the assumption of small curvature of the topographic surface,

H = O(εγ′
) , γ ′ ∈ (0, 1) , (4.95)

the mean pressure (4.91) turns into

p = 1
2 c h + O(ε1+γ̂) , γ̂ ≡ min{γ,γ̂} . (4.96)

The depth-averaged mass balance equation (4.92) simplifies to

∂

∂t

{
J0h

}
+ Div

{
J0h( v − uS)

}
= −J0

ρb

ρ0
U + O(ε2+γ̂) , (4.97)

http://dx.doi.org/10.1007/978-3-319-02627-5_5
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and the depth-averaged tangential linear momentum balance equation (4.93)
takes the simpler form

∂

∂t

{
J0hF v

}
+ Div

{
J0hF

[
m2 v ⊗ v + p M0 − P − v ⊗ uS

]}

= − 2J0h FW̃ p − J0h (c + am2 + Grad U · v ) s

− J0
ρb

ρ0
UFv

ζ=0
− J0Fp

ζ=0
+ O(ε2+γ̂) .

(4.98)

The red term in (4.98) stems from the red one in Eq. (4.93) and will be referred to
in Sect. 4.6. The only equation in which the curvature of the topography manifests is
(4.98). The presence of the scalar a and of the Weingarten matrix W̃ in (4.98) shows
this. Equations (4.97) and (4.98) have been noticed by Luca et al. [19].

Remark Assume that the parameterization of the basal surface satisfies the condition
uS = 0, see Sect. 2.4, and that the constitutive behavior of the flowing material
satisfies the scalings stated in item cv) of Table4.1. Thereby Eqs. (4.97) and (4.98)
reduce to those obtained by Tai et al. [20], which we reproduce below as stated in
terms of the dimensionless quantities from this chapter.

Model by Tai et al. [20]
For a parameterization of the basal surface satisfying the condition

uS = 0 ,

and for depth-averaged shear stresses p negligibly small,

p = O(ε1+γ) ,

the equations describing the material flow over a slightly curved topographic
surface read as

∂

∂t

{
J0h

}
+ Div

{
J0h v

}
= −J0

ρb

ρ0
U , (4.99)

∂

∂t

{
J0hF v

}
+ Div

{
J0hF

[
m2 v ⊗ v + p M0 − P

]}

= − J0h (c + am2 + GradU · v ) s − J0
ρb

ρ0
UFv

ζ=0
− J0Fp

ζ=0
,

(4.100)

with the negligible terms omitted and p given by (4.96).

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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The modelling equations (4.99) and (4.100) have been obtained by Tai et al. [20] by
starting from the mass and linear momentum balance balance equations as expressed
in the topography-fitted coordinates following the non-conventional route (see the
next section for the reason of doing so). As such their modelling equations are
expressed in terms of both v and �τ , where �τ collects the x1, x2 Cartesian compo-
nents of the tangential velocity vector vτ , see (2.97).Nevertheless, for small curvature
assumption H = O(εγ′

) (as is the case in [20]), from (2.97) we deduce

�τ = Bv = F(I − ζW̃)v = Fv + O(ε1+γ′
),

which implies
�τ = Fv + O(ε1+γ′

) , Fv
ζ=0

= �τ
ζ=0

. (4.101)

Therefore, (4.100) can be written as

∂

∂t

{
J0h�τ

}
+ Div

{
J0h

[
m2 �τ ⊗ v + F

(
p M0 − P

) ]}

= − J0h
(
c + am2 + gradU · �τ

)
s − J0

ρb

ρ0
U�τ

ζ=0
− J0Fp

ζ=0
.

(4.102)

Expression (4.102) of (4.100) is handled by Tai et al. [20] in the numerical compu-
tations.

In the next section we reconsider the idea developed in [20], yet in the most
general case, that is, without restricting the curvature of the basal surface to satisfy
(4.95), without specifying constitutive relations, other than the dynamic thin-layer
approximations (4.84), and with arbitrary parameterization of the basal surface. We
will see that, for the general case, the non-conventional route followed in [20] yields
a system of modelling equations which is not the same as the system consisting of
(4.92) and (4.93), even if the curvature of the topographic surface is small.

4.6 Depth-Averaged Modelling Equations
in the Non-conventional Route

In a series of papers by Tai et al. e.g. [21] (1D case), [20] (3D case), a depth-averaged
model for a shallow debris flow down a topographic bed with erosion/deposition has
been derived by

• assuming small curvature of the basal surface,
• depth-averaging the horizontal linear momentum equation in the hybrid form
(4.50),

• consideringCoulomb type constitutive laws for the averaged stress tensor and basal
shear friction, matching the thin-layer approximations of item cv) in Table 4.1,

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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• taking amesh velocityw having the propertyw|ζ=0 = Unb (equivalently,uS = 0),
see (2.120).

The idea, inspired by the UC approach (see Sect. 2.4), was

• to obtain a conservative system of modelling equations (avoiding the Christoffel
symbols being a useful step toward this aim), and

• to use a body-fitted mesh.

Tai et al. [20] indeed obtained a conservative system of equations. Nevertheless, it is
nothing else than the system (4.96), (4.99) and (4.100), with

• P, p and fb given by Coulomb type laws, see Sects. 5.1 and 5.2, and
• the erosion/deposition rate U as assumed in the forthcoming Sect. 5.3.

That is, the approach in Sect. 4.3, followed as in papers by Luca et al. e.g. [1],
and the non-conventional approach followed by Tai et al. [20], give the same result
for the special case investigated in [20]. Of course, the question then arises—what
happens if another case than the special case considered in [20] is treated by using
the non-conventional approach? More exactly,

• Q1 Which are the depth-averaged model equations, analogous to (4.92), (4.93),
and obtained following the non-conventional route?

• Q2 Is there any difference between the model equations (4.92) and (4.93) obtained
in the conventional route and their analogous model equations obtained in the non-
conventional route?

In this section we answer questions Q1 and Q2. To this aim we consider the 3D
dimensionless modelling equations in the non-conventional route, see (4.48)–(4.55),
and derive depth-averaged model equations for thin flows satisfying the thin-layer
approximations from Sect. 4.5.2.

Depth-averaging the mass balance equation (4.48) The mass balance equation
(4.48) is treated in exactly the same way as in the conventional route. Thus, the
normal velocity v is obtained as (4.63) or (4.64), and the depth-integrated mass
balance equation is (4.65).

Obtaining the pressure p Now, similarly to the conventional route, we may try
to use the vertical linear momentum balance equation (4.51), in conjunction with
the thin-layer approximations, to obtain the pressure p. However, recalling that the
thin-layer assumptions are expressed in terms of the contravariant components of the
velocity and stress tensor, and that

v = 1

c
(� · s + v) , � = 1

c

(
�

T s + t
)

, σ = 1

c

(
� · s + T 33) , (4.103)

see (2.96) and (2.98), it is merely the combination

c (4.51) − (4.50) · s , (4.104)

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_5
http://dx.doi.org/10.1007/978-3-319-02627-5_5
http://dx.doi.org/10.1007/978-3-319-02627-5_5
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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and not (4.51), which is used when applying the thin-layer approximations. This is
so, because in (4.104) the time derivative of the integral containing the horizontal
velocity � cancels out. Performing the operations indicated in (4.104) by using
(2.51) and

∂c

∂t
= −cF−1s · (H̃uS + Grad U) ,

∂s
∂t

= FW̃uS + FM0Grad U , (4.105)

see Exercise 2.8, one obtains nothing else than the normal linear momentum balance
equation (4.45). We therefore take over the result from the conventional route, that
is, the pressure p given by (4.88), the pressure on the basal surface, see (4.90), and
the mean pressure p, see (4.91).

Depth-averaging the hybrid form of the horizontal linear momentum balance
equation (4.50) We integrate equation (4.50) from 0 to h by using the Leibniz rules
(4.56) and the boundary conditions (4.52), (4.54) and (4.55)1. We easily obtain

∂

∂t

∫ h

0
J� dζ + Div

∫ h

0
J {� ⊗ (v − w) −�} dζ

= −J0
ρb

ρ0
U�

ζ=0
− J0 �

ζ=0
,

(4.106)

where �
ζ=0

is given by the dynamic boundary condition (4.53). Clearly, the depth-

integrated horizontal linear momentum balance equation (4.106) is more appealing
than the depth-integrated tangential linear momentum balance (4.66) from the con-
ventional approach. However, the occurrence of the normal component v of the
velocity in the expression of �,

� = Bv − vs ,

see (2.96)1, requires (4.106) to be transformed so that ∂ Jv/∂t is eliminated. To this
end we first integrate along the depth the vertical linear momentum balance equation
(4.51). By using the Leibniz rules (4.56) and the boundary conditions (4.52), (4.54)
and (4.55)2, we get

∂

∂t

∫ h

0
J v dζ + Div

∫ h

0
J {v(v − w) − �} dζ

= −J0
ρb

ρ0
Uv

ζ=0
− J0 σ

ζ=0
−

∫ h

0
J dζ .

(4.107)

Then, we consider the combination

c (4.106) + (4.107) s , (4.108)

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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by which the time derivative of the integral containing the normal velocity v cancels
out (have a look at (A.8) and (A.9) in order to see how this is obtained). After a long
routine calculus exposed in Appendix (A.3) we deduce that,

Combination (4.108) involving the depth-integrated hybrid forms of the hori-
zontal and vertical linear momentum balance equations emerges as

∂

∂t

∫ h

0
JBv dζ + Div

∫ h

0
JB

(
v ⊗ (v − w) + pM − P

)
dζ

= −
{(∫ h

0
JB

(
v ⊗ v + pM − P

)
dζ

)
· F−T H̃

}
s

+ FW̃
∫ h

0
J (vv − p) dζ −

{(∫ h

0
Jv dζ

)
· Grad U

}
s

− c

(∫ h

0
J dζ

)
s + F

{∫ h

0
Jv(I − ζW̃)−1 dζ

}
M0Grad U

− J0
ρb

ρ0
UFv

ζ=0
− J0Fp

ζ=0
. (4.109)

We refer to (4.109) as the depth-integrated hybrid linear momentum balance
equation.

Equation (4.109) plays the same role as that of the depth-integrated tangential linear
momentum balance equation (4.66) from the conventional route. That is, it functions,
using the thin-layer approximations, as an equation for the depth-averaged velocity
v. In passing, note that the “conserved” quantity in (4.109) contains the horizontal
Cartesian components,�τ , of the tangential velocity. Indeed, Bv = �τ (see (2.97)1),
so that ∫ h

0
JBv dζ =

∫ h

0
J�τ dζ .

Remark One can prove relation (4.109) in another way, seeAppendixA.4: one
multiplies the tangential linear momentum balance equation (4.44) by B, and
then one depth-averages the emerging equation. SinceB ≡ F(I−ζW̃) depends
on ζ, this clearly shows that (4.109) is not equivalent to the depth-integrated
tangential linear momentum balance equation (4.66).

Final modelling equations in the non-conventional route Next, the depth-
integrated hybrid linear momentum balance equation (4.109) is exploited under the
thin-layer assumptions from Sect. 4.5.2. This is done in Appendix A.5. The results
are shown below, and with this we have answered question Q1.

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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Answering Q1
Depth-averaged modelling equations of a thin flow down arbitrary topog-
raphy (non-conventional route)
Under the thin-layer approximations the depth-integrated mass balance equa-
tion (4.65) emerges as

∂

∂t

{
J0h(1 − Ωh)

}
+Div

{
J0h

[
(1 − m1Ωh) v − uS + ΩhF−1vS

]}
= −J0

ρb

ρ0
U + O(ε2+γ) ,

(4.110)

and the depth-integrated hybrid linear momentum balance equation (4.109)
turns into

∂

∂t

{
J0hF

[
(1 − m1Ωh)v − 1

2m1hW̃ v
]}

+Div
{

J0hF
[
(m2 − m3Ωh)v ⊗ v + pM0 − P

−(1 − m1Ωh)v ⊗ uS − 1
2hW̃ v ⊗ (m3v − m1uS)

]}
= −J0h

{
c + m2a − 1

2m3ãh − H̃ · P + Grad U · v
}

s

+ J0hFW̃
(
1
2βhv − p

) − J0
ρb

ρ0
UFv

ζ=0
− J0Fp

ζ=0
+ O(ε2+γ) ,

(4.111)

where the mean pressure p and the functions a and ã are given, respectively,
by

p = 1
2h(c + m3a) + O(ε1+γ) , a ≡ H̃ v · v , ã ≡ H̃ v · W̃ v .

From the above relations it is not difficult to see that,

Under the assumption of small curvature,

H = O(εγ′
) , γ ′ ∈ (0, 1) , (4.112)

the mean pressure becomes

p = 1
2 c h + O(ε1+γ̂) , γ̂ ≡ min{γ,γ̂} ,
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the depth-averaged mass balance equation (4.110) simplifies to

∂

∂t

{
J0h

}
+ Div

{
J0h( v − uS)

}
= −J0

ρb

ρ0
U + O(ε2+γ̂) , (4.113)

and the depth-averaged hybrid linear momentum balance equation (4.111)
takes the simpler form

∂

∂t

{
J0hF v

}
+ Div

{
J0hF

[
m2 v ⊗ v + p M0 − P − v ⊗ uS

]}

= − J0h FW̃ p − J0h (c + am2 + Grad U · v ) s

− J0
ρb

ρ0
UFv

ζ=0
− J0Fp

ζ=0
+ O(ε2+γ̂) .

(4.114)

Now we can answer question Q2: Eq. (4.111) is not equivalent to its analogous
counterpart (4.93) from the conventional approach, a fact which was expected in
view of the remark above. This can be clearly seen by comparing the highlighted
terms in (4.111) and (4.93). The term

J0hFW̃
(
1
2β h v − p

)

arises in (4.111) asmultiplied by1,while in (4.93) it arises asmultiplied by2.Besides,
no other terms in (4.111) and (4.93) contain the functions β and p, so that one could
hope to show the equivalence of (4.111) and (4.93). Even if the basal surface is
only slightly curved, the two approaches deliver different modelling equations, as it
can be seen by comparing the highlighted terms in Eqs. (4.98) and (4.114). We can
therefore draw the conclusion.

Answering Q2
The two depth-averaging approaches yield different modelling equations for
both large and small curvature of the basal surface.

Yet for this latter case the equations in the conventional and non-conventional route
are the same if

J0h FW̃ p = O(ε2+γ̂) .

This happens, for example, if the depth-averaged shear stresses p are of order
O(ε1+γ). This is exactly the case in the papers by Tai et al. [20, 21], see (4.99)
and (4.100).
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Note that, generally, neither (4.92) and (4.93) nor (4.110) and (4.111) represent
a conservative system of equations, as desired when choosing the non-conventional
route to derive modelling equations.

The modelling system of equations, either (4.92) and (4.93), or (4.110) and
(4.111), must be complemented by closure relations, fitting the flow rule approx-
imations and the dynamical assumptions stated in Sect. 4.5.2, for

• the depth-averaged extra-stress components P, p,
• the basal shear stress p

ζ=0
,

• the erosion/deposition rate U ,
• the parameters m1 to m3 and β arising in the flow rule approximations, see
Sect. 4.5.2,

• the sliding coefficient χb relating linearly the tangential velocity at the basal sur-
face, v

ζ=0
, to the depth-averaged tangential velocity, v, see (4.94).

We refer to such closure relations in the next chapter.
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Chapter 5
Closure Relations for the Depth-Averaged
Modelling Equations

The depth-averaged modelling equations in Sects. 4.5, 4.6 apply to flowing materials
for which the constitutive properties are only required to satisfy ordering approxi-
mations on the components of the stress tensor and on the erosion/deposition rate.
This chapter is focused on the formulation of closure relations matching the order-
ing approximations. Thus, Sect. 5.1 addresses the formulation of a bed friction law,
constitutive models for the thin material layer are given in Sect. 5.2, and an ero-
sion/deposition law is shown in Sect. 5.3. In Sect. 5.4 we explicitly write the mod-
elling equations for a special case of the topographic surface and for aMohr-Coulomb
type flowing material. Special attention is given to the parameterization of the basal
surface, a subject which is only slightly touched in the preceding sections of the
book.

5.1 Bed Friction Law

When the flowingmaterial experiences sliding on the basal surface, we have assumed
the dynamic boundary condition (4.11), equivalently, p

ζ=0
= −fb. The bed friction

force f b must be prescribed as a phenomenological relation, expressing the local
kinematic and/or dynamic state. The aim of this section is to formulate a law for f b.
We follow closely the presentation given by Luca et al. [1].

Bed Coulomb friction versus viscous friction In dense granular avalanches the
basal friction force f b is due (i) to the rubbing of the particles on the surface,
corresponding to e.g. Coulomb friction, −τ Coulomb, and (ii) to particle collisions,
corresponding e.g. to viscous friction, −τ viscous , with

τ Coulomb = (tan δ) (−σnb · nb)+ sgn vτ , τ viscous = ρ0C(‖vτ‖) vτ . (5.1)

© Springer International Publishing Switzerland 2016
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In (5.1) the stress tensor σ and the tangential component vτ of the velocity v are
evaluated on the basal surface Sb, then

sgn vτ ≡
⎧⎨
⎩

1

‖vτ‖ vτ , if vτ �= 0 ,

any tangent vector m to Sb , ‖m‖ ≤ 1 , if vτ = 0 ,

(5.2)

δ is the angle of basal friction or bed friction angle, tan δ>0, and the index + stands
for the positive part of a quantity, i.e. f+ ≡ max {0, f }. Moreover, C > 0 is the drag
coefficient, which is constant in the linear case, however, often taken to be linear in
‖vτ‖. In this latter case,

C(‖vτ‖) = c̃ ‖vτ‖ , with dimensionless c̃ � 2.5 × 10−3 ,

implying c̃ = O(ε1+γ) if ε ≈ 10−2, γ ≈ 1
2 .

The contribution of the dry friction and viscous friction to the shear traction
depends on the mean free path between the particles: in a slurry ‖τ Coulomb‖ �
‖τ viscous‖, whilst in a very dense debris flow ‖τ Coulomb‖ � ‖τ viscous‖. Both these
cases are conveniently captured by assuming

f b = −φ τ Coulomb − (1 − φ)τ viscous , with φ ∈ [0, 1] , (5.3)

see e.g. Voellmy [2], Gray and Tai [3], Pudasaini and Hutter, [4] p. 145. With such
a law for f b, δ can be determined from a static heap test, and C from a flow test at
dilute concentration. We stress the fact that any closure relation for the friction force,
other than (5.3), can be assumed.

We need the law (5.3) in non-dimensional form and expressed in the topography-
fitted coordinates.

Non-dimensional bed friction law Forτ Coulomb andτ viscous weuse the same scaling
as for f b, see (4.26), that is,

τ Coulomb = ρ0gL τ̂ Coulomb , τ viscous = ρ0gL τ̂ viscous , (5.4)

where the superposed hat indicates a dimensionless quantity. This implies that the
non-dimensional version of (5.3) is

f̂ b = −φ τ̂ Coulomb − (1 − φ)τ̂ viscous , with φ ∈ [0, 1] . (5.5)

Using vτ = √
Lg v̂τ and σ = ρ0gLσ̂, see (4.26), from (5.4) and (5.1) we obtain

τ̂ Coulomb = (tan δ) (−σ̂nb · nb)+ sgn v̂τ , τ̂ viscous = Ĉ(‖v̂τ‖) v̂τ , (5.6)

where
Ĉ(‖v̂τ‖) ≡ C(

√
Lg ‖v̂τ‖)/

√
Lg .

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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Inserting (5.6) into (5.5) and dropping the hat, we deduce the dimensionless bed
friction law

f b = −φ(tan δ) (−σnb · nb)+ sgn vτ − (1 − φ)C(‖vτ‖) vτ . (5.7)

Bed friction law in the topography-fitted coordinates When the topography-fitted
coordinates are used, the non-dimensional Coulomb/viscous bed friction law (5.7)
takes the form

fb = −φ(tan δ)
{
(−T 33)

∣∣
ζ=0

}
+
sgn v0 − (1 − φ)C

(√
M−1

0 v0 ·v0
)

v0 , (5.8)

where v0 ≡ v|ζ=0, and for a 2-column x the multivalued function sgn x is defined as

sgn x ≡

⎧⎪⎨
⎪⎩

1√
M−1

0 x · x
x , if x �= 0 ,

any 2-column m , M−1
0 m · m ≤ 1 , if x = 0 .

(5.9)

To justify (5.8) we recall that g3 = nb, which implies σnb · nb = T 33. Moreover,
with (2.93) and (2.87) we deduce

‖vτ‖2
ζ=0

= M−1
0 v0 · v0 . (5.10)

A further calculation gives (5.8).

Bed friction law matching the thin-layer approximations We recall the dynamic
assumption (4.84)3 and the boundary condition (4.38), that is,

p = O(εγ) , p
ζ=0

= −fb .

As a consequence, the friction angle δ, the (non-dimensional) drag coefficient C and
the parameter φ in (5.8) must be so chosen that condition

fb = O(εγ) (5.11)

is fulfilled. First, we refer to the Coulomb friction contribution in fb, and recall that

(i) T 33 = −p + P33 = −p + O(ε1+γ) = O(ε), see the dynamic assumptions
(4.84),

(ii) the negligible terms in the pressure p are O(ε1+γ), see (4.88),
(iii) the negligible terms in the depth-averaged tangential linear momentum balance

equation (4.93) are O(ε2+γ).

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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We assume

φ (tan δ) = O(ε) , (5.12)

which makes sure that the negligible O(ε1+γ) terms in T 33
ζ=0

do not play any role

in the combination
φ (tan δ)

{
T 33

ζ=0

}
.

Then, we refer to the viscous friction contribution in (5.8). We recall the kinematic
assumptions v = O(1) and v0 = χbv, see (4.69) and (4.94). Therefore, to match
assumption (5.11) we must have

(1 − φ)χbC

(
χb

√
M−1

0 v·v
)

= O(εγ) . (5.13)

We summarize the results:

Coulomb/viscous bed friction law

Under the thin-layer approximations, in particular

p = O(ε) , P = O(ε) , p = O(εγ) , P33 = O(ε1+γ) ,

and apart from O(ε2+γ) terms, the non-dimensional Coulomb/viscous bed
friction law (5.8) appears as

fb = −φ (tan δ)︸ ︷︷ ︸
O(ε)

{
p

ζ=0

}
+
sgn v − (1 − φ)χbC

(
χb

√
M−1

0 v·v
)

︸ ︷︷ ︸
O(εγ)

v = O(εγ) ,

(5.14)
where p

ζ=0
is given by (4.90), the bed friction angle δ, the drag coefficient

C and the parameters φ ∈ [0, 1], χb ∈ (0, 1] satisfy conditions (5.12) and
(5.13).

Remark We note that, if the dynamic assumptions p = O(εγ) and P33 = O(ε1+γ)

in (4.84) are replaced by

p = O(ε) or less , P33 = O(ε2) or less ,

the negligible terms in the pressure p = O(ε) are O(ε2), see the derivation of formula
(4.88). Thus, (4.90) appears as

p
ζ=0

= h(c + m2a) + O(ε2) . (5.15)

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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Consequently, recalling that the negligible terms in fb are O(ε2+γ), instead of (5.12)
one may assume the less restrictive condition

φ(tan δ) = O(εγ) ,

while handling the viscous term in fb so as to ensure the same order of magnitude
for fb and the shear stresses p. For instance,

If
p = O(ε1+γ) , P33 = O(ε2+γ) , (5.16)

we can assume

fb = −φ (tan δ)︸ ︷︷ ︸
O(εγ)

{
p

ζ=0

}
+
sgn v − (1 − φ)χbC

(
χb

√
M−1

0 v·v
)

︸ ︷︷ ︸
O(ε1+γ)

v

= O(ε1+γ) .

(5.17)

We shall refer to (5.17) in the next section.

5.2 Constitutive Models for the Thin Material Layer

In this sectionwe formulate closure relations for the depth-averaged extra-stress com-
ponents P and p matching the thin-layer approximations (4.84). We couple these
relations with appropriate basal viscous friction laws and parameters m1, m2, m3

and β, to obtain particular models for geophysical flows down arbitrary topogra-
phy. However, the erosion/deposition rate is left unspecified. It will be discussed in
Sect. 5.3.

We propose two classes of closure relations for the depth-averaged equations, be
these derived in the conventional route or in the non-conventional route. Thefirst class
issues from the assumption that the avalanchingmass is a Newtonian/non-Newtonian
viscous fluid, and the second class is developed in the spirit of the Savage-Hutter
avalanche modelling approach. Both these classes have been considered by Luca
et al. [1, 5].

5.2.1 Avalanching Mass as a Newtonian/Non-Newtonian
Viscous Fluid

Many thin film flows assume (viscous/viscoplastic) non-Newtonian behavior of the
flowing mass, see e.g. Perazzo and Gratton [6], Ng and Mei [7], Huang and Garcia

http://dx.doi.org/10.1007/978-3-319-02627-5_4
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[8], Ionescu [9, 10], Bovet et al. [11], Gray and Edwards [12]. Here we show that,
when applied to snow and debris avalanches, the viscous Newtonian/non-Newtonian
constitutive law fits the thin-layer approximations stated in Sect. 4.5.2. It will appear
that the extra stresses parallel to the basal surface, P, are negligibly small in the
depth-averaged modelling equations. The stresses in the normal direction, p, may
survive, and are computed by assuming a power law tangential velocity field. The
presentation in this subsection follows closely Luca et al. [1], but here we consider
the general case of active topographic beds.

Newtonian/non-Newtonian viscous fluid An incompressible Newtonian fluid is
defined by the (dimensional) constitutive law

σ = −p I + 2η D , η = constant , tr D = 0 , (5.18)

where p is the pressure, and D is the strain-rate tensor, see (3.43), satisfying condition
(5.18)3 due to the incompressibility assumption. The scalar η is called the dynamic (or
effective, or apparent) viscosity. An incompressible viscous non-Newtonian fluid
is specified by a similar constitutive law, with the viscosity η depending on the shear
rate (or stretching) γ̇, that is,

σ = −p I + 2η(γ̇)D , γ̇ ≡ 2
√

IID , tr D = 0 . (5.19)

For the definition of the second invariant IID of D and its expression in the
topography-fitted curvilinear coordinates see (3.46). In terms of the extra-stress ten-
sor, see (4.7), the Newtonian/non-Newtonian laws (5.18) and (5.19) read as

σE = 2η D , tr D = 0 , (5.20)

with η = constant or η = η(γ̇) �= constant.

Dimensionless Newtonian/non-Newtonian constitutive law We introduce the
dimensionless strain-rate tensor by the relation

D = 1√
L/g

Ddimless . (5.21)

From (5.19)2 and (5.21) we immediately derive the non-dimensional shear rate,

γ̇ = 1√
L/g

γ̇dimless .

Then, with the scalings (4.26)4 for σ and (5.21) for D, in non-dimensional form the
law (5.20) emerges as

σE dimless = 2ηdimless Ddimless , ηdimless ≡ η

ρ0L
√

Lg
. (5.22)

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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Omitting the “dimless” index in (5.22)1 we obtain the dimensionless form of (5.20),

σE = 2η D , tr D = 0 . (5.23)

Note that, the non-dimensional dynamic viscosity ηdimless appears as the inverse of
a Reynolds number Re, that is,

ηdimless = 1

Re
, Re ≡ ρ0L

√
Lg

η
. (5.24)

The Newtonian/non-Newtonian law (5.23) in the topography-fitted coordinates
As a consequence of the scalings (5.21), (4.26) and (4.27), the contravariant compo-
nents of the dimensionless strain-rate tensor D with respect to the basis {g1, g2, g3}
are formally the same as those from (3.45). Therefore, recalling notations (3.44) and
(3.57) for the contravariant components of the strain-rate tensor D and the extra-stress
tensor σE , that is,

D �
(

D d
dT D33

)
, σE �

(
P p
pT P33

)
,

it is clear that the dimensionless Newtonian/non-Newtonian law (5.23) is equiva-
lent to

P = 2η D , p = 2η d , P33 = 2ηD33 . (5.25)

Consequences of the thin-layer approximations With ζ = O(ε), v = O(1) and
v = O(ε), see (4.67), (4.69), (4.74) and (4.75), in view of (3.45) we have

D = O(1) , d = O(ε−1) , D33 = O(1) . (5.26)

From (5.25) and (5.26) we deduce

P = O(η) , p = O(η/ε) , P33 = O(η) . (5.27)

For snow and debris avalanches we have ε ≈ 10−2, γ ≈ 1
2 (see Pudasaini and Hutter

[4], p. 188), and typical Reynolds numbers range from 103 to 107. This yields, see
(5.24), typical (non-dimensional) viscosities

η = O(ε1+γ) or less . (5.28)

For η = O(ε1+γ), the estimations from (5.27) appear as

P = O(ε1+γ) , p = O(εγ) , P33 = O(ε1+γ) ,

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_3
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Table 5.1 Non-negligible stress components of Newtonian/non-Newtonian avalanche models in
terms of the scaling of viscosity

Non-dimensional viscosity η Non-negligible stress components in (4.93) and (4.111)

O(ε3+γ) –

O(ε2+γ), O(ε3) p
ζ=0

O(ε1+γ), O(ε2) p, p
ζ=0

which clearly shows that the dynamic thin-layer approximations (4.84) are satisfied.
Moreover, with (5.28) we have situations in which various dynamic assumptions
are fulfilled, and thus various simplified versions of equation (4.93) (or (4.111))
are available. Table5.1 concisely expresses the non-negligible stress components
in (4.93) (or (4.111)) in terms of the order of magnitude of the (non-dimensional)
viscosity η.

We can see from Table5.1 that the normal stresses and shear stresses parallel to
the base, P, do not arise in the modelling equations (4.93) and (4.111), which is a
major simplification of these equations. However, the shear stresses in the normal
direction, p, survive as p

ζ=0
and p. One therefore needs to express p

ζ=0
and p in

terms of the basic unknown fields h, v and b.

Closure relations for p|ζ=0 and p We discuss separately two cases, depending on
the O-order of the viscosity, see Table5.1.

Case 1 V iscous f luids wi th viscosi t y η = O(ε1+γ) or η = O(ε2)

In this case we need to prescribe both p|ζ=0 and p. For concreteness we refer to
η = O(ε1+γ). As in many models of thin film flows of non-Newtonian fluids (e.g.
Ng and Mei [7], Berezin and Spodareva [13], Perazzo and Gratton [6], Huang and
Garcia [8]), we assume the no-slip condition (4.12), equivalently,

v = 0 at ζ = 0 .

Moreover, we suppose that the tangential velocity v has a power law profile,

v = n + 2

n + 1

{
1−
(
1 − ζ

h

)n+1
}

v , (5.29)

see (4.81) in which v0 = 0. The assumption on v allows the derivation of p
ζ=0

and

p from the constitutive law (5.25)2. Thus, using (5.25)2 and (3.45)2, we have

p = η

{
∂v
∂ζ

+ MGrad v

}
= η

n + 2

h

(
1 − ζ

h

)n

v + η MGrad v .

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_3
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With η = O(ε1+γ) and v = O(ε), this relation emerges as

p = η
n + 2

h

(
1 − ζ

h

)n

v + O(ε2+γ) ,

which implies

p
ζ=0

= η
ζ=0

n + 2

h
v + O(ε2+γ) , (5.30)

and

p = n + 2

h
η(γ̇)

(
1 − ζ

h

)n

v + O(ε2+γ) . (5.31)

For a Newtonian fluid the averaged shear stresses p can be immediately computed.
For this case we show below the complete set of modelling equations.

Newtonian model with η = O(ε1+γ) or η = O(ε2)

Assume Newtonian behavior of the avalanching mass with the viscosity η =
O(ε1+γ) or η = O(ε2). The equations which describe the shallow flow fit
Class (iii), see Sect. 4.5.4. Considering the no-slip condition and a power law
velocity profile, apart from O(ε2+γ) terms, these equations are

(i) the depth-averaged mass balance equation (4.92), and
(ii) the depth-averaged tangential linear momentum balance equation

(4.93), or the depth-averaged hybrid linear momentum balance equation
(4.111), with

v
ζ=0

= 0 , p
ζ=0

= η
n + 2

h
v , p = n + 2

n + 1

η

h
v , P = 0 , (5.32)

and the Boussinesq coefficients m1, m2, m3, β as given by (4.82) and (4.83)
with χb = 0.

Now, for a non-Newtonian fluid, in (5.30) and (5.31) the quantities

η
ζ=0

= η(γ̇0) , γ̇0 ≡ γ̇
ζ=0

and η(γ̇)

(
1 − ζ

h

)n

must be computed up to O(ε2+γ) terms as soon as the viscosity function η is known.
We do not enter into details of such computations. They can be done by using the
velocity profile (5.29) in expression (3.46) of IID to obtain the shear rate γ̇, and then
by deriving the asymptotic expansion of the viscosity η(γ̇). To get an idea on these
computations we show how γ̇0 is determined. Thus, condition v = 0 at ζ = 0 and
expression (3.45)1 for D give

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
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D
ζ=0

= −1

2
v

ζ=0

(
W̃M0 + M0W̃T

)
.

Using the relation W̃ = M0H̃, see (2.49), and the symmetry of the matrices H̃ and
M0, we obtain

DM−1

ζ=0
= −v

ζ=0
W̃ . (5.33)

Next, (3.45)2 and the velocity profile (5.29) imply

d
ζ=0

= 1

2

{
n + 2

h
v + M0Grad

(
v

ζ=0

)}
,

and hence

M−1d · d
ζ=0

= 1

4

{
(n + 2)2

h2
M−1

0 v · v + 2
n + 2

h
v · Grad

(
v

ζ=0

)

+ M0Grad
(
v

ζ=0

)
· Grad

(
v

ζ=0

)}
.

(5.34)

Then, using the mass balance equation (4.43) to compute ∂v/∂ζ,

∂v

∂ζ
= − 1

J

{
v
∂ J

∂ζ
+ Div (Jv)

}
,

and again v = 0 at ζ = 0, from (3.45)3 and (3.18) we infer

D33

ζ=0
= ∂v

∂ζ ζ=0
= − 1

J0

(
v

∂ J

∂ζ

)
ζ=0

= 2Ω v
ζ=0

. (5.35)

In (5.33)–(5.35) the velocity v
ζ=0

is given by (4.46). Now, use of (5.33)–(5.35) in

(3.46) leads to

IID
ζ=0

= (n + 2)2

4h2
M−1

0 v · v + ( 12 tr W̃2 + 2Ω2) (v
ζ=0

)2

+n + 2

2h
v · Grad

(
v

ζ=0

)
+ 1

4
M0Grad

(
v

ζ=0

)
· Grad

(
v

ζ=0

)
.

For rigid topographic beds we have v
ζ=0

= 0, implying the simpler relation

IID
ζ=0

= (n + 2)2

4h2
M−1

0 v · v .

Now, γ̇0 can be computed using (5.19)2.

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_3
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Case 2 V iscous f luids wi th viscosi t y η = O(ε2+γ)

Here we have only to give the basal shear stresses p
ζ=0

, see Table5.1.We assume

sliding motion and the Coulomb/viscous bed friction law (5.8), with the Coulomb
and viscous terms adjusted according to the thin-layer assumptions. Thus, with η =
O(ε2+γ), conditions (5.16) are fulfilled, and so we can assume the Coulomb/viscous
friction with the parameters φ, δ, χb and C as shown in (5.17).

In the modelling equations the correction coefficients m1 to m3, β and χb in
(5.17) are not yet specified. We indicate a possible way to choose them. The idea
is to assume the power law velocity profile (4.80). This will give the correction
Boussinesq coefficients m1–m3 and β, see (4.82) and (4.83), in terms of the sliding
coefficient χb which is still not specified. The coefficient χb will be determined as
follows.Knowing the velocity profilewe can determine the shear stressesp according
to the Newtonian/non-Newtonian constitutive law. Then, invoking the continuity of
p we can compute p

ζ=0
. However, for the basal shear stresses we have assumed

the friction law (5.17). The two expressions of p
ζ=0

must therefore be equal. This

equality stands for the determination of χb, assuming that a solution χb ∈ (0, 1] does
exist.

We show that, for

(i) a Newtonian fluid with η = O(ε2+γ),
(ii) the viscous bed friction law

f b = −C(‖vτ‖) vτ = O(ε1+γ) , (5.36)

see (5.7) with φ = 0,
(iii) and the drag coefficient C given by

C(‖vτ‖) = c̃ ‖vτ‖ , c̃ = constant = O(ε1+γ) , (5.37)

these reasonings yield χb ∈ (0, 1], and hence the parameters m1 to m3 and β. Thus,
combining (5.36), (5.37) and recalling (5.10), (5.17), apart from O(ε2+γ) terms we
have

fb = −χ2
bc̃
√

M−1
0 v·v v . (5.38)

On the other hand, we use the power law velocity profile (4.81) in which v0 = χb v
to compute the stresses p = 2ηd, with d given by (3.45)2:

p = 2ηd = η

{
∂v
∂ζ

+ MGrad v

}
= η

∂v
∂ζ

+ O(ε3+γ)

= (1 − χb)η
n + 2

h

(
1 − ζ

h

)n

v + O(ε3+γ) .

From here we infer that, apart from O(ε3+γ) terms,

p
ζ=0

= (1 − χb)η
n + 2

h
v . (5.39)

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_3
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Now, with (5.38) and (5.39), the sliding condition p
ζ=0

= −fb turns into a second

order algebraic equation for the determination of the sliding coefficient χb, that is,

(1 − χb)η
n + 2

h
= χ2

bc̃
√

M−1
0 v·v . (5.40)

Provided v �= 0, Eq. (5.40) has two real distinct roots, from which only one,

χb = −b + √
b2 + 4ab

2a
, a ≡ c̃

√
M−1

0 v·v , b ≡ η
n + 2

h
, (5.41)

is positive. Moreover, one can easily see that the positive solution χb belongs to
(0, 1], which we wanted to show. We therefore have obtained a model for a shallow
avalanching mass with small viscosity down arbitrary topography:

Newtonian model with η = O(ε2+γ)

The equations which describe the shallow flow of a Newtonian fluid with viscos-
ity η = O(ε2+γ) and viscous sliding (5.37), (5.38) fit Class (ii), see Sect. 4.5.4.
With a power law velocity profile, these equations are

(i) the depth-averaged mass balance equation (4.92), and
(ii) the depth-averaged tangential linear momentum balance equation (4.93),
or the depth-averaged hybrid linear momentum balance equation (4.111),with

• negligible P, p,
• the sliding coefficient χb given by (5.41),
• the basal shear stresses p

ζ=0
given by (5.39) or, equivalently,

p
ζ=0

= χ2
bc̃
√

M−1
0 v·v v , c̃ = constant = O(ε1+γ) ,

• the Boussinesq coefficients m1, m2, m3 and β given by (4.82) and (4.83),
with χb as shown in (5.41).

Note that, assuming a plug flow velocity profile, that is v = v(ξ, t), according to
(3.45)2 and v = O(ε), we have d = O(ε), and so the shear stresses p are estimated as

p = O(ηε) .

With η = O(ε1+γ), this implies that p and p
ζ=0

are negligibly small in themodelling

equations. The ensuing thin flowmodel is, however, too simple to describe a realistic
debris flow. The dependence of v on ζ is therefore mandatory for viscosities of order
O(ε1+γ) or less in a Newtonian/non-Newtonian model for a shallow flow.

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_3
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5.2.2 Avalanching Mass as a Mohr-Coulomb Type Material

Now the aim is to present topography-adapted closure relations of Mohr-Coulomb
type for the depth-averaged stress components arising in the thin-layer modelling
equations. Coupled with this is the formulation of the bed friction law. The emerging
models represent generalizations to arbitrary topographies of the models by Iverson
and Denlinger [14] and Savage and Hutter [15] for flowing granular materials, and
have been formulated by Luca et al. [1, 5].

We consider
P = O(ε) , p = O(ε1+γ) , P33 = 0 , (5.42)

so that the pressure p is interpreted as the normal stress in the direction perpendicular
to the basal surface,

p ≡ −T 33 ,

and the significant stresses in the depth-averaged tangentialmomentumbalance equa-
tion (4.93) are

p|ζ=0 and P .

Closure relation for p|ζ=0 We assume that the interaction of the flowing material
with the basal surface is described by the Coulomb friction law, that is, (5.14) with
φ = 1. Since conditions (5.16) are fulfilled, the friction law takes the form (5.17)
with φ = 1, implying

p
ζ=0

= (tan δ)
{

p
ζ=0

}
+
sgnv0 , v0 ≡ v

ζ=0
, tan δ = O(εγ) . (5.43)

With the pressure p
ζ=0

given by (4.90) and assumption

v0 = χbv , χb ∈ (0, 1] ,

apart from negligible terms, the Coulomb friction condition (5.43) turns into

p
ζ=0

= h(tan δ){c + m2a}+ sgn v , tan δ = O(εγ) . (5.44)

Note that the sliding coefficient χb does not arise in the friction law (5.44).

Closure relation for P First, we show that a closure relation for P can be obtained
by specifying the mean stress tensor σ up to O(ε1+γ) terms. Thus, using relation
(3.59), assumptions (5.42) and approximation gα = τα + O(ε), we have

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_3
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σ = T i jgi ⊗ g j = T αβgα ⊗ gβ + T α3(gα ⊗ nb + nb ⊗ gα) + T 33nb ⊗ nb

= T αβgα ⊗ gβ + T α3(gα ⊗ nb + nb ⊗ gα) − p nb ⊗ nb

= T �αβτ α ⊗ τ β − p nb ⊗ nb︸ ︷︷ ︸
σ �

+O(ε1+γ) = O(ε) ,

with (
T �αβ

) ≡ −pM0 + P .

This yields
σ = σ � + O(ε1+γ) ,

where

σ � = T
�αβ

τα ⊗ τ β − p nb ⊗ nb , (T
�αβ

) = −pM0 + P . (5.45)

Therefore, it is clear that any assumption onσ as evaluated up to O(ε1+γ) terms, that
is on σ �, yields P.

Next we focus on σ �. From (5.45)1 we deduce

σ �nb = −p nb ,

which shows that−p is an eigenvalueofσ �, andnb is an eigenvector corresponding to
this eigenvalue. As a symmetric tensor,σ � is then completely determined if the other
two eigenvalues and principal directions (mutually orthogonal and perpendicular to
nb) are specified. We shall give them in terms of the eigenvalues and eigenvectors of
the surface strain-rate (see Sect. 3.2) corresponding to the depth-averaged tangential
velocity vτ (as evaluated up to terms O(ε1+γ)), that is

DS ≡ 1
2

(∇Svτ + (∇Svτ )
T
)

, vτ ≡ vαgα .

We refer to DS as the mean surface stretching and suppose DS �= 0 . A motivation
for relating σ � to the mean the surface stretching DS will be given in the remark
following the presentation of the models.

So, let λ1, λ2 be the eigenvalues of the mean surface stretching DS , and let f 1,
f 2 be corresponding (for the moment arbitrary) orthonormal eigenvectors.1 We shall
propose threemodels forσ �. Common to thesemodels is the assumption that, if λ1 �=
λ2 (in which case, there are two principal directions of DS uniquely defined),σ � has
exactly two principal directions parallel to the topography;moreover, these directions
coincide with the principal directions of the mean surface stretching. Three different
assumptions on the corresponding eigenvalues will differentiate three constitutive
models for the flowing material. The case λ1 = λ2 will be discussed separately for
each model.

1The matrix (Dα
β) in the representation DS = Dα

βτα ⊗ τ β is needed to obtain the eigenvalues
and eigenvectors of DS , and it has been derived in Sect. 3.2, formula (3.53).

http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
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Before proceeding to state the closure relations for the mean stress tensor σ � we
show how P can be deduced from our assumptions. We denote by C ≡ (Cα

β) the
change of basis matrix from {τ 1, τ 2} to the basis { f 1, f 2} of the tangent space to
Sb, i.e.,

f β = Cα
βτ α , β ∈ {1, 2} , (5.46)

and mention that
CCT = M0 , (5.47)

which holds since the basis { f 1, f 2} is orthonormal and τ α ·τ β are the entries of the
matrix M−1

0 , see (2.48).2 Now, recalling expression (5.45)1 of σ �, the representation
of σ � in terms of { f 1, f 2, nb} is

σ � = T̃ αβ f α ⊗ f β − p nb ⊗ nb , (5.48)

and we have
(T

�αβ
) = C (T̃ αβ)CT .

When combined with (5.45)2 this last relation gives

P = p M0 + C (T̃ αβ)CT . (5.49)

Our assumptions on σ � will immediately give (T̃ αβ), and hence P can be deduced
from relation (5.49). Finally, note that (5.49) holds, in fact, for any orthonormal
vectors f 1, f 2 in the tangent space to Sb, and not necessarily just for eigenvectors
of DS .

Model 1

If the eigenvalues of DS are not equal, λ1 �= λ2, we suppose that the orthonormal
eigenvectors f 1, f 2 of DS are eigenvectors of σ � corresponding to the eigenvalue
−p, that is,3

σ � = −p f α⊗ f α − p nb ⊗ nb = −p I .

We also assume that σ � = −p I holds if λ1 = λ2, and thus, up to terms of order
O(ε1+γ), the granular material is modelled as an inviscid fluid. The stresses T̃ αβ

2δβγ = f β · f γ = (Cα
βτα) · (Cλ

γτ λ) = Cα
βCλ

γ M−1
0αλ ⇐⇒ I = CT M−1

0 C

⇐⇒ C−T C−1 = M−1
0 ⇐⇒ CCT = M0.

3A symmetric second order tensor σ on a three-dimensional Euclidean real vector space V has the
spectral decomposition

σ = λ1 f 1 ⊗ f 1 + λ2 f 2 ⊗ f 2 + λ3 f 3 ⊗ f 3 ,

where λ1,λ2,λ3 are the (real) eigenvalues of σ, and { f 1, f 2, f 3} is an orthonormal basis of
eigenvectors for V .

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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introduced in (5.48) are then given by the diagonal matrix (T̃ αβ) = −p I , and from
(5.47) and (5.49) we deduce P = 0. With this we have the first constitutive model
for the avalanching mass.

Model 1 Apart from negligible terms the stress components in the depth-
averaged modelling equations are as follows:

P = 0 , p = 0 , for p
ζ=0

see (5.44) .

Therefore, the extra stresses are present in the depth-averaged tangential linear
momentum balance equation (4.93) (or the depth-averaged hybrid linear momen-
tum balance equation (4.111)) only as basal shear stresses, modelled by a Coulomb
bed friction law, see (5.44). The rheology of the flowing material manifests itself
indirectly through the Boussinesq coefficients and the bed friction angle δ. Such a
model, with plug flow velocity profile, has been studied by Bouchut and Westdick-
enberg [16].

Model 2

Now, again with λ1 �= λ2, we suppose that f 1, f 2 are eigenvectors of σ � corre-
sponding to the eigenvalue −k p, that is,

σ � = −k p f α⊗ f α − p nb ⊗ nb , (5.50)

where the earth pressure coefficient k is defined by

k ≡
{

k1
act , if λ1 + λ2 ≥ 0

k1
pass , if λ1 + λ2 < 0

,

with

k1
act/pass ≡ 2

cos2 ϕ

{
1∓
√
1 − sec2 δ cos2 ϕ

}
− 1 . (5.51)

In (5.51) the constant ϕ is the angle of internal friction, ϕ > δ, and the minus sign
corresponds to k1

act , while the plus refers to k1
pass . Moreover, recalling that p = O(ε)

and that the idea of introducing σ � in (5.45) was to collect the O(ε) terms of σ, we
can approximate the earth pressure coefficients k1

act/pass arising in (5.50) as follows:
with tan δ = O(εγ) and values of the angle of internal friction ϕ ∈ (30◦, 40◦), see
e.g. Pudasaini and Hutter [4], we have

√
1 − sec2 δ cos2 ϕ = sinϕ + O(ε2γ) ,

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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and hence from (5.51) we deduce

k1
act/pass = k̃1

act/pass + O(ε2γ) ,

k̃1
act/pass ≡ 2 sec2 ϕ − 1 ∓ 2 secϕ tanϕ .

(5.52)

Note, in passing, that
k̃1

act < 1 and k̃1
pass > 1 .

Therefore, apart from the negligible terms, (5.50) emerges as

σ � = −k̃ p f α⊗ f α − p nb ⊗ nb , (5.53)

where

k̃ ≡
{

k̃1
act , if λ1 + λ2 ≥ 0

k̃1
pass , if λ1 + λ2 < 0

. (5.54)

Now, since
f α⊗ f α = I − nb ⊗ nb ,

Equation (5.53) can be written as

σ � = −k̃ p (I − nb ⊗ nb) − p nb ⊗ nb .

This clearly shows that (5.53) makes also sense for the case λ1 = λ2, and that in
(5.53) we can actually take any two orthonormal vectors f 1, f 2 in the tangent space
to Sb.

Thus, in Model 2 of the avalanching material we assume (5.53), in which f 1, f 2
are arbitrary orthonormal vectors tangent to Sb. From (5.48) and (5.53) we deduce
(T̃ αβ) = −k̃ p I , so that relations (5.47) and (5.49) immediately yield

Model 2 Apart from negligible terms the stress components in the depth-
averaged modelling equations are

P = (1 − k̃) p M0 , p = 0 , for p
ζ=0

see (5.44) ,

where k̃ is given by (5.54), with k̃1
act/pass as shown in (5.52)2.

Model 2 is an adapted version to the case of an arbitrary bed surface of the model
due to Iverson and Denlinger [14].
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Model 3

Suppose λ1 �= λ2. Now, the ordering of the eigenvectors in the basis { f 1, f 2}
becomes important. We choose { f 1, f 2} to be so ordered that

| ṽ1
τ | ≥ | ṽ2

τ | , (5.55)

where ṽ1
τ , ṽ2

τ are the components of the depth-averaged tangential velocity vτ with
respect to this basis, i.e.,

vτ = ṽ1
τ f 1 + ṽ2

τ f 2 .

Next, we assume that f 1, f 2 are eigenvectors ofσ
� corresponding to the eigenvalues

−k1 p and −k2 p, respectively, that is,

σ � = −k1 p f 1⊗ f 1 − k2 p f 2⊗ f 2 − p nb ⊗ nb . (5.56)

Here the earth pressure coefficients k1, k2 are given by

k1 =
{

k1
act , if λ1 ≥ 0

k1
pass , if λ1 < 0

, k2 =
{

k2
act , if λ2 ≥ 0

k2
pass , if λ2 < 0

,

where k1
act/pass is defined in (5.51), and

k2
act/pass ≡ 1

2

{
k1

act/pass + 1 ∓
√(

k1
act/pass − 1

)2 + 4 tan2 δ

}
,

with the same sign rule as in (5.51) and the choice of k1
act and k1

pass as depending on
whether λ1 ≥ 0 or λ1 < 0, respectively. As in the case of Model 2, the earth pressure
coefficients k1, k2 become

k1 = k̃1 + O(ε2γ) , k2 = k̃2 + O(ε2γ) ,

where

k̃1 ≡
{

k̃1
act , if λ1 ≥ 0 ,

k̃1
pass , if λ1 < 0 ,

k̃2 ≡

⎧⎪⎨
⎪⎩

k̃1
act , if λ1 ≥ 0 , λ2 ≥ 0 ,

k̃1
pass , if λ1 < 0 , λ2 < 0 ,

1 , if λ1 ≥ 0 , λ2 < 0 , or λ1 < 0 , λ2 ≥ 0 ,

(5.57)

with k̃1
act/pass introduced in (5.52). Therefore, apart from negligible terms, assump-

tion (5.56), stated for the case λ1 �= λ2, emerges as
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σ � = −k̃1 p f 1 ⊗ f 1 − k̃2 p f 2 ⊗ f 2 − p nb ⊗ nb ,

or, explicitly,

σ � =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

−k̃1
act p f α⊗ f α − p nb ⊗ nb , if λ1 ≥ 0 , λ2 ≥ 0 ,

−k̃1
pass p f α⊗ f α − p nb ⊗ nb , if λ1 < 0 , λ2 < 0 ,

−k̃1
act p f 1⊗ f 1 − p f 2⊗ f 2 − p nb ⊗ nb , if λ1 ≥ 0 , λ2 < 0 ,

−k̃1
pass p f 1⊗ f 1 − p f 2⊗ f 2 − p nb ⊗ nb , if λ1 < 0 , λ2 ≥ 0 .

(5.58)

Now, we have only to remark that the orthonormal eigenvectors f 1, f 2 in (5.58)1,2
can be replaced by any two orthonormal vectors in the tangent space to Sb, and so
(5.58)1,2 can be also assumed for the case λ1 = λ2. Clearly, in (5.58)3,4 we have
λ1 �= λ2, and hence we have not to refer to (5.58)3,4 when λ1 = λ2.

To conclude, in Model 3 of the flowing material we take (5.58), where f 1, f 2
arising in (5.58)1,2 are orthonormal vectors tangent to Sb (be they eigenvectors of
DS or not), and f 1, f 2 in (5.58)3,4 are eigenvectors of DS , ordered as indicated in
(5.55). Comparison of (5.48) and (5.58) implies

(T̃ αβ) = −p

(
k̃1 0
0 k̃2

)
,

and from (5.49) we deduce

Model 3 Apart from negligible terms the stress components in the depth-
averaged modelling equations are

P = p M0 − p C
(

k̃1 0
0 k̃2

)
CT , p = 0 , for p

ζ=0
see (5.44) ,

where k̃1, k̃2 are defined in (5.57), with k̃1
act/pass as shown in (5.52)2.

Model 3 is a version adapted to arbitrary topography of the Savage-Hutter model
[17, 18]. Clearly, the bulk stresses in Models 2 and 3 of the flowing material depend
on the angle of internal friction, but are independent of the basal friction angle. The
Boussinesq coefficients in Models 1–3 may be assumed at will.

Remark For a plug flow velocity profile, v = v(ξ, t), and up to O(ε) terms, we will
show below that the depth-average of the strain-rate tensor D is related to the mean
surface stretching DS according to

D = Dα
βτ α ⊗ τ β + D33 nb ⊗ nb , DS = Dα

βτα ⊗ τ β . (5.59)
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Here, it is understood that the O(ε) terms in the mean surface stretching DS and
D33 have been neglected. Thus, relating σ � in Models 1, 2, 3 to the mean surface
stretching DS is equivalent to relating σ � to the depth-averaged strain-rate tensor,
D. Moreover, comparison of expression (5.45) for σ � with expression (5.59) of D
reveals that, in Models 1–3 applied to a plug flow, σ � and D (D, as given up to
O(ε) terms) share the same principal directions. This remark makes plausible the
conjecture in Models 1–3 (not necessarily connected to a plug flow) on the common
principal directions of σ � and DS . The proof of (5.59)1 is almost immediate: with
v = v(ξ, t) we obtain

vτ = vαgα = vατα + O(ε) = vατα + O(ε) = vατα + O(ε) ,

and hence formula (3.53) for the components Dα
β of the mean surface stretching

emerges as

(Dα
β) = 1

2

{
Grad v + F−1

(
∂F
∂ξγ

v ⊗ eγ + s ⊗ H̃v
)

+M0

[
Grad v + F−1

(
∂F
∂ξγ

v ⊗ eγ + s ⊗ H̃v
)]T

M−1
0

}
+ O(ε) .

On the other hand, see (3.45)1,

D = 1

2

{[
Grad v + F−1

(
∂F
∂ξα

v ⊗ eα + s ⊗ H̃v
)]

M0

+ M0

[
Grad v + F−1

(
∂F
∂ξα

v ⊗ eα + s ⊗ H̃v
)]T

}
+ O(ε) ,

showing that
D = (Dα

β)M0 + O(ε) , (5.60)

where the O(ε) terms in (Dα
β) are assumed to be neglected. Now, using the assump-

tion v = v(ξ, t) and expression (3.45)2 of the components d of the strain-rate tensor
D, we infer

D = Di jgi ⊗ g j

= Dαβgα ⊗ gβ + Dα3(gα ⊗ nb + nb ⊗ gα) + D33nb ⊗ nb

= Dαβτ α ⊗ τ β + D33nb ⊗ nb + O(ε) .

Therefore, with (2.50) and (5.60) we deduce

D = Dαβτα ⊗ τ β + D33nb ⊗ nb + O(ε)

= Dαβφ̃βγτ α ⊗ τ γ + D33nb ⊗ nb + O(ε)

= Dα
γτα ⊗ τ γ + D33nb ⊗ nb + O(ε) ,

which proves (5.59)1.

http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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5.3 Erosion/Deposition Rate Law

To close the system of depth-averaged equations in the case of an active topographic
bed associated with erosion/deposition processes, we are left with the prescrip-
tion of the erosion/deposition rate U . A closure relation for U will be called ero-
sion/deposition law. There are many proposals for such laws, e.g. Pitman et al. [19],
Naaim et al. [20], Eglit and Demidov [21] or Sovilla et al. [22]. Here we present
the erosion/deposition rate suggested by Tai and Kuo [23]; it will be later used in
numerical simulations. A single formula for U catches the effects of both erosion
and deposition, and is based on a criterion which identifies the three processes of the
topographic bed—erosion, deposition and no erosion/deposition (stagnancy).

Motivated by experimental observation it is assumed that the mechanism of ero-
sion/deposition in a granular flow is controlled by

• two parameters,

– the threshold velocity, vth,
– the neutral angle, θn , that is, the maximum stable slope angle, often called the

angle of repose,

• the magnitude of the tangential velocity at the basal surface, ‖vτ‖
ζ=0

, and

• the local inclination angle, θ, defined as

θ = arcsin

( −vτ

‖vτ‖ ζ=0

)
, (5.61)

where vτ is the component of the tangential velocity vτ in the vertical direction,
see (2.97). Specifically,

The threshold criterion predicting the onset of erosion/deposition mechanism
states that stagnancy of the topographic surface, erosion and deposition arise
according to the rules

stagnancy (U = 0) : for θ < θn and ‖vτ‖
ζ=0

> vth ,

deposition (U > 0) : for θ < θn and ‖vτ‖
ζ=0

< vth ,

erosion (U < 0) : for θ > θn .

(5.62)

In the simplistic approach (5.62), entrainment occurs when the inclination angle is
larger than the angle of repose. However, small inclination angle does not guarantee
the occurrence of deposition. The kinetic energy ρ‖vτ‖2/2 at the basal surface has
a significant impact: deposition takes place only when both the inclination angle is

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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less than the angle of repose, and the kinetic energy ρ‖vτ‖2/2 is less than a threshold
value. This threshold value is given in terms of a threshold flow speed, vth, so that

‖vτ‖
ζ=0

< vth or ‖vτ‖
ζ=0

> vth

expresses the relation between the kinetic energy ρ‖vτ‖2
ζ=0

/2 and the threshold

kinetic energy ρvth
2/2. For the threshold velocity vth the following ad hoc relation,

vth = αv(θ − θn)
2 , (5.63)

is assumed. Here αv is an empirical coefficient, and the angles are measured in
radians. By (5.63) it is meant that

• small positive inclination angle θ, or negative θ (upslope movement), implies a
large value of vth, indicating that deposition begins to take place at a higher flow
speed (kinetic energy);

• when the granular medium flows on a slope around the neutral angle, deposition
only takes place when the flow speed is almost zero.

Figure5.1 illustrates the three states—stagnancy, erosion, deposition—with respect
to the inclination angle and the corresponding threshold speed.

Now, the erosion/deposition rate U is assumed to be proportional to the product
of the difference θn − θ and a function h̃ depending on the local thickness h of the
flowing layer. That is, we have the following proposal for U .

Erosion
neutral angle θn

Deposition

Neither deposition nor erosion

threshold speed vth

Local speed ||vτ ||ζ=0
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Fig. 5.1 The three states of the topographic bed with respect to the local speed ‖vτ‖ζ=0 and the
inclination angle θ. The neutral angle is θn = 34◦ and the threshold speed vth (as assumed in (5.63))
is computed with αv = 1.0. (Reproduced from [24] with permission.)
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The erosion/deposition rate (Tai and Kuo [23])

The erosion/deposition rate U is taken to be

U = Fe (θn − θ) h̃ , (5.64)

with the proportionality coefficient Fe and the function h̃ given by

Fe = αe

{
Freg H(θn − θ) + H(θ − θn)

}
,

h̃ = h + αh

√
h ,

(5.65)

where

• αe is an empirical constant rate factor;
• H stands for the Heaviside step function,

H(x) ≡
{
0, x < 0
1, x ≥ 0 ;

• Freg is defined by

Freg = 1
2

{
1 − tanh

(
eα

(
‖vτ‖

ζ=0
− vth

))}
, (5.66)

with a constant transition steepness factor eα;
• the term αh

√
h in (5.65)2,with a constant adjustment factor αh , is intended to

better account for the influence of the layer depth h on the erosion/deposition
rate when the flow is very thin.

It is clear that the firstH in (5.65) is not zero for deposition/stagnancy, and the second
one is not zero for erosion. The function Fe incorporates the velocities vth, ‖vτ‖

ζ=0
into the erosion/deposition rate U and, at the same time, distinguishes the deposition
from stagnancy. Explicitly, (5.65) reads

stagnancy and deposition (θ < θn) : Fe = αeFreg (θn − θ)h̃ ,

erosion (θ > θn) : Fe = αe (θn − θ)h̃ .

The dependence of the regularization function Freg on ‖vτ‖
ζ=0

for given vth and αe

is shown in Fig. 5.2.

Remark Definition (5.61) of the inclination angle θ uses the tangential velocity
vector vτ evaluated on the topographic surface. It is useful to express θ in terms
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Fig. 5.2 The regularization function Freg for vth = 0.0, 0.05 and 0.1, where eα = 100 is applied

of the mean tangential velocity v, which is one of the unknowns in the system of
modelling equations. Thus, it is not difficult to see that

θ = arcsin

⎛
⎝−Grad b̃ · v√

M−1
0 v · v

⎞
⎠ . (5.67)

Indeed, recalling the assumption

v
ζ=0

= χbv , χb > 0 ,

from (2.97) we have

vτ
ζ=0

= 1

c
s · Bv

ζ=0
= grad b · Fv

ζ=0
= χb grad b · Fv = χbGrad b̃ · v .

Then, formula (2.93) gives

‖vτ‖
ζ=0

= χb

√
M−1

0 v · v .

It only remains to insert the above expressions of vτ
ζ=0

and ‖vτ‖
ζ=0

into (5.61) to

deduce (5.67). We note that, in the paper by Tai et al. [25], expression Grad b̃ · v in
(5.67) is used in the form grad b · Fv, and Fv is interpreted as the depth-averaged
horizontal components of the tangential velocity vector vτ . That is, �τ , see (4.101).
RelationFv = �τ holds apart of negligible terms, since [25] treats the case of slightly
curved basal surface.

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_4


5.4 Example—One-Dimensional Thin Flow on a Slightly Curved Surface 145

5.4 Example—One-Dimensional Thin Flow on a Slightly
Curved Surface

In this section we write the modelling equations (4.97) and (4.98) for a special type
of topographic surface and for special kinematic/constitutive assumptions on the
flowing material. Moreover, we will specify the change of coordinates

(x, y) ←→ (ξ1, ξ2) , (5.68)

an issue which was barely mentioned in the previous sections.
Thus, we take a slightly curved basal surface, K = O(εγ′

), given by

x1 = x , x2 = y , x3 = b(x, t) , (5.69)

see Fig. 5.3. We assume that the velocity vector v and the stress tensor σ are inde-
pendent of the variable x2, and that v has a negligible component in the x2 direction.
One says that the flow is two-dimensional and takes place in the plane Ox1x3. In the
depth-averaging approach the problem will then become one-dimensional.

We consider the material as being described by the Mohr-Coulomb type Model
2 or Model 3 presented in Sect. 5.2. Since in these models the shear stresses p are
negligibly small, the depth-averaged modelling equations (4.97) and (4.98), derived
in the conventional route, coincide with (4.113) and (4.114), which are deduced
following the non-conventional route.

We choose two changes of variables (5.68), and for each case we explicitly write
the system of modelling equations corresponding to (5.69) and to the constitutive
laws designated as Model 2 and Model 3.

Option 1—Parameterizing the topographic surface by arc lengths Generally, the
coordinates (ξ1, ξ2) of a point Q on Sb can be taken as the arc lengthsmeasured on the
curves obtained by intersecting Sb with the planes x1 = constant and x2 = constant
passing through Q. For a rigid topographic bed these parameters havebeenusedbyDe
Toni and Scotton [26], and for erodible beds of the form (5.69) by Bouchut et al. [27].

Fig. 5.3 The topographic
surface x1 = x, x2 = y,

x3 = b(x, t)

e1

e2
e3
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x2

x3

Sb

b

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4


146 5 Closure Relations for the Depth-Averaged Modelling Equations

We follow this idea for the case (5.69) which is treated here and define the arc length

s(x, t) ≡
∫ x

x0

√
1 + (∂b/∂x)2 dx ′ (5.70)

along the curve
x1 = x , x2 = constant , x3 = b(x, t) ,

where x0 = constant is such that the plane x1 = x0 does not intersect the avalanche
body at any moment t . This choice of x0 allows to assume that U = 0 at those points
on Sb where x1 = x0 (see (5.85) below how this condition is applied). We consider
the time dependent transformation

ξ1 = s(x, t) , ξ2 = y ⇐⇒ x = x(ξ1, t) , y = ξ2 , (5.71)

which induces the parameterization

x1 = x(ξ1, t) , x2 = ξ2 , x3 = b (x(ξ1, t), t) = b̃(ξ1, t)

of Sb, see (5.69). For the non-negligible component of the depth-averaged velocity
we introduce the notation V , that is,

v ≡ (V, 0)T , V = V (ξ1, t) .

Corresponding to the transformation (5.71) we must determine the quantities c,
s, F, J0, M0, a, uS and the stresses P, p

ζ=0
as functions of ξ1 and t . First, we have

c = 1√
1 + (∂b/∂x)2

, s =
(

c
∂b

∂x
, 0

)T

, F =
(

c 0
0 1

)
, (5.72)

see (2.33) and (2.45). We can express ∂b/∂x as a function of the coordinate ξ1 and
time t as follows: It is clear that

∂b

∂x
= ∂b̃

∂ξ1
∂ξ1

∂x
=
√
1 +

(
∂b

∂x

)2 ∂b̃

∂ξ1
, (5.73)

and hence, solving for ∂b/∂x ,

∂b

∂x
= ∂b̃/∂ξ1√

1 − (∂b̃/∂ξ1)2
. (5.74)

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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Therefore, we have c (as well as F, see (5.72)3) and s as functions of (ξ1, t),

c =
√
1 − (∂b̃/∂ξ1)2 , s =

(
∂b̃

∂ξ1
, 0

)T

. (5.75)

In particular, note that ∂b/∂x appears as

∂b

∂x
= 1

c

∂b̃

∂ξ1
, (5.76)

see (5.73) or (5.74). Then, from (2.84)2, (2.50) and (5.72) we deduce

J0 = 1

c
det F = 1 , M0 = F−1(I − s ⊗ s)F−T = I . (5.77)

Next,
W = grad s ,

see (2.41)2, so that elementary computations yield

Ω ≡ 1

2
tr W = 1

2
c3

∂2b

∂x2
. (5.78)

With (5.76) and (5.74)1,

∂2b

∂x2
= ∂

∂x

(
∂b

∂x

)
= ∂

∂ξ1

(
∂b

∂x

)
∂ξ1

∂x
= 1

c4
∂2b̃

∂ξ12
,

implying

Ω = 1

2c

∂2b̃

∂ξ12
. (5.79)

Furthermore, by definition (2.38)2 of H we have

H ≡ grad (grad b) =
(

∂2b/∂x2 0
0 0

)
,

so that, see (2.49)2,

H̃ = cFT HF =
(
2Ω 0
0 0

)
, (5.80)

and hence the scalar a ≡ H̃v · v is given by

a = 2ΩV 2 ,

with Ω shown in (5.79).

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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Now we prove that, under small curvature assumption, H = O(εγ′
), for the

quantity uS defined in (2.66)2 we have

uS = O(ε1+γ′
) . (5.81)

From (2.66)1 and (5.71) it follows that

vS =
(

∂x

∂t
, 0

)T

,

and so formula (2.69) for uS yields

uS =
(
1

c

(
∂x

∂t
+ cU ∂b

∂x

)
, 0

)T

. (5.82)

In this expression ∂x/∂t will be approximated as follows. By differentiating the
identity x = x(ξ1(x, t), t) with respect to t we obtain

0 = ∂x

∂t
+ ∂x

∂ξ1
∂ξ1

∂t
,

which implies, see (5.70) and (5.72)1,

∂x

∂t
= − ∂x

∂ξ1
∂ξ1

∂t
= −c

∂ξ1

∂t
= −c

∂

∂t

∫ x

x0

1

c
dx ′ = c

∫ x

x0

1

c2
∂c

∂t
dx ′ . (5.83)

Recalling that U = c ∂b/∂t , see (2.63), from (5.72)1 we have

∂c

∂t
= −c3

∂b

∂x

∂2b

∂t∂x
= −c3

∂b

∂x

∂

∂x

(
1

c
U
)

= c4U ∂2b

∂2x
− c2

∂

∂x

(
U ∂b

∂x

)
.

Since Ω = O(εγ′
) and U = O(ε), the first term on the right-hand side of the above

expression of ∂c/∂t is negligibly small, so that

∂c

∂t
= −c2

∂

∂x

(
U ∂b

∂x

)
+ O(ε1+γ′

) . (5.84)

Introduction of ∂c/∂t as given by (5.84) into (5.83) yields

∂x

∂t
= −cU ∂b

∂x
+ c

{
U ∂b

∂x

}
x=x0

+ O(ε1+γ′
) = −cU ∂b

∂x
+ O(ε1+γ′

) . (5.85)

Finally, substitution of ∂x/∂t as previously deduced into (5.82) shows (5.81).

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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Next, let us analyse the closure relations for the stresses arising in the depth-
averaged modelling equations. We adopt the Mohr-Coulomb type Models 2 and 3
from Sect. 5.2. We will see that for the one-dimensional case discussed here there is
no distinction between the emerging modelling equations in each of these models.
First we deduce the eigenvalues and eigenvectors of the mean surface stretching
tensor, see Sect. 5.2. The tangential velocity vector vτ is given by

vτ = vαgα = (vα − ζ W̃ α
βvβ
)
τ α ,

so that, when H = O(εγ′
), we have

vτ = vατ α + O(ε1+γ) = V τ 1 + O(ε1+γ′
) .

Consequently, the components Dα
β of the mean surface strain-rate are computed

with formula (3.53) in which

u = v = (V, 0)T .

Straightforward calculations give

(Dα
β) =

⎛
⎝ ∂V

∂ξ1
0

0 0

⎞
⎠ ,

from which we deduce the eigenvalues

λ1 = ∂V /∂ξ1 , λ2 = 0 ,

and the eigenvectors
f 1 = τ 1 , f 2 = τ 2 ,

of the mean surface stretching DS . The two eigenvectors f 1 and f 2 are ordered as
required by Model 3, and the change of basis matrix C from {τ 1, τ 2} to { f 1, f 2} is
C = I.

Therefore, with (5.77)2 the averaged stresses P in Model 2 turn into

P = (1 − k̃) p I , (5.86)

where k̃ stands for k̃1 which simplifies to

k̃ ≡ k̃1 =
{

k̃1
act , if λ1 ≥ 0 ,

k̃1
pass, if λ1 < 0 ,

(5.87)

http://dx.doi.org/10.1007/978-3-319-02627-5_3
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with k̃1
act/pass as shown in (5.52)2. Then, recalling that C = I, Model 3 is described

by the averaged stresses

P = p I − p

(
k̃ 0
0 k̃2

)
, (5.88)

where k̃2 defined in (5.57) takes the form

k̃2 =
{

k̃1
act , if λ1 ≥ 0 ,

1, if λ1 < 0 .
(5.89)

Although P has different expressions in the two models, when inserting P as given
by (5.86) and (5.88) into the depth-averaged tangential linear momentum balance
equation (4.114) the emerging equations are the same. Indeed, in each case we obtain

∂

∂t
{chV } + ∂

∂ξ1

{
ch
(

m2V 2 + 1
2chk̃

)}
= −h

(
c + 2m2ΩV 2 + V

∂U
∂ξ1

)
∂b̃

∂ξ1

−ρb

ρ0
χbcUV − ch(tan δ)

{
c + 2m2ΩV 2

}
+ sgn V .

(5.90)
We may therefore say that Model 2 and Model 3 are indistinguishable in the one-
dimensional case discussed here. Equation (5.90) can be simplified by performing
the time differentiation on the left-hand side as4

∂

∂t
{chV } = ∂c

∂t
hV + c

∂hV

∂t
,

and using
∂c

∂t
= − ∂b̃

∂ξ1
∂U
∂ξ1

,

see Exercise 2.8. We record the result below, together with the depth-averaged mass
balance equation (4.97) adapted to the one-dimensional thin flow, and with the equa-
tion satisfied by the bed elevation b,

∂b̃

∂t
= cU + O(ε1+γ′

) ,

which can be deduced by using (2.71).

4To avoid this step one could haveworked on the form (A.3) of the depth-averaged linearmomentum
balance equation, written for the case H = O(εγ′

).

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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One-dimensional thin flow of Mohr-Coulomb type—using the arc lengths
to parameterize the topographic surface

Consider

• the basal surface (5.69) with curvature Ω = O(εγ′
), 0 <γ′ < 1 ,

• the change of coordinates (5.71),
• the Mohr-Coulomb type Model 2 or Model 3.

Apart from negligible terms the depth-averaged mass and linear momentum
balance equations (4.97) and (4.98) emerge as

∂h

∂t
+ ∂hV

∂ξ1
= −ρb

ρ0
U ,

∂

∂t
{hV } + ∂

∂ξ1

{
h
(

m2V 2 + 1
2chk̃

)}
= −h

∂b̃

∂ξ1
− ρb

ρ0
χb UV

−h(tan δ)
{
c + 2m2ΩV 2

}
+ sgn V .

(5.91)

The Boussinesq type parameter m2, the sliding coefficient χb, the bed fric-
tion angle δ with tan δ = O(εγ), and the erosion/deposition rate U must be
prescribed. The earth pressure coefficient k̃ is shown in (5.87) and the bed
elevation b satisfies the equation

∂b̃

∂t
= cU . (5.92)

Complemented by initial and boundary conditions, Eqs. (5.91) and (5.92) stand
for the determination of the depth-averaged tangential velocity V , free surface
height h and bed elevation b.

Option 2—Parameterizing the topographic surface by the condition uS = 0
Another possibility of choosing the transformation (5.68) was proposed by Tai and
Kuo [23], see Sect. 2.4. Namely, the transformation (5.68) is so chosen that the
condition

w|ζ=0 = Unb ⇐⇒ uS = 0 (5.93)

is fulfilled. When applied to the change of parameters on Sb

x = x(ξ1, t) , y = ξ2 , (5.94)

which we take for the surface (5.69), condition (5.93) reads as, see (2.119),

∂x

∂t
= −cU ∂b

∂x
,

∂y

∂t
= 0 . (5.95)

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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Relation (5.95)1, supplemented by the initial condition

x(ξ1, 0) = x̃(ξ1) , (5.96)

stands for the determination of the transformation (5.94)1. If the function x̃ above is
taken such that ξ1 represents the arc length on the curve

x1 = x , x2 = constant , x3 = b(x, 0) , (5.97)

condition (5.95)1 and the property (5.85) in Option 1 show that the change of parame-
ters (5.68) in Options 1 and 2 is, practically, the same. So, for the choice (5.93) and x̃
in (5.96) as explained, the system of modelling equations describing the flow of the
Mohr-Coulomb type material down the surface (5.69) is the same as that deduced in
Option 1, see (5.91) and (5.92).

Yet the central idea when assuming (5.93) was to generate the computational
(ξ1, ξ2)-grid when advancing in time the numerical algorithm, by simultaneously
solving the depth-averagedmodel equations (4.113), (4.114) andEq. (2.119) towhich
(5.93) is equivalent.Weoutline this idea for the special surface (5.69) and the assump-
tions on the velocity and stress tensor stated at the beginning of this section. For a
2D case when condition (5.93) is used to specify the transformation (2.58) see Tai
et al. [25].

We will write the depth-averaged mass balance equation (4.113) and the form
(4.102) of the depth-averaged linear momentum balance equation (4.114) by using
the special surface (5.69) and condition (5.93). The property (5.95)1 of (5.94) is
not required by any of the subsequent computations which aim to express the fields
entering the depth-averaged equations according to our assumptions on the geometry
of the topography and the kinematic/constitutive properties of the flow. Relation
(5.95)1, defining the computational grid, will be part of the final system of modelling
equations, see (5.99) below.

Numerically it is useful to keep the geometric quantities c, s, Ω as functions of
(x, t), i.e.,

c = {1 + (∂b/∂x)2
}−1/2

, s = (c ∂b/∂x, 0)T , Ω = 1

2
c3

∂2b

∂x2
,

see (5.72)1,2 and (5.79). Then,

F =
⎛
⎝ ∂x

∂ξ1
0

0 1

⎞
⎠ , J0 = 1

c

∂x

∂ξ1
, M0 =

⎛
⎝ c2

(
∂x

∂ξ1

)−2

0

0 1

⎞
⎠ ,

and

�τ = Fv ⇐⇒ �τ =
(

U
0

)
, with U ≡ V

∂x

∂ξ1
,

�τ
ζ=0

= Fv
ζ=0

= χbFv = χb�τ .

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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Moreover, see (2.49)2 and (2.38)2,

a ≡ H̃v · v = cFT HFv · v = cH�τ · �τ = cU 2 ∂2b

∂x2
= 2

c2
ΩU 2 .

Next we refer to the closure relations indicated in Models 2 and Model 3. We need
the eigenvalues and an orthonormal basis of eigenvectors corresponding to the mean
surface stretching. Straightforward computations using (3.53) yield

(Dα
β) =

⎛
⎜⎝

∂V

∂ξ1
+ V

{
∂2x

∂ξ12

(
∂x

∂ξ1

)−1

+ 2Ω
∂b̃

∂ξ1

}
0

0 0

⎞
⎟⎠ ,

implying the eigenvalues

λ1 = ∂V

∂ξ1
+ V

{
∂2x

∂ξ12

(
∂x

∂ξ1

)−1

+ 2Ω
∂b̃

∂ξ1

}
, λ2 = 0 , (5.98)

and the eigenvectors, ordered as required in Model 3,

f 1 = 1

‖τ 1‖τ 1 , f 2 = τ 2 ,

of the mean surface stretching DS . Here, see (2.47),

τ 1 = ∂x

∂ξ1
e1 + ∂b

∂x

∂x

∂ξ1
e3 , τ 2 = e2 .

The change of basis matrix C, see (5.46), is therefore given by

C =
(
1/‖τ 1‖ 0

0 1

)
=
(

c/|∂x/∂ξ1| 0
0 1

)
.

We can now deduce that,

in Model 2, F( p M0 − P ) = k̃ p

(
c2/(∂x/∂ξ1) 0

0 1

)
, and

in Model 3, F( p M0 − P ) = p

(
k̃c2/(∂x/∂ξ1) 0

0 k̃2

)
,

where k̃ and k̃2 are given by (5.87) and (5.89), respectively, with λ1 having the
expression (5.98). With these results at hand the next statements follow at once.

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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One-dimensional thin flow of Mohr-Coulomb type—using the condition
uS = 0 to parameterize the topographic surface
Consider

• the basal surface (5.69) with curvature Ω = O(εγ′
), 0 <γ′ < 1 ,

• the change of parameters (5.94) satisfying

uS = 0 ⇐⇒ ∂x

∂t
= −cU ∂b

∂x
,

∂y

∂t
= 0 , (5.99)

• the Mohr-Coulomb type Model 2 or Model 3.

Apart from negligible terms the depth-averaged mass and tangential linear
momentum balance equations (4.97) and (4.102) emerge as

∂

∂t
{J0h} + ∂

∂ξ1
{J0hV } = −J0

ρb

ρ0
U ,

∂

∂t
{J0hU } + ∂

∂ξ1

{
J0h
(

m2U
2 + 1

2c3hk̃
)( ∂x

∂ξ1

)−1
}

= −J0h
1

c

(
c3 + 2m2ΩU 2 + c2U

∂U
∂x

)
∂b

∂x
− J0

ρb

ρ0
χbU U

−J0h(tan δ)
1

c2
∂x

∂ξ1
{
c3 + 2m2ΩU 2}

+ sgn V .

(5.100)

The Boussinesq type parameter m2, the sliding coefficient χb, the bed friction
angle δ with tan δ = O(εγ), and the erosion/deposition rate U must be pre-
scribed. The earth pressure coefficient k̃ is shown in (5.87), with λ1 given by
(5.98), and the bed elevation b satisfies the equation

∂b

∂t
= 1

c
U . (5.101)

Complemented by initial and boundary conditions, Eqs. (5.99)2, (5.100) and
(5.101) stand for the determination of the change of parameters (5.94), depth-
averaged tangential velocity V , free surface height h and bed elevation b.

Remark If the erosion/deposition rate law shown in Sect. 5.3 is adopted, formula
(5.67) for the inclination angle θ emerges as

θ =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

arcsin

(
− ∂b̃

∂ξ1
sgn V

)
, in Option 1,

arcsin

(
−c

∂b̃

∂ξ1

∣∣∣∣ ∂x

∂ξ1

∣∣∣∣
−1

sgn V

)
, in Option 2.

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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If in Option 2 we have det F > 0 (see (2.46)), which gives ∂x/∂ξ1 > 0, we can
further compute

∂b̃

∂ξ1

∣∣∣∣ ∂x

∂ξ1

∣∣∣∣
−1

= ∂b̃

∂ξ1

(
∂x

∂ξ1

)−1

= ∂b̃

∂ξ1
∂ξ1

∂x
= ∂b

∂x
,

so that the inclination angle θ emerges as

θ = arcsin

(
−c

∂b

∂x
sgn V

)
.

In the numerical computations as explained in Part III, the function x̃ in the initial
condition (5.96) for Eq. (5.95)1 is taken such that ξ1 is the arc length on the curve
(5.97). With this choice condition det F > 0 is fulfilled at time t = 0, and det F was
computed at each time step and found to preserve the initial positive sign.
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Chapter 6
Conclusions and Discussions

The aim in Part III of the book was to present a way to deduce depth-averaged model
equations for shallow geophysical mass flows down arbitrary topographies, be they
active or not. To make the presentation accessible we considered thin one-layer films
of a one-component (or single-phase) material.

We followed two approaches, which we called conventional (as in papers by
Luca et al. [1, 2]) and non-conventional (as in papers by Tai and Kuo [3] and Tai
et al. [4]).What differentiates these approaches is the depth-averaging process related
to the linearmomentumbalance equation.More specifically, in the conventional route
the tangential linear momentum balance equation is averaged along the avalanche
depth, while in the non-conventional approach, a combination of the horizontal and
vertical hybrid linear momentum balance equations is averaged along the avalanche
depth.

In both these approaches we started from the same set of intrinsic modelling
equations, which we presented in Sect. 4.1. These consist of the mass and linear
momentum balance equations, complemented by kinematic and dynamic boundary
conditions. The constitutive behavior of the flowing material, the friction law and
the erosion/deposition rates are left unspecified, so that the final modelling equations
describing the shallow mass flow can be applied for a wide range of constitutive
laws, friction laws and erosion/deposition rates.

The mass and linear momentum balance equations were already expressed (see
Sect. 3.3) in terms of the topography adjusted coordinates, in both conventional and
non-conventional methods. It remained to write the corresponding kinematic and
dynamic boundary conditions in these coordinates. Section4.2 was devoted to this
task.

In Sect. 4.3 we collected the balance equations and the boundary conditions as
written in the topography-fitted coordinates, now in non-dimensional form. In the
non-dimensionalization process we used a single characteristic length, L , “parallel”
to the topography. Doing so we gained more flexibility in assuming various orders
of magnitude for the curvature of the basal surface and the stresses characterizing
the thin flow.
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The basic idea of the depth-averaging procedure was presented in Sect. 4.4. It
was emphasized that different systems of equations, even if equivalent, may lead to
different results when applying this procedure. We have thus prepared the reader for
the discussion of the results obtained by the two methods, conventional and non-
conventional, which are based on different, but equivalent, systems of equations.

In Sect. 4.5 we followed the conventional approach to deduce depth-averaged
model equations for a thin flow. In Sect. 4.5.1 the depth-integrated mass and tangen-
tial momentum balance equations are deduced. Section4.5.2 introduced geometric,
kinematic and rheological scalings in terms of the aspect ratio ε of a typical thick-
ness H , “perpendicular” to the topography, and the typical length L used in the
non-dimensionalization procedure. The velocity profile was assumed to satisfy rela-
tions of Boussinesq type. For a plug flow and for a power law profile of the velocity,
with a power parameter and a slip parameter as measures for the shearing and sliding,
explicit expressions for the “Boussinesq coefficients” have been obtained. Rheologi-
cal scalings concern also the components in the curvilinear coordinate system of the
stress tensor. These are separately scaled for the normal and shear stresses on planes
tangential to the basal surface and those on planes perpendicular to them. In case
of erosion/deposition the velocity of this process was scaled as being of the order
of the normal velocity component of the flowing material. Based on these assump-
tions, from the depth-integrated mass and tangential momentum balance equations
the final depth-averaged modelling equations were deduced in Sect. 4.5.3, see (4.92)
and (4.93). They are sufficiently general, in the sense that

• the rheology of the flowing material is not accounted for, except for the fact that
ordering approximations of the stress components are assumed, and Boussinesq
coefficients related to the velocity profile (which is dependent on the material
properties) are introduced;

• active topographies are envisaged;
• the parameterization (2.59) of the basal surface is arbitrary.

The thin-layer modelling equations (4.92) and (4.93) have been presented for the
first time in this book. When the erosion/deposition rate is set to zero one obtains
the equations which correspond to a rigid topographic bed, and which have already
been deduced by Luca et al. [2].

Section4.5.4 classifies the system of depth-averagedmodelling equations in terms
of the relative weights of the basal shear stress, the depth-average of the shear stresses
on planes parallel to the basal surface, and the normal and shear stresses on surfaces
normal to the base. The analysis is roughly the same as that done by Luca et al. [2],
except that now it refers tomodel equations accounting for erosion and sedimentation.

When the basal surface is slightly curved, the model equations (4.92) and (4.93)
simplify considerably. This is shown in Sect. 4.5.5. Moreover, for negligible shear
stresses in the normal direction and parameterization of the basal surface by condition
uS = 0, these equations have been identified as coinciding with those obtained by
Tai et al. [4] by using another route, which in this book was called non-conventional.
This remark motivated the research done in the next section, aiming to disclose
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the relation between the model equations (4.92) and (4.93) and those which can be
obtained by using the approach from [4], but in the same general case as that for
(4.92) and (4.93).

Thus, Sect. 4.6 follows the non-conventional way, that is, as in the papers by
Tai et al. [3, 4], however, this time for arbitrarily large curvature of the basal surface
(of course, subject to the condition J �= 0), for arbitrary rheology of the flowing
mass (except from that expressed in the thin-layer approximations), and for arbitrary
parameterization of the basal surface. The same thin-layer assumptions as in the
conventional route are used, but the horizontal component, instead of the tangential
component, of the linear momentum balance equation is depth-integrated. In order
to be able to use the thin-layer approximations, the depth-integrated vertical linear
momentum balance equation was needed. As a matter of fact, a combination of the
horizontal and vertical linear momentum balance equations, see (4.108), delivered
the final model equation (4.111). It was hoped in [3, 4] that, starting from the more
appealing formula (4.50) (to be compared with its analogous (4.44), used to deduce
(4.93)), the emerging equation will have a simple form, maybe even a conservative
one. For the case treated in [3, 4] thiswas indeed the case (nevertheless, themodelling
equations could be also obtained by the conventional approach). However, for the
general case it did not happen to be so. Inspection of equation (4.111) reveals that it
differs from its similar counterpart (4.93), and that generally neither (4.93) nor (4.111)
is in conservative form. As for the efforts in deducing (4.111)—even if the hybrid
form (4.50) of the horizontal linear momentum balance equation is much simpler
than (4.44), in the non-conventional route there was at least as much work as there
was in the conventional route in order to arrive at the final model equations. In the
case of small curvature of the topographic surface, Eq. (4.111) takes the form (4.114).
Even for this case the model equations derived by means of the two approaches are
not identical. They coincide e.g. on an inclined plane, or when the shear stresses
in the normal direction can be neglected. This last assumption is made in the paper
by Tai et al. [4], which explains the comment in the Remark ending Sect. 4.5.5. In
the general case, the thin-layer equations (4.111) and (4.93) do not coincide, and
it is not clear which of them is best suited to describe rapid shallow flows down
arbitrary topographies. Performing numerical simulations of experiments/realistic
events using both these modelling equations may guide the scales in favour of one
of them. Recalling that the only difference in deducing (4.111) and (4.93) consists
in the expressions, which are depth-averaged, of the 3D linear momentum balance
equation, one may equally ask which is the best suited expression (not necessarily
used in this book) of the 3D linear momentum balance equation, to deliver thin-layer
modelling equations.

In Chap.4 the rheological properties of the flowing material were accounted for
by the scalings of the stress components and, indirectly, by the Boussinesq type
coefficients. However, there are quantities in the final modelling equations which
have to be prescribed in terms of the basic unknown fields. Chapter 5 was mainly
devoted to the formulation of so-called closure relations for these quantities. For
the basal shear stress a Coulomb/viscous law is assumed in Sect. 5.1. The stress
components must also be given. In Sect. 5.2.1 it is shown that Newtonian and non-

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_5
http://dx.doi.org/10.1007/978-3-319-02627-5_5
http://dx.doi.org/10.1007/978-3-319-02627-5_5


160 6 Conclusions and Discussions

Newtonian fluids fit the scaling assumptions on the stress components. Then, Mohr-
Coulomb type closure relations for the averaged stress components are postulated
in Sect. 5.2.2. The proposals in Sects. 5.1 and 5.2 have been discussed by Luca et al.
[2, 5]. The last quantity for which a law must be given is the erosion/deposition rate.
For it the law suggested by Tai et al. [4] was presented in Sect. 5.3.

So far the change of parameters (2.58) was not specified. Section5.4 aimed to
show how (2.58) can be chosen and implemented in the system of depth-averaged
modelling equations. For simplicity and better understanding of the 2D case (i.e.,
involving quantities depending on both ξ1 and ξ2), we confined to the 1D case
(i.e., with quantities depending on only one variable, say ξ1). We considered the
model equations deduced for slightly curved basal surface, and chosen a Mohr-
Coulomb type material. Since p is negligibly small in the Mohr-Coulomb rheology,
the system consisting of (4.97) and (4.98) is the same as that consisting of (4.113)
and (4.114), so that either (4.97) and (4.98) or (4.113) and (4.114) were used to treat
the 1D case. We indicated two ways of parameterizing the topographic surface. The
first one, presented as Option 1, uses the arc lengths on the curves x2 = constant,
x1 = constant as parameters ξ1, ξ2. The model equations were explicitly written
for this case, see (5.91). The choice of ξ1, ξ2 as indicated above has been used
by several authors, e.g. Dressler [6], Dewals et al. [7], De Toni and Scotton [8],
Bouchut et al. [9]. The second way, designated as Option 2, has been suggested by
Tai and Kuo [3] and Tai et al. [4] in the spirit of the unified coordinate system by
Hui and Xu [10]. Now, the computational grid is obtained while advancing in time
the numerical algorithm, and is determined by the condition uS = 0. We pointed out
that, for the 1D case treated here the surface coordinate ξ1 is, practically, the same in
both Options, if initially it is the same. However, we illustrated the pattern of ideas
behind Option 2. Thus, in (4.97) and (4.98) we only used the assumption uS = 0,
the independence of the field variables of the coordinate ξ2 and the Mohr-Coulomb
rheology. These equations turned out to be (5.100). Condition uS = 0 is equivalent to
a system of differential equations, see (5.99), which must be solved simultaneously
with the system of modelling equations, (5.100) and (5.101). The determination of
the computational grid as in Option 2 seems to be numerically efficient even when
applied to a more elaborate case than the 1D plus small curvature case rendered
here (see Tai et al. [4]). The modelling equations, be they (4.92), (4.93) or (4.110),
(4.111), simplify under the assumption uS = 0, and first order differential equations
(see (2.119)), for which numerous numerical schemes can be applied, yield the
computational grid without numerical effort.

When complex geophysical mass flows are addressed, the mathematical models
developed in Chaps. 4 and 5 can be made more realistic, for instance by letting the
material to be a mixture of two or more constituents (see Luca et al. [5], Hutter
and Luca [11]), and/or by considering two or more material layers (see Luca et al.
[12, 13], Hutter and Luca [11]).

The next part of the book is centered on the presentation of a numerical algorithm
to solve the system of depth-averaged model equations as in Option 2 discussed
above. It will be used to assess the validity of the model equations in experiments
and back calculations of realistic events.
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Part IV
Numerical Implementation, Simulations

and Applications



Chapter 7
Numerical Implementation
of the Model Equations

In this chapter we present a numerical implementation of the model equations.
In general, the numerical schemes for shallow-water-like equation systems are suit-
able for applications to the proposed equation systems. However, the topography-
fitted coordinate system increases the complexity of solving the fluxes by using the
Riemann solvers. We focus on the NOC schemes, first proposed by Nessyahu and
Tadmor [1], which has been extended for multidimensional computation, see e.g.
[2], or for non-staggered grids. see e.g. [3]. The NOC scheme avoids the resolution
of Riemann fans as well as the use of Riemann solvers. Hence, it simplifies the
computation of the complex fluxes in the equation systems. The emerging numerical
scheme is explicite in time.

7.1 Brief Overview of the NOC Scheme

7.1.1 One-Dimensional NOC Scheme

Consider a one-dimensional conservation law with source term,

∂

∂t
u(x, t) + ∂

∂x
f (u(x, t)) = s(u(x, t)), (7.1)

where u(x, t) is the conserved physical quantity, f (u) is the nonlinear convection
flux and s(u) is the source. Letting {x j } be a uniform partition with �x = x j+1 − x j

and x j+1/2 = 1
2 (x j+1 + x j ) in a computational domain, we have

U n
j (t) = 1

�x

∫ x j+1/2

x j−1/2

u(x, tn) dx, U n
j+1/2(t) = 1

�x

∫ x j+1

x j

u(x, tn) dx (7.2)
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for the cell averages of the solution u at time level tn . The central scheme on over-
lapping cells can be written in the from,

U n+1
j = 1

�x

∫ x j+1/2

x j−1/2

u(x, tn) dx

− 1

�x

∫ tn+1

tn

{
f
(
u(x j+1/2, t)

) − f
(
u(x j−1/2, t)

)}
dt

+ 1

�x

∫ tn+1

tn

∫ x j+1/2

x j−1/2

s
(
u(x, t)

)
dx dt,

U n+1
j+1/2 = 1

�x

∫ x j

x j+1

u(x, tn) dx

− 1

�x

∫ tn+1

tn

{
f
(
u(x j+1, t)

) − f
(
u(x j , t)

)}
dt

+ 1

�x

∫ tn+1

tn

∫ x j+1

x j

s
(
u(x, t)

)
dx dt,

(7.3)

which are obtained by the time and space integration of (7.1) in an obvious way. By
applying a TVD, ENO,WENOor any other non-oscillatory reconstruction procedure
(see e.g. [4–7]) one obtains a polynomial for cell I j+1/2 := {x : |x − x j+1/2| ≤ �x

2 }
or I j := {x : |x − x j | ≤ �x

2 }, yielding a piecewise linear approximation of the
solution at time level tn ,

u(x, tn) ≈
ũ(x, tn) =

{
U n

j + (ux )
n
j (x − x j ), for x ∈ I j ,

U n
j+1/2 + (ux )

n
j+1/2(x − x j+1/2), for x ∈ I j+1/2,

(7.4)

where (ux )
n
j and (ux )

n
j+1/2 approximate the exact derivatives at x j and x j+1/2, respec-

tively. Denoting�t = tn+1 − tn the time step size, with (7.4), as sketched in Fig. 7.1,
Eq. (7.3) are approximated by

U n+1
j = 1

2

[
U n

j−1/2 + U n
j+1/2

] + �x

8

[
(ux )

n
j−1/2 − (ux )

n
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− �t
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)
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(
un+1/2
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)]
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j+1/4

)]
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j+1/2 = 1

2

[
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j+1
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8
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n
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[
f
(
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j+1

)
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(
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j

)]
+ �t

2

[
s
(

un+1/2
j+1/4

)
+ s

(
un+1/2

j+3/4

)]
.

(7.5)

In (7.5), the midpoint values, un+1/2
j , un+1/2

j+1 , un+1/2
j±1/2, un+1/2

j±1/4 and un+1/2
j+3/4, are predicted

by the Taylor expansions,
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Fig. 7.1 The staggered integration over the local Riemann fan with ũ(x, tn) given in (7.4)
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(7.6)

for (7.5)1, and
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2
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2
sn
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(7.7)

for (7.5)2. In (7.6) and (7.7) we have used the notations ( fx )
n
j±1/2 ≡ f ′

(
U n

j±1/2

)

(ux )
n
j±1/2 and ( fx )

n
j ≡ f ′

(
U n

j

)
(ux )

n
j for approximating the derivatives in I j±1/2

and I j , respectively. For smooth solutions, at the space-time quadrature points the
Courant-Friedrichs-Lewy (CFL) condition

�t

�x

∣∣amax
∣∣ < 1

2
, amax ≡ max

j

∣∣ f ′(U n
j )

∣∣ (7.8)

at each time level tn is required in (7.5).

7.1.2 Two-Dimensional NOC Scheme

The one-dimensional NOC scheme, introduced in the previous subsection, can be
easily extended to a two-dimensional scheme for the conservation law see, e.g. [2]
and [8]
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∂

∂t
u(x, y, t) + ∂

∂x
f
(
u(x, y, t)

) + ∂

∂y
g
(
u(x, y, t)

) = s
(
u(x, y, t)

)
. (7.9)

Thus, by analogy, the staggered averages at (x j±1/2, yk±1/2, tn+1) are computed by
the cell averages at (x j , yk, tn) and vice versa, see Fig. 7.2.

For a uniform spatial grid system (x j , yk) = ( j�x, k�y), we define the staggered
spatial grids I j+1/2,k+1/2 := {(x, y) : |x − x j+1/2| ≤ �x

2 , |y − yk+1/2| ≤ �y
2 } and

I j,k := {(x, y) : |x − x j | ≤ �x
2 , |y − yk | ≤ �y

2 }. In each cell, a two-dimensional,
non-oscillatory piecewise-linear polynomial approximation is introduced,

u(x, y, tn) ≈ ũ j,k(x, y, tn)

= U n
j,k + (ux )

n
j,k(x − x j ) + (uy)

n
j,k(y − yk) (7.10)

for (x, y) in the cell I j,k centered at (x j , yk), and

u(x, y, tn) ≈ ũ j+1/2,k+1/2(x, y, tn)

= U n
j+1/2,k+1/2 + (ux )

n
j+1/2,k+1/2(x − x j+1/2)

+(uy)
n
j+1/2,k+1/2(y − yk+1/2) (7.11)

in case (x, y) ∈ I j+1/2,k+1/2. Here,

U n
j,k = 1

�x�y

∫
I j,k

u(x, y, tn) dx dy,

U n
j+1/2,k+1/2 = 1

�x�y

∫
I j+1/2,k+1/2

u(x, y, tn) dx dy , (7.12)

stand for the cell averages of the exact solution u at time level tn , and e.g. (ux )
n
j,k

and (uy)
n
j,k approximate the discrete slopes of u at (x j , yk) in the x- and y-direction,

respectively.

Fig. 7.2 The staggered grid
structure in the two
dimensional NOC scheme,
where the averaged values at
(x j±1/2, yk±1/2, tn+1),
denoted by “◦”, are
computed by the averages at
(x j , yk , tn), represented by
“•”, and vice versa
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Integration of (7.9) over I j+1/2,k+1/2 × [tn, tn+1] yields

U n+1
j+1/2,k+1/2 = 1

�x�y

∫ x j+1

x j

∫ yk+1

yk

u(x, y, tn) dx dy

− 1

�x�y

∫ tn+1

tn

∫ yk+1

yk

{
f
(
u(x j+1, y, t)

) − f
(
u(x j , y, t)

)}
dy dt

− 1

�x�y

∫ tn+1

tn

∫ x j+1

x j

{
g
(
u(x, yk+1, t)

) − g
(
u(x, yk, t)

)}
dx dt

+ 1

�x�y

∫ tn+1

tn

∫ x j+1

x j

∫ yk+1

yk

s
(
u(x, y, t)

)
dx dy dt ,

(7.13)

see also Fig. 7.2. One may divide each cell into four subcells, the NW-, NE-, SW-
and SE-subcell, so that we have e.g.

I j,k = I SWj,k ∪ INWj,k ∪ INEj,k ∪ I SEj,k

with
I SWj,k = INEj−1/2,k−1/2, INWj,k = I SEj−1/2,k+1/2,

INEj,k = I SWj+1/2,k+1/2, I SEj,k = INWj+1/2,k−1/2,

see the left panel of Fig. 7.3 for I j,k and the right panel for cell I j+1/2,k+1/2. In (7.13),
the first term on the right-hand side can be rewritten as

Fig. 7.3 Each cell is divided into four subcells, where the cell I j,k consists of four intersect-
ing subcells of I j−1/2,k−1/2, I j−1/2,k+1/2, I j+1/2,k+1/2 and I j+1/2,k−1/2 (left panel), and the cell
I j+1/2,k+1/2 consists of four intersecting subcells with I j,k , I j,k+1, I j+1,k+1 and I j+1,k (right panel)
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∫ x j+1

x j

∫ yk+1

yk

u(x, y, tn) dx dy =
∫∫

I j+1/2,k+1/2

u(x, y, tn) dx dy

=
∫∫
INEj,k

u(x, y, tn) dx dy +
∫∫

I SEj,k+1

u(x, y, tn) dx dy

+
∫∫

I SWj+1,k+1

u(x, y, tn) dx dy +
∫∫

INWj+1,k

u(x, y, tn) dx dy,

(7.14)

where we note the four intersecting cells, I SWj+1/2,k+1/2 = INEj,k , INWj+1/2,k+1/2 = I SEj,k+1,
INEj+1/2,k+1/2 = I SWj+1,k+1 and I SEj+1/2,k+1/2 = INWj+1,k , see the right panel of Fig. 7.3.

There are four fluxes in (7.13), whose values can be approximated by themidpoint
quadrature rule for second-order accuracy of the temporal integral and second-order
rectangular rule for the spatial integration across the corresponding face. For example,
the flux along the face at x = x j+1 is approximated by

∫ tn+1

tn

∫ yk+1

yk

f
(
u(x j+1, y, t)

)
dy dt = �t�y

2

{
f n+1/2

j+1,k + f n+1/2
j+1,k+1

}
. (7.15)

Similarly, the flux along the face at y = yk+1 then reads

∫ tn+1

tn

∫ x j+1

x j

g
(
u(x, yk+1, t)

)
dx dt = �t�x

2

{
g

n+1/2
j,k+1 + g

n+1/2
j+1,k+1

}
. (7.16)

The values of f n+1/2
j+1,k(+1) and g

n+1/2
j (+1),k+1 in (7.15) and (7.16) are determined by

f
(

un+1/2
j+1,k(+1)

)
and g

(
un+1/2

j (+1),k+1

)
. The midpoint approximated values of the exact

solution are evaluated by virtue of the conservation law (7.9), e.g.,

un+1/2
j,k = U n

j,k + �t

2

(
∂u

∂t

)n

j,k

= U n
j,k − �t

2

(
∂ f

∂x

)n

j,k

− �t

2

(
∂g

∂y

)n

j,k

+ �t

2
s
(
U n

j,k

)

= U n
j,k − �t

2

(
σ f

)n
j,k − �t

2
(σg)

n
j,k + �t

2
s
(
U n

j,k

)
. (7.17)

Here (σ f )n
j,k and (σg)n

j,k are one-dimensional discrete slopes of the fluxes f and g
in the x- and y-directions, respectively, which are determined by the non-oscillatory
TVD limiters orWENO interpolations. They can be represented by the corresponding
Jacobians
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(
σ f

)n
j,k =

(
∂ f

∂u

)n

j,k

(ux )
n
j,k, (σg)

n
j,k =

(
∂g

∂u

)n

j,k

(uy)
n
j,k, (7.18)

wherewe recall (ux )
n
j,k and (uy)

n
j,k as the discrete slopes of ũ in the x- and y-direction,

respectively.
The integral of the source term in (7.13) is approximated by the values at the

centres of the four intersected subcells, (i.e. I SW
j+1/2,k+1/2, etc.), see the right panel of

Fig. 7.3. That is,

1

�x�y

∫ tn+1

tn

∫ x j+1

x j

∫ yk+1

yk

s(x, y, t)dx dy dt

= �t

4

{
sn+1/2

j+1/4,k+1/4+ sn+1/2
j+3/4,k+1/4+ sn+1/2

j+3/4,k+3/4+ sn+1/2
j+1/4,k+3/4

}
, (7.19)

where, for example, sn+1/2
j+1/4,k+1/4 = s

(
un+1/2

j+1/4,k+1/4

)
. The value of un+1/2

j+1/4,k+1/4 is

evaluated by the Taylor series expansion,

un+1/2
j+1/4,k+1/4 = un+1/2

j,k + �x

4
(ux )

n
j,k + �y

4

(
uy

)n

j,k
(7.20)

with un+1/2
j,k being computed in (7.17).

Hence, with the help of (7.14)–(7.16) and (7.19), expression (7.13) of the cell-
mean value U n+1

j+1/2,k+1/2 emerges as

U n+1
j+1/2,k+1/2 = 1

4

{
U n

j,k + U n
j+1,k + U n

j+1,k+1 + U n
j,k+1

}

+ �x

16

{
(ux ) j,k − (ux ) j+1,k − (ux ) j+1,k+1 + (ux ) j,k+1

}

+ �y

16

{
(uy) j,k + (uy) j+1,k − (uy) j+1,k+1 − (uy) j,k+1

}

− �t

2�x

{
f n+1/2

j+1,k + f n+1/2
j+1,k+1 − f n+1/2

j,k − f n+1/2
j,k+1

}

− �t

2�y

{
g

n+1/2
j,k+1 + g

n+1/2
j+1,k+1 − g

n+1/2
j,k − g

n+1/2
j+1,k

}

+ �t

4

{
sn+1/2

j+1/4,k+1/4 + sn+1/2
j+3/4,k+1/4 + sn+1/2

j+3/4,k+3/4 + sn+1/2
j+1/4,k+3/4

}
.

(7.21)
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Analogously, one has

U n+1
j,k =
1

4

{
U n

j−1/2,k−1/2+U n
j+1/2,k−1/2+U n

j+1/2,k+1/2+U n
j−1/2,k+1/2

}

+ �x

16

{
(ux ) j−1/2,k−1/2 − (ux ) j+1/2,k−1/2

−(ux ) j+1/2,k+1/2 + (ux ) j−1/2,k+1/2

}

+ �y

16

{
(uy) j−1/2,k−1/2 + (uy) j+1/2,k−1/2

−(uy) j+1/2,k+1/2 − (uy) j−1/2,k+1/2

}

− �t

2�x

{
f n+1/2

j+1/2,k−1/2+ f n+1/2
j+1/2,k+1/2− f n+1/2

j−1/2,k−1/2− f n+1/2
j−1/2,k+1/2

}

− �t

2�y

{
g

n+1/2
j−1/2,k+1/2+g

n+1/2
j+1/2,k+1/2−g

n+1/2
j−1/2,k−1/2−g

n+1/2
j+1/2,k−1/2

}

+ �t

4

{
sn+1/2

j−1/4,k−1/4 + sn+1/2
j+1/4,k−1/4 + sn+1/2

j+1/4,k+1/4 + sn+1/2
j−1/4,k+1/4

}

(7.22)

for the cell-mean value corresponding to the grid cell centered at (x j , yk) and to the
time level tn+1.

Equation (7.21), as well as (7.22), constitutes a heigh-order accurate non-
oscillatory scheme, whose non-oscillatory behavior hinges on the reconstructed dis-
crete slopes, ux , uy , σ f and σg. As mentioned in [2], through numerical tests with
simple linear oblique advection equationwt +wx +wy = 0, the time step�t should
be restricted by the realistic geometric CFL condition

max

( �t

�x

∂ f

∂u
,

�t

�y

∂g

∂u

)
< 1/2. (7.23)

7.2 Numerical Implementation of Thin Flow Models
on a Slightly Curved Surface

In this section we illustrate the implementation of the NOC schemes for the models
over slightly curved topography introduced in Sect. 4.5.5. According to the DTM, the
topographic surface is represented by a set of altitudes of terrain locations over a reg-
ular horizontal grid, in which the x1-axis is perpendicular to the x2-axis, see Fig. 4.1.
The NOC scheme is applicable with the variable x , y as the surface parameters ξ1, ξ2.

For ease of expression, we shall consider the thin flow model (4.99) and (4.102),
where small extra-stresses P = O(ε1+γ) and p = O(ε1+γ) are presumed. That
is, the flowing material behaves as an ideal fluid experiencing bottom friction. The

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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governing equations are written in the general vector form,

∂u

∂t
+ ∂f

∂ξ1
+ ∂g

∂ξ2
= s, (7.24)

inwhich u denotes the vector of conservative variables, f and g represent the transport
fluxes in the ξ1- and ξ2-directions, respectively, and s means the source term. They
are

u =
⎛
⎝ J0h

J0hvτ
1

J0hvτ
2

⎞
⎠ , f =

⎛
⎜⎝

J0hv1

J0hm2v
τ
1 v

1 + J0β11h
J0hm2v

τ
2 v

1 + J0β21h

⎞
⎟⎠ ,

g =
⎛
⎝ J0hv2

J0hm2v
τ
1 v

2 + J0β12h
J0hm2v

τ
2 v

2 + J0β22h

⎞
⎠ , s =

⎛
⎜⎝

0

J0sξ1

J0sξ2

⎞
⎟⎠

(7.25)

with (
vτ
1

vτ
2

)
= �τ ,

(
v1

v2

)
= v,

(
β11 β12

β21 β22

)
= p F M0 , (7.26)

and
(

sξ1

sξ2

)
= −h (c + am2 + GradU · v ) s − ρb

ρ0
U �τ

ζ=0
− F p

ζ=0
. (7.27)

By applying formula (7.21), the cell average un+1
j+1/2,k+1/2, approximating the exact

solution u on I j+1/2,k+1/2 at time level tn+1, is given by

un+1
j+1/2,k+1/2 = 1

4

{
un

j,k + un
j+1,k + un

j+1,k+1 + un
j,k+1

}

+ 1

16

{
u′

j,k − u′
j+1,k − u′

j+1,k+1 + u′
j,k+1

}

+ 1

16

{
u�

j,k + u�
j+1,k − u�

j+1,k+1 − u�
j,k+1

}

− �t

2�ξ1

{
f
(
un+1/2

j+1,k

)
+ f

(
un+1/2

j+1,k+1

)
− f

(
un+1/2

j,k

)
− f

(
un+1/2

j,k+1

)}

− �t

2�ξ2

{
g
(
un+1/2

j,k+1

)
+ g

(
un+1/2

j+1,k+1

)
− g

(
un+1/2

j,k

)
− g

(
un+1/2

j+1,k

)}

+ �t

4

{
s
(
un+1/2

j+1/4,k+1/4

)
+ s

(
un+1/2

j+3/4,k+1/4

)
+ s

(
un+1/2

j+3/4,k+3/4

)
+s

(
un+1/2

j+1/4,k+3/4

)}
.

(7.28)
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In (7.28), u′
j,k and u�

j,k denote the mean discrete deviators over the cell,

u′
j,k = �ξ1

(
∂u

∂ξ1

)
j,k

, u�
j,k = �ξ2

(
∂u

∂ξ2

)
j,k

, (7.29)

in the ξ1- and ξ2-direction, respectively. Their values can be determined by the non-
oscillatory TVD limiters or WENO interpolations. Applying the conservative law
(7.9), the physical quantities at t = tn+1/2 in (7.28) is given by

un+1/2
j,k = u n

j,k + �t

2

(
∂u

∂t

)n

j,k

, (7.30)

where the temporal derivative is approximated by

(
∂u

∂t

)n

j,k

= −
(

∂f

∂ξ1

)n

j,k

−
(

∂g

∂ξ2

)n

j,k

+ s
(
u n

j,k

)
. (7.31)

With the cell reconstructions and the predicted values (7.30) the variables for the
source term can be obained by

un+1/2
j+1/4,k+1/4 = un+1/2

j,k + 1

4

{
u′

j,k + u�
j,k

}
,

un+1/2
j+3/4,k+1/4 = un+1/2

j+1,k − 1

4

{
u′

j+1,k − u�
j+1,k

}
,

un+1/2
j+3/4,k+3/4 = un+1/2

j+1,k+1 − 1

4

{
u′

j,k + u�
j+1,k+1

}
,

un+1/2
j+1/4,k+3/4 = un+1/2

j,k+1 + 1

4

{
u′

j,k+1 − u�
j,k+1

}
.

(7.32)

This NOC scheme is assigned to obey the CFL condition

max

( �t

�ξ1

∣∣∣cmax
ξ1

∣∣∣ , �t

�ξ2

∣∣∣cmax
ξ2

∣∣∣
)
<

1

2
, (7.33)

where the global maximum wave speeds are

cmax
ξ1 = max

all j,k

(
|v1j,k | +

√
(P∗

ξ1) j,k

)
,

cmax
ξ2 = max

all j,k

(
|v2j,k | +

√
(P∗

ξ2) j,k

)
.

(7.34)



7.2 Numerical Implementation of Thin Flow Models on a Slightly Curved Surface 175

In (7.34),

P∗
ξ1 = ∂ p

∂h

(
F−1
11 M0

11 + F−1
12 M0

21

)
,

P∗
ξ2 = ∂ p

∂h

(
F−1
21 M0

12 + F−1
22 M0

22

)
,

F−1 =
(

F−1
11 F−1

12
F−1
21 F−1

22

)
, M0 =

(
M0

11 M0
12

M0
21 M0

22

)
,

where F−1 is the inverse of F defined in (2.45), M0 is defined in (2.50), and p is the
depth-averaged pressure in (4.91).

In case the basal surface is erodible, i.e. U �= 0, the meshes evolve with time. As
the grid locations are defined in the Cartesian coordinates, the local mesh velocity
has to be given in the Cartesian coordinates for describing its evolution. With the
definition (2.104) of w we calculate the local mesh velocity

⎛
⎝wx

wy

wz

⎞
⎠ = A−1

(
w
U

)
(7.35)

in the Cartesian coordinates.With the assumptions uS = 0 and small curvature of the
topographic surface, we have w = O(ε2) and H = O(εγ′

), see (2.110) and (4.95),
so that (7.35) terns into

⎛
⎝wx

wy

wz

⎞
⎠ = P−1

⎛
⎝ 0

0
U

⎞
⎠ + O(ε1+γ′

), (7.36)

where P−1 = A
ζ=0

is defined in (2.54). Letting (xn
j,k, yn

j,k, zn
j,k)

T denote the posi-

tion of the j-k-cell in the Cartesian coordinates at time level tn , the marching of the
coordinates is carried out by a trapezoidal integration,

⎧⎨
⎩

xn+1
j,k = xn

j,k + 0.5�t
{
(wx)

n
j,k + (wx )

∗
j,k

}
,

yn+1
j,k = yn

j,k + 0.5�t
{
(wy)

n
j,k + (wy)

∗
j,k

}
,

zn+1
j,k = zn

j,k + 0.5�t
{
(wz)

n
j,k + (wz)

∗
j,k

}
.

(7.37)

In (7.37), the time interval�t = tn+1−tn ,
(
(wx )

n
j,k, (wy)

n
j,k, (wz)

n
j,k

)T
stands for the

local mesh velocity of the j−cell at time level tn , and
(
(wx )

∗
j,k, (wy)

∗
j,k, (wz)

∗
j,k

)T

is the temporary one computed with physical quantities un+1
j,k before the mesh move-

ment. It is noticed that this step is optional and may introduce some errors during
the mapping process of (7.37).

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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Chapter 8
Numerical Tests and Simulations
of Granular Avalanches

In this chapter we apply the numerical implementation introduced in Chap.7 to
investigate and illustrate the key features of the models in the topography-fitted
coordinate system. The equations, which are numerically solved, consist of

• the depth-averaged mass balance equation (4.99) and
• the depth-averaged linear momentum balance equation (4.102),

where

• a weak rheology (p = O(ε1+γ ), so that p is already neglected when writing
(4.102)), and

• the Coulomb bed friction law, (5.17) with φ = 1, at the sliding surface

are adopted. If not explicitly specified, the extra-stress P is assumed to be of order
O(ε1+γ ), so that the term P in (4.102) is neglected. This assumption is equivalent to
setting k̃ = 1 in (5.53).

In case that the erosion/deposition is taken into account, the proposal (5.64) for
the erosion/deposition rate is employed,

U = Fe (θn − θ) h̃ with Fe = αe

{
Freg H(θn − θ) + H(θ − θn)

}
, (8.1)

where H is the Heaviside step function and Freg is defined in (5.66). For erosion, no
momentum is gained from the entrained mass in the computation, because the parcel
beneath the non-material basal surface is immobile. For deposition, the momentum
loss is approximated according to the local velocity profile along the flow thickness,
see (4.80). Letting hd denote the thickness deposited from the flowing layer during
the time interval [tn, tn+1], its value is determined by hd = U �t with�t = tn+1−tn .
Hence, the momentum loss, the integration of the last second term on the right-hand
side of (4.102) over the time interval, is given by
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∫ tn+1

tn

{
J0

ρb

ρ0
Uvτ

ζ=0

}
dt ≈ J0

ρb

ρ0

∫ hd

0
vτ (ζ )dζ

= J0
ρb

ρ0
vτ

ζ=h

{
hd + h(1 − χ̃b)

n + 2

[(
1 − hd

h

)n+2

− 1

]} (8.2)

in the computation, where vτ ≈ Fv with the velocity profile given in (4.81), see
also [1].

This chapter consists of three parts. In the first two parts we illustrate the key
features of the model regarding two numerical benchmark problems: one is the
one-dimensional case and the other one is the two-dimensional case. The third part
exhibits an experimental validation. In all of the above examples, we simulate the
motion of a granular material sliding down an inclined plane and merging onto a
horizontal plane.

8.1 One-Dimensional Benchmark Problem—Finite
Granular Mass Flowing down an Inclined Plane
Chute onto The Horizontal Plane

In the one-dimensional benchmark problem, the chute consists of an inclined part,
a horizontal part and a transition region which lies between the inclined slope and
the run-out zone, see Fig. 8.1. Since this is a one-dimension problem, we shall take
ξ ≡ ξ 1 as the down-slope coordinate.

The computational domain is 0 ≤ ξ ≤ 60 (in dimensionless unit), where the
inclined slope ranges over 0 ≤ ξ ≤ 30, the transition section lies in the interval
30 ≤ ξ ≤ 40, and the horizontal region is located where ξ > 40. The inclination
angle of the inclined plane is prescribed as 35◦. A smooth change in the topography,
from the inclined section to the horizontal zone, is considered, where the inclination
angle reads

Fig. 8.1 Configuration of the one-dimensional benchmark problem, where x-axis lies in the hori-
zontal plane and the ξ -axis points the down-slope direction

http://dx.doi.org/10.1007/978-3-319-02627-5_4


8.1 One-Dimensional Benchmark Problem—Finite Granular Mass … 179

Table 8.1 Parameters employed in the computation

θ0 = θn δb θd m2 αe αv αh eα αρ = ρb/ρ0 φ

35◦ 24◦ 33◦ 1.0 2.0 1.0 0.1 20 1.0 1.0

θ(ξ)|t=0 =
⎧⎨
⎩

θ0 0 ≤ ξ ≤ 30
θ0(1 − (ξ − 30)/10) , 30 < ξ < 40 ,

0◦ 40 ≤ ξ

with θ0 = 35◦ . (8.3)

In the computation the “plug flow” motion is considered, i.e. χ̃b = 1 in (4.81),

v = v(ξ, t) =
(
vξ (ξ, t), 0

)T
,

implying m2 = 1.0 and v = v
ζ=0

= v, see (4.81) and (4.82) for details. The angle

of the basal friction δ takes two values, δb and θd , as follows: δ = δb for the friction
between the chute and the flowing material, and δ = θd for the friction between
the flowing and the deposited material. As θd we consider the dynamical angle of
internal friction of the material and take δb = 24◦, θd = 33◦.

At t = 0 the finite mass is on the top of the inclined plane and has a parabolic
shape, ranging from ξ = 2.8 to 9.2, with the center at ξ = 6.0. The distributions of
the initial depth and initial depth-averaged tangential velocity are given by

{
h(ξ, 0) = 1 − ((ξ − 6.0)/3.2)2

vξ (ξ, 0) = 1.2 + (ξ − 6.0)/3.2
for ξ ∈ [2.8, 9.2] , (8.4)

respectively.
The mesh size is Δξ = 0.2, Minmod slope limiter is used for the cell recon-

struction of physical quantities, and the CFL number is selected to be 0.4. Tak-
ing into account the erosion/deposition, see (8.1), the neutral angle θn (angle of
repose, angle of internal friction) is chosen to be equal to the inclination angle
of the chute θn = θ0 = 35◦. Table8.1 lists the values of the relevant parameters
(αe, αv, αh, eα, αρ) applied in the computation, where αρ = ρb/ρ0 stands for the
density ratio of the flowing layer to the stagnant bottom.

Three scenarios are considered in the computation:

scenario I Erosion and deposition processes are carried out by the proposal (5.64)
in which the threshold speed vth is determined by (5.63) with αv = 0.4;

scenario II Neither erosion nor deposition takes place (i.e., U = 0);
scenario III Erosion and deposition processes are implemented without consid-

ering the threshold criterion for deposition, i.e. deposition takes place once the
inclination angle is less than the neutral angle (U > 0 for θ > θn), see also (5.62)
by setting vth = ∞.

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_5
http://dx.doi.org/10.1007/978-3-319-02627-5_5
http://dx.doi.org/10.1007/978-3-319-02627-5_5
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Fig. 8.2 a Process of the
simulated granular avalanche
in scenario I at different
processes dimensionless time
levels. b Results of scenario
II where neither erosion nor
deposition processe are
considered (U = 0). c
Results of scenario III in
which the threshold criterion
for deposition does not exit
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Figure8.2 shows the simulated processes as the finite granular mass slides on the
inclined plane into the horizontal run-out zone. The blue lines indicate the flow
surface at various time levels, the surface of the deposition heap (the actual basal
surface in computation) is depicted by the red dashed lines, and the black lines mark
the initial chute basal surfaces. Before deposition takes place, the flow behaviors in
the three scenarios are identical. Hence, the whole process of scenario I is illustrated
in panel a of Fig. 8.2, and only the results of the last two time levels are given for
scenario II and the last time level for scenario III (panels b and c). In scenario I, the
avalanche body extends on the inclined plane, e.g., see the figure at t = 5.02. Once
the front reaches the horizontal run-out zone the basal friction brings the front part of
the granular material to rest and deposition takes place (see the figure at t = 16.03),
where the red dashed line represents the surface of the deposition heap, which is the
actual basal surface in the computation. At this stage, the rear part accelerates further.
The deposition heap develops upwards and upstream (from t = 16.03 to 25.32). At
t = 25.32 the total volume of the flowing body is less than 10−2 (ca. 0.12% of the
initial volume 8.52), so we regard the whole avalanche body to be at the state of rest.
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In scenario II it is assigned that neither erosion nor deposition takes place in the
computation. Without the resistance of the deposition heap, the mass center of the
avalanche body moves forward as that in scenario I, see panel b of Fig. 8.2 for the
computed depth profiles at t = 20.02 and 26.02 (denoted by U = 0). We also found
that the whole body never reaches the state of rest if no additional treatment is applied
(for the balance between the basal Coulomb friction and the depth gradient corre-
sponding to the angle of repose θn). As time increases, the surface slope decreases
and becomes much less than the angle of repose, where spurious oscillation could
also be observed due to the discontinuity of sgn(vτ ) at vτ = 0 in implementing the
Coulomb friction law, see also [2]. Now consider the case that the threshold criterion
for deposition does not exit (scenario III), which is equivalent to the assumption of
an excessively large threshold velocity, vth = ∞. Deposition takes place once the
inclination angle is less than the angle of repose (i.e., θ < θn). Consequently, in
the computation deposition takes place when the avalanche body passes through the
transition zone, see panel c of Fig. 8.2 marked by (vth = ∞). The mass accumulates
fast within the transition section, so that both of the duration of movement and the
run-out distance have been reduced significantly. As shown in panel c of Fig. 8.2,
almost the whole avalanche body is deposited in the transition zone at t = 20.07,
which is ca. 80% of the duration in scenario I. This unexpected accumulation within
the transition zone is in conflict with the experimental observation, see e.g. [3], which
confirms that the introduction of the threshold velocity vth in the proposal (5.64) is
a reasonable assumption.

The development of the deposition heap can be mimicked in scenario I. Figure8.3
illustrates the local view of panel a of Fig. 8.2 for highlighting the evolution of the
moving basal surface together with the flow surface. At t = 15.00, the front part has
reached the horizontal plane, where the local velocity is nearly less than the threshold
velocity vth and deposition is about to take place. The basal surface rises beneath the
front part first, and the deposition heap develops fast upwards and upstream (from
t = 16.03 to 19.01). Because the rear part of the moving mass accelerates further,
a surface flow is established climbing above the newly generated bed (t = 19.01 to
21.03). The depth of this surface flow decreases. At t = 25.32, the total volume of
the flowing layer is less than 10−2 and recognized to be at rest. One may imagine
that the whole avalanche body is frozen through this deposition process. The final
depth profile is kept at t = 25.32 in stationary state.

8.1.1 Effects of the Deposition Heap

It is of no doubt that the existence of the deposition heap will change the flow
behavior. Once the deposition heap exists, it will obstruct the sequential flows. That
is, the material of the rear part either merges from the back into the deposition heap
or climbs over the newly generated heap. In case that the deposit process is ignored,
the motion of the material is mainly retarded by the basal friction. Although the
whole body never comes to the state of absolute rest, the computed results yield a

http://dx.doi.org/10.1007/978-3-319-02627-5_5
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Fig. 8.3 Evolution of the moving basal surface and corresponding flow surface in scenario I. The
surface of the deposition heap (the actual basal surface in the computation) is indicated by the red
dashed lines, the flow surface is marked by blue lines, and the black lines stand for the initial chute
basal surfaces

32 34 36 38 40 42 44 46 48 50
2

3

4

5

V
er

tic
al

Horizontal

Deposition Heap Surface

U = 0
= 0

initial basal

Fig. 8.4 The distributions of the depth profiles when the flow body comes to rest (k̃ = 1)

more concentrated deposit shape, see Fig. 8.4. The red dashed line marks the depth
profile computed with the deposition process (U 	= 0) at t = 25.32, and the blue line
represents the depth distribution at t = 26.02 when the deposition process is ignored
(U = 0). The stretching distribution of the deposition heap computedwith deposition
processes is evident. It is also noticed that, without the deposition processes, the
flowing body can never reach the state of rest, unless additional treatment, such
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as the well-balanced technique, is applied to overcome the singularity caused by
Coulomb friction, namely sgn(vτ ) at vτ = 0, e.g., [4, 5]. With the introduction of
the deposition process, the flowing material is frozen into the stagnant heap through
this deposition process, so that the flow depth vanishes as its velocity reduces to zero.
Once the deposition process is applied, there is no need to apply the well-balanced
technique, and it provides the possibility to have a more detailed insight into the
mysterious deposition process.

8.1.2 Effects of the Earth Pressure Coefficient

In case that the avalanching mass is treated as a fluid of Mohr-Coulomb type, the
term P in (4.102) then reads

P = (1 − k̃) p M0 , (8.5)

where the value of k̃ is a function of the mean surface stretching DS . In the current
one-dimensional problem, k̃ is determined by

k̃ =

⎧⎪⎪⎨
⎪⎪⎩

k̃act , for
∂vξ

∂ξ
≥ 0 ,

k̃ pass , for
∂vξ

∂ξ
< 0

(8.6)

with
k̃act/pass = 2 sec2 θd

{
1 ∓ (1 − cos2 θd sec

2 δ)1/2
}

− 1 , (8.7)

where δ stands for the angle of local basal friction. In (8.7), θd = 33◦ and δ = δb =
24◦ before the development of the deposition but δ = θd = 33◦ when the deposition
heap exists. The applied values of k̃act/pass are listed in Table8.2. Figure8.5 shows the
deposition heaps, where the blue solid line depicts the depth distribution at t = 26.04
computed without deposition process (marked by U = 0), the red dashed and the
black dotted lines denote the deposition heaps (marked by U 	= 0) computed with
k̃ = 1 (tend = 25.32) and k̃ = k̃act/pass (tend = 23.78), respectively. Remarkably,
there is no significant difference in the deposited avalanche body among the three
cases.

Table 8.2 Values of k̃act and
k̃ pass with respect to the used
θd and δ

k̃act k̃ pass

θd = 33◦, δ = 24◦ 0.4392 2.3302

θd = 33◦, δ = 33◦ 1.3847 1.3847

http://dx.doi.org/10.1007/978-3-319-02627-5_4
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Fig. 8.5 The shapes of the deposition heap, where k̃ = 1 and k̃ = k̃act/pass for U = 0 and U 	= 0
are taken into account

When the material slides on the horizontal plane, the basal friction decelerates
the motion, so that the flowing mass converges (i.e. ∂vξ/∂ξ < 0) yielding k̃ = k̃ pass .
Before the deposition takes place, the small basal friction δ = 24◦ yields a large
value of the earth pressure coefficient (k̃ pass = 2.3302). With a larger value of
k̃ pass the moving body spreads more. Once the deposition heap develops, the surface
flow climbs above the newly developed heap and quickly deposits on the heap.
At this stage, the local value of k̃ pass reduces from 2.3302 to 1.3847. Since the
lifetime of the surface flow on the heap is rather short, the value of k̃ (= 1.3847) can
hardly influence the final shape of the deposition heap. The large values of k̃ (2.3302
and 1.3847) also enhance the deposition process and hence shorten the duration of
motion (from 25.33 to 23.78). In addition, spurious oscillations are observed by
the results computed without deposition process (k̃act/pass, U = 0). The spurious
oscillation is caused by the discontinuities of k̃act/pass in (8.6) at ∂vξ/∂ξ = 0 and
vξ/|vξ | at vξ = 0. The employment of the deposition process generally allows to
better determine the duration of the moving process; moreover, with it the spurious
oscillation is diminished.

8.2 Two-Dimensional Benchmark Problem—Finite
Granular Mass Glowing down an Inclined Plane Chute
onto The Horizontal Plane

In this two-dimensional benchmark problem the granular material is released from a
parabolic cap and slides down a rigid chute, whose configuration is shown in Fig. 8.6.
The x-y-plane is the horizontal plane and the z-axis points upwards. The coordinate
ξ = ξ 1 indicates the down-slope direction whose projection on the horizontal plane
coincides with the x-direction; η = ξ 2 denotes the cross-slope coordinate and its
projection on the x-y-plane points in the y-direction. The inclined chute lies in the
range of 0 < ξ < 21.5 with inclination angle θ0 = 40◦, and the horizontal flat plane
ranges from ξ > 27.5 (in dimensionless units). Transition zone lies between the
inclined chute and the horizontal plane. The inclination angle is given by
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Fig. 8.6 Configuration of the two-dimensional benchmark problem, where the x-y-plane lies on
the horizontal plane, the ξ -axis points down-slope and the η-axis indicates the cross-slope direction

θ(ξ, η)
t=0

=
⎧⎨
⎩

θ0 0 ≤ ξ ≤ 21.5 ,

θ0 (1 − (ξ − 21.5)/6) , 21.5 < ξ < 27.5 ,

0◦ 27.5 ≤ ξ .

(8.8)

The initial shape of the mass is a parabolic cap, whose maximum height is 0.5
above the topography with a radius of r0 = 2.4 at the base. That is, the initial depth
distribution reads

h(ξ, η)
t=0

=
{
0.5

(
1 − r2/r20

)
for r < r0 ,

0.0 for r ≥ r0 ,
(8.9)

where r is the distance of (ξ, η) to the cap center (4.6, 0.0) on the ξ -η-surface. The
tangential components of the initial velocity are given by

vξ (ξ, η)
t=0

=
{
1.2 + (ξ − 4.6)/r0 for h 	= 0 ,

0.0 for h = 0 ,

vη(ξ, η)
t=0

= 0.0 overall ,
(8.10)

with which the horizontal components of the tangential velocity, vτ = (vτ
x , vτ

y)
T ,

can be determined by the relation (4.101).
The chute was assumed to be rigid, so that no material is entrained across the

chute surface, but deposition may take place in the horizontal run-out zone. In the
computation, the angle of basal friction δb against the chute surface is set equal to 23◦;
the angle of internal friction of the material θd is assumed to be of the same value as
the angle of repose (neutral angle) θn , both being 34◦. Once the deposition heap rises
at the bottom, the local basal friction is changed to the angle of internal friction of the

http://dx.doi.org/10.1007/978-3-319-02627-5_4
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Table 8.3 Parameters employed in computation

θ0 θn δb θd αe αv αh eα αρ = ρb/ρ0 φ

40◦ 34◦ 23◦ 34◦ 2.0 1.0 0.1 20 1.0/0.9 1.0

material, i.e. the angle of friction is changed from 23◦ to 34◦. For ease of comparison
with the one-dimensional case, if not explicitly specified, the “plug flow” assumption
(i.e., m2 = 1.0) is applied in the computation, although it may not match the reality.
Thematerial parameters and the relevant parameters for erosion/deposition processes
in (5.64) are summarized and listed in Table8.3. The mesh size is Δξ = Δη = 0.2;
the superbee slope limiter is used for the cell reconstruction of relevant physical
quantities; and the CFL number is selected to be 0.4.

The computed results are illustrated in Fig. 8.7, where the thickness contours of
the flowing body together with the outlines of the deposition heap are given in a
sequence of non-dimensional times. The contour lines are defined at levels 0.001,
0.01, and from 0.04 to 0.1, at increments of 0.03. The red thick lines depict the
outlines of the developing deposition heap. The transition zone is indicated by the
two dash-dotted lines. In the inclined section, the flowing mass extends in both the
down- and transverse-slope directions and accelerates in the down-slope direction.
In the horizontal run-out zone, the flowing mass decelerates due to basal friction, and

Arc length ξ

η

t = 2.000

−6

−3

0

3

6

Arc length ξ

η

t = 6.000

−6

−3

0

3

6

Arc length ξ

η

t = 8.000

−6

−3

0

3

6

Arc length ξ

η

t = 12.000

0 5 10 15 20 25 30 35 40 45

−6

−3

0

3

6

Arc length ξ

η

t = 13.000

−6

−3

0

3

6

Arc length ξ

η

t = 14.000

−6

−3

0

3

6

Arc length ξ

η

t = 15.000

−6

−3

0

3

6

Arc length ξ

η

t = 17.918

0 5 10 15 20 25 30 35 40 45

−6

−3

0

3

6

Fig. 8.7 Time sequence of the thickness distribution of a finite granular mass sliding down an
inclined chute onto a horizontal run-out plane. The smooth transition zone lies between the pair of
vertical dash-dotted lines. The red thick lines outline the deposition heap at each time slice. The
flow (whole body) stops at t = 17.918 (Reproduced from [1] with permission.)
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Fig. 8.8 Longitudinal section of the avalanche mass along ξ at η = 0. The black dotted lines at
ζ = 0 represent the basal surface of the chute, the red dashed lines indicate the interface of the
deforming deposition heap and the blue solid lines mark the free surface of the flowing layer. The
marker “�” indicates the position of the maximum run-out distance, at which the deposition depth
is 10−3 (Reproduced from [1] with permission.)

the deposition heap begins to form at the front part (t =12.0–14.0). The deposition
heap obstructs themovement of themobile rear part yielding high thickness gradients
(t =13.0 to 15.0). At t = 17.918 the total volume of the flowing layer reduces to be
less than 10−6Vinit (initial volume Vinit = 4.520), so we regard the whole avalanche
body to be at rest.

The sequential cross-sections along ξ at η = 0.0 are shown in Fig. 8.8. The
black dotted lines represent the surface of the chute, the red dashed lines indicate the
evolving surface of the deposition heap and the blue solid lines mark the free surfaces
of the flowing layers. It is found that deposition takes place between t = 12.0 and
13.0, and the deposit heap rapidly accumulates at its rear side. As also observed in
the experiments by [2, 6], the flowing layer becomes thin and flows over the heap
when impinging on the deposition heap. It quickly comes to rest when it reaches
the top of the frontal zone. Once the material comes to rest, one can imagine it as
frozen into the static heap. The development of the deposition heap has simplified
the process of determining the maximum run-out distance, because the additional
treatment of the well-balanced technique is no longer needed. In Figs. 8.8 and 8.9, we
use the marker “�” to indicate the position of the maximum run-out distance, which
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Fig. 8.9 Longitudinal section of the avalanche mass (bottom) and the distribution of the corre-
sponding speed (top) along ξ at η = 0 and time t = 15.0 (Reproduced from [1] with permission.)

is determined by the deposition thickness of 10−3. It can be seen in Fig. 8.8 that the
maximum run-out distance ξ = 38.0 was reached at t = 13.0, yet, the deposition
heap continued developing as the mass approaching the deposition rear continued to
flow into/over the heap. Figure8.9 shows the longitudinal section of the avalanche
mass (bottom panel) and the corresponding tangential speed ||vτ || (top panel) along
ξ at η = 0, at time t = 15.0. While the flowing material is climbing the deposition
heap upslope, it can be seen in the top panel that the material quickly decelerates to
rest once the top of the frontal zone is reached.

Along the ξ -direction the deposition heap develops toward upstream, whilst it
extends sidewards in the transverse direction. Figure8.10 depicts the evolution of the
growing deposition heap in the transverse direction at ξ = 33.0. Prior to t = 14.0, the
moving mass flows through this cross-section without sedimenting at this position.
However, as shown in Fig. 8.8, themass-flux decreases as it passes through this cross-
section (t =12.0–15.0). At time t = 15.0 the deposited pile is just about forming at
the cross-section. The thickness of the flowing layer decreases rapidly in the time
interval from 15.0 to 17.0. The flowingmass vanishes with the whole material frozen
in the deposition heap at t = 17.918, after that the deposition profile remains in a
stagnant state.

8.2.1 Effects of the Velocity Ratio χ̃b and the Velocity Profile

In the momentum equation (4.100), the correction factor m2 defined in (4.82) is a
function of the exponent n and the ratio χ̃b of the basal sliding velocity to the one at
the flow surface, see (4.80) for the definitions of n and χ̃b. The limiting case χ̃b = 0
indicates the no-slip condition at the basal surface; the case χ̃b = 1 implies the “plug
flow” regime, where m2 = 1.0. By fixing n = 1, Fig. 8.11 illustrates the normalized
velocity profiles v/v (we consider the 1D case) versus various velocity ratios χ̃b. It
is clear that the choice of the velocity ratio χ̃b has significant impacts on the shape

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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Fig. 8.10 Cross-sectional view of the avalanche mass along η at ξ = 33.0. The black dotted lines
at ζ = 0 represent the basal surface of the chute, the red dashed lines indicate the interface of
the deforming deposition heap and the blue solid lines mark the free surface of the flowing layer
(Reproduced from [1] with permission.)
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Fig. 8.11 Normalized profiles of the velocity with respect to different values of χ̃b, where the mean
velocity is equal to one, i.e., v̄ = 1 (Reproduced from [1] with permission.)

of the velocity profile. With the help of (4.81) one computes the value of χb for
given χ̃b, so that m2 can be determined by (4.82) once the value of the exponent
n is available. Figure8.12 illustrates the values of m2 versus the velocity ratio χ̃b,
in which the exponents n = 0, 1, 10 and 103 are used. With n = 103, the velocity
distribution is nearly uniform along the flow thickness for any χ̃b ∈ [0, 1], so that
m2 ≈ 1. For n = 1, the velocity profile exhibits a parabolic shape and the value

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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Fig. 8.12 Values of the momentum correction factor m2 versus χ̃b with respect to different velocity
profiles (different values of n) (Reproduced from [1] with permission.)

Table 8.4 Values of m2 and the corresponding χ̃b (in bracket) with respect to various flow rule
approximations

χ̃b = 10−2 χ̃b = 10−1 χ̃b = 0.5 χ̃b = 1.0

n = 103 1.0005 (0.0100) 1.0004 (0.1001) 1.0001 (0.5002) 1.0 (1.0)

n = 102 1.0048 (0.0101) 1.0040 (0.1009) 1.0012 (0.5025) 1.0 (1.0)

n = 1 1.1941 (0.0149) 1.1469 (0.1429) 1.0320 (0.6000) 1.0 (1.0)

n = 0 1.3203 (0.0198) 1.2231 (0.1818) 1.0970 (0.6667) 1.0 (1.0)

of m2 tends to be 1.2 when the basal velocity tends to vanish, i.e. m2 → 1.2 for
vζ=0 → 0 or χ̃b → 0. When n = 0, it yields the maximum value of m2 for n ≥ 0 at
fixed χ̃b ∈ [0, 1], where the velocity increases linearly from the bottom to the flow
surface. The values of m2 with respect to specific velocity ratio χ̃b and exponent n
are listed in Table8.4.

Effects of the Velocity Ratio χ̃b

To investigate the impacts of the velocity ratio χ̃b on the flow behavior and the
deposition development under a unique condition, although it may not correspond to
reality, two regimes are assigned in the following computation: a sliding regime with
n = nI ; and a deposition regime with n = nII . That is, the value of n is changed from
nI (sliding regime) to nII (deposition regime) when deposition takes place. With the
exponents (nI , nII ) = (103, 100) for the two regimes, the impacts of the velocity
ratio χ̃b on the deposition heap are examined with respect to three velocity ratios,
χ̃b = 10−2, 0.5 and 1.0. Figure8.13 depicts the outlines of the final deposit in the
computation. Remarkably, no significant difference is found among these outlines.
Although there is considerable difference among the velocity profiles and m2-values
when n = 1 with respect to different values of χ̃b (see Fig. 8.11), the differences
among the final deposition heaps are rather minor. A likely reason for the minor
differences might be the fact that the run-out distance is mainly determined during
the period of sliding regime, under which the value of the exponent n is set to be 103,
so that the value of m2 is nearly equal to 1 for any value of χ̃b ∈ [0, 1].
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Fig. 8.13 Outlines of the deposition heaps with respect to different velocity ratios χ̃b, where the
exponents (nI , nII ) = (103, 100) are used (Reproduced from [1] with permission.)
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Fig. 8.14 Section views of the final deposition heaps, where the red dashed line is obtained with
χ̃b = 1.0 and the blue solid line indicates the result when χ̃b = 10−2 (Reproduced from [1] with
permission.)

According to the momentum equation (4.100), there would be no substantial
difference in the evolution of the momentum when m2 ≈ 1. Thus, the deposition
heap develops approximately at the same location. Once the kinetic energy (speed)
falls below the threshold value and the material begins to be deposited, the flow
changes into the deposition regime (n = 1). However, because of the small velocity,
the whole flowing body comes rapidly to rest and only slight differences are observed
thereafter. Figure8.14 illustrates the section views of the final deposition heaps in
Fig. 8.13, where the red dashed line shows the result obtained with χ̃b = 1.0 and the
blue solid line represents the result computed with χ̃b = 10−2. The maximum run-
out distances are indicated by the markers “�” and “♦” for χ̃b = 1.0 and χ̃b = 10−2,
respectively, where � points at 38.0 and ♦ locates at 38.4. The durations of flowing
matter are 17.918 and 18.344, respectively. In the deposition regime,m2(n = 1, χ̃b =
10−2) = 1.1941 and m2 (n = 1, χ̃b = 1.0) = 1.0. The larger value of m2 results in
a frontward mass distribution of the deposition heap. The larger maximum run-out
distance and longer duration are also due to the larger value of m2.

http://dx.doi.org/10.1007/978-3-319-02627-5_4
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Table 8.5 Values of nI , nII with the corresponding m2 (in bracket) and the relevant parameters in
cases A, B and C

nI nII χ̃b tend

Case A 103 (1.0004) 100 (1.1469) 0.1 17.9753

Case B 103 (1.0004) 0 (1.2231) 0.1 17.8101

Case C 102 (1.0040) 0 (1.2231) 0.1 18.4701
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Fig. 8.15 Outlines of the deposition heap in the three cases, where fixed velocity ratio χ̃b = 0.1 is
used

Effects of the Velocity Profile

The results in the previous example reveal that the values of the velocity ratio are
not sensitive to the shape of final deposit once the values of nI and nII are fixed
for the sliding and deposition regimes, respectively. We now examine the impacts of
nI in the sliding regime, where three cases are considered: case A with (nI , nII ) =
(103, 100); case B with (nI , nII ) = (103, 0); and case C with (nI , nII ) = (102, 0).
The parameters are summarized inTable8.5. The results are shown inFig. 8.15,where
a fixed value for the velocity ratio χ̃b = 10−1 is used in the three cases. With the
same value nI = 103 but different nII (1 and 0, respectively), the shapes of the final
deposit are nearly identical, see cases A and B in Fig. 8.15. However, with the same
value nII = 0, different velocity profiles in the sliding regime (i.e. different values of
nI ) yield a significant discrepancy in the shapes of the final deposit, see the notable
discrepancy between the results of cases B and C in Fig. 8.15. Figure8.16 shows
the section views along the ξ -axis of the deposition heap in Fig. 8.15. Although
the main part locates approximately at the same position, discrepancy appears at
small flow thickness (i.e. when h → 0). This discrepancy indicates the fact that
the velocity profile in the sliding regime has crucial impacts on the shape of the
final deposit as well as the maximum traveling distance. The likely reason for this
significant discrepancy might be the long durations and large traveling distances in
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Fig. 8.16 Section views of the final deposition heap for cases A, B and C

the sliding regime, although the change of the value of m2 is rather tiny (1.0004 to
1.0040 among cases B and C). These results indicate that the computational results
are highly sensitive to the value of m2 in the sliding regime. This would be one of the
main challenges in simulating the mass motion, where the velocity is varying with
non-uniform distribution.

8.3 Comparison between Theoretical Prediction
and Experiments

In this section we are going to demonstrate an experimental validation, which is
about the motions of granular avalanches down an inclined plane chute into the
horizontal run-out zone. During the experiments, a high-speed digital camera was
used to record the sequential motion of the granular flows. Through the techniques
of image processing, the sequential outlines of the deposition heap are available for
comparing the experimental findings with the computed results. Sound agreements
between theoretical predictions and experimental results in (a) the run-out distance,
(b) position of the traveling shock wave, and (c) evolution of the shape and position
of the growing deposition heap, support the applicability of the proposed model. To
have an apposite comparison, we depict the numerical results on the corresponding
photographs, so that one can easily compare the run-out distances and the thicknesses
of the flowing mass as well as the shapes of deposition heap.

8.3.1 Experimental Setup and Material Preparation

The experiments were carried out in a chute made of plexiglass, where the internal
width is 40 mm. Figure8.17 depicts the sketch of the chute (top panel) and the
inclination angle of the chute bed as a function of the arc length (lower panel), where
a reservoir locates at the top, and a transition zone lies between the inclined slope
and the horizontal zone. The reservoir is equipped with an adjustable vertical gate,
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Fig. 8.17 Upper panel Sketch of the bed of the chute which consists of three parts: inclined part,
transition zone and horizontal run-out part. The arc length is given in mm. Lower panel Inclination
angle of the chute bed as a function of the arc length ξ , where the upper part is inclined at 34◦
from the horizon, and the transition zone is denoted between the two marks “×”(From [2] with
permission.)

Table 8.6 Material coefficients for both types of chute

Chute φ (◦) δ1 (◦) δ2 (◦) δ3 (◦)
Type I 34.1 ± 1.4 23.0 ± 1.1 23.0 ± 1.1 23.0 ± 1.1

Type II 34.1 ± 1.4 24.9 ± 1.5 34.1 ± 1.4 34.1 ± 1.4

(From [2] with permission)

and a shutter is mounted to hold the initial granular mass. The shutter is manually
lifted to let the mass of the granules slide down through the gate. Counted from the
gate, the total arc length of the chute is 600mm, the upper part is 300mm long,
inclined at 34◦ from the horizon, and the transition part ranges from 300 to 428mm.
In experiments, we used 300g (about 0.170 l) Ottawa sand (compliant to ASTM
C778 20/30, diameter: 0.60–0.85mm), where about 20% of the total volume of the
sand is colored for visibility purposes.

Two types of basal surfaces were used. In the first Type I, the bed surface of
the three parts are made of plexiglass; in the second Type II the bed surface of the
upper straight part is covered by writing paper and the remaining bed surface, the
transition and horizontal parts, is made rough by gluing Ottawa sand on it. We denote
the angle of internal friction of the Ottawa sand by φ, and δ1, δ2, δ3 for the angles of
basal friction of the upper straight part, the transition zone and the horizontal part,
respectively. Table8.6 lists the separately measured material coefficients (of Ottawa
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sand) and angles of basal friction for both chutes. In experiments, it is found that the
outflow rates from the reservoir remained constant from the opening of the gate to
the complete evacuation of the reservoir [2, 7]. Hence, a constant material supply
from the reservoir is kept in the numerical simulation in what follows.

8.3.2 Development of the Deposition Heap

The typical flow behavior in the experiments is given in Fig. 8.18, which is performed
in chute Type I when a gate opening of 10mm is employed. The light yellow (solid)
lines indicate the plexiglass bottom of the chute. The time slice at the top panel(s)
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Fig. 8.18 Left Consecutive shots that are approximately 0.3 s apart of the down-flowing granular
material, where the light yellow lines indicate the surface of the plexiglass. Right The corresponding
outlines of the deposition heap, where the stagnant parts are shown in dark grey and the flowing
layers are expressed in light color (Reproduced from [2] with permission.)
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of Fig. 8.18 is defined as t0, and the sequential photographs are 0.3 s apart. The
corresponding sequential outlines of the growing deposition heap can be seen in
the right panels of Fig. 8.18, which are obtained by subtracting two consecutive
photographs of 1/200s apart. The stagnant parts are shown in dark grey and the light
areas indicate the flowing layers.

When the particles first arrive at the horizontal run-out zone, they are violently
jumping over the basal surface; the basal drag reduces the pulsation and the deposition
heap begins to develop (panels 1 and 2 in Fig. 8.18). The deposited pile grows and
accumulates as the granular flux continues from above. The consecutive photographs
show that the deposition heap rises approximately from t = t0+0.3s (panel 2). Once
the deposit takes place, the deposited heap grows rapidly and extends upslope. The
thickness of the deposition heap remains approximately constant over the straight
inclined part (panels 3 to 12). The deposition heap propagates upslope with a “claw-
type” shape. This “claw-shape”was kept as final shape,when the reservoirwas empty
and all the material was at rest. The claw-shape of the growing deposition heap has
been recognized as a “granular jump” or “normal shock”, which propagates upslope
at approximately constant speed (e.g., [8, 9] or [6]). It is noticed that, in the right
panels of Fig. 8.18, a thin layer of rapidly flowing material is climbing onto the
deposition heap and quickly comes to rest. This thin and short-lived surface flow
provides us with a validation example of thin surface flow over a growing deposited
pile where the claw-shape front propagates upslope.

8.3.3 Comparison of Theoretical Results with Experiments

Following the experimental setup, the initial inclination angle of the chute in the
numerical computation is given by a function of the arc length (in mm) as

θ(0, ξ) =

⎧⎪⎨
⎪⎩

θ0 for ξ ≤ 300 ,

θ0

(
1 − ξ−300

128

)
for 300 ≤ ξ ≤ 428 ,

0 for 428 ≤ ξ ≤ 600 ,

(8.11)

in which the inclination angle of the slope section is chosen to be equal to the
neutral angle (angle of repose, internal friction angle), i.e. θn = θ0 = θi = 34◦. The
roughness of the basal surface may induce the density variation of the flowing layer,
yielding changes of the density ratio αρ = ρb/ρ0 and the local basal fricition. On the
other hand, the thickness of the flowing layer may limit the bounce of particles near
the sliding surface and thus locally increase the volume fraction. In the computation
for chute Type I, the density ratio ρ0/ρb = α−1

ρ is then taken to be 0.9 for gate
opening 10mm, and 0.94 for 15 and 20mm gate openings. For chute Type II, the
ratio is selected to be 0.73, where the small value is due to the fact that the basal
surface is made rough by covering the surface with writing paper and gluing sand
where the particles bounce dramatically yield a small volume fraction (low density).



8.3 Comparison between Theoretical Prediction and Experiments 197

Table 8.7 Phenomenological coefficients in the computation

Chute φ (◦) δ1 (◦) δ2 (◦) δ3 (◦) kw (◦)
Type I 34.0 23.0 23.0 23.0 9.0

Type II 34.0 25.0 34.0 34.0 9.0

(From [2] with permission)

Table 8.8 Relevant parameters involved in the numerical simulation for erosion/deposition rate

Type I (10mm) Type I (15mm) Type I (20mm) Type II (10mm)

αe 2.0 2.0 2.0 2.0

αv 1.0 1.0 1.0 1.0

eα 20.0 20.0 20.0 20.0

αh 0.05 0.05 0.05 0.05

α−1
ρ 0.90 0.94 0.94 0.73

(tan δ1)
∗ 0.4245 0.4434 0.4434 0.3782

(tan δ2)
∗ 0.4245 0.4434 0.4434 0.5471

(tan δ3)
∗ 0.4245 0.4434 0.4434 0.5471

(tan φ)∗ 0.6745 0.7045 0.7045 0.5471

Vaccu (l) 0.1659 0.1694 0.1763 0.1644

(From [2] with permission)

Borrowing the concepts from two-fluid/mixture models (e.g. [10] or [11]), the
local effective basal friction coefficient is proposed to be proportional to the local
volume fraction. The drag induced by the confining side walls of the chute is taken
into account by modifying the bed friction angle, the effective one δeff = δ + εkwh,
where kw is the correction factor and selected to be 9.0◦ as in [12] or [13]. Nev-
ertheless, the wall effect is minor and within the measurement uncertainty of the
basal friction angle in our computation, because the surface flows are always very
thin. The phenomenological coefficients are collected in Table8.7 and the resultant
effective friction coefficients (marked with “∗”), in which the density ratio is taken
into account for different simulation scenarios, are listed in Table8.8. In all of the
numerical simulations, the parameters, the density ratio αρ , erosion parameter αe,
threshold speed parameter αv , regularization parameter eα and depth parameter αh ,
are identical and listed in Table8.8. As there is finite mass in the reservoir in exper-
iments, the final accumulated volumes Vaccu, expressed in density of the deposition
heap, are given in Table8.8, in which themaximum deviation (by Type I gate opening
20mm) to the mean value 0.1690 is 4.3%.

In all computations, the initial mesh size �ξ is 2mm, the Minmod TVD slope
limiter is used for the cell reconstruction of the physical quantities, and the CFL
number is selected to be 0.4. The initial inflow velocities are given in accordance
with the experimental data and the material supply is double checked by the final
accumulated volume Vaccu listed in Table8.8. In Figs. 8.19, 8.20 and 8.21, if not
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Fig. 8.19 Sequence of comparison between experimental photographs and theoretical prediction
for chute Type I with gate opening 10mm (Reproduced from [2] with permission.)
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Fig. 8.20 Shots of experiment (left panels) and outlines of growing deposition heap (right panels)
together with the theoretical prediction at the initial stage of deposit (Reproduced from [2] with
permission.)

explicitly specified, the red lines at the top of the flowing layer indicate its free
surface, the green lines represent the upper surface of the deposition heap (variable
basal surface for the flowing layer), and the chute bottom is denoted by dashed
magenta lines for a unique expression. For maximum run-out distance, we use the
marker “�” to indicate the position of the deposition depth of 0.725mm, the mean
diameter of the particles, which is recognized as the maximum reachable distance of
the moving body in this section.
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Fig. 8.21 Comparison between experimental photographs and theoretical prediction for chute Type
I with gate openings 15 (panels a) and 20mm (panels b) at t = t0 + 0.36, respectively. Panels c
show the experimental photographs by chute Type II (gate open of 10mm) in comparison with the
theoretical predictions (Reproduced from [2] with permission.)

Gate of 10 mm Opening

Figure8.19 shows a sequence of photographs of the upslope traveling normal shock
with the simulated results, when the gate opening is 10mm. The deposition heap
arises shortly before t = t0 + 0.56 s (panel 1) and develops as the granular flux
continues from above (panel 2 to 4). The numerical results capture the shape and
location of the shock front, the thickness of the deposited pile and the decreasing
inclination angle of the free surface of the heap along the arc length. As shown in
Fig. 8.19, the numerical results depict a thin flowing layer climbing over the frontal
surface and quickly coming to rest after having climbed the frontal top. Although
there are several particles bouncing in the vicinity of the rear end, the theoretical
prediction coincides with rather good agreement with the experimental data. At
t = t0 + 4.31s the whole body is at the state of rest. This deposit shape then keeps
invariant as time advances. The maximum run-out distance can therefore be well
determined. Despite of the fact that the material accumulates as the rear part merges,
the run-out distance remains unaltered after t = t0 + 0.56s, see the location of the
the marker “�”.

Figure8.20 illustrates the shots (left panels) and the corresponding outlines of the
deposition heap (right panels) together with the theoretical predictions at the initial
stage, when the depositing pile is just forming. At time t = t0 + 0.16s (panel 1)
the pile is beginning to form. At t = t0 + 0.26s (panel 2) it becomes visible and
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the maximum run-out distance has not been reached yet (see the different locations
of the markers “�”). The existence of the developing deposition heap provides an
additional drag to the subsequent flowing particles and results in dramatic bouncing
and dilutely moving particles (panels 2 to 4). As a consequence, it reduces the final
run-out distance. Although the evolving shape and position of the deposition heap
can roughly be captured by the theoretical prediction, the vivid jumping flowing
layer above the stagnant pile is still a challenging task for both modelling work and
numerical simulation.

Gate Openings 15 and 20 mm (Type I) and with Different Basal Surface (Type II)

With identical values of parameters in determining the erosion-rate, such as
(αe, αv, eα, αh) listed in Table8.8, simulations are performed with respect to the
experiments in chute Type I (gate open by 15 and 20mm) and in chute Type II (gate
open by 10mm). The panels a and b in Fig. 8.21 show the comparison by chute Type
I at t0 + 0.36s when the deposit is just taking place, and at the final stage where all
the material is at the state of rest. Panel c shows the results for chute Type II (gate
open by 10mm). For the two simulations in chute Type I, the deposit shapes and the
locations of the traveling wave front can be roughly captured. However, moderate
deviation in the thickness of the deposition heap are observed over the transition
zone and over the inclined straight part. The deposition heaps have thicker depth
(overestimated) within the transition zone but thinner (underestimated) in the upper
straight part.

Since the basal surface in chute Type II is roughened by gluing Ottawa sand
over the transition and horizontal run-out zones, it induces a higher basal drag and
the maximum run-out distance should be shorter in comparison with the results for
chute Type I (panels a and b). The right panel of c in Fig. 8.21 depicts the earlier
deposition that the major part of the deposition heap locates over the transition
zone the inclined straight part. In comparison with the results by chute Type I, it
is notable that the free surface of the deposition heap tends to become a straight
line with a slope approximately equal to the angle of repose of the material. The
straight line slope and early deposition are mainly due to the high basal drag. In
Fig. 8.21 the evolving shapes and locations of the deposition heap are fairly captured
by the theoretical prediction. Although the applied erosion/deposition rate is a most
simplistic proposal, the sound agreements between experimental data and theoretical
predictions indicate the potential of application.

Results without Deposition Process

By shutting off the deposition/erosion in the numerical code, i.e., U = 0 in (8.1), one
obtains dramatically different results even if all the applied parameters and conditions
are identical. The computed results together with the corresponding photographs of
the experiment are given in Fig. 8.22. We list the essential differences following the
time sequence. In panel 1, the traveling distance of the whole body is considerably
longer in comparison with panel 1 of Fig. 8.19. This is suspected to be caused by
the lack of additional drag force induced by the deposition heap to decelerate the
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Chute Type I Gate opening: 10 mm
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Fig. 8.22 A sequence of photographs as shown in Fig. 8.19 with the simulated results, in which no
deposition/erosion process is adopted, U = 0 (Reproduced from [2] with permission.)

subsequent flow. In panel 2 the simulated travelling wave front travels upslope with
a convex shape at the flow surface, but the front position lags significantly while
climbing over the upper inclined straight part (panels 3) although the material is
accumulated. It is observed that the flow thickness over the transition and horizontal
run-out zones is increasing as time advances, and its free surface tends to be a straight
line (panels 3 and 4). One also notices that the run-out distance increases with time,
i.e. the position of the marker “�” travels toward the righ hand direction. It is due to
the fact of inappropriate balance between the depth gradient and the basal friction.
Hence, if neglecting the deposition process, an additional treatment for balancing the
depth gradient with the basal friction is highly requested (e.g. see a proposal in [14]
or the condition of rest lake, suggested in [4]).

8.4 Concluding Remarks

In this chapter we reported the numerical results for highlighting the key features of
the models in the topography-fitted coordinate system. The deposition and erosion
were taken into account, so that the basal surface deformed with time.

In the one-dimensional benchmark problem, we investigated the characteristics
of the model through three scenarios. The results reflected

• the need of introducing the threshold speed for the deposition and its value should
be finite, if the proposal (5.64) is employed;

• the fact that the deposition heap reduces the run-out distance;
• the achievements of determining the travelling duration and the run-out distance;
• the capability of mimicking the development of the deposition heap.

We studied the evolution and the final shape of the deposition heap in the two-
dimensional benchmark problem. In addition to the above characteristics, we inves-
tigated the impacts of the non-uniformvelocity profile and the corresponding velocity

http://dx.doi.org/10.1007/978-3-319-02627-5_5
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ratio. For the sakeof isolating the complexprocess,wedecomposed thewhole process
into sliding regime and deposition regime. In each regime a fixed velocity profile
was assigned. It is found that the shape of final deposit is not sensitive to the velocity
ratio, if the velocity profiles in the regimes (nI = 103 and nI I = 100) are fixed. On
the contrary, the computational results are highly sensitive to the value of the correc-
tion factor m2 in the sliding regime, pointing out the challenging task by numerical
simulation.

We also reported the validation against a series of laboratory experiments of
granular flow along an inclined plane chute into the horizontal run-out zone. In the
experiments theOttawa sand (compliant toASTMC77820/30)was used.We focused
on the observed traveling shock waves, the distance traveled by the granular mass
and the evolution of the growing deposition heap. The sound agreement between the
numerical predictions and the experimental data proves the adequacy of the model
equations, and the results indicate the capability of the simplistic proposal to mimick
the complicated process of mass exchange at the basal surface.
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Chapter 9
Applications to Avalanching Landslides
in Taiwan

9.1 Introduction

The continuum, shallow-water type landslide models, derived in the previous chap-
ters are applied to two devastating landslides in Taiwan for back-analysis of the
landslide motion. The two landslides are the Tsaoling and Hsiaoling landslides,
which were large-scale rapid avalanche landslides triggered by the Chi-Chi earth-
quake, 1999, and the excessive rainfall brought by the Morakot typhoon, 2009. In
addition to the two example landslides, small scale landslides and debris flows have
been repeatedly occurring in Taiwan because of the natural geological settings of the
island.

The island is located in the northern hemispherical subtropical region such that
there are a regular annual monsoon season and frequent typhoon events in summers
and falls. The monsoon season occurs at the alternative period when the cold north
eastern winter wind system shifts to the warm south east summer wind. During the
shift, the two wind systems generate stationary weather fronts spreading over the
south east China and Taiwan areas from the mid of Mays to Junes, for example,
a strong monsoon front occurred on the 20th, May, 2015, Fig. 9.1. The interaction
between the cold and warm air yields long-lasting precipitation for weeks and con-
tributes to an average annual amount about 500–600 mm in Taiwan.

Typhoons (hurricanes) on the other hand are initially tropical cyclones which form
on the tropical sea surface. They typically move north west towards the subtropical
zone then change courses north east towards the temperate zone. The historical
typhoon trajectories around Taiwan are shown in Fig. 9.2. Typhoons themselves often
carry extreme rainfalls. In addition, they often bring in southwest airflows from
the South China Sea and form stationary fronts when passing over Taiwan. Like
monsoons, these stationary fronts can cause days of severe rainfalls after typhoon
strikes. Roughly speaking, this type of weather system annually contributes from
800 to 2000 mm of rainfall. Together with the local convective weather system, the
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Fig. 9.1 Monsoon weather front at AM 8:00, 20, May, 2015 (local time). a Infra-red image of the
cloud system and b pseudo-color enhanced for deep convective clouds. Purple and white colors
indicate strong convective cells. Data source MTSAT-2 satellite, Central Weather Bureau, Taiwan,
http://www.cwb.gov.tw/eng/

Fig. 9.2 Typhoon trajectories from 1980 to 2005. Modified from the image released at https://
commons.wikimedia.org/wiki/File:Pacific_typhoon_tracks_1980-2005.jpg, created by Wikipedia
Tropical cyclones/Tracks WikiProject. The background image is from the land and ocean image
published by NASA and typhoon trajectories are based on the typhoon database of the Joint Typhoon
Warning Center. The warmer color dots indicate the stronger wind scales of the passing typhoons

http://www.cwb.gov.tw/eng/
https://commons.wikimedia.org/wiki/File:Pacific_typhoon_tracks_1980-2005.jpg
https://commons.wikimedia.org/wiki/File:Pacific_typhoon_tracks_1980-2005.jpg
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Fig. 9.3 Three-dimensional distribution of earthquake focii in Taiwan. The inventory contains more
than 30,000 earthquakes recorded in 2012 with magnitudes higher than 0.08 (Ritchter scale, local
magnitude scale). Data source Central Weather Bureau, Taiwan. The configuration and movement
direction of Philippine Sea Plate and Eurasian Plate [2], are superposed for the correlation of the
tectonic motion and earthquakes

island-wise annual precipitation, between 1949 and 2009, is about 2,500 mm (Source:
Water Resource Agency, Ministry of Economic Affairs, Taiwan).

Geologically, Taiwan island is located between the Philippine Sea plate and the
Eurasian plate, with the two opposite-verging subduction systems of the Ryukyu
arctrench and Luzon arcs. Therefore, Taiwan is one of the regions on Earth with the
highest seismic activity. The distribution epicenter diagram for earthquakes and the
tectonic plate configuration are shown in Fig. 9.3. The tectonic plate motion leads
to active crustal deformation and forms the central mountain belt in the island. The
average annual lift rate in the central mountain range of the island is estimated about
0.2–18.5 mm/year [1].

Because of the active deformation, the central mountain belt is young and com-
posed of a series of high elevation peaks with steep slopes. It is like other typical
orogens which have metamorphic rock cores in the mountain belt central range, sur-
rounded and overlayed by slate formations. Outside the metamorphic cores and slate
formations, fold-and-thrust belts commonly appear and they mainly consist of sedi-
mentary rocks. As a result, dip slopes are common in the mountain slopes. Both dip
slopes and sedimentary rocks are geostructurally and mechanically weak and they
are prone to failure subjected to weathering and seismic motion. The slope failures
often lead to landslides and pose serious hazard threats to human lives and society. In
hazard mitigation warning system, to be able to predict the influencing zones of slope
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failures is therefore one of the top important tasks. For this purpose, the continuum
model developed in the previous chapters can be a valuable tool.

To illustrate the model capabilities and validations, two representative large-scale
avalanche landslides, Tsaoling and Hsiaoling, are presented in detail. The implication
of the long run-outs on rheological parameters is also addressed.

9.2 Tsaoling Landslide

On the 21st of September, 1999, Chi-Chi earthquake (ML = 7.3) struck central
Taiwan at 01:47 local time. This earthquake was the most destructive one in the last
century in Taiwan and caused more than 2,450 fatalities and wide spread damage.
The earthquake caused a surface rupture, more than 90 km from Miaoli to Chiayi
County, along the Chelungpu fault. Vertical offsets on average from 2 to 4 m from the
south to the north of the fault and the widest horizontal offsets up to 10 m is observed,
Fig. 9.6 [4]. It also triggered more than 9,000 landslides over 128 km2 in the central
mountain area of the island [5]. Among the landslides, Tsaoling landslide is one
of the most catastrophic landslides [6]. More than 0.126 km3 of material ran over a
distance of 1.6 km with 500 m descent in elevation [7]. The deposit volume increased
to about 0.150 km3 due to rupture of the sliding mass at motion. The deposit caused
the fourth formation of the block dam of Chinsui River at the foothill of the slope in
the recorded history of the local area [7]. Thirty-nine people were killed and seven
survived in a van after gliding with the landslide.

The Tsaoling area is located in the northeast of Yunlin County, the foothill of
the central mountain region, Fig. 9.4, near the southern end of the Chelunpu fault.

Fig. 9.4 a Central-west of Taiwan and the surface rupture of the Chelungpu Fault and the 1999 Chi-
Chi earthquake epicenter. b Shaded topographic map of the Tsaoling region before the earthquake,
on 1989 40 × 40 m DTM (Reproduced from [3] with permission)
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Fig. 9.5 a Geological map and b representative stratigraphic section of the study area. Shaded relief
map of the Tsaoling region, with 25 m contour interval by the airborne-photo derived DTM, 2000.
S1, S2, S3 and BH1, BH2, BH3 are the sampling locations and bore-holes reported by [8], prior
to the earthquake. The tension crack through BH1 and BH2 forms a cliff of 30 m, called Chunqiu
Cliff. The triangular area bounded by the thick green lines is the deposit area used for numerical
calibration for rheological parameters, cf. Sect. 9.2.2. The red flag at the top-right corner of panel
(a) indicates the location of seismograph station CHY080, cf. Sect. 9.2.4 (Reproduced from [3]
with permission)

The study area is shown in Fig. 9.5. Chinshui River flows along the base of the dip
slope from the east to west through the deposit zone, and then turns to the north. The
river cuts into the toe of the slope and causes the bedding of the foothill of the slope
exposed to the surface. The elevation of the slope ranges from 500 to 1200 m above
the sea level. The usual representative profile for the landslides is along the line P Q,
sketched in the figure. Near the profile, there are material sampling positions, S1,
S2, S3 and the investigated bore-holes, BH1, BH2, BH3, of [8, 9], which are also
marked for references. Photographs, Fig. 9.6, present the visual overview of the area
and the result of the landslide.

The geological condition of Tsaoling is one of the typical weak slopes that makes it
susceptible to earthquakes and heavy rainfalls. There were landslide events recorded
since 1862 and details of each event have been documented, Table 9.1, see [7, 8,
10, 11] and the references therein. This is because the morphology of the area is
dominated by sedimentary rocks that dip in the same direction as the slope, 14◦ on
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Fig. 9.6 Overview of the Tsaoling landslide, looking from west to east. a Photograph taken before
1999 Chi-Chi earthquake. b Photograph taken from the same view point after the earthquake (Repro-
duced from [3] with permission)

Table 9.1 Historical events in the Tsaoling area, excerpted from [7]

Time Cause Slide volume (km3)

1862 Earthquake (ML = 6–7) –

1898 Rainfall –

1941 Earthquake (ML = 7.1) 0.10–0.15

1942 Rainfall (776 mm) 0.15–0.20

1951 Rainfall (770 mm) 0.120

1979 Rainfall (327 and 624 mm) 0.026 and 0.040

1999 Earthquake (ML = 7.3) 0.126

average. The profiles, Fig. 9.7, along P Q depict the change of topography by the
1941, 1979 and the 1999 landslides. They also present the two major geological sur-
face layers: the Cholan formation and the Chinshui shale below. A typical geological
stratigraphic profile is shown in Fig. 9.5b.

The Cholan formation consists mainly of fine-grained sandstones and intercalated
shales. This layer constitutes most of the landslide mass. It has a loose structure with
high permeability. On the other hand, the Chinshui shale, on average over 110 m
thick, consists of massive mudstone and shale, which has low permeability and loses
strength significantly when the water content is high. Extensive material tests have
been performed [8, 11] and references therein, but variations among the tests have
been found due to the highly irregular natural materials. One of the representative
reports is exerted in Table 9.2. Underneath these layers is the bedrock Tawuo Sand-
stone formation, which is over 1100 m thick.

There are several weak interfaces in the two layers. They are first the interface
between the Cholan formation and the Chinshui shale and the second is the interca-
lated shales within the Cholan formation. Landslides before 1979 (incl.) all happened
due to slip at the interface between the two layers because of the low strength of Chin-
shui shale. The shale layer is hence exposed to the surface and forms the tension crack
through BH1 and BH2, Fig. 9.5a. The crack is referred as the 1979 scarp, or now
called the Chunqiu Cliff. The cliff has an average 50 m difference in elevation.

On the contrary, the landslide in 1999 is the first one for which the rock ruptures
in the Cholan layer. Field investigation reveals that the failure takes place in the weak
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Fig. 9.7 Reconstructed cross-section of the Tsaoling landslide. a Topography change after the
1941 event. b After 1979 event and c the 1999 landslide (by the Chi-Chi earthquake). Also in b the
estimated ground-water table [9] and c the Chunqiu Cliff and the deposit, now called Taochiashan
(Reproduced from [3] with permission)

thin shale layer in Cholan formation [13]. This echoes the weak material strength of
the intercalated shale Table 9.2. At the detachment surface, numerous brittle features
were found. Most fractures, especially open fissures, are approximately perpendicular
to bedding planes and reflect the tensile failure. There are localized pseudotachylyte
spots found on the sliding surfaces and this indicates that the rock melting processes
take place due to friction of the materials [14].

The high saturation indicates the existence of ground-water in the formation.
[9] estimated the ground-water level, sketched in Fig. 9.7b. This is based on the
findings that constant water outflow is observed from the Chunqiu Cliff interface
and rock joints and the water content from samples of the three site bore-holes. The
close incidence of the water level and the landslide basal interface strongly indicates
the correlation between the strength yield of submerged shale and the earthquake
movement. The remaining section of the Cholan layer after the Chi-Chi earthquake
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Table 9.2 Material properties at the sampling positions [8]

CL shale (S1) CL sandstone (S2) CS (S3)

Specific weight 2.66 2.68 2.66

Water content 4.0 % 2.5 % 2.2 %

Void ratio 12.79 % 12.38 % 5.64 %

Saturation 72.03 % 47.47 % 96.84 %

Peak friction angle φp 20.5 75.3 34.1

Residue friction angle φr 21.5 38.8 34.1

Peak cohesion C p (kPa) 152 272 524

Residue cohesion Cr (kPa) 75 109 71

Slake durability index Id2 4.8 % 67.5 % 69.8 %

Durability classification† Very low Medium Medium

Plastic limit % 17 % NP NP

CL Cholan formation, CS Chinshui shale, NP Non-plastic. †According to [12] (Reproduced from
[3] with permission)

along the main profile is still estimated about 100 m and its volume is about 0.27 km3.
This mass is still vulnerable to future hazard events according to the risk analysis by
[10].

After the landslide, field investigations and reported data revealed that the land-
slide is a typical rock avalanche in many aspects [8]. The evidence of its rapid motion
includes chaotic distribution of large rock blocks, flow morphology and internal
structure and relative thinness in comparison to large aerial extent, high porosity,
angularity of fragments, and the lobate forms etc. Although many field investigation
reports extensively documented the geomorphological evolution, rock material prop-
erties, and risk analysis [8, 11, 15]. It has become increasingly popular to analyze the
landslide motion and dynamics of the landslide using DEM simulations. For exam-
ple, based on the commercial PFC 3D code, the Tsaoling landslide was simulated by
[16, 17]. After calibration of many micro-scopic contact parameters, they found that
the friction coefficient was small (about 0.15) and argue that the pore water pressure
played a key role. Whether this conclusion holds for alternative methods is also one
topic of interest.

The continuum models described in the previous chapters are applied for this
purpose. As seen in the theories, one of the important factors controlling the landslide
flow motion is the material constitutive law. For avalanche flows with solid particles,
the materials in the flows have been increasingly in common to be modeled using the
Mohr-Coulomb constitutive law [18–22], and its variations, for example the Coulomb
mixture models [23–25]. These works demonstrated the capability of the continuum
models to reproduce the rapid motion of landslide mass densely packed with discrete
granules/particles.

The Mohr-Coulomb constitutive relation is rooted in classical soil mechanics.
When applied in avalanche flows, it states that the materials at motion are every-
where subjected to the yield stress and the shear stress is equal to the Coulomb
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friction that the basal surface exerts on the flowing material, in reacting to the flow
pressure. The soil (granular) solid property, e.g. active or passive stress state accord-
ing to compression or stretch in the flow, is modeled through the effect of earth
pressure coefficients, previous Sects. 5.2.2 or 8.1.2. However, there remain heuris-
tic hypotheses in this approach: for example, the principal axes of the stress are
commonly assumed parallel to the flow direction and the determination of the pas-
sive/active earth pressure coefficient of the flow varies according to different model
proposals, e.g. [20, 23, 25–27].

While these variations among models are shown appropriate for debris flows in
well-defined chute channels in laboratory experiments, they may lead to undesired
complications in the present Tsaoling slide, not only by introducing a few extra
degrees of freedom of the choices of earth pressure coefficients, but also lacking of
a robust numerical scheme with account of these earth pressure effects for general
topography. The main reason is because of the river valley at the foothill of the
sliding slope, which provides an impingement zone and splits the avalanche flow
into two separate directions, cf. Sect. 9.2.3. Change of the flow direction causes
sophisticated flow interactions in the impingement area, which significantly affect
the strain (compression or stretching), and hence, stress states of the materials. To
avoid these undesired complications, we set the earth pressure coefficient to one in
this and next chapters. This simplification effectively reduces the Mohr-Coulomb
continuum model to a hydraulic model.

Further in the hydraulic model, detail composition of the geological materials
is neglected and the avalanching mass is assumed incompressible, thin and with a
uniform velocity profile across the depth. Because the viscosity in the flow layer
does not play a role in the model, the material constituent of the flow is sometime
referred to as an Eulerian fluid. This approach has been widely applied in snow
avalanches in the early Russian literature, see p. 121, [22]. [28] shows that, even under
these aggressive simplifications, the model can accurately predict the outstanding
physical phenomena, e.g. granular shock waves, dead zones etc., observed in debris
avalanches. Using a plane chute flow [27] addressed the differences between the
hydraulic model and two variants of Mohr-Coulomb constitutive models, and they
pointed out that the main effects of the earth pressure are on the spreading of the flow,
while flow velocities and depths remain moderately influenced. These observations
justify the applicability of the present simplifications.

Despite the simplification made to the flow materials, the Coulomb friction on
the basal surface is retained as the resisting force. With the simple Coulomb friction
law, there is one parameter to determine, the friction coefficient. In addition, it is also
common to surplus the Coulomb friction with a fluid-like drag force, called Voellmy
law [29], of which the magnitude is proportional to the kinetic energy of the flow.
When using the simple Coulomb or Voellmy basal friction law, there are at most two
parameters: the friction coefficient and the drag coefficient. These parameters are
referred as rheological parameters in the following texts. They are assumed constant
everywhere on the landslide course and are to be determined by an iterative process
that minimizes the differences between the simulation deposit and field measurement.

http://dx.doi.org/10.1007/978-3-319-02627-5_5
http://dx.doi.org/10.1007/978-3-319-02627-5_8
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To refrain ourselves in the model derived in the scope of the book, we re-performed
a similar analysis as described in [3] using the model, (4.99) and (4.102), derived in
Sect. 4.5.5. The valuable niche of the present model is that it is derived in a way to
convenience many practical applications, such as incorporating GIS data without the
need of performing a coordinate transformation. The initiation mechanisms are also
neglected. These include the failure of the interface under the earthquake motion,
rock rupture, and volume dilation of the mass. We assume the process takes place in
a relatively short time (compared to the total duration) after the landslide is triggered.

In Taiwan, aerial photograph interpretation and mapping are routinely performed
by the Agricultural and Forestry Aerial Survey Institute of Taiwan. To close monitor
the geomorphological changes after the Tsaoling landslide, frequent surveys were
taken and, as a result, there are digital elevation models for 1999, 2000, 2001, 2004,
2007 and 2009 available. The 1989 and 2000 DTMs were used in [3] because the 1999
DTM was not released at the time of the study. In the present chapter, we update the
landslide simulation by taking the 1989 and 1999 DTMs. They are based on the aerial
photos with ground measurement corrections and have mesh resolutions 40 × 40 m
and 10 × 10 m respectively. Comparing the different sets of data, we estimate the
landslide-related mass transfer and basal topography in the numerical model.

Because small amount of outflow was found in [3], we enlarge the present
computational domain to minimize the outflow mass. The computation domain of
5,085×4,335 m, as shown in Fig. 9.5, is setup and discretized into 339×289 rectan-
gular cells. The non-oscillatory numerical scheme of [30] was adopted for numerical
calculations. Each grid cell has a size 15×15 m. A small cut-off depth is set to 1 mm.
The maximum time for the simulation is set to 180 s and, in all the calculation cases,
mass movements come to rest within about two minutes. Outgoing conditions are
used on the four borders. The model cannot cope with volume dilation at initiation,
therefore, we increase the initial scar depth by a linear factor. The reasonable range of
the factor is from 1.0 to 1.3 and we use 1.06. This leads to the fact that the volume of
the simulation deposit, after numerical calibration, Sect. 9.2.2, has only about ±2 %
error compared to the real measurement.

9.2.1 Statistical Empirical Scaling Laws of Friction

Apparent friction coefficients of landslides have long been studied by performing
statistical regression analyses using real landslide data. Based on the balance of the
total energy and frictional dissipation of a rigid sliding body, a simple guideline
expression for the apparent friction coefficient can be immediately obtained, which
reads μe = H/L , with H the descending level and L the traveling distance [31, 32].
Besides the transportation characteristic quantities H and L , landslide volumes V
are often used as a primary controlling variable in various statistical analyses [33,
34]. These regression analyses led to the well known phenomenological conclusion
that the friction coefficient is inversely correlated to the landslide volume.

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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Because of the complexity of the natural geological contents, physical variables
are subjected to uncertainties. For this landslide, the gravity centers of the measured
scar and deposit volumes are used to estimate the associated parameters: the horizon-
tal displacement (center to center) is about 2000 m (L) and the descent in elevation
is 500 m (H ) on the main slide profile P Q; see also Fig. 9.5 (figures later) and [35].
The apparent friction coefficient is therefore approximately 0.25 (≈H/L). The stan-
dard deviation, as given in [33], is 0.14. This value may have been overestimated
because the traveling distance L could have been significantly underestimated. The
main reason is that the slide mass impact on the south bank slope of the Chinsui
river, changed the flow direction and caused a wide spread, more than 3 km, of mass
deposit along the river channel. It is therefore likely that the friction coefficient value
is substantially lower than the quoted value, as in [3]. Based on the previous dis-
cussion and study, the initial guess of the apparent angle of the basal friction in the
present updated analysis is set to 7.5◦. Geotechnicians associate such low values with
high pore pressure [22, 25] and recently with the high pressure shearing, Sect. 9.4
and [36, 37].

These statistical-based analyses were referred as empirical scaling laws of fric-
tion. The reverse dependence of the friction on the landslide volume was the one of
the most intriguing characteristics of landslides and it was called the volume-induced
lubrication [32]. In this mechanism, debris spreading plays an important role in the
volume-dependent phenomena [38]. The spreading length L∗ and the total volume
have a regression relation L∗ = 9.98V 0.32. With the volume of the present landslide,
the spreading length was estimated 4.1 km, which agrees with the spreading length in
the Chinsui river. The landslide run-out can be decomposed into two major contrib-
utors: sliding and spreading. The indicator for determining the dominant contributor
in the run-out is the ratio between the vertical projection of the characteristic length
of the landslide mass and the descending level. This ratio is explicitly V 1/3/(H sin θ)
for a three-dimensional terrain, where θ is the inclination angle of the slope. Taking
the average inclination angle, 14◦, of the Tsaoling Slope for θ, the ratio was 4.4,
which was greater than one and therefore the run-out was dominated by the spread-
ing of debris according to [32]. This spreading dominant motion also justifies the
application of the present continuum hydrodynamic type of landslide model in the
analysis.

9.2.2 Calibration of Rheological Parameters

The best fit of the basal friction and drag is evaluated by minimizing the depth dif-
ference between the simulation and the real data over the Chinshui deposit valley.
Both Coulomb friction and Voellmy laws are simulated for the landslide. For the
two rheological rules, there are at most two controlling parameters and the mini-
mization process is performed in the parameter domain. For the Coulomb friction,
the parameter domain consists of only one parameter: the friction coefficient μ. The
object minimization function is defined as the average of the square of the difference
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between the simulation and the measurement over the main deposit area. Therefore,
the optimization scheme reads

h2
std(μ) = min

μ

1

A

∫
A
(h(x;μ) − hmeas(x))2 d A (9.1)

where hstd(μ) is the standard deviation between the two compared deposit depths,
hmeas(x) and h(x;μ). The hmeas(x) is the measured deposition depth and the h(x;μ)
is the simulated depth with the friction coefficient μ. The A is the area of the main
deposit zone. The main deposit zone, which is the area of interest, was made slightly
larger than the area between the simulated and measured deposits, i.e., A is the
triangular outlined area in Fig. 9.5. The simulation time is set sufficiently long, here
180 s, to ensure that the flow speed in the main deposit area is less than the average 2
m/s, 3.3 % of the maximum flow speed, at the end of the simulation. For simplicity
and robustness in the minimization procedures, the simplex method is used [39].
By using the present optimization process, the subjective visual inspection of the
simulation results, which was commonly seen in practice, is eliminated.

It is often argued that the water content and debris collision in avalanche materials
introduce a flow drag to the landslide motion. Thus, we assume the fluid-like drag
force, proportional to the square of the flow speed, as an additional term to the
Coulomb friction force. That is, we consider the bed friction law (4.101) of the
Voellmy rheology, with τ viscous quadratic in vτ , see also [26, 40, 41].

Summarizing, to describe the Tsaoling landslide, the equations which are numer-
ically solved consist of (4.99) and (4.102), with

• U = 0 (no erosion/deposition),
• v̄τ = vτ (plug-flow was assumed, so v̄ = v, and equality vτ = Fv holds, see

(5.7)),
• m2 = 1 (plug-flow was assumed),
• P = 0 (weak rheology), and
• the momentum source term, either incorporating solely the basal Coulomb friction,

ςξ = −J0 Nbs − J0μ Nb
vτ

‖vτ‖ , (9.2)

or incorporating both Coulomb and viscous drag as a Voellmy rheology,

ςξ = −J0 Nbs − J0

[
μ Nb + 1

α
‖vτ‖2

]
vτ

‖vτ‖ . (9.3)

In (9.2) and (9.3),

Nb ≡ p
ζ=0

= h(c + a) , ‖vτ‖ =
√

M−1
0 v · v ,

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_5
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see (4.90) and (5.10), μ ≡ tan δ (δ—the angle of the basal friction), and α is
a dimensionless constant rheological parameter arising in the viscous drag law,
expressed with the classical Voellmy rheology symbol. The apparent drag coeffi-
cient α−1, denoted as c̃ in (5.37), is also calibrated for the Tsaoling landslide for
comparison.

For the reader convenience we reproduce the Eqs. (4.99) and (4.102) under the above
listed assumptions:

∂

∂t

{
J0h

}
+ Div

{
J0h v

}
= 0 , (9.4)

∂

∂t

{
J0hvτ

}
+ Div

{
J0h

[
vτ ⊗ v + 1

2 c h FM0

]}
= ςξ . (9.5)

The result of application of the Coulomb friction law is first presented. The best-
fit angle of the basal friction corresponding to the minimum error is 7.813◦. An
example of the progress of the minimization is tabulated in Table 9.3. The value
is independent of the initial guess of the angle of the basal friction and it is in a
reasonable range of the estimation presented in Fig. 5 of [34]. The new result is
about 30 % higher than the previous study. The reason is attributed to the use of
the new 1999 landslide DTM. Because of the loosely-packed deposit, it was found
that sediment transportation mechanism was highly active in the first few years after
the landslide. The deposit depth changed as much as 60 m in the Chinshui river
channel and the post-landslide erosion-deposition process caused the deposit spread
wider along the river valley within a single year [7, 42, 43]. These geomorphological
changes lead to the adjustment of the calibration result.

Table 9.3 Iteration of simplex minimization

Iteration no. Friction angle (◦) Standard dev. (m)

1 7.5000 24.4904

2 7.7000 24.4028

3 7.9000 24.3918

4 8.1000 24.4901

5 8.1000 24.4901

6 7.8000 24.3877

7 7.7000 24.4028

8 7.8500 24.3905

9 7.7500 24.3908

10 7.8250 24.3868

11 7.8500 24.3905

12 7.8125 24.3868

Initial guess of the angle of the basal friction is 7.5◦. Initial offset step size is 0.2◦ and optimization
error is set 0.01 m

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_5
http://dx.doi.org/10.1007/978-3-319-02627-5_5
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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The calibrated angle of the basal friction is considerably lower, 63 %, than the
angle of the internal peak friction of the Cholan formation shale, see Table 9.2. It
agrees excellently with the discrete element simulation which is 0.15 ≈ tan 8.53◦.
The average standard deviation of the deposit height in the calibrated region is 24.4 m.
The striking phenomenon: the lowering of the angle of the basal friction from the
material internal friction angle is confirmed from the simulation point of view.

This material strength weakening phenomenon can be partly explained by the
collective behavior of granular flows [44]. Based on the DEM simulation [45] show
a negative correlation between the apparent basal friction and the flow volume by
fixing the discrete particle size uniformly at 1 m in diameter. Another important factor
is the water pore-pressure effect, i.e., fluidization of the debris flow by pore water
pressure [34, 46]. In the field, the existence of the water content is backed by the fact
that fresh water seepages from the interfaces between the geological formations and
joints [11]. These microscopic effects are not modeled by the current shallow flow
theory however, with advances of laboratory measuring techniques, the lowering of
the angle of the basal friction can be experimentally measured in high pressure and
high speed rotary shearing tests. Together with the next Hsiaoling landslide example,
we abbreviated the experiments in Sect. 9.4.

The parameters of the Voellmy rheology law were also calculated using the same
procedure and they are calibrated to 7.05◦ for the angle of the basal friction and
5.75×10−5 for the drag coefficient α−1. The introduction of the fluid-like drag causes
a reduction of the angle of the basal friction from the pure Coulomb friction law. The
loss of resistant force required to stop the landslide flow was then compensated by the
drag force. The relative order of magnitudes between the two types of resistant force
components was inspected by normalizing (9.3) with respect to Nb. In the assessment,
the characteristic flow depth and velocity were set to 40 m and 60 m/s, taken near the
Chunqiu Cliff at t = 32 s, when the flow had the maximum kinetic energy. Under this
condition, the drag force was estimated only about 4.0 % compared to the Coulomb
friction. Because of the relative insignificance of the drag force, the motion of the
landslide with the Voellmy rheology was virtually indistinguishable from that with
the Coulomb friction. In the following section, only the case of Coulomb friction is
presented.

9.2.3 Landslide Motion

With the calibrated angle of the basal friction, we recapitulate the landslide motion
in this section. Although the present model is different from that used in [3] for the
scope of the book, the flow characteristic is similar. In what follows in this section,
we describe the flow with the updated result in parallel to [3].

The transient total kinetic energy, normalized with respect to the unit weight, of
the landslide flow is shown in Fig. 9.8a. The maximum kinetic energy is reached at
32 s after the landslide initiation. At this moment, the distribution of the flow velocity
is shown in Fig. 9.8b. The threshold speed of the top 10 % of flow elements is as high
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Fig. 9.8 a Total kinetic energy of the landslide flow, normalized with respect to the unit weight.
b Distribution of the flow velocity at t = 32 s. The maximum velocity is defined 62 m/s, 90 %
coverage of the velocity distribution

as 62 m/s; the maximum distributed speed is 50 m/s, and the average speed is 41 m/s.
These statistics agree with related studies on this landslide [3, 17, 47].

Figure 9.9a, b shows the sequence of transient flow depths and speeds of the debris
flow motion. For clarity, the outline of the flow is set to 10 m deep (about a tenth of
the mean flow depth). At about t = 22.0, the first wave of landslide flow reaches
the north bank of the Chinshui River. Between t = 22.0 and 36.0, the flow enters
the Chinshui River valley, exhibits strong interactions, and expands along the river
valley, particularly noticeably into the upstream. The velocity snapshots show that
the maximum flow velocity, reaching as high as 70 m/s, occurs around the Chunqiu
Cliff where the terrain in this area has a steep descent, Fig. 9.9b. At such a speed,
the simulation confirms the field observation that the landslide is of rock avalanche
type, according to the classification by [48, 49]. By this momentum, the flow further
crosses Chinshui river at about half a minute after the initiation and deposits at the
opposite of the river band. The flow is also diverted and spread into the river channel.

Dramatic flow interactions can be seen from the transient sequence of the main
P Q profile, Fig. 9.10. The two major flow fronts are seen in the profile at t = 18 s.
Around t = 36 s, the main flow reaches the river valley. The second front quickly
catches up with the first when it is decelerated by the river bed. An upstream traveling
shock, with a magnitude over 100 m, is finally formed upon the flow impinging on
the opposite bank of the river channel. While the shock propagates slowly upstream
(from t = 36–90 s), the flow is continuously fed into the deposit region and forms a
secondary surge front. Both surges are then dissipated by the friction force and settle
into a profile with a smooth surface.



218 9 Applications to Avalanching Landslides in Taiwan

Fig. 9.9 Simulation snapshots. a Flow depths normal to the basal topography, b velocity and
c measurement in the year 2000

At t = 114 s, the flow is almost at rest. The simulated deposit, say Fig. 9.9a4, is
compared with the measurements. The thickest deposit occurs at the middle section
of the Chinshui river. The depth of the deposit opposite to the river, however, is
underestimated by the simulation nor the deposit hill, Taochiashan, is seen. This is
because the Eulerian constituent does not have the angle of the internal friction at
which the flow reposes. Simulation beyond t = 114 s shows indistinguishable surface



9.2 Tsaoling Landslide 219

Fig. 9.10 ‘Waterfall’ plot of
the landslide sequence on the
P Q profile
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change. Along the river bank, a similar effect of the fluid can be seen and shows that
the simulation deposit is more wide-spread than in reality. These discrepancies call
for investigations with different material constitutive laws.

9.2.4 Landslide Induced Co-seismic Ground Motion

It is also of interest whether such a landslide induces additional ground motion
which is ever recorded in the nearby strong-earthquake station. Because of the high
seismicity and high population density of Taiwan island [50], government agencies
and research institutes built one of the densest earth-quake monitoring networks in the
world, serving a variety of purposes, e.g. early warning and earthquake identification.
A strong motion seismo-station, code-named CHY080 (120.67770 E, 23.59720 N, El.
840 m, TWD97 standard) was installed on top of the Tsaoling slope in the 1990s. The
station is located less than 1 km north-west of the depleted mass center, approximately
200 m from the landslide boundary, as indicated in Fig. 9.5, thus was safe from the
violent seismic shaking, the landslide flow, and remained fully functional throughout
the earthquake event.

The total duration of the earthquake signals recorded by CHY080 is 159 s at a
standard sampling rate of 200 Hz. The recorded peak ground acceleration (PGA)
values are 792.4, 841.5, and 715.9 gal for the EW, NS, and vertical components,
respectively [51]. The P-wave arrived at 20.0 s, and the S-wave arrived at 25.2 s.
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Fig. 9.11 Seismic records from the CHY080 strong motion station. Horizontal trajectories of a
acceleration, b displacement, and c the transient acceleration component in the dip direction. The
colored line segments (red/green/magenta) highlight the wave polarization among the figure panels
at instances surrounding the peak ground motion (Reproduced from [35] with permission)

The horizontal trajectories of the acceleration and displacement are shown in
Fig. 9.11a, b. The signals and trajectories show a sharp instance of activity at approxi-
mately 38.1 s. The signals around this time, highlighted by the red/green line segments
for clarity, show ground motion with well-defined principal orientations. Both the
acceleration and displacement are in the NE–SW direction, with principal directions
47◦ and 37◦ to the east, respectively, from the principal component analysis. Despite
minor discrepancies, these directions are nearly parallel to the direction of the slide
and the strata dip. The acceleration signals, rotated into the principal direction, are
shown in Fig. 9.11c.

Applying a modified ensemble empirical mode decomposition (EEMD, [52]),
[53] decomposed the acceleration of the earthquake between 30 and 45 s and found
that there is a burst of sharp signals at 38.1 s. The decomposed signal components
of interest are shown in Fig. 9.12. The acceleration components are defined in the
principal coordinates (x in the landslide direction) and the three components have
two distinctive characteristics. The y component, in the transverse direction of the
landslide slide path, has a longer continuous motion at a much lower frequency
range than the others. The x and z components, on the other hand, have localized
and correlated high frequency wave packets which form a two-dimensional xz plane
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Fig. 9.12 The fracturing seismic signals. From the top panel: the x (landslide direction), y (trans-
verse), and vertical components of the fracturing induced acceleration

motion. The motion was further analyzed in the cited paper by using an idealized
homogeneous and isotropic two-dimensional elastic wave model and it is confirmed
that a sudden release of the landslide mass generates ground acceleration at similar
order of magnitudes and time scale. The initiation time was optimally fitted to 37.9 s
which agrees excellently with the Newmark analysis with consideration of friction
weakening of the rock material [37].

The impact of the landslide flow to the slope of the south Chinshui River bank
was also observed. The main profile, as defined in Fig. 9.5, is oriented in the direction
of the steepest descent of the slope, with the shortest distance to the river valley at
the slope foothill. As a consequence, the landslide flow impinges normally onto the
opposite slope and effectively generates a backward shock wave and impact seismic
waves.

The recorded impact signals were found at about t = 75.8 s and lasted for about
2 s. The vertical acceleration and the decomposed component of interest is shown
in Fig. 9.13. These wave packets are almost at the end of a series of intermittent
signals, further intermittent signals becoming much less frequent and smaller in
amplitude. They were neither associated with aftershocks nor appeared in records
of other seismo-stations nearby. Comparing the EEMD decomposed acceleration
component, the peak acceleration of the burst is about 815 gal, implying that if there
were no background main earthquake, the ground motion would be equivalent to a
small earthquake of ML = 4. This magnitude is in agreement with the energy release
of the landslide impact, estimated based on the rigid body sliding model; see also [36,
37, 54, 55]. Assuming that the impact wave directly propagates to CHY080 from the
impact region (3 km apart), the traveling time of the wave is about 1 s and, hence, the
impact of the landslide is estimated to occur at about 74.8 s. The interested readers
are referred to [35] for the other EW (east-west) and NS acceleration components
and the full verification.
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Fig. 9.13 a The vertical acceleration component of the seismic motion between 70 and 85 s; b the
impact induced seismic motion

Based on the observation of the seismic motion, the fracturing of the landslide
was identified at 37.9 s and the impingement was at 74.8 s. The fracturing and impact
time could be cross-examined with the landslide simulation by making a time shift
of 37.9 s to align with the seismic data. As observed in the third panel in Fig. 9.10,
the impingement of the landslide flow to the river bank occurred at about 73.9 s and
this impact time was in excellent agreement with the seismic analysis. Secondary
diversionary landslide flows began spreading in the river valley when the landslide
mass came to the river, with the entire motion lasting for a further minute or so.
However, this late motion did not generate any further seismic motions that were
distinguishable from the background earthquake.

9.2.5 Summary

From the simulation results, we conclude that the landslide roughly takes 2 min,
which grossly agrees with the estimation of local survivors. The best fit of the angle
of the basal friction is 7.813◦. This value is slightly different from what was concluded
(6◦) in [3]. It is because the new released 1999 post landslide digital terrain model
was used instead of the former study and the change of the model may have also
some minor contribution. The essential friction weakening phenomenon nevertheless
remains the same. Part of the reasons for the strength weakening of the material may
be attributed to the weak slake durability index and it is subjected to a loss of strength
when it is weathered in the ground-water table and ruptured during the earthquake.
The angle of the basal friction further reduces when the mass movement is initiated.

Using the Voellmy rheology law, the angle of the basal friction is calibrated to
7.05◦ and the drag coefficient (α−1) is 5.75×10−5. The initial volume dilation factors
are about 1.06 and 1.02 for the two rheology laws, respectively. The introduction of
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the fluid-like drag causes the reduction of the angle of the basal friction to compensate
the basal surface shear stresses. Comparing the magnitudes of the friction and drag
forces, the former type of resistant force dominates the Tsaoling landslide. Because
both rheology rules lead to virtually indistinguishable flow motions, only the flow
with Coulomb friction was addressed in detail.

The maximum landslide velocity reaches about 62 m/s, which occurs in the region
near the Chunqiu Cliff, where the deepest descent on the slope occurs. Generally,
good agreements are found in both the height and spread area of the deposit comparing
the simulation and field measurements, at an average standard deviation of 24 m,
based on the calibration domain, compared to the maximum deposit depth about
140 m. The major discrepancies are that the simulation deposit is more wide-spread
in the river channel and the thinner deposit on the south opposite river bank, which,
in reality, was formed as a small deposit hill, called Taochiashan.

The rapid motion of the Tsaoling landslide has been previously identified by field
observations and the landslide simulation. The initiation time of the event cannot
be deduced from these methods. Nevertheless, the simulation provided evidence for
inspecting landslide-induced signals in seismic records. The entire seismic motion
was recorded by a near-by seismo-station. In the records, the precise landslide frac-
turing and impact time were identified.

9.3 Hsiaoling Landslide

Typhoon Morakot was an example of precipitation extremes, which released more
than 2,000 mm of rain on southern Taiwan within three days beginning 7 August
2009 [56]. This rainfall almost equals the annual precipitation average in Taiwan.
According to the National Disaster Prevention and Protection Commission in Taiwan,
the resultant flooding caused 724 deaths. Of these, 474 were in a landslide and
debris-flow event in Hsiaolin Village, Kaohsiung. This catastrophe had a severe
socio-cultural impact on three Taiwanese aboriginal tribes of the Pingpu group. The
content of this section is mainly based on the study presented in [57], enriched with
the associated seismic verification of the landslide motion [58].

From the routine aerial photographs and immediate response of the Agricultural
and Forestry Aerial Survey Institute of Taiwan, DTMs were generated at a 5-m
resolution for the Hsiaolin landslide. The geological settings were summarized in
Fig. 9.14 and Refs. [56, 59]. According to the DTMs and the field survey, the major
landslide body had an extent of 57 × 104 m2 (cool colors in Fig. 9.14a) and was
estimated to have a volume1 about 24±2 million m3, distributed at an average depth
of 42 ± 3 m. The landslide moved in the westward direction as indicated by the
thick hollow arrows in Fig. 9.14a. The landslide flow was divided into two streams
at about the middle of the run-out. This was so because there had been a small ridge
at 590 m above sea level (marked by the solid black triangle in Fig. 9.14b) and two

1The precision is justified based on the precision of the pre/post-event DTMs, see Sect. 9.3.2.
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Fig. 9.14 The Hsiaolin area and the geological settings. a Aerial photo before the catastrophic
landslide superimposed with the elevation differences between the two versions of the digital terrain
models (before and after Typhoon Morakot and the block dam breach. Both were taken in 2009).
Negative deposit depth (cold colors) represents the scar area. The main deposit is in the Anonymous
Creek Valley and the Cishan River channel. The arrows indicate the main run-out paths. b The
elevation of the landslide area. The solid red circles and squares are the sampling locations for
colluvium and shale. The large solid black triangle marks the 590 Height, a ridge at an elevation
590 m above the sea level. c The birds-eye view of the landscape before the landslide and Hsiaolin
village. The Cishan River flows from NE to SW. The horizontal coordinates follow the TWD97
(Taiwan Datum 97) standard system (Reproduced by courtesy of AGU Pub)

valleys extended from the west side of the ridge. This ridge is referred as the 590
Height hereafter. The 590 Height had a volume about 1.5 ± 0.2 million m3 which
was removed by the landslide.

The two debris streams, after interacting with the 590 Height, flowed along the
two valleys and about a third of the sliding mass further flowed into Cishan River,
running from NE to SW. The debris in the Cishan river formed a short-lived block
dam and a dam breach occurred about 20 min after the landslide, which removed
most of the deposit in the river channel except a minor portion of 5 ± 1 million
m3. The remaining deposit, mainly in the two valleys to the river, formed the main
deposit area (warm colors in Fig. 9.14a). The deposit materials mainly composed
of fine particles and fragmented shale blocks with sizes up to a few meters [56].
No substantial erosion was found in the exposed run-out (mainly between the scar
area and the 590 Height), and, therefore, the erosion mechanism was not considered.
The total combined volume in the main deposit area was 13 ± 2 million m3 and the
average basal inclination angle was about 15◦ (±12◦, averaging over the slopes by
the valleys). The northern valley of the two valleys is now referred as the Anonymous
Creek Valley in the present paper and the deposit was in the SWW-NEE direction. The
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southern valley is referred as the Hsiaolin Slope which was much smoother than the
Anonymous Creek Valley. It was this Hsiaolin Slope that directed the landslide flow
into the Hsiaolin Village. If a loose-measure volume of the sliding body is assumed to
have expanded 10 %, the flushed materials by the dam breach were estimated about
11 ± 2 million m3. After the landslide and the dam breach, the village (blocked by
the thick green line in Fig. 9.14a) was completely buried.

Reconstruction of the run-out path due to the debris avalanche event is fundamen-
tal to understand the complex mass movement process. For this purpose, we adopt a
continuum model, similar to the shallow water equations, to simulate the landslide.
One of the important issues in the model is to include the topographic effect which
interacted significantly with the landslide mass in this Hsiaolin event. For example,
the topographic effect can be seen from the diversion of the landslide flow into the
Anonymous Creek Valley and Hsiaolin Village after the slip mass interacted with
the 590 Height and the surrounding ridges. Taking the topographic effects into the
shallow water system is not trivial, mainly because of the complexity of the terrain
geometry. [60] derived the (1D) model equations in the terrain-fitted curvilinear coor-
dinates. [20, 61] extended the Savage-Hutter theory to multi-dimensions in which
the curvature effect is included only in the down-slope direction. Alternatively, [21]
formulated their theory with a curved and twisted coordinate system for a smooth,
curved run-out path. In the further pursuit of the continuum model for real topogra-
phy, several distinctive theoretical techniques have been proposed in the past decade:
(1) the Lagrangian models [25, 40, 60, 62, 63], (2) the coordinate-based approaches
[64, 65] and (3) the dynamic-based approaches [66, 67].

For this landslide, the same model as in the last section was applied for simula-
tion analysis. The avalanche flow in the model is assumed to be single constituent,
incompressible, thin and with a uniform velocity profile across the depth, flowing on a
fixed topographic surface described by a Coulomb or Voellmy friction law. The topo-
graphic effect is manifested as the source of the kinetic momentum as shown in the
derivation in the previous theoretical chapters. For the interested readers, extensive
efforts have also been made to incorporate material constitutive laws, yield criteria
or multi-phase constituent into the dynamic models for both two-dimensional [24,
68–70] and three-dimensional flows [71].

When the Coulomb friction or Voellmy law is applied, the friction and drag coeffi-
cients are the only two rheological parameters to determine. The iteration procedure
used in Sect. 9.2.2 is applied to optimize for the model parameters. It was found in
large scale landslides, e.g. the Tsaoling and current Hsiaolin landslides, the domi-
nant rheology parameter in controlling the landslide motion is the Coulomb friction
coefficient. The simple parameter further enables us to directly verify it by using
high pressure rotary shearing tests on field debris samples. Together with the tests of
the Tsaoling landslide, the experiments are briefly described in Sect. 9.4.

Although the landslide was triggered by excessive rainfall, we did not consider
a mixture model in the present simulation. Instead, the focus was on the kinematics
of the fast moving mass and its interaction with the run-out topography. The con-
stant friction coefficient was determined with the help of laboratory experiments, in
which the Coulomb friction coefficient is calculated by the total reacting torque and
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the applied normal stress. Hence, the effect of pore water pressure was implicitly
lumped into the friction coefficient and the single constituent frictional model was
adequate for the present purpose. The key validation of the landslide simulation of the
continuum model was performed by the corroboration with near-surface magnetic
surveys over the buried village area, as presented in Sect. 9.3.4.

Nevertheless, we need to mention that the pore pressure plays an important role in
regulating landslide motion [72], or lowering the friction force through the frictional
heating mechanism when landslides are in motion [73–75]. For a landslide with a
saturated water content, one may need to apply mixture models [23, 24, 76], but
currently the application is beyond the scope of the chapter.

9.3.1 Simulation Setup and Parameter Calibration

In 2009, the Agricultural and Forestry Aerial Survey Institute of Taiwan released
the DTM of the Hsiaolin area (photographed on 7, Jan.). It was acquired by aerial
photography technology. After the landslide, an updated DTM was derived using
aerial photos taken on 13 August 2009 by the same institute with the same method and
analysis settings. The flight routes and the aerial photography cameras were arranged
to ensure that the resolutions of ground images were higher than 30 cm/pixel. The
DTMs acquired from the photograph interpretation have a horizontal resolution of
5 × 5 m with a total image unit weight RMSE2 of less than 1 m. The precision of the
pre/post-event DTMs was evaluated by inspecting the elevation deviation for regions
without visible slope failures. Five such regions (see the supplement) were identified.
The average elevation difference was about 0.4 m and the elevation standard deviation
was 2.9 m. Subtracting the two DTMs, the scar and the deposit areas were identified,
cf. Fig. 9.14. The deposit has been re-sketched in Fig. 9.15a, in which the small scale
and thin deposits outside the main deposit area have been filtered for clarity.

The computational domain was 3,710×2,220 m2. The topography was coarsened
by selecting every alternative grid in the DTMs to a 10 × 10 m2 mesh and processed
with a spatial Gaussian filter to eliminate high wave-number irregularities for better
numerical performance and convergence. The standard deviation caused by these
artificial adjustments are smaller than 0.9 m, which is in the range of the precision
error of the DTMs. The initial volume was set directly from the DTMs without a
presumed volume dilation. In the simulation, there were two scar areas: the main scar
and the 590 Height scar. The sliding volume of the former was (24 ± 2) × 106 m3

and that of the latter was (1.5 ± 0.2) × 106 m3. The sliding mass was released at
t = 0. Along with the main sliding mass, the secondary landslide mass, the 590
Height scar, was released simultaneously for simplicity; i.e., the impact of the main
slid mass onto the 590 Height was neglected. Different release conditions were tested
but no significant changes to the main flow were found because the volume of the
590 Height was only about 6 % of the total.

2Root mean square error.
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Fig. 9.15 a Actual deposit
(after the dam breach) and
b simulated deposit (without
dam breach). The deposit
depths are coded with the
same color axis. The area
boxed by the bold dark green
polygon is the region for the
minimization scheme, (9.1).
Five profiles are defined for
detailed inspection. Profiles
AA′ and B B ′ are for
comparison of the deposits in
Anonymous Creek and the
Hsiaolin Slope. Profiles CC ′,
DD′, and E E ′ are for
volume flux calculations
(Reproduced from [57] with
courtesy of AGU Pub)

When applying continuum models to landslides, the assumption that the frac-
ture mechanisms of the sliding mass had been simplified to instant initiation was
automatically made. These fracture mechanisms include the rock buckling failure,
crack propagation etc. The fracture procedures of the landslide mass were therefore
assumed to be completed shortly after initiation such that the fluid model could work.
This may be an acceptable assumption because the propagation of internal cracks
are of the order of sound speed in rocks which is much faster than the flow speed.
This assumption was also made for the previous Tsaoling landslide.

The same Coulomb friction and Voellmy rheology law are used to model the
landslide flow. The friction coefficient μ in both rheology laws are associated with
the angle of the basal friction δ by μ = tan δ, while the fluid-like drag coefficient, α−1,
is defined the same as in the last section. For numerical calibration of the parameters,
the same optimization process was used.

Before using the minimization scheme, described in Sect. 9.2.2, to determine
the accurate friction coefficient, two prerequisites are to be used: the deposit area
for the parameter calibration and the initial estimation of the friction coefficient.
Because there was a dam breach after the landslide in the Hsiaolin catastrophe,
most of the deposit in the Cishan River channel was flushed away, and a new river
channel was quickly formed by the stream flow before the aerial measurements
were performed. To eliminate the errors caused by the dam breach, the Cishan River
valley was excluded from the minimization process. The remaining deposit areas
were the Anonymous Creek Valley and the Hsiaolin Slope, the slope towards the
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Hsiaolin township. The resultant area for the calibration was defined as the region
surrounded by the bold red outlines in Fig. 9.15a.

The initial estimation of the friction coefficient was obtained by referring to the
empirical scaling laws of friction and the rotary shearing tests, Sects. 9.2.1 and 9.4.
The determination of the friction coefficient by the empirical laws was as follows: In
the landslide, the gravity centers of the measured scar and deposit volumes were used
to estimate the associated parameters in the statistical empirical laws which yielded
an end-to-end displacement L = 2000 m and H = 460 m. Based on the precision of
the DTMs, a couple of tens of meters error bounds in the estimation were expected
(assuming a few folds of the standard deviation of the DTMs, cf. Sect. 9.3.2). With
these parameters, the apparent friction coefficient was approximately 0.23 (≈H/L),
or 0.29 (Scheidegger’s regression formula). The standard deviation, as given in [33],
was 0.14. Using a similar method, [59] quoted the apparent friction coefficient to be
0.25. These values, however, may have been somewhat overestimated because the
traveling distance L was underestimated because: (1) the travel-ling distance was
constrained by the slope on the west bank of Cishan river such that the landslide flow
was redirected into the river valley, and (2) the flush-away debris by the follow-up
dam breach was neither included in the calculation of the gravity center which led to
the underestimation of the traveling distance. With the above consideration in mind,
it was conjectured that the friction coefficient value was on the negative side of the
quoted values.

The initial guess of the apparent friction coefficient was therefore set to 0.2 (the
angle of the basal friction 11.31◦). For convenience, the minimization scheme was
started at the angle of the basal friction 11◦. In the calibration iterations, the simulation
time is set sufficiently long, here 180 s, to ensure that the flow speed in the main
deposit area is less than the average 2 m/s, 4 % of the maximum flow speed, at the end
of each simulation. The outflow condition was applied on the domain boundaries. The
progress of the minimization for the Coulomb friction law is tabulated in Table 9.4.
The optimized friction coefficient was calibrated to μ = tan(11.47◦) = 0.203, which
had only a minute difference from the empirical law.

The minimization scheme was also performed for the Voellmy friction law, (9.3),
and the parameters converged to (μ,α−1) = (0.194, 8.75 × 10−4) with a standard
depth deviation of 7.75 m. These parameters formed an adjacent local minimum of

Table 9.4 Minimization iterations

Iteration number Friction angle δ (◦) Depth deviation (m)

1 11.40 7.651

2 11.50 7.612

3 11.45 7.611

4 11.47 7.610

5 11.47 7.610

The friction coefficient μ is related to the angle of the basal friction δ by μ = tan δ. The convergence
condition of the minimization is set to 0.01 (Reproduced by courtesy of AGU Pub)



9.3 Hsiaoling Landslide 229

the object function that was slightly worse than the case with Coulomb friction alone.
Nevertheless, the flow details were almost identical to the flow with the Coulomb
friction because the contribution of the turbulent drag to the landslide flow was found
to be much smaller than that of the Coulomb friction. This also agrees with that found
in the Tsaoling landslide. In addition, assuming a constant volume dilation of 20 %,
the minimization schemes were repeated for both rheological laws (Coulomb and
Voellmy). It was found that the best-fit rheological parameters were μ = 0.200 for
the Coulomb friction and (μ,α−1) = (0.193, 4.21 × 10−4) for the Voellmy law.
These parameters with the dilated sliding volume deviated only slightly from those
without the volume dilation, indicating that the effect of the volume dilation factor
on the rheological parameters was also negligible.

9.3.2 Landslide Motion

Because the results of both the Coulomb and Voellmy friction laws were quantita-
tively similar, only the case of the Coulomb friction is the focus in the following
discussion. The simulated deposit is depicted in Fig. 9.15b. Except for the minor val-
leys north and south, good agreements were achieved in the calibration region. The
deposit in the Cishan river channel was, however, more confined in the downstream
section (the lower-left corner) compared to what was observed in the field. The total
simulated deposit in the calibration region was about 11.5 million m3, less than the
13 ± 3 million m3 from the measurement, and the depth deviation was 7.6 m. The
simulated deposit in the river channel was roughly 14.1 million m3 (before being
washed away by the dam breach). The deposit volume was probably slightly under-
estimated because no volume dilation was presumed in the simulation. For granular
flows or landslides, the volume dilation ratio is customarily between 10 and 20 %, and
at this ratio, the discrepancy between the simulated and measured deposit volumes
can be largely explained.

To further inspect the deposits in detail, two profiles were defined, AA′ and B B ′.
They cut through the deposit along the center-lines of the Anonymous Creek Valley
and the Hsiaolin Slope and were extended across the Cishan River to the opposite
river bank. The deposits on the profiles are drawn in Fig. 9.16. An excellent agreement
between the simulation and the measurements in the Anonymous Creek Valley was
obtained. A maximum discrepancy of about 50 % in depth, however, was found in
the Hsiaolin slope. This was because the west end of the B B ′ profile was near the
590 Height where the impact between the landslide flow and the height was not
correctly simulated (simplified). This implies that the momentum reduction due to
the impact as the flow entering the Hsiaolin Slope was somewhat underestimated in
the simulation and thus deferred its deposition on the slope. In addition, the solid
properties, such as the angle of internal friction, angle of repose, and earth pressure
properties, of the landslide materials, which are largely omitted in the present model,
may also have contributed in part to the discrepancy. From a comparison of the left
halves of the profiles in the Cishan River channel, the effects of the second stage
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Fig. 9.16 Comparison of the actual and the simulated deposits on a the AA′ profile, Anonymous
Creek, and b the B B ′ profile, the Hsiaolin Slope. Points A and B are the origins of the x−axes in
the sub-figures. The black lines are the original basal topography, the red lines are the post-event
topography, and the blue dashed lines are the simulated deposits. The green shaded regions indicate
the location of the village (Reproduced from [57] with courtesy of AGU Pub)

dam breach were identified and the excavation mechanism reshaped the river. The
simulated deposit volume in the river has been applied in a hydrological study of the
dam breach stage of the event [77].

The shape of the simulated deposit has the typical feature that is commonly seen
in simulations using the continuum model. This feature is that the deposit surface is
usually smoother than the real deposit of landslides; see [3]. The reason is that the
resting surface slope in the model, with the present simplifications, is constrained
only by the basal friction. This theoretical property can be seen by substituting
u = 0 into the model equations, which leads to the equation for the surface slope
in terms of the friction and the gravity force. Incorporating the angle of internal
friction, the solid constitutives, such as the Mohr-Coulomb constitutive law [26, 66,
71], or the erosion/deposition mechanism [44, 64, 78], may further improve the
accuracy of the simulation. However, applying these additional constitutive relations
and erosion/deposition mechanisms would involve solving the internal stress states
of the flow in detail which challenges the numerical convergence, stability, and the
justification of the extra rheological parameters. It is therefore beyond the scope
of the present chapter. In the literature, both [24, 26] performed simulations with
considerations of earth pressure coefficients which brought certain solid properties
of the landslide materials into the landslide flow.

Having confirmed the deposits, the landslide motion is examined. Two snapshots
at t = 42 and t = 62 s are shown in Fig. 9.17a, b. These time-steps correspond to the
peak landslide flow at the 590 Height and the west bank of the Cishan River. Upon
hitting the 590 Height, the flow split into two run-out paths (Fig. 9.17a). The main
stream was diverted to flow along the Anonymous Creek Valley, and the second flow
moved through the southern part of the 590 Height into the Hsiaolin Slope and the
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Fig. 9.17 Landslide
snapshots at a t = 42 s, b
t = 62 s. The profiles were
defined for volume flux
calculations. Profile CC ′ was
defined to capture the
volume flux flowing into the
village, profile DD′ was for
resolving the 590 Height
impingement, and profile
E E ′ was for estimating the
arrival of the landslide at the
Cishan River bank. The
arrows represent the flow
velocity, and the maximum
speed was about 50 m/s
along Anonymous Creek
(Reproduced from [57] with
courtesy of AGU Pub)

Hsiaolin village. The maximum speed was as fast as 50 m/s along the main run-out
path.

Three key features of the Hsiaolin landslide remain to be further addressed: (1)
The first impression on the impact of the flow upon the 590 Height; (2) The approach
of the mass flow to the Cishan River valley; and (3) The flow towards the village. For
these purposes, three profiles, DD′, E E ′, and CC ′ were defined and the landslide
volume fluxes crossing these profiles were calculated by integrating over the length
of the profiles. They are plotted in Fig. 9.18a.

A few marking time-stamps were first identified. The front of the landslide flux
reached the 590 Height at 20 s. There was a small negative preceding flux which was
the result from the simplified instantaneous release of the materials of the 590 Height.
Then the flux quickly peaked at 42 s. Diverted by the 590 Height, the landslide flow
splits into two parts as previously discussed. The split fluxes arrived at the Cishan
River bank, E E ′, and flowed toward the village, CC ′, at almost the same time, about
50 s, and both reached the maximum at about 62 and 64 s. The landslide motion came
to rest within about 110 s, and in the model the fluxes became less than 10 % of the
maximum.

The profile CC ′ was defined adjacent to the Hsiaolin village, which was used to
capture the volume flux flowing through the village. Integrating the volume flux with
respect to time, it was found that the total debris volume through the village was
about 1.58×106 m3, only roughly 7 % of the sliding volume. This volume, however,
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Fig. 9.18 a Transient volume fluxes across the profiles defined in Fig. 9.17. The red line is for DD′,
the green line is for E E ′, and the blue line is for CC ′. b The inverted seismic moment source, cf.
Sect. 9.3.3. The origins in both panels are shift for visual comparison of the temporal association
between landslide impacts and inverted seismic moment rate sources (Reproduced from [57], a
with courtesy of AGU Pub. and [58], b with courtesy of InTech Pub)

was the most devastating branch of the landslide stream, and it will be examined in
detail in Sect. 9.3.4.

9.3.3 Associated Seismic Motion

Similar to the previous Tsaoling case, the landslide signals had been captured by the
seismographic network. The ground motions, especially Rayleigh waves, generated
by the landslide were recorded by broadband seismographs [58, 79–81]. The arrival
time of 25 s (period) Rayleigh waves recorded at 8 stations was used to locate the
position of the landslide. In the landslide position determination process, a simple
half-space model with a 3.75 km/s S-wave speed and the inversion algorithm [82]
were adopted. The occurrence time (local) was at 6:16 am and the estimated position
was at (23.2637◦ N, 120.6267◦ E). Compared to the Hsiaolin Village (23.1625◦
N, 120.6444◦ E), the error was about 11.4 km which may arise due to errors in
the arrival time measurements or the simplified model. Another estimation for the
landslide location can be seen in [80].

Take two records for example, Fig. 9.19. The data were recorded at the seismogram
station YHNB and SCZB. It was clearly identified that the waveforms composed
of three sub-events (marked by the arrows in the panels of the seismic signals in
Fig. 9.19). In the waveforms, the frequency contents between 0.033 and 0.05 Hz were
taken for seismic source inversion calculation. For the landslide motion, an equivalent
single-force representation was used [83]. The velocity structure was again the simple
half-space model at a uniform density 2,800 kg/m3 with a P-wave speed 6.5 km/s and
an S-wave speed 3.75 km/s. The surface wave synthetic program [84] was used. To
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Fig. 9.19 a Identified location of the landslide (23.2637◦ N, 120.6267◦ E), marked by the red hollow
start and located by means of seismic recordings. The Hsiaolin Village (23.1625◦ N, 120.6444◦ E),
marked by the green solid dot. Also shown are two example seismograms recorded by seismogram
station SCZB and YHNB (squares). b The seismogram, thick blue line, recorded by SCZB station
and the synthesized seismic motion, thick red line (vertically offset for clarity), with the three
triangular distributed seismic moment rates. The best-fit seismic moment rates have been plotted in
Fig. 9.18b (Reproduced from [58] with courtesy of InTech Pub)

minimize the interferences from the geo-structure inhomogeneities, the waveform at
the closer station (SCZB) was used.

We assumed that there are three sources, expressed in terms of the moment rates,
and they all had simple isosceles-triangular-shaped temporal distributions. For each
sub-event, we adjusted the occurrence time, duration and the total moment to fit
the forward synthetic waveform at SCZB against the observed one. The best fit of
the synthesized waveform was shown by the red thick line in Fig. 9.19b and the
three distributed moment rate was plotted in Fig. 9.18b. The total seismic moments
of these three sub-events were, respectively, 6.0, 1.4 and 3.0 ×1016 Nm, and the
ground motion corresponded to a moment magnitude scale Mw = 5.0 − 5.2. The
converted single force magnitude was about the order of 1011 N. The inversion
calculation showed that the second and third sub-events occurred at 34 and 55 s after
the occurrence of the first sub-event.

If we assume that the first sub-event represents the landslide initiation, these two
moments were quite coincident to the landslide flow which reached the 590 Height
and the channel of the Cishan River. Recall the landslide simulation result, the volume
flux impacting on the 590 Height was approximately the flux through the DD′ profile
and that reaching the Cishan River was the flux through CC ′ and E E ′. For better
visual comparison between the landslide impacts and the inverted seismic sources,
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the origins in Fig. 9.18 are deliberately shifted. The amount of the time shift may
also be associated with simulation errors in the seismic inversion calculation.

Despite the coincidences of the three inverted sub-event sources with the land-
slide initiation and impacts, we noted that there were somewhat unnatural vanish-
ing seismic sources while the landslide was in motion. It was because the seismic
sources were assumed to be composed only of three triangular shaped moment rates
such that the real continuous seismic sources, the landslide motion induced stresses,
were lumped into the three discrete effective sources. The artifact of this simplified
approach was that the resolution of the seismic sources to the landslide motion was
partially lost. Inspecting the seismic data for different perspectives, Lin et al. [80]
estimated the landslide volume to 5 × 106 m3 and Stark et al. [81] reported the esti-
mated landslide speed as about 50 m/s. These estimations agreed well with both the
field investigations and landslide simulations.

There have been growing interests and research achievements on the studies of
seismic response due to landslides. For other worldwide examples, one may refer
to [41, 85] and references therein. In Taiwan, a nation-wide research project has
been initiated in 2014 for feasibility study to extend the capability of the seismic
monitoring network for future landslide identification.

9.3.4 Near-Surface Magnetic Survey and Flow
in the Village

The near-surface magnetic survey was performed by using high sensitivity magnetic
sensors (Geometrics model G-856, with a sensitivity of 0.1 nT) to measure the total
magnetic field strength on the ground surface. Because the magnetic field reacted
strongly to magnetizable materials such as iron and steel, anomalies caused by the
buried artifact structures/objects, e.g. reinforced concrete structures and cars, can
be detected by the magneto-meters and analyzed. With this technology, a set of
high-resolution (20 × 5 m) near-surface magnetic data covering the main township
of Hsiaolin Village was obtained. The survey was performed in October 2009, the
month after the landslide occurred. The instruments and technical details can be
found in [86].

The magnetic anomaly map (colors in Fig. 9.20a) presents the anomalous patterns
of the magnetic dipole fields, and it can be used to derive the amplitude distribution
(contours in Fig. 9.20a) of the zeroth-order analytic signals of the magnetic sources
[87–89]. Superimposing the distributions of the magnetic sources onto the aerial
photograph taken before Typhoon Morakot, it was clearly identified that all of the
magnetic sources corresponded closely with the buildings located in the southern
part of the township, Fig. 9.20b. The sharp boundary of the destruction front of the
landslide, the thick dashed lines in Fig. 9.20b, could be defined by a comparison
between the magnetic anomalies and the aerial photograph. The results suggested
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Fig. 9.20 a Magnetic anomaly (colors) and amplitude of the magnetic zeroth-order analytic signal
(contours) over the main area of Hsiaolin Village. Crosses denote the survey locations. b Aerial
photograph taken before Typhoon Morakot, superimposed with the magnetic analytic signal (white
contours). The thick red dashed line in each panel depicts the sharp destruction boundary of the
debris suggested by the results of the magnetic survey (Reproduced from [57] with courtesy of
AGU Pub)

that the buildings located to the north of the boundary were removed from their
original locations by the impact of the landslide.

The simulation showed that there was a very destructive front. In Fig. 9.21, snap-
shots of the landslide flow in the village during the peak flux period were presented.
The first three snapshots indicated the propagation of the landslide front and the flow
velocity field. The flow entered the village from the north-west side of the village
boundary. More specifically, it was near the exit of the Hsiaolin Slope, which was
around the midpoint of the CC ′ profile. The flow direction was toward the west. The
measured boundary of the magnetic anomalies, the bold red dashed line, were found
to be well coincident with the flow boundary, defined by the contour line of 1 m deep.
Further south at the boundary, the flow was thinner than 1 m. The simulation hence
provided strong evidence that the buildings and the artifact objects in the north of the
village were dislocated into the Cishan river by the landslide while in the south, the
flow did not have enough momentum to shear off the buildings. After the passing of
the flow front, the debris then buried the north side of the village and flowed into the
river channel, cf. the snapshot at t = 100 s.

The kinematic properties of the landslide were examined along the B B ′ profile.
The momentum and the velocity are sketched in Fig. 9.22. The time when the flow
front swept through the village was specifically analyzed and it was between 54 and
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Fig. 9.21 The flow snapshots in the region of the near-surface magnetic surveys. The time-steps
were chosen in the peak flux period, cf. the CC ′ flux in Fig. 9.18a. The village area is enclosed by
the yellow line. The thick bold black line is the east part of Profile B B ′. The profile cuts almost
perpendicularly to the landslide flow front. The thick dashed line indicates the boundary of the
landslide flow defined by the magnetic surveys. The magnetic anomalies are superimposed for
comparison. The color axis, from dark blue to red, represents flow thickness from 0 to 25 m. The
arrows represent the flow velocity (Reproduced from [57] with courtesy of AGU Pub)

60 s in the simulation. During these moments, the flow speed reached 35–50 m/s and
the momentum (per unit density) was about 250 m2/s. The flow height at the impact
was 6–7 m. A much thicker debris then flooded the village at a much later time, 100 s,
in the form of a reflected surge wave, Fig. 9.23. The surge was reflected by the slope
on the opposite side of the Cishan River. The final debris deposit was roughly 17 m
deep. A similar behavior was also found in the Tsaoling landslide when its debris
mass interacted with the foothill river valley [3].

The agreements between simulation and the magnetic surveys on the flow that
entered the Hsiaolin village are a critical justification of the simulation model. The
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(a) (b)

Fig. 9.22 a Momentum and b velocity on profile B B ′. The green shaded regions indicate the
location of the village. Point B is the origin of the x-axis. The figures show the progress of the
landslide front. The flow speed was about 35–40 m/s when it swept over the village which may
be somewhat overestimated because interactions with the village buildings were neglected in the
model (Reproduced from [57] with courtesy of AGU Pub)

achieved good agreements may be attributed to the fact that the landslide was a
spreading dominant flow. In addition to the same conclusion from the empirical
scaling laws of friction, it could be also confirmed by the field observations that the
deposit was composed of grains from fine particles (sub-millimeters in size) to shale
blocks with sizes up to a few meters [56]. Comparing to the characteristic lengths of
the landslide, say V 1/3 approximately 290 m, or the flow thickness, approximately
40 m, the grain sizes were small. Hence, the collective behavior of the landslide
mass showed the characteristics of fluid flows and can be modeled accurately by the
continuum model.

9.3.5 Summary

The rainfall brought by Morakot typhoon triggered the Hsiaolin landslide and devas-
tated the township of Hsiaolin Village. The event was composed of two sub-events:
the landslide and the dam breach. With the present hydrodynamic model, the land-
slide was accurately reconstructed. Both the empirical scaling laws of friction and
rotary shearing tests of the rock properties indicated that the friction coefficient was
about 0.2. This estimated friction coefficient value was confirmed by the numerical
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Fig. 9.23 Flow depth on
profile B B ′. Point B is the
origin of the x–axis. The
black line is the original
basal topography, the red line
is the post-event topography,
and the blue line is the
simulated deposit. The green
shaded regions indicate the
location of the village. The
figure shows that the thick
deposit was formed by the
debris surge being reflected
by the slope on the opposite
side of the Cishan River. The
thickness over the village
was about 17 m. The regress,
or discrepancy between the
simulation and the field
survey, in the river channel
was caused by the dam
breach after the landslide
(Reproduced from [57] with
courtesy of AGU Pub)

calibration based on the minimization of the difference between the simulation and
the measurements. The Voellmy friction law was also tested which yielded a virtually
identical landslide flow. The volume dilation, assumed up to 20 %, also showed an
insignificant effect on the rheological parameters.

The main deposit of the landslide was in the Anonymous Creek and on the Hsiaolin
Slope. Its maximum speed reached about 50 m/s, and the overall landslide duration
was about 110 s. The simulation also showed that there was one branch stream of
the landslide debris created as the result of the landslide impact on the 590 Height,
and it was this stream that overflowed the Hsiaolin Slope into the village. Even
though it was only a minute portion of the landslide mass, this branch stream was
the most devastating flow, sweeping over the northern part of the village at a speed
of 40 m/s. Its destruction of the village was confirmed by corroboration of the near-
surface magnetic measurements and the flow details of the simulation. This good
corroboration is also the key validation of the landslide model for its applicability in
landslide assessments. The simulation deposit in the river channel has been further
integrated with hydrology calculations to resolve the second stage dam breach sub-
event [77].

The Hsiaolin landslide was a large-scale geological failure, and the topography of
the run-out path significantly influenced the flow direction. This large-scale geolog-
ical failure has urged Taiwan government authorities to initiate detailed surveys to
identify potential hazardous sites further beyond shallow slope failures. The surveys
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included predictions of the landslide pathways and deposits with topographies prop-
erly taken into consideration. The present benchmark landslide demonstrated that
the hydrodynamic model can be a valuable analytic tool for this purpose.

9.4 Rotary Shearing Test

A common intriguing phenomenon in avalanche landslides is the high mobility of the
moving mass and it is associated to the low surface drag force. In the spirit of Coulomb
friction law, the friction coefficient is low. According to the statistic empirical laws,
Sect. 9.2.1, the apparent friction coefficient is in general inversely proportional to
the volume of landslides. The volumetric dependency may arise from two major
causes: the loading pressure and shear rate on the basal surface. With advances
of laboratory measurement techniques, the friction weakening phenomena can be
partially explained by experiments. One of the major techniques is the high-pressure
high-speed rotary shearing test. In this section, the laboratory measurement technique
and typical results are briefly presented. The physical understanding of the peculiar
property, which may involve plasticity of pressure-dependent yield properties of soils
and rocks, is currently undergoing and shall not be mentioned.

The high-pressure high-speed rotary-shearing speed tests originated from experi-
mental studies on the frictional material behavior in faults during earthquake motions
in the 1990s, e.g. [90–92]. Since then, researchers have been increasingly perform-
ing tests under an in-situ stress condition to measure the apparent friction coefficient
for landslides [93, 94]. The experimental apparatus is shown in Fig. 9.24a. In the
tests, the sample powders are sandwiched between a pair of solid-cylindrical rock
specimens (Belfast dolerite, or recently Titanium alloy) as shown in Fig. 9.24b. The
contact surfaces of the holding rock cylinders were deliberately roughened to ensure
that the shearing deformation would take place within the sample, and a Teflon sleeve
was mounted to hold the sample powder and its water content while shearing was
applied. The sample diameter is 2.5 cm with a thickness about from 1 to 2 mm.

The in-situ pressure exerted on the slide surface is modeled by the normal stress,
σ = F/(πR2), where R is the radius of the sample and F is the axial force. The nor-
mal pressure is adjustable between 0 and 10 MPa, which corresponds approximately
to a landslide depth between 0 and 400 m, having assumed that the mass density is
about 2.5 kg/m3. After the normal stress is applied, a displacement-controlled rotary
mechanism applies a constant rotational angular speed to the sample. The torque T
and angular displacement are then recorded for calculation of the apparent friction
coefficient of the sample and related physical quantities. During the tests, the sample
is assumed at yield condition such that the shear stress, τ , is uniformly distributed
on the yield surface. The torque is therefore T = 2

3πτ R3. The apparent friction
coefficient is calculated straightforwardly by μ = τ/σ = 3T/(2RF).

Although rigorously speaking, the friction in the rotary tests was caused by the
yielding within the sample material and the inferred friction coefficient represented
the capability of providing the resisting force versus the normal pressure by the thin
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Fig. 9.24 a The high speed rotary shearing apparatus in National Central University, Taiwan, b the
rotary shear cell. The samples were sandwiched between two dolerites as host rocks and tested
under room temperature and humidity (Reproduced from [57] with courtesy of AGU Pub)

shearing layer between the moving part against the stationary part. On natural terrains,
the shearing layers of landslides are formed adjacent to the basal surface with similar
material composites to both sides of the test samples. It is, hence, conjectured that
the surface friction force can be inferred by using the apparent friction coefficient
measured in the experiments.

A slightly indirect physical quantity but often referred in the rotary test is called
the shear speed veq , which is defined as the ratio between the total rate of shear work
W done to the sample material and the shear force πτ R2, i.e. veq = W/(πτ R2). The

total rate of work applied to the sample is W = ∫ R
0 dW = 2π

∫ R
0 θ̇τr2 dr , where θ̇ is

the angular velocity in radian. Because of technological limits, the present maximum
achievable shear speed is about 1.3 m/s. Although this is still at orders of magnitude
far below the maximum speed of avalanche flows, the measured friction coefficient
is by-far the most direct evidence for the friction coefficient. Furthermore, a shear
displacement, deq , is defined as the product of the shear speed and the elapsed time
when the shearing is applied [90]. The experimental procedures can be found in
[95–97]. Recently, it has become increasingly popular to summarize the result of the
rotary shearing tests into a functional form of the apparent friction coefficient in terms
of shear speed or displacement. The friction law is called the ‘velocity-dependent
friction law’ in the related literature.

There are two additional minor concerns about the rotary shearing tests. The
Teflon sleeve could not fully prevent water or heated steam escaping from the sample
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compartment because of the shear-induced and thermal pressurization. Hence there
existed pore-pressure effects during tests. However, these effects were implicitly
lumped into the calculation of the friction coefficient because the total stress approach
was applied. Because fluids probably could escape more easily from our small spec-
imen assembly than in the natural landslide, the measured friction was probably an
upper bound for friction that occurred in the real scenario. The other concern is that
Teflon may be decomposed due to Teflon-rock friction. Fluorine from decomposed
Teflon may enter into the gouge sample because fluorine-containing crystals were
recognized occasionally near the Teflon contact. It is doubted however that Teflon
pieces intrude deep into the gouge sample under pressure. Even if they did, the Teflon
pieces did not affect the observed behavior because the tests with gouge containing
Teflon pieces up to a few tens of percents (by weight) did not show significant changes
in the frictional behavior, Sect. 4.4 in [97]).

In the following two subsections, the results for both landslides are briefly pre-
sented. A complete velocity-dependent friction law has only been completed recently
for the Tsaoling landslide [36, 37], but is still ongoing research for the other landslide.
Therefore, we present the test results in a reversed order to sketch the progression of
the related experimental research.

9.4.1 Rotary Shearing Tests for Hsiaolin Landslide

The mass of the Hsiaolin landslide consisted mainly of Pliocene shale and colluvium
[56]. Both types of materials were collected for the test. The thin, black colluvium,
disturbed by the landslide just above the bed rocks, was sampled using a shovel near
the source scar area (solid red circles in Fig. 9.14b. The shale, on the other hand,
was prepared by crushing and grinding from 25 mm intact cores of the shale rock,
sampled using a portable drilling machine on the slip surface (solid red squares in
Fig. 9.14b). The initial particle size of both types of the samples was finer than 1 mm.
It is speculated that these sample materials were similar to those on the basal surface.

The natural water contents of total 31 colluvium samples were distributed between
9 and 25 %, Fig. 9.25a. Accordingly, the following samples were selected in the test:
one colluvium sample with a natural water content of 23 % by weight, one colluvium
sample with 10 % (wt) added pure water, and one shale sample with 20 % (wt) added
pure water. These samples were assumed to provide good coverage of the water
content of the landslide material during the landslide. In the tests, the sample powders
were sandwiched in the rotary shearing cell, Fig. 9.24b. The filling gap was 1 mm
and the total sample weight in each test was about 1 gw. The samples were sustained
under a normal stress 1.0 MPa during the tests to mimic a 40 m thick avalanche layer.

Figure 9.25b shows the experimental results of the high-speed frictional tests.
The vertical axis is the friction coefficient, and the horizontal axis is the shear dis-
placement. These samples had similar properties: The maximum friction coefficients
occurred near the initial moment, and their values rapidly dropped to constants as
the shearing progressed. The friction coefficients can be expressed as a function of
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Fig. 9.25 Measurement of friction coefficients for the Hsiaolin landslide. a Water content distribu-
tion of the samples. b The friction coefficients versus the accumulative shearing displacement. The
normal stress was 1.0 MPa and the shearing speed was 1.3 m/s. The shearing distance is defined as
the product of the shearing speed and the elapsed time when the shearing is applied [90]. The collu-
vium and shale samples were collected from the landslide field. Sample HDR 382 (shale powders)
was prepared with crushed, dried shale core with added pure water at 10 % by weight. Sample HDR
383 was colluvium with the water content at 10 % by weight. Sample HDR 321 was colluvium with
(preserved) saturated natural water content (23 % wt) (Reproduced from [57] with courtesy of AGU
Pub)

the shear displacement, the shear speed and the normal pressure, which is referred
to as the velocity-dependent friction law in the literature [98].

For the present samples, the peak friction coefficients were about 0.3 except that
of the sharp initial peak of the colluvium of 10 % water. The constant steady-state
friction coefficients were between 0.1 and 0.2, which correspond to the angles of the
basal friction 5.7 ◦ and 11.3 ◦, and the colluvium samples had the lower values. The
data indicated that the friction coefficient rapidly reduced to the steady-state values
within a few meters of slip. These values agree excellently with that calibrated by
the numerical simulation. It is then assumed that these constant terminal values of
the friction coefficient remain for the rest of landslide motion. Further tests with
a wider range of shear speeds reveal that the asymptotic behavior and the terminal
value of the friction coefficient are dependent on the shear speed. In the literature, the
terminal value is called steady-state friction coefficient. The extrapolation of using
the constant value relies on the asymptotic behavior of the friction coefficient with
respect to the shear speed and it is experimentally verified with the Tsaoling landslide
case in the next section.

9.4.2 Rotary Shearing Tests for Tsaoling Landslide

Similar close correlation between the measured friction coefficient and the back-
analysis simulation was also found by comparing the results from separated experi-
mental and theoretical studies on the Tsaoling landslide. The landslide was triggered
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by the Chi-Chi earthquake and had a sliding mass about five times of the Hsiaolin
landslide. The initial scar depths was estimated between 120 and 200 m at an average
depth about 140 m [6, 8]. The test samples prepared for the tests were mainly con-
sisted of crushed shale and fault gouge. Shale is the weaker material in the alternated
sandstone and shale beds in the landslide site. The materials were collected from the
Cholan formation immediately below the sliding surface. The powdered gouge is
thought to control the frictional sliding behavior rather than other stronger materials
such as sandstones. The normal stress was set to 3.0 MPa, which corresponds to an
overburden pressure of the landslide mass of about 140 m thickness (assumed density
about 2,430 kg/m3 [37]). Both wet (25 % wt) and dry conditions were tested.

The yield properties of the samples exhibit two types of characteristics: friction
(slip) strengthening and weakening as the material is sheared. They are classified
according to a critical shear speed vcr . For the Tsaoling landslide, the critical shear
speed is around 0.1 and 0.15 m/s, below which friction strengthening occurs. Because
only fast avalanche landslides are presented, we do not pursue the friction strength-
ening regime further. When being sheared with high speeds, the apparent friction
coefficient in general exhibits a typical behavior: it rapidly reaches a peak value;
then decays exponentially and settles to a steady-state value. For the Tsaoling shale
powder, Fig. 9.26a presents four sets of test results at three shear speeds. It can be
seen that the steady-state values of the friction coefficient decreases as increasing
of the shear speed. An idealized sketch of the apparent friction coefficient versus
the shear displacement is shown in Fig. 9.26b. Parameters controlling the behavior
are also defined therein. Note that our parameter symbols are slightly different from
those defined in [37].

In the velocity-dependent friction law, the apparent angle of the basal friction
was proposed to be a function of the shear velocity (displacement). We focus on the
friction weakening regime of the friction law which can be fitted with the following
expression

μ(deq) = μss + (μp − μss) exp(ln(0.05) deq/Dc), (9.6)

where μss , μp and Dc are the steady-state, peak friction coefficient and the shear
displacement at 95 % reduction of the friction coefficient from the peak to steady-
state value, as defined in Fig. 9.26b. For the friction weakening tests, including those
presented in Fig. 9.26a, the best-fitted values for parameters in (9.6) are tabulated in
Table 9.5.

Repeating the test procedure for various shear speeds, the steady-state friction
coefficients are collected and, in the friction weakening regime, they can be fitted
against the shear speed by

μss = μ∞
ss + (μp − μ∞

ss ) exp(−veq/vcr ), (9.7)

where μ∞
ss is the steady-state friction coefficient at infinite shear speed and vcr is a

material-associated critical shear speed that distinguishes the friction strengthening
and weakening regimes. Using the Tsaoling landslide materials, the data and fitted
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Fig. 9.26 Measurement of friction coefficients for the Tsaoling landslide. a Friction coefficients
versus accumulative shearing displacement. The normal stress was 3.0 MPa. The shearing speed
varies from 0.5 to 1.3 m/s, as indicated by the data legends. The samples were fault gouge collected
from the landslide field. The water contents of the samples were all 25 % (wt). b A typical friction
coefficient in the friction weakening regime, as a function versus the shear displacement, (9.6)

Table 9.5 Friction weakening parameters in (9.6)

Test number veq (m/s) μp μss Dc (m)

LHVR0123 0.43 0.40 0.18 8.55

LHVR0258 0.43 0.36 0.13 8.55

LHVR0129 0.50 0.37 0.15 2.94

LHVR0124 0.87 0.36 0.05 5.60

LHVR0125 1.30 0.36 0.05 3.97

LHVR0291 1.30 0.40 0.08 3.42

The normal pressure for all tests is 3.0 MPa

values are shown in Fig. 9.27. For clarity, only the wet sample data points are plotted
while both fitted expressions for both wet and dry samples are presented.

For the avalanche landslide, the apparent friction coefficient is expected to
approach μ∞

ss in virtue of the velocity-dependent friction law because of the rapid
landslide motion. With the present available data [36, 37], μ∞

ss is 0.162 (9.20◦)
for the dry samples and 0.076 (4.35◦) for the wet samples. In the wet samples,
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Fig. 9.27 Apparent friction coefficient as function of shear velocity. The measurement data are
from the wet fault gouge samples taken from [37] and the normal pressure is 3.0 MPa. The dark thick
solid lines are the fitted expressions for the wet samples: the constant ultimate friction coefficient
(μult ) in the friction strengthening regime, the constant peak friction coefficient (μp) and the friction
weakening curve (9.7). The friction strengthening and weakening regime are divided by the critical
shear speed (vcr ), which is about 0.15 m/s. The fitted expressions, as light grayed lines, of the dry
samples [36], are superimposed for comparison. The asymptotic friction coefficients, μ∞

ss , of the
dry and wet samples form a bound of the friction coefficient for the fast landslide motion. The direct
shear tests, equivalent to low shear speed tests, are also plotted. The direct shear tests correspond
to the friction strengthening regime and the friction coefficient is at the level of μult

the pore pressure of the liquid reduces the effective stress, therefore, the material
strength, and leads to a lower value of the friction coefficient than the dry samples.
Finally, for the Tsaoling landslide, the samples were tested under 3.0 MPa normal
stress to mimic the overburden pressure at 140 m deep. Under such confinement
constraint, the bound of the steady-state friction coefficient based on the samples,
μ∞

ss ∈ (0.076, 0.162), is found on the lower side compared to that measured for the
Hsiaolin landslide. This bound also perfectly brackets the result of the numerical
calibration (μ = tan 7.813◦ = 0.137).

For the two landslides, the tests were performed under the normal stresses accord-
ing to the overburden pressure the landslide mass exerted on the slip surfaces. The
experimental results show that the Tsaoling landslide has a lower apparent friction
coefficient than the Hsiaolin landslide. Because the overburden pressure scales pro-
portionally to the landslide mass in usual situations, the experiments indicate that the
well-known inverse proportionality of the apparent friction coefficient with respect
to the landslide volume is likely to be associated with the dependence of the friction
weakening phenomena on the confinement stresses. The physical mechanisms may
involve the plasticity or microscopic fracturing of the landslide materials. Concen-
trating on the kinematics of landslide motion, we do not pursue the physical under-
standings of the friction weakening phenomena further and the interested readers are
referred to the work of credited research groups.
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Appendix A
Some Proofs

A.1 Proof of the Asymptotic Expansions (4.86)

Here we prove approximations (4.86) by using the thin-layer assumptions ζ = O(ε),
v = O(1), U = O(ε) and (4.84). The functions on the left-hand sides in (4.86),
except �(v), are expanded up to terms of order O(ε1+γ).

• Relation (4.86a) was already deduced in (4.73).
• Estimations (4.86b), (4.86c) are direct consequences of (4.86a) and v = O(1).
• For (4.86d) we use (2.88) as follows:

M ≡ (I − ζ˜W)−1 M0 (I − ζ˜W)−T

= (I + ζ˜W + O(ε2)) M0 (I + ζ˜W + O(ε2))T = M0 + O(ε).

Then, assumptions p = O(ε), P = O(ε) and J = J0 + O(ε) immediately yield
(4.86d).

• In order to deduce (4.86e) we use definition (4.32) of �(−p M, 0), assumption
p = O(ε), definition 2Ω ≡ tr ˜W of the mean curvature Ω , and approximations

J = J0 + O(ε), B ≡ F(I − ζ˜W) = F + O(ε), M = M0 + O(ε).

• With B = F + O(ε) and P = O(ε), the term �(P) defined in (4.35) and arising in
expression (4.33) of �(P, p) is estimated as

�(P) ≡ −BT F−T
˜H·P = −˜H·P + O(ε2) = O(ε).

Then, J = J0 + O(ε) and p = O(εγ) turn J�(P, p) into (4.86f).
• Now, inserting B = F(I − ζW) into expression (4.35)2 of �(v) we obtain
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�(v) ≡ −BT F−T
˜H·(v ⊗ v) = −(I − ζ˜W)T

˜H·(v ⊗ v)

= −˜H·(v ⊗ v) + ζ˜WT
˜H·(v ⊗ v) = −˜H·(v ⊗ v) + O(ε),

which shows (4.86g).
• Combining the above exact expression of �(v) with approximation (4.86a) of J
yields (4.86h).

• The equality asserted by (4.86i) follows from definition (4.34) of �(v, v) by using
estimations (4.86a) and (4.86h) of J and J�(v), respectively, the remark that
v = O(ε) and the relations

B−1 = (I − ζ˜W)−1F−1 = (I + ζ˜W)F−1 + O(ε2),

B−1 ∂B
∂ξα

= (I + ζ˜W)F−1 ∂

∂ξα
(F − ζF˜W) + O(ε2)

= F−1 ∂F
∂ξα

+ ζ

(

˜WF−1 ∂F
∂ξα

− F−1 ∂F˜W
∂ξα

)

︸ ︷︷ ︸

−F−1 ∂

∂ξα
(F˜WF−1) F

+O(ε2).

• Approximation of Jb given in (4.86j) is obtained by straightforward calculations
using the expansions of J and B−1, and expression (4.36)1 of the gravity compo-
nents b.

• The non-dimensional components of the surface velocity uS and mesh velocity w

are formally the same as those from (2.69) and (2.110), respectively. Therefore,
with U = O(ε) we have

w = uS − ζ(I − ζ˜W)−1M0 Grad U = uS + O(ε2) = F−1(vS + Us) + O(ε2),

which, combined with (4.86a), immediately gives (4.86k).
• All we need to do to obtain (4.86l) is to take the dyadic product of v = O(1) with
(4.86k).

• The last relation in (4.86) is deduced by noticing that

v
∂w
∂ζ

= O(ε2),

J (Grad w)v = J0(1 − 2Ωζ)
(

Grad (F−1vS + UF−1s)
)

v + O(ε2)

= J0(1 − 2Ωζ)
(

Grad (F−1vS)
)

v + J0
(

Grad (UF−1s)
)

v

+ O(ε2).

With this the proof of (4.86) is complete.
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A.2 Proof of the Thin-Layer Modelling Equations (4.92)
and (4.93)

In this section we show that, under the asymptotic expansions (4.86) and the Boussi-
nesq approximations (4.70), (4.72), the depth-integrated mass and tangential linear
momentum balance equations (4.65), (4.66) take the forms (4.92) and (4.93). We
start with the depth-integrated mass balance equations (4.65), which we rewrite here
by numbering the terms which we next will refer to:

∂

∂t

∫ h

0
J dζ

︸ ︷︷ ︸

1©
+Div

∫ h

0
J (v − w) dζ

︸ ︷︷ ︸

2©
= −J0

ρb

ρ0
U . (A.1)

Using approximation (4.86a) of J , for the first underbraced term in the above Eq.
(A.1) we obtain

1 =
∫ h

0
J0(1 − 2Ωζ) dζ + O(ε3) = J0h(1 − Ωh) + O(ε3).

For the second term we use (4.86b), (4.86k) and (4.70)1 to get

2 =
∫ h

0
Jv dζ −

∫ h

0
Jw dζ =

∫ h

0
J0
{

v − 2Ω(ζv)
}

dζ

−
∫ h

0
J0
{

uS − 2ΩζF−1vS
}

+ O(ε3)

= J0h
{

(1 − m1Ωh) v − uS + ΩhF−1vS
}

+ O(ε2+γ).

Insertion of 1 and 2 as derived above into (A.1) proves Eq. (4.92).
Now we examine the tangential linear momentum balance equations (4.65), for

which most of the terms are identified by numbers as follows:

∂

∂t

∫ h

0
J v dζ

︸ ︷︷ ︸

1©
+Div

∫ h

0
J {v ⊗ (v − w) + pM − P} dζ

︸ ︷︷ ︸

2©
+
∫ h

0
J �(−p M, 0) dζ

︸ ︷︷ ︸

3©
+
∫ h

0
J �(P, p) dζ

︸ ︷︷ ︸

4©

(A.2)
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= −J0

{

ρb

ρ0
U v + p

}

ζ=0

+
∫ h

0
J b dζ

︸ ︷︷ ︸

5©
+
∫ h

0
J �(v, v) dζ

︸ ︷︷ ︸

6©
−
∫ h

0
J

{

(Grad w)v + v
∂w
∂ζ

}

dζ

︸ ︷︷ ︸

7©

.

By computations as above, for the underbraced terms in (A.2) we obtain

1© = J0h(1 − m1Ωh) v + O(ε2+γ),

2© = J0h
[

(m2 − m3Ωh) v ⊗ v + p M0 − P − v ⊗ uS + m1Ωh v ⊗ F−1vS
]

+ O(ε2+γ),

3© = J0h p
[

F−1 ∂F
∂ξα

M0eα + 2ΩF−1s
]

+ O(ε2+γ),

4© = −J0h

[

F−1 ∂F
∂ξα

P eα − 2˜Wp + (˜H·P)F−1s
]

+ O(ε2+γ),

5© = −J0hc
[

(1 − Ωh) F−1s + 1
2h ˜WF−1s

]

+ O(ε3),

6© = −J0h(m2 − m3Ωh)F−1 ∂F
∂ξα

(v ⊗ v)eα

+ 1
2 J0m3h2F−1 ∂

∂ξα
(F˜WF−1)F(v ⊗ v)eα

+2J0h

[(

1 − ρb

ρ0

)

U + 1
2βh

]

˜Wv

−J0h
[

a(m2 − m3Ωh) − 1
2m3ãh

]

F−1s − 1
2 J0m3ah2

˜WF−1s + O(ε2+γ),

7© = J0h
[

Grad uS − m1ΩhGrad (F−1vS)
]

v + O(ε2),

where

ã ≡ ˜WT
˜H·(v ⊗ v) = ˜H v·˜W v.

Inserting the preceding expressions of the terms 1©– 7© into (A.2) and making use of
formula (4.91) for the mean pressure, we find
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∂

∂t

{

J0h(1 − m1Ωh) v
}

+Div
{

J0h
[

(m2 − m3Ωh) v ⊗ v + p M0 − P − v ⊗ uS

+m1Ωh v ⊗ F−1vS
]}

= −J0

{

ρb

ρ0
U v + p

}

ζ=0

− 2J0h ˜W
[

p −
(

1 − ρb

ρ0

)

U v − 1
2βhv

]

−J0hF−1 ∂F
∂ξα

[

p M0 − P + (m2 − m3Ωh) v ⊗ v
]

eα

−J0h
[(

c + am2 − 1
2m3ãh − ˜H · P

)

I + p ˜W
]

F−1s

+ 1
2 J0m3h2F−1 ∂

∂ξα
(F˜WF−1)F(v ⊗ v)eα

−J0h
[

Grad uS − m1ΩhGrad (F−1vS)
]

v + O(ε2+γ).

(A.3)

Equation (A.3) can be further written in the more compact form (4.93) if we multiply
it from the left by F. So, appeal to (1.17) and

∂F
∂t

= Grad vS

yields

∂

∂t

{

J0h(1 − m1Ωh) Fv
}

+Div
{

J0hF
[

(m2 − m3Ωh) v ⊗ v + p M0 − P − v ⊗ uS

+m1Ωh v ⊗ F−1vS
]}

= −2J0h F˜W
[

p −
(

1 − ρb

ρ0

)

U v − 1
2βhv

]

−J0h
(

c + am2 − 1
2m3ãh − ˜H · P

)

s − J0h p F˜WF−1s

+ 1
2 J0m3h2 ∂

∂ξα
(F˜WF−1)F(v ⊗ v)eα − J0

ρb

ρ0
U F v

ζ=0
+ J0Ffb

+J0h(1 − m1Ωh) (Grad vS) v
︸ ︷︷ ︸

−J0hF(Grad uS)v

(A.4)

+J0m1Ωh2 F
(

Grad (F−1vS)
)

v
︸ ︷︷ ︸

+J0h
∂F
∂ξα

(−v ⊗ uS + m1Ωhv ⊗ F−1vS
)

eα + O(ε2+γ).

We derive useful expressions for the underbraced terms. Recall that

uS = F−1(vS + Us),

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_1
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see (2.69), so that

Grad vS = Grad (FuS − Us )

= FGrad uS + ∂F
∂ξα

uS ⊗ eα − UGrad s − s ⊗ Grad U

= FGrad uS + ∂F
∂ξα

uS ⊗ eα − UF˜W − s ⊗ GradU ,

and hence

(Grad vS) v = F(Grad uS)v + ∂F
∂ξα

(uS ⊗ v)eα − UF˜Wv

−(v · GradU)s.
(A.5)

Then, using (1.15), we have

F
(

Grad (F−1vS)
)

v =
(

Grad vS − ∂F
∂ξα

(

F−1vS ⊗ eα

)

)

v

= (Grad vS)v − ∂F
∂ξα

(F−1vS ⊗ v)eα.

(A.6)

With (A.5) and (A.6), we can now compute the sum of the last four significant terms
in Eq. (A.4). We also use formula (1.19) with A ≡ F.1 We obtain

J0h(1 − m1Ωh)(Grad vS) v − J0hF(Grad uS)v

+ J0m1Ωh2F
(

Grad (F−1vS)
)

v

+ J0h
∂F
∂ξα

(−v ⊗ uS + m1Ωhv ⊗ F−1vS
)

eα

= J0h

{

(Grad vS) v − F(Grad uS)v − ∂F
∂ξα

(v ⊗ uS) eα

}

− J0m1Ωh2

{

(Grad vS) v − F
(

Grad (F−1vS)
)

v

− ∂F
∂ξα

(

v ⊗ F−1vS
)

eα

}

= −J0hUF˜Wv − J0h(v · Grad U)s

+ J0h
∂F
∂ξα

{uS ⊗ v − v ⊗ uS} eα

+ J0m1Ωh2 ∂F
∂ξα

{

v ⊗ F−1vS − F−1vS ⊗ v
}

eα

= −J0hUF˜Wv − J0h(v · Grad U)s.

1In earlier papers by Luca et al. [1, 2] we did not notice formula (1.19). As a consequence, the
corresponding depth-averaged tangential linear momentum balance equations contain terms which

are actually zero. These terms are of the form
∂F
∂ξα

(u ⊗ v − v ⊗ u)eα.

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_1
http://dx.doi.org/10.1007/978-3-319-02627-5_1
http://dx.doi.org/10.1007/978-3-319-02627-5_1
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Insertion of this result into (A.4) yields the tangential linear momentum balance
equation (4.93).

A.3 Proof of the Depth-Integrated Hybrid Linear
Momentum Balance Equation (4.109)

Here we prove that the combination (4.108), that is,

c
∂

∂t

∫ h

0
Jv dζ + cDiv

∫ h

0
J {v ⊗ (v − w) − S} dζ

+
(

∂

∂t

∫ h

0
J v dζ

)

s +
(

Div
∫ h

0
J {v(v − w) − t} dζ

)

s

= −J0c
ρb

ρ0
Uv

ζ=0
− J0c s

ζ=0
− J0

ρb

ρ0
Uv

ζ=0
s

− J0 σ
ζ=0

s −
(∫ h

0
J dζ

)

s, (A.7)

can be stated as (4.109).
First, we compute the sum of the terms involving the time derivative on the left-

hand side of (A.7). Clearly, since c and s are independent of the variable ζ, we
have

c
∂

∂t

∫ h

0
Jv dζ +

(

∂

∂t

∫ h

0
J v dζ

)

s

= ∂

∂t

∫ h

0
J (cv + v s) dζ −

∫ h

0
J

(

∂c

∂t
v + v

∂s
∂t

)

dζ.

(A.8)

We rely on the relations

v = Bv − vs, v = 1

c
Bv · s + cv,

see (2.96), to compute cv + v s in the first integral on the right-hand side of (A.8)
as follows:

cv + v s = c(Bv − vs) +
(

1

c
Bv · s + cv

)

s = c Bv + 1

c
(s ⊗ s)Bv.

Therefore, we have

cv + v s = c

(

I + 1

c2
s ⊗ s

)

Bv. (A.9)

Then, for the second integral on the right-hand side of (A.8) we invoke the formulae

∂c

∂t
= −cs · F−T (˜HuS + Grad U),

∂s
∂t

= F˜WuS + FM0Grad U ,

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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see Exercise 2.8. For simplicity, we use these relations in the form

∂c

∂t
= −c a · s,

∂s
∂t

= 1

c

∂c

∂t
s + a, a ≡ F−T (˜HuS + Grad U), (A.10)

which can be deduced by recalling ˜W = M0˜H and expression (2.50) of M0. Thus,
we have

∂c

∂t
v + v

∂s
∂t

= ∂c

∂t
(Bv − vs) +

(

1

c
Bv · s + cv

)

∂s
∂t

= ∂c

∂t
Bv + 1

c
(Bv · s)

∂s
∂t

+ v

(

−∂c

∂t
s + c

∂s
∂t

)

= ∂c

∂t
Bv + 1

c2
(Bv · s)

∂c

∂t
s + 1

c
(Bv · s) a + cva

= ∂c

∂t

(

I + 1

c2
s ⊗ s

)

Bv + 1

c
(Bv · s) a + cva

= −c (a · s)
(

I + 1

c2
s ⊗ s

)

Bv + 1

c
(Bv · s) a + cva.

Using the result above and formula (A.9), relation (A.8) can be further written as

c
∂

∂t

∫ h

0
Jv dζ +

(

∂

∂t

∫ h

0
J v dζ

)

s = ∂

∂t

{

c

(

I + 1

c2
s ⊗ s

)∫ h

0
JBv dζ

}

+ c (a · s)
(

I + 1

c2
s ⊗ s

)∫ h

0
JBv dζ

−1

c

{(∫ h

0
JBv dζ

)

· s
}

a − c

(∫ h

0
Jv dζ

)

a.

(A.11)

Finally, we want to take the matrix

c

(

I + 1

c2
s ⊗ s

)

(A.12)

out of the time differentiation operator arising on the right-hand side of (A.11). Using
(A.10) we deduce

∂

∂t

{

c

(

I + 1

c2
s ⊗ s

)}

= ∂c

∂t

(

I + 1

c2
s ⊗ s

)

− 2

c2
∂c

∂t
s ⊗ s + 1

c

(

∂s
∂t

⊗ s + s ⊗ ∂s
∂t

)

= ∂c

∂t

(

I + 1

c2
s ⊗ s

)

+ 1

c
(a ⊗ s + s ⊗ a) ,

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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so that relation (A.11) turns into

c
∂

∂t

∫ h

0
Jv dζ +

(

∂

∂t

∫ h

0
J v dζ

)

s = c

(

I + 1

c2
s ⊗ s

)

∂

∂t

∫ h

0
JBv dζ

+ 1

c

{(∫ h

0
JBv dζ

)

· a
}

s − c

(∫ h

0
Jv dζ

)

a.

(A.13)

The next step in the proof of (4.109) is the computation of the sum of the two
terms in (A.7) involving the divergence operator. We use the formulae

f DivT = Div ( f T) − TGrad f,

(Div v) u = Div (u ⊗ v) − (Grad u) v,

to obtain

cDiv
∫ h

0
J {v ⊗ (v − w) − S} dζ +

(

Div
∫ h

0
J {v(v − w) − t} dζ

)

s

= Div
∫ h

0
J
{

c
(

v ⊗ (v − w) − S
)

+ s ⊗
(

v(v − w) − t
)}

︸ ︷︷ ︸

1©
dζ

−
∫ h

0
J
{(

v ⊗ (v − w) − S
)

Grad c + (Grad s)
(

v(v − w) − t
)}

︸ ︷︷ ︸

2©
dζ.

(A.14)

By virtue of (A.9) and

S = BT − s ⊗ t, t = 1

c
TBT s + c t,

see (2.98), for the term above denoted by 1© we deduce

1© = (cv + v s) ⊗ (v − w) − c(BT − s ⊗ t) − s ⊗
(

1

c
TBT s + c t

)

= (cv + v s) ⊗ (v − w) − c BT − 1

c
(s ⊗ s) BT

= (cv + v s) ⊗ (v − w) − c

(

I + 1

c2
s ⊗ s

)

BT

= c

(

I + 1

c2
s ⊗ s

)

B
(

v ⊗ (v − w) − T
)

.

(A.15)

To compute 2© we first invoke

(v ⊗ (v − w))Grad c = (v ⊗ Grad c) (v − w)

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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to rewrite 2© as

2© =
(

v ⊗ Grad c + v Grad s
)

(v − w)
︸ ︷︷ ︸

λ©
−
(

SGrad c + (Grad s)t
)

︸ ︷︷ ︸

μ©
.

(A.16)

Then, recall the relations

Grad c = −c˜HF−1s, Grad s = F˜W = (I − s ⊗ s)F−T
˜H, (A.17)

see (2.51), and obtain

λ© =
(

− (cv + v s) ⊗ ˜HF−1s + vF−T
˜H
)

(v − w)

= −
(

(cv + v s) ⊗ (v − w)
)

˜HF−1s + vF−T
˜H(v − w)

= −c

(

I + 1

c2
s ⊗ s

)

B
(

v ⊗ (v − w)
)

˜HF−1s + vF−T
˜H(v − w).

The above mentioned expressions of S, t, Grad c and Grad s are accounted for to
deduce

μ© = (BT − s ⊗ t)Grad c + Grad s
(

1

c
TBT s + c t

)

= BTGrad c + 1

c
(Grad s)TBT s + (cGrad s − s ⊗ Grad c )t

= BTGrad c + 1

c
(Grad s)TBT s + cF−T

˜Ht

= BTGrad c + 1

c

(

F−T
˜H + 1

c
s ⊗ Grad c

)

TBT s + cF−T
˜Ht

= BTGrad c + 1

c2
(s ⊗ BTGrad c) s + 1

c
F−T

˜HTBT s + cF−T
˜Ht

= BTGrad c + 1

c2
(s ⊗ s) BTGrad c + 1

c
F−T

˜HTBT s + cF−T
˜Ht

= −c

(

I + 1

c2
s ⊗ s

)

BT˜HF−1s + 1

c
F−T

˜HTBT s + cF−T
˜Ht.

Inserting λ© and μ© as given above into (A.16) it follows that

2© = −c

(

I + 1

c2
s ⊗ s

)

B
(

v ⊗ (v − w) − T
)

˜HF−1s

− 1

c
F−T

˜HTBT s + F−T
˜H
(

v(v − w) − ct
)

.

http://dx.doi.org/10.1007/978-3-319-02627-5_2
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Furthermore, by means of

v(v − w) = 1

c
(Bv · s)(v − w) + cv(v − w)

= 1

c
(v · BT s)(v − w) + cv(v − w)

= 1

c
((v − w) ⊗ v) BT s + cv(v − w),

we arrive at

2© = −c

(

I + 1

c2
s ⊗ s

)

B
(

v ⊗ (v − w) − T
)

˜HF−1s

+ 1

c
F−T

˜H
{

B
(

v ⊗ (v − w) − T
)}T

s + c F−T
˜H
(

v(v − w) − t
)

.

(A.18)

Now, substitution of 1© and 2© in (A.14) with their expressions given by (A.15) and
(A.18), respectively, yields

cDiv
∫ h

0
J {v ⊗ (v − w) − S} dζ +

(

Div
∫ h

0
J {v(v − w) − t} dζ

)

s

= Div

{

c

(

I + 1

c2
s ⊗ s

)∫ h

0
JB
(

v ⊗ (v − w) − T
)

dζ

}

+ c

(

I + 1

c2
s ⊗ s

){∫ h

0
JB
(

v ⊗ (v − w) − T
)

dζ

}

˜HF−1s

− 1

c
F−T

˜H
{∫ h

0
JB
(

v ⊗ (v − w) − T
)

dζ

}T

s

− c F−T
˜H
∫ h

0
J
(

v(v − w) − t
)

dζ.

(A.19)

As in the case of (A.11), we want to take the matrix (A.12) out of the divergence
operator arising on the right-hand side of (A.19). To this end we use the formula

Div (AB) = A (DivB) + (Grad A) BT , (A.20)

valid for the second order matrix functions A and B, where

Grad A ≡ ∂A
∂ξα

⊗ eα. (A.21)
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We explain the dyadic product on the right-hand side of (A.21). For the two-column
matrix v and the second order matrix A, by A ⊗ v and v ⊗ A we understand

(A ⊗ v)B ≡ ABT v, (v ⊗ A)B ≡ (B · AT )v, (A.22)

for any second order matrix B. Note that, if a, b and c are two-column matrices, then

(a ⊗ b) ⊗ c = a ⊗ (b ⊗ c). (A.23)

Definition (A.22)1 clarifies the meaning of (A.21), and (A.22)2, (A.23) will be sub-
sequently used. Thus, we have

Grad

{

c

(

I + 1

c2
s ⊗ s

)}

= ∂

∂ξα

{

c

(

I + 1

c2
s ⊗ s

)}

⊗ eα

= ∂c

∂ξα

(

I + 1

c2
s ⊗ s

)

⊗ eα + c
∂

∂ξα

(

1

c2
s ⊗ s

)

⊗ eα

=
(

I + 1

c2
s ⊗ s

)

⊗ Grad c − 2

c2
(s ⊗ s) ⊗ Grad c

+1

c

(

∂s
∂ξα

⊗ s + s ⊗ ∂s
∂ξα

)

⊗ eα

=
(

I + 1

c2
s ⊗ s

)

⊗ Grad c − 2

c2
(s ⊗ s) ⊗ Grad c

+ 1

c

(

∂s
∂ξα

⊗ s
)

⊗ eα + 1

c
s ⊗ Grad s

=
(

I − 1

c2
s ⊗ s

)

⊗ Grad c + 1

c

(

∂s
∂ξα

⊗ s
)

⊗ eα + 1

c
s ⊗ Grad s.

(A.24)

To make transparent the computations in the right-hand side of (A.19) we introduce
the notation

X ≡
∫ h

0
JB
(

v ⊗ (v − w) − T
)

dζ, (A.25)

so that, using (A.20), the divergence term on the right-hand side of (A.19) reads

Div

{

c

(

I + 1

c2
s ⊗ s

)

X
}

= c

(

I + 1

c2
s ⊗ s

)

DivX + Grad

{

c

(

I + 1

c2
s ⊗ s

)}

XT .

(A.26)

With the result stated in (A.24) and definitions given by (A.22) we have
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Grad

{

c

(

I + 1

c2
s ⊗ s

)}

XT

=
(

I − 1

c2
s ⊗ s

)

XGrad c + 1

c

(

∂s
∂ξα

⊗ s
)

Xeα + 1

c
(X · Grad s) s

= XGrad c − 1

c2
(XGrad c · s) s + 1

c

(

∂s
∂ξα

⊗ XT s
)

eα

+ 1

c
(X · Grad s) s = XGrad c − 1

c2
(XGrad c · s) s

+ 1

c
(Grad s )XT s + 1

c
(X · Grad s) s.

Substituting Grad c and Grad s with their expressions (A.17) we further obtain

Grad

{

c

(

I + 1

c2
s ⊗ s

)}

XT

= −c

(

I + 1

c2
s ⊗ s

)

X˜HF−1s + 1

c
F−T

˜HXT s + 1

c
(X · F−T

˜H) s,

and hence, see (A.26),

Div

{

c

(

I + 1

c2
s ⊗ s

)

X
}

= c

(

I + 1

c2
s ⊗ s

)

DivX

−c

(

I + 1

c2
s ⊗ s

)

X˜HF−1s + 1

c
F−T

˜HXT s + 1

c
(X · F−T

˜H) s.
(A.27)

It only remains to use (A.27) in (A.19) to deduce

cDiv
∫ h

0
J {v ⊗ (v − w) − S} dζ +

(

Div
∫ h

0
J {v(v − w) − t} dζ

)

s

= c

(

I + 1

c2
s ⊗ s

)

DivX + 1

c
(X · F−T

˜H) s

−c F−T
˜H
∫ h

0
J
(

v(v − w) − t
)

dζ.

(A.28)

Next, we need to express the terms which are evaluated at ζ = 0 in (A.7) in terms
of the boundary conditions (4.52), (4.53) and (4.38). First note that

J0c
ρb

ρ0
Uv

ζ=0
+ J0c s

ζ=0
+ J0

ρb

ρ0
Uv

ζ=0
s + J0 σ

ζ=0
s

= J0
ρb

ρ0
U (cv + vs)

ζ=0
+ J0 (c s + σs)

ζ=0
.

(A.29)

Then, recall relation (A.9) and use

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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c s + σs = c

(

I + 1

c2
s ⊗ s

)

Bt,

together with B
ζ=0

= F and boundary condition (4.38), to turn (A.29) into

J0c
ρb

ρ0
Uv

ζ=0
+ J0c s

ζ=0
+ J0

ρb

ρ0
Uv

ζ=0
s + J0 σ

ζ=0
s

= c

(

I + 1

c2
s ⊗ s

)(

J0
ρb

ρ0
UFv

ζ=0
− J0Ffb

)

.

(A.30)

Now, with (A.13), (A.28) and (A.30), Eq. (A.7) reads

c

(

I + 1

c2
s ⊗ s

){

∂

∂t

∫ h

0
JBv dζ + DivX

}

+ 1

c
(X · F−T

˜H) s
︸ ︷︷ ︸

1

− c F−T
˜H
∫ h

0
J
(

v(v − w) − t
)

dζ

︸ ︷︷ ︸

2

+ 1

c

{(∫ h

0
JBv dζ

)

· a
}

s
︸ ︷︷ ︸

3

− c

(∫ h

0
Jv dζ

)

a
︸ ︷︷ ︸

4

= c

(

I + 1

c2
s ⊗ s

){

−J0
ρb

ρ0
UFv

ζ=0
+ J0Ffb

}

−
(∫ h

0
J dζ

)

s.

(A.31)

In (A.31) the sums 1 + 3 and 2 + 4 can be further simplified. Indeed, recalling
definition (A.10) of a we have

Bv · a = Bv · (F−T
˜HuS + F−TGrad U)

= Bv · F−T
˜HuS + v · BT F−TGrad U

= Bv · F−T
˜HuS − ζ˜Wv · Grad U + v · Grad U ,

and based on the relation

(I − ζ˜W)T
˜H = ˜H − ζ˜WT

˜H = ˜H − ζ˜HM0˜H = ˜H(I − ζ˜W)

and expression (2.110)1 of w we compute

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_2
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B(v ⊗ w) · F−T
˜H = Bv · F−T

˜Hw
= Bv · F−T

˜H
(

uS − ζ(I − ζ˜W)−1M0Grad U
)

= Bv · F−T
˜HuS − ζv · BT F−T

˜H(I − ζ˜W)−1M0Grad U
= Bv · F−T

˜HuS − ζv · ˜HM0GradU
= Bv · F−T

˜HuS − ζ˜Wv · Grad U = Bv · a − v · Grad U .

Consequently, by means of definition (A.25) of X, we arrive at

1© + 3© = 1

c

{(∫ h

0
JB(v ⊗ v − T)dζ

)

· F−T
˜H
}

s

+1

c

{∫ h

0
J
(−B(v ⊗ w) · F−T

˜H + Bv · a
)

dζ

}

s

= 1

c

{(∫ h

0
JB(v ⊗ v − T) dζ

)

· F−T
˜H
}

s

+1

c

{(∫ h

0
Jvdζ

)

· Grad U
}

s.

Then,

2© + 4© = c F−T
˜H
∫ h

0
J (vv − t) dζ + c

∫ h

0
Jv
(

a − F−T
˜Hw
)

dζ.

With ˜H = M−1
0
˜W and using again the expressions of a and w, we obtain

a − F−T
˜Hw = F−T (˜HuS + Grad U − ˜Hw)

= F−T
(

ζ˜H(I − ζ˜W)−1M0 + I
)

Grad U
= F−T

(

ζM−1
0
˜W(I − ζ˜W)−1M0 + I

)

Grad U
= F−T M−1

0

(

ζ˜W(I − ζ˜W)−1 + I
)

M0Grad U
= F−T M−1

0

(

ζ˜W(I − ζ˜W)−1 + (I − ζ˜W)(I − ζ˜W)−1
)

M0GradU
= F−T M−1

0 (I − ζ˜W)−1M0GradU
=
(

I + 1

c2
s ⊗ s

)

F(I − ζ˜W)−1M0Grad U ,

so that

2© + 4© = c

(

I + 1

c2
s ⊗ s

)

F
{∫ h

0
Jv (I − ζ˜W)−1 dζ

}

M0GradU .

Equation (A.31) therefore becomes
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c

(

I + 1

c2
s ⊗ s

){

∂

∂t

∫ h

0
JBv dζ + DivX

}

= −1

c

{(∫ h

0
JB(v ⊗ v − T) dζ

)

· F−T
˜H
}

s

+ c F−T
˜H
∫ h

0
J (vv − t) dζ − 1

c

{(∫ h

0
Jv dζ

)

· Grad U
}

s

+ c

(

I + 1

c2
s ⊗ s

)

F
{∫ h

0
Jv (I − ζ˜W)−1 dζ

}

M0Grad U

+ c

(

I + 1

c2
s ⊗ s

){

−J0
ρb

ρ0
UFv

ζ=0
+ J0Ffb

}

−
(∫ h

0
J dζ

)

s.

(A.32)

The last step in provingEq. (4.109) consists inmultiplying (A.31) by (1/c)(I−s ⊗ s),
I − s ⊗ s being the inverse matrix of (A.12). We obtain

∂

∂t

∫ h

0
JBv dζ + Div

∫ h

0
JB
(

v ⊗ (v − w) − T
)

dζ

= −
{(∫ h

0
JB(v ⊗ v − T) dζ

)

· F−T
˜H
}

s

+ F˜W
∫ h

0
J (vv − t) dζ −

{(∫ h

0
Jv dζ

)

· Grad U
}

s

− c

(∫ h

0
J dζ

)

s + F
{∫ h

0
Jv(I − ζ˜W)−1 dζ

}

M0GradU
−J0

ρb

ρ0
UFv

ζ=0
+ J0Ffb.

(A.33)

Expressing the stress components T, t as T = −pM + P and t = p, see (3.59), we
can conclude that (A.33) is exactly relation (4.109) which we wanted to show.

A.4 Another Proof of the Depth-Integrated Hybrid Linear
Momentum Balance Equation (4.109)

There is another way to prove (4.109). The idea is to multiply the tangential linear
momentumbalance equation (4.44) from the left byB and then integrate the emerging
relation from 0 to h. Thus, the multiplication of (4.44) by B and the use of (A.20)
yield

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_3
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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∂

∂t
{JBv} +Div

{

J B
(

v ⊗ (v − w) − T
)}

+ ∂

∂ζ

{

J B
(

(v − U)v − p
)}

= J
∂B
∂t

v
︸ ︷︷ ︸

1

+J
∂B
∂ξα

(

v ⊗ (v − w) − T
)

eα

︸ ︷︷ ︸

2

+ J
∂B
∂ζ

(

(v − U)v − p
)

︸ ︷︷ ︸

3

−J
(

B�(−p M, 0) + B�(P, p)
)

︸ ︷︷ ︸

4

+ J Bb
︸︷︷︸

5

+J B�(v, v)
︸ ︷︷ ︸

6

−J B(Grad w)v
︸ ︷︷ ︸

7

−JvB
∂w
∂ζ

︸ ︷︷ ︸

8

.

(A.34)
We compute the circled terms. First, we recall that

B = F(I − ζ˜W) = F − ζF˜W = F − ζGrad s,

see (2.51), and
∂F
∂t

= Grad vS = Grad (FuS − Us),

∂s
∂t

= F˜WuS + FM0Grad U ,

w = uS − ζ(I − ζ˜W)−1M0GradU ,

see (2.66)1, (2.69), Exercise 2.8 and (2.110). Now, using formulae (1.14) and (1.16),
we have

∂B
∂t

= ∂F
∂t

− ζGrad
∂s
∂t

= Grad (FuS − Us) − ζGrad
∂s
∂t

= Grad
(

FuS − Us − ζ(F˜WuS + FM0Grad U)
)

= Grad
(

BuS − Us − ζFM0GradU
)

= Grad (Bw − Us)

= BGrad w + ∂B
∂ξα

w ⊗ eα − UGrad s − s ⊗ Grad U

= BGrad w + ∂B
∂ξα

w ⊗ eα − UF˜W − s ⊗ Grad U ,

so that

1 − 7 = ∂B
∂ξα

(w ⊗ eα) v − UF˜Wv − (v·Grad U) s

= ∂B
∂ξα

(w ⊗ v) eα − UF˜Wv − (v·Grad U) s.

Next,

2 = ∂B
∂ξα

(v ⊗ v)eα − ∂B
∂ξα

(v ⊗ w)eα − ∂B
∂ξα

T eα,

http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_1
http://dx.doi.org/10.1007/978-3-319-02627-5_1
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and
3 = −F˜W

(

(v − U)v − p
)

= −F˜W (vv − p ) + UF˜Wv.

Then, relying on definitions (4.32) and (4.33) of �(−p M, 0) and �(P, p), respec-
tively, we deduce

4 = p

{

∂B
∂ξα

Meα + tr (˜W(I − ζ˜W)−1) s
}

− ∂B
∂ξα

Peα + 2F˜Wp + �(P)s

= − ∂B
∂ξα

Teα + {p
(

˜W · (I − ζ˜W)−T
)+ �(P)

}

s + 2F˜Wp.

Furthermore, we use

�(P) ≡ −BT F−T
˜H·P = −BP·F−T

˜H,

see (4.35), and, with definition (2.86) of M,

˜W · (I − ζ˜W)−T = M0˜H · (I − ζ˜W)−T = ˜H · M0(I − ζ˜W)−T

= ˜H · (I − ζ˜W)M = ˜H · F−1BM = BM·F−T
˜H,

to obtain

4 = − ∂B
∂ξα

Teα − (BT·F−T
˜H) s + 2F˜Wp.

Now, accounting for (4.36), we easily get

5 = B(−cB−1s ) = −c s.

Then, definitions (4.34) and (4.35) of �(v, v) and �(v), respectively, yield

6 = − ∂B
∂ξα

(v ⊗ v)eα+2vF˜Wv + �(v) s

= − ∂B
∂ξα

(v ⊗ v)eα+2vF˜Wv − (B(v ⊗ v)·F−T
˜H
)

s.

Finally, we compute 8 as follows:

8 = B
∂w
∂ζ

= ∂Bw
∂ζ

− ∂B
∂ζ

w = ∂

∂ζ
(BuS − ζFM0Grad U) + F˜Ww

= −F˜WuS − FM0Grad U + F˜Ww = −FM0Grad U + F˜W(w − uS)

= −FM0GradU − ζF˜W(I − ζ˜W)−1M0GradU
= − F

{

I + ζ˜W(I − ζ˜W)−1
}

M0Grad U
= − F

{

(I − ζ˜W)(I − ζ˜W)−1 + ζ˜W(I − ζ˜W)−1}M0Grad U
= − F(I − ζ˜W)−1M0Grad U .

http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_2
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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Now, we substitute the circled quantities in (A.34) with the results above and obtain
the intermediate result

∂

∂t
{JBv}+Div

{

JB
(

v ⊗ (v − w) − T
)}

+ ∂

∂ζ

{

JB
(

(v − U)v − p
)}

= −J
{

B(v ⊗ v − T) · F−T
˜H
}

s + JF˜W(vv − p)

−J (v · GradU) s − Jc s + JvF(I − ζ˜W)−1M0GradU
+ J

∂B
∂ξα

(w ⊗ v − v ⊗ w)eα

︸ ︷︷ ︸

.

(A.35)

We prove that the underbraced term above vanishes. Indeed,

∂B
∂ξα

= ∂F
∂ξα

− ζ
∂F˜W
∂ξα

= ∂F
∂ξα

− ζ
∂Grad s

∂ξα
,

and both F and Grad s enjoy the property (1.18). Therefore, it follows from (1.19)
that

∂B
∂ξα

(w ⊗ v − v ⊗ w)eα = 0,

and with this Eq. (A.35) becomes

∂

∂t
{JBv} + Div

{

JB
(

v ⊗ (v − w) − T
)}

+ ∂

∂ζ

{

JB
(

(v − U)v − p
)}

= −J
{

B(v ⊗ v − T) · F−T
˜H
}

s + JF˜W(vv − p)

− J (v · Grad U)s − Jc s + JvF(I − ζ˜W)−1M0Grad U .

(A.36)

Now, one integrates (A.36) from 0 to h. Using the Leibniz rules (4.56) and boundary
conditions (4.46), (4.38), (4.47) and (4.40), one proves Eq. (4.109).

A.5 Proof of the Modelling Equation (4.111)

Derivation of the following asymptotic expansions is similar to the derivation of the
asymptotic expansions from Appendix A.1:

JBv = J0F
{

v − (2ΩI + ˜W)(ζv)
}+ O(ε2), (A.37a)

JB
(

v ⊗ (v − w) + pM − P
)

= J0F
{

(v ⊗ v) − v ⊗ uS − (2ΩI + ˜W)
(

(ζv ⊗ v) − (ζv) ⊗ uS
)

+p M0 − P
}

+ O(ε2),

(A.37b)

http://dx.doi.org/10.1007/978-3-319-02627-5_1
http://dx.doi.org/10.1007/978-3-319-02627-5_1
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
http://dx.doi.org/10.1007/978-3-319-02627-5_4
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JB
(

v ⊗ v + pM − P
)

= J0F
{

(v ⊗ v) − (2ΩI + ˜W)(ζv ⊗ v) + pM0 − P
}+ O(ε2),

(A.37c)

J (vv − p) = J0 (vv − p) + O(ε1+γ), (A.37d)

Jv · Grad U = J0v · GradU + O(ε2), (A.37e)

J = J0(1 − 2Ωζ) + O(ε2), (A.37f)

JvF(I − ζ˜W)−1M0Grad U = O(ε2). (A.37g)

We depth-integrate the preceding relations and obtain

∫ h

0
JBv dζ = J0F

[

hv − (2ΩI + ˜W) 12m1h2v
]+ O(ε2+γ)

= J0hF
[

(1 − m1Ωh)v − 1
2m1h˜Wv

]+ O(ε2+γ),

(A.38a)

∫ h

0
JB
(

v ⊗ (v − w) + pM − P
)

dζ

= J0F
{

m2h(v ⊗ v) − h(v ⊗ uS) + h p M0 − hP

−(2ΩI + ˜W)
[

1
2m3h2(v ⊗ v) − 1

2m1h2(v ⊗ uS)
]}

+O(ε2+γ) (A.38b)

= J0hF
[

(m2 − m3Ωh)(v ⊗ v) − (1 − m1Ωh)(v ⊗ uS)

+ p M0 − P − 1
2h˜Wv ⊗ (m3v − m1uS)

]

+ O(ε2+γ),

∫ h

0
JB
(

v ⊗ v + pM − P
)

dζ

= J0hF
{

(m2 − m3Ωh)(v ⊗ v) + p M0 − P − 1
2m3h˜Wv ⊗ v

}

+ O(ε2+γ), (A.38c)

∫ h

0
J (vv − p) dζ

= J0h

{(

1 − ρb

ρ0

)

Uv + 1
2βhv − p

}

+ O(ε2+γ), (A.38d)

∫ h

0
Jv · Grad U dζ = J0hv · Grad U + O(ε3), (A.38e)

∫ h

0
J dζ = J0h(1 − Ωh) + O(ε3). (A.38f)



Appendix A: Some Proofs 271

Inserting (A.38) into (4.109) and using the flow rule approximations to cancel the
last integral in (4.109) we deduce

∂

∂t

{

J0hF
[

(1 − m1Ωh)v − 1
2m1h˜W v

]

}

+Div

{

J0hF
[

(m2 − m3Ωh)v ⊗ v + p M0 − P

−(1 − m1Ωh)v ⊗ uS − 1
2h˜W v ⊗ (m3v − m1uS)

]}

= −J0h

{[

(m2 − m3Ωh)v ⊗ v + p M0 − P

− 1
2m3h˜W v ⊗ v

]

· ˜H
}

s

+ J0hF˜W
(

1
2βhv − p

)− J0h(v · Grad U) s − J0hc(1 − Ωh) s

− J0
ρb

ρ0
UFv

ζ=0
− J0Fv

ζ=0
.

(A.39)

Furthermore, expression (4.91) of p and

M0 · ˜H = tr (M0˜H) = tr ˜W = 2Ω,

(v ⊗ v) · ˜H = ˜Hv · v ≡ a,
(

˜W v ⊗ v
) · ˜H = ˜W v · ˜Hv ≡ ã,

turn Eq. (A.39) into (4.111), which we wanted to show.
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Solutions

Solutions to Exercises in Chap. (2)

2.1 From the definitions of τα, τ̃ α, F we have

τ̃α = ∂ r̃
∂ξα

= ∂r
∂Δγ

∂Δγ

∂ξα
= Fγατ γ, (S-1)

so that

φ̃αβ = τ̃α · τ̃ β = (Fγατ γ) · (Fδβτ δ) = Fγα Fδβ(τ γ · τ δ) = Fγα Fδβ φγδ

= F T
αγ φγδ Fδβ = (FT (φγδ)F)αβ,

showing (2.17)1. Next,

b̃αβ = −τ̃ α · ∂n
∂ξβ

= −(Fγατ γ) ·
(

∂n
∂Δδ

∂Δδ

∂ξβ

)

= −Fγα Fδβ

(

τ γ · ∂n
∂Δδ

)

= Fγα Fδβbγδ = F T
αγbγδ Fδβ = (FT (bγδ)F)αβ,

that is, (2.17)2. Formula (2.17)3 can be easily deduced by using (2.17)1,2 as
follows:

˜W = (φ̃αγ)(b̃γβ) = (φ̃αγ)
−1(b̃γβ) = (FT (φαγ)F)−1FT (bγβ)F

= F−1(φαγ)
−1(bγβ)F = F−1(φαγ)(bγβ)F = F−1WF.

2.2 Here we use (S-1):

τ̃ 1 × τ̃ 2 = (Fα1τ α) × (Fβ2τ β) = (F11τ 1 + F21τ 2) × (F12τ 1 + F22τ 2)

= F11F22 (τ 1 × τ 2) + F21F12 (τ 2 × τ 1)

= (F11F22 − F21F12) τ 1 × τ 2 = (det F) τ 1 × τ 2.
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2.6 First we deduce the relation between the components σi j and Σ ik of σ in the
representations σ = σi j ei ⊗ e j = Σ ik ei ⊗ gk . To this end we substitute gk =
A−1

jk e j into the mixed representation, so that we obtain

σi j ei ⊗ e j = Σ ik A−1
jk ei ⊗ e j ⇐⇒ σi j = Σ ik A−1

jk . (S-2)

We use this relation in the definition of divσ and recall formula (3.10) to deduce
that

divσ ≡ ∂σi j

∂x j
ei = ∂σi j

∂ξm

∂ξm

∂x j
ei = ∂

∂ξm

(

Σ ik A−1
jk

)

Amj ei

=
{

∂Σ ik

∂ξm
A−1

jk Amj + Σ ik
∂ A−1

jk

∂ξm
Amj

}

ei =
{

∂Σ ik

∂ξk
+ Σ ik Amj

∂ A−1
jm

∂ξk

}

ei

=
{

∂Σ ik

∂ξk
+ Σ ik 1

J

∂ J

∂ξk

}

ei = 1

J

∂

∂ξk

(

JΣ ik
)

ei ,

which shows (3.11).
2.7 By definition (2.75)2 of A−1 and relation (3.38)1 we have

∂̃ A−1
jk

∂t
= ∂̃

∂t

(

∂x j

∂ξk

)

= ∂

∂ξk

(

∂x j

∂t

)

= ∂w j

∂ξk
= ∂ A−1

jl wl

∂ξk
,

and consequently, from (3.39) we get

∂ A−1
jk

∂t
= ∂̃ A−1

jk

∂t
− ∂ A−1

jk

∂ξl
w l = ∂ A−1

jl w l

∂ξk
− ∂ A−1

jl

∂ξk
w l = A−1

jl

∂w l

∂ξk
,

which justifies relation (3.70).
2.8 Expressed in the Cartesian basis {e1, e2, e3}, the unit normal vector nb to the

basal surface is, see (2.36),

nb = −s1e1 − s2e2 + ce3,

so that
∂ñb

∂t
= −∂s1

∂t
e1 − ∂s2

∂t
e2 + ∂c

∂t
e3. (S-3)

On the other hand, we have

∂ñb

∂t
= a1g1 + a2g2, (S-4)
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see (2.108). The components a1 and a2 are shown in formula (2.109), that is,

aα = −gβα(δ
γ
β − ζ ˜W γ

β)

(

b̃ωγUω + ∂U
∂ξγ

)

, α = 1, 2,

or in matrix form,

a ≡
(

a1

a2

)

= −M(I − ζ˜W)T (˜HuS + Grad U). (S-5)

In the above formula we have used

˜H ≡ (b̃αβ), uS ≡ (U1,U2)T , (gαβ) = M,

see (2.48)2, (2.66)2 and (2.85)1, respectively. Now, since the change of basis
matrix from {e1, e2, e3} to {g1, g2, g3} isA−1, the relation between the Cartesian
components and the contravariant components of the vector ∂ñb/∂t is given by

⎛

⎜

⎜

⎜

⎜

⎜

⎝

−∂s1
∂t

−∂s2
∂t
∂c

∂t

⎞

⎟

⎟

⎟

⎟

⎟

⎠

= A−1

⎛

⎝

a1

a2

0

⎞

⎠ ⇐⇒
⎛

⎜

⎝

−∂s
∂t
∂c

∂t

⎞

⎟

⎠
= A−1

(

a
0

)

.

Using expression (2.80) of A−1, the preceding relation emerges as

∂s
∂t

= −Ba,
∂c

∂t
= 1

c
BT s · a,

which, with the aid of (S-5), can be further written to give the relations stated
in Exercise 2.8.
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Glossary

ASTM American Society for Testing and Materials.
CFL Courant-Friedrichs-Lewy.
DEM Discrete element method.
DTM Digital terrain model.
ENO Essentially non-oscillatory.
GIS Geographic information systems.
InSAR Interferometric synthetic aperture radar.
LIDAR Light detection and ranging.
NOC Non-oscillatory central.
TVD Total variation diminishing.
UC Unified coordinates.
WENO Weighted essentially non-oscillatory.
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Index

A
Active topography, 6
Angle

local inclination, θ, 141
neutral, θn , 141
of basal friction, δ, 122, 139, 179, 185,
213, 215, 216, 222, 223, 227, 228, 242,
243

of internal friction,ϕ, 136, 179, 185, 216,
218, 229, 230

of repose, θn , 141, 179, 181, 229
Approximations

Boussinesq, 100
dynamic, 104
flow rule, 99
ordering, 4, 79
thin-layer, 77, 92, 99

Arc lengths, 47, 145, 151
Aspect ratio, 79, 99
Asymptotic expansions, 105
Avalanche depth, 82

B
Balance laws, 66, 68, 72
Basis

Cartesian, 11
natural, 22, 36, 51
orthonormal, 11, 135
reciprocal, 11, 22, 38

Bed elevation, 78, 91, 151
Bed friction

angle, δ, 122, 124, 136

Coulomb, 121, 133
Coulomb/viscous law, 124
force, 81, 121
law, 121
viscous, 121, 131

Boundary condition
dynamic, 81, 83
kinematic, 81, 83, 94, 97

Boundary conditions, 77
Boussinesq

approximation, 100
coefficients, 100

C
CFL

condition, 167, 172, 174
number, 179, 186, 197

Change of
basis matrix, 10, 30, 36, 41
coordinates, 36, 42, 46
parameters, 45, 151
variables, 24

Chi-Chi earthquake, 203, 206, 208–210, 243
Christoffel symbols, 52, 55, 69
Classes of thin-layer models, 109
Closure relations, 66, 121
Coefficient

drag, C , 122, 124
sliding, χb, 103, 109, 119, 132, 133

Coefficients
Boussinesq, 100
of the first fundamental form, 23, 27
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280 Index

of the second fundamental form, 23, 28
Component

normal, 39
tangential, 39

Components
Cartesian, 12, 40
contravariant, 11, 40, 67
covariant, 11
hybrid, 59
mixed, 6, 40

Condition
no-slip, 81, 128
non-penetration, 80, 83

Constitutive models, 125
Coordinate

lines, 47
velocities, 43

Coordinates
curvilinear, 35, 46, 51
topography-fitted, 35, 45

Coulomb
friction, 177, 183, 211, 213–216, 223,
225, 227–229, 239

Covariant derivative, 64
Curvature

matrix, Weingarten, 23, 29
mean, 24
tensor, 23

D
Density

mass, 66
preserving, 79
uniform, 79

Deposition, 179
heap, 180, 181
rate, 177

Depth-
average, 91
averaged tangential velocity, 92
averaging approach, 91, 93

Depth-averaged
hybrid linear momentum balance equa-
tion, 118

mass balance equation, 111, 118
modelling equations, 7, 93, 105, 108,
111, 113, 121

tangential linear momentum balance
equation, 109, 112

Depth-integrated
horizontal linear momentum balance
equation, 115, 116

hybrid linear momentum balance equa-
tion, 116

mass balance equation, 94, 97, 108, 114
tangential linear momentum balance
equation, 95, 98, 108, 115

vertical linear momentum balance equa-
tion, 116

Digital Terrain Model (DTM), 26
Dimensionless

γ-terms, 88
3D modelling equations in the
topography-fitted coordinates, 86

coordinates, 86
variables, 86

Divergence operator
div, 12, 14

Drag coefficient,C , 131, 211, 215, 216, 222,
225, 227

E
Earth pressure

coefficient k, 136
coefficients k1act/pass , 136
coefficients k1, k2, 138

Earth pressure coefficient, 183, 211, 230
Eigenvalues, 135
Empirical scaling laws of friction, 213, 228,

237
Erosion, 179
Erosion/deposition

law, 80, 141
processes, 6, 26, 45
rate, 25, 33, 80, 143

Euclidean point space, 10
Evolution equation, 26

for the bed elevation b, 34

F
Flow depth, 5, 91
Fluid

incompressible inviscid, 110
Newtonian, 126
viscous non-Newtonian, 126

Form
conservation, 53, 71, 72
conservative, 45, 72
hybrid, 73

Free surface, 78
Friction coefficient, 210, 211, 213, 214, 225,

227, 237
apparent, 212, 228, 239, 240, 243, 244
steady-state, 242, 243, 245
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G
Geographic Information Systems (GIS), 26
Geometric approximation, 99
Gradient operator

grad, 14
nabla, ∇, 12

Gravitational acceleration, 66

I
Interferometric Synthetic Aperture Radar

(InSAR), 26

J
Jacobian

determinant, 36
matrix, 24, 29, 36

Jump across a surface, 80

K
Kinematic equation, 26, 81

L
Leibniz formulae, 92
Light Detection and Ranging (LIDAR), 26
Linear momentum balance equation, 72, 79

depth-integrated horizontal, 115, 116
depth-integrated hybrid, 116
depth-integrated tangential, 95, 98, 108
depth-integrated vertical, 116
horizontal, hybrid form, 73, 90
normal, 69, 88, 106, 115
tangential, 69, 88
vertical, hybrid form, 73, 90

M
Mass balance equation, 72, 79

depth-integrated, 94, 97, 108
Mean curvature, 24
Mean surface stretching, 134, 139
Mesh velocity, 43, 47, 98
Model 1, 135
Model 2, 136
Model 3, 138
Modelling equations

depth-averaged, 78, 92, 105, 108
hierarchy of depth-averaged, 109
intrinsic 3D, 77
thin-layer, 6, 92, 108

Mohr-Coulomb

fluid, 183
constitutive, 210, 211, 230
continuum, 211

Mohr-Coulomb type
material, 133
Model 2, 145, 149
Model 3, 145, 149

Momentum correction factors, 100
Morakot typhoon, 203, 223, 224, 234, 235,

237

N
Nabla symbol, 12
Newtonian model, 129, 132
NOC scheme, 165

one-dimensional, 165
two-dimensional, 167

O
One-dimensional thin flow, 145
Onset of erosion/deposition, 141
Option 1, 145
Option 2, 151

P
Parameter φ, 123
Parameterization, 8, 21, 24, 27, 146
Parametric representation, 24, 27
Plug flow, 101, 132
Power law

fluid, 102
velocity profile, 102, 128

Pressure, 66, 80, 91, 107
depth-averaged, 107
hydrostatic, 104, 107

Principal directions, 140
Product

dyadic, 13
inner, 11, 13
tensor, 11, 72

R
Reynolds number, 127
Rotary

shearing cell, 240, 241
shearing test, 216, 225, 228, 237, 239–
242

Route
conventional, 6, 53, 66
non-conventional, 6, 53, 71
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S
Saint-Venant equations, 4
Second invariant of D, 63, 126
Shallow, 79

mass flows, 3
water equations, 4

Shallowness parameter, 3, 79
Shear

rate, 126
stresses, 104, 132

Single-phase continuum body, 78
Sliding law, 81
Slightly curved topography, 111
Specific body force, 66
Speed of displacement (propagation), 25, 33
Strain-rate tensor, 62, 126, 139
Stretching, 126
Surface, 21

gradient, 63
material, 81
moving, 25
oriented, 23
strain-rate tensor, 64
traction-free, 81

T
Tangent space, 22
Tensor

Cauchy stress, 66
extra-stress, 66, 80
mean stress, 133
metric, 38

Thin-layer approximations, 77, 92, 99
Threshold

criterion, 141
velocity, 141

Topographic bed
active, 6, 26, 78
rigid, 26

stagnant, 26
stationary, 26, 78

Topographic surface, 26, 78
moving, 32, 42
stationary, 27, 35

Typical
length, 79
thickness, 79

U
Unified coordinates (UC), 6, 45, 114
Unit normal vector, 78

field, 23, 27

V
Velocity, 66

-dependent friction law, 240–244
profile, 188, 192
ratio, 188, 190
field, 80
normal, 91, 94, 97, 100
ratio, χ̃b, 9, 102, 188
tangential, 81, 91, 100

Viscosity
apparent, 126
dynamic, 126
effective, 126

Voellmy
law, 211, 213, 225, 227, 229
rheology, 214

W
Weakening

friction, 221, 222, 239, 243, 245
strength, 216, 222

Weingarten matrix, 23, 112
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