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Preface

There is no denying the profound changes that our planet has seen since the advent
of the twentieth century. Chief among these are the dramatic developments in all
things derived from electromagnetism—television, computers, cell phones, just to
name a few. But where materials and mechanics are concerned, the developments
are less obvious. Though aircraft, automobiles, buildings, and bridges have also
undergone development over the past half-century and more, these changes are less
apparent to the consumer. And so it is with roadways—we seem to be traveling on
the same types of surfaces as our grandparents did. Some might even say we are
still copying the roadway designs developed by the Romans. Unfortunately,
roadway traffic worldwide has skyrocketed within the last century, thereby leading
to rapid decay of these transportation facilities. Indeed, within the USA alone it has
become an annual struggle by local, state, and federal governments to allocate
sufficient resources to fund roadway construction and maintenance.

There are examples within the field of transportation of cost containment and
even cost decreases per passenger mile traveled, including the costs of both auto-
mobiles and air transport. However, so long as the antiquated design procedures
of the past continue to be utilized to design, build, and maintain roadways, the cost
of these facilities will likely continue to increase. Given that the cost of other
transportation facilities is becoming more cost-effective, it would seem that such
cost containments should be attainable with roadways as well.

The authors have undertaken this text with the intent of demonstrating that while
developments in roadways are not as apparent as they may be in other fields, there
has nevertheless been substantial headway made in roadway design since the days
of the construction of the US Interstate Highway System. Indeed, one may even say
that these innovations are revolutionary. Hopefully, this text will serve our
purpose—to demonstrate these new developments for the practicing engineer in a
clear, concise, and useful way. If so, then we would hope that the enormous cost to
societies worldwide of roadway design, construction, and maintenance should
decrease substantially as a result of the technologies elucidated within this text. And
if that is indeed the result of our labor, we will have accomplished our intent.
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Chapters 4 and 5 of this text were written by the first author. In addition, Chaps. 1
and 9–15 were written by the second author. Finally, Chaps. 2, 3, and 6–8 were
written by the third author. And while we have each written on disparate topics, we
have taken every effort to ensure that the subject of roadway design is treated herein
in a contiguous manner.

And so, we who have spent our lives studying the subject within these pages,
wish you a happy and enlightening read.

College Station, USA Dallas N. Little
College Station, USA David H. Allen
Austin, USA Amit Bhasin
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Chapter 1
Introduction

1.1 Historical Introduction

Evidence suggests that humans were traveling along identifiable paths and trails,
many previously carved out by animals, long before the first roads were built. For
example, at Langebaan, South Africa, human footprints found within a trackway
have been dated at approximately 117,000 years old. But of course, these cannot be
accurately characterized as roadways.

In fact, at the time of this writing, it is not clear when or where the first road was
built on Earth. This is at least in part due to the fact that newly discovered ancient
roadways are not uncommon. Combine that with oftentimes imperfect means of
determining the ages of these roadways, as well as the problem of defining exactly
what one means by “building” a roadway, and the controversy emerges quite
naturally. Perhaps the best candidate for the longest ancient road is the Silk Road,
which ran approximately 5,000 miles, connecting Central China and Europe. But
was this really a road, or was it a series of tacks that were at interval partially paved
with rubble, gravel, even refuse, or perhaps logs?

Among the prominent candidates are the mysterious Misrah Ghar il-Kbir (also
called Clapham Junction) Cart Tracks located on the island of Malta. Although
most archeologists date the site to about 2000 BCE, some believe that they might in
fact be much older. Still, these mysterious tracks should not accurately be termed
“roadways,” as they appear to have been gouged naturally from the soft limestone,
rather than via any observable construction project.

Another equally enticing possibility is termed a timber trackway, a number of
which dot the landscape across Northern Europe. These include the corduroy
trackways (ca. 3000 BCE), the Lindholme Trackway (ca. 2900 BCE), and, most
recently, the Belmarsh Trackway (ca. 3,900 BCE) (Keel 2009). But perhaps the
most impressive candidate for “world’s oldest roadway” to date is the 8-mile-long
roadway discovered in 1994 within the Faiyum Depression 45 miles southwest of
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Cairo, which was apparently used to transport basalt carvings from a quarry to the
Nile River. Geologists have dated this roadway to approximately 4,600 BCE
(Maugh 1994).

What is known is that roads were being built several thousand years ago. In
ancient times, the Greeks are known to have constructed the Via Pythia as a route to
Delphi, where stood the Omphalos stone, considered at that time the center of the
universe. Indeed, it is now well known that the Egyptians, Carthaginians, Greeks,
Turks, and Etruscans all built roads. But for shear enormity of roadway networks in
antiquity, surely the Romans must be regarded as the forerunners of modern road
construction. Livy mentions in his Ab Urbe Condita Libri (Books from the
Foundation of the City) (Livy 1994) that the Romans were building roads as far
back as 500 BCE.

As shown in Fig. 1.1, by the time of Julius Caesar, the Romans had constructed
a vast “interstate” highway system.

The following was written in the Itinerary of Antoninus (Antoninus 2010):

With the exception of some outlying portions, such as Britain north of the Wall, Dacia, and
certain provinces east of the Euphrates, the whole Empire was penetrated by these itinera
(plural of iter). There is hardly a district to which we might expect a Roman official to be
sent, on service either civil or military, where we do not find roads. They reach the Wall in
Britain; run along the Rhine, the Danube, and the Euphrates; and cover, as with a network,
the interior provinces of the Empire.

The Roman roads were marvels of mechanics, as depicted in Fig. 1.2. They were
composed of several layers, the top layer being of large paving stones. Where there
was a supply of iron nearby, small iron filings were spread over the surface,
whereupon they rusted and bonded together, forming a fine patina on the surface.
The roads were normally built either by military engineers or by slaves. In either
case, the paving materials were located as near to the construction site as possible.

In all, the Romans built more than 80,000 km of roadways, and it is a testament
to the Romans that some of these roads still exist today. Perhaps the most famous is
the Via Appia (begun in 312 BCE), which stretches eastward from Rome, con-
necting it to Brindisi (the port of embarkation to Greece in ancient times), on the
Southeast coast of Italy (Fig. 1.3). It has recently been discovered that the part of
the Appian Way that lies directly east of Rome is built on top of an old lava flow
field, thus both providing further reinforcement for the roadway and underscoring
the ingenuity of Rome’s ancient engineers.

Although Portland cement concrete was not used for roadways until modern
times, during Hadrian’s reign (during the first century A.D.), the Pantheon was
rebuilt (it had been destroyed by fire), as shown in Fig. 1.4. And in what is perhaps
the most amazing feat of all of the mechanics employed by the Romans, the roof of
the Pantheon was rebuilt using concrete (apparently by an engineer named Neri).
This was the first structure of its type on Earth. In the center of the dome is the
oculus, as shown in Fig. 1.5, and this is today the last completely intact Roman
structure on Earth, at least in part due to the fact that an ancient form of hydraulic
cement was utilized to build the dome.
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Green: Via Aurelia -> Via Aumelia Scaura -> Via Julia Augusta 
Bright green: Via Clodia
Yellow: Via Cassia
Blue: Via Flaminia
Grey: Via Salaria
Dark purple -> purple: Via Tiburtina -> Via Valeria
Carrot red: Via Latina
Bright red: Via Appia
Dark blue: Via Ostiensis

Additional major roads specified on the map: 
Via Popilia, going to southern Italy (Rhegium) from Via Latina 
and Via Appia crossroads. (cyan) 
Via Traiana, branching from Via Appia and also going to Brundisium. (dark red) 
Via Aemilia, starting from the end of Via Flaminia at Ariminum and going to Placentia. (orange)
Via Postumia, going from Genua (Genoa) on the northwest of Italy to Aquileia on the northeast. 
(dark green) 

Fig. 1.1 Depiction of the Roman Roads in Italy by Agamemnus
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No one knows how the Romans accomplished this amazing feat, but one thing
that is known is that concrete was not used again in modern times until the eigh-
teenth century (Englishman John Smeaton made the first modern concrete in 1756
by mixing aggregate with cement. The first reinforced concrete was developed by

(A). Native earth, levelled and, if necessary, rammed tight. 
(B). Statumen: stones of a size to fill the hand. 
(C). Audits: rubble or concrete of broken stones and lime. 
(D). Nucleus: kernel or bedding of fine cement made of pounded potshards and lime. 
(E). Dorsum or agger viae: the elliptical surface or crown of the road (media stratae eminentia) 
made of polygonal blocks of silex (basaltic lava) or rectangular blocks of saxum qitadratum 
(travertine, peperino, or other stone of the country). The upper surface was designed to cast off 
rain or water like the shell of a tortoise. The lower surfaces of the separate stones, here shown as 
flat, were sometimes cut to a point or edge in order to grasp the nucleus, or next layer, more 
firmly.
(F). Crepido, margo or semita: raised footway, or sidewalk, on each side of the via. 
(G). Umbones or edge-stones.

Fig. 1.2 Depiction of a Roman Road

Fig. 1.3 Via Appia today (note the crowning of the roadway)
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Frenchman Joseph Monier, who was granted a patent in 1867). The intricate inlaid
pattern on the interior surface of the dome suggests that a massive wooden false-
work structure must have been constructed to span from opposite edges to the
center of the dome, much like an arch is constructed. The workers would then have
raised the cement in powder form, mixed the concrete at elevation, and then poured
the wet concrete for two opposing lobes of the dome at a time (there are a total of

Fig. 1.4 The Pantheon (note the Egyptian obelisk in front)

Fig. 1.5 The Oculus in the Dome of the Pantheon (note the inlaid pattern in the concrete ceiling)
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thirty lobes within the dome). The falsework would then have been partially dis-
assembled and shifted to the next set of lobes, and in so doing slowly completing
the circle of the dome.

Visitors to the Pantheon can also see perhaps the most massive set of twenty
granite columns from antiquity (as well as a granite Egyptian obelisk in the square
in front). These columns were quarried in Egypt and shipped across the
Mediterranean to their present location in the portico of the Pantheon. And surely
the fact that these columns still stand today is a testament to those who believe that
granite cannot be quarried for use as pavement aggregate.

The Romans utilized the arch in order to provide larger spans for stone struc-
tures, and this invention allowed the Romans to create many of the most famous
structures still standing today from that time period. Figure 1.6 shows a row of
arches within the hypogeum of the Colosseum of Rome, built beneath the stadium

Fig. 1.6 Ancient Roman Arches in the Hypogeum of the Colosseum
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shortly after the colosseum was completed in 80 AD. A telling example of an arch
is the portico from the Canopus at Hadrian’s villa, as shown in Fig. 1.7. The portico
has both flat (beams) and curved (arches) stone members between the columns, and
the discerning reader will recognize that the span between the arches is slightly
larger than that between the beams, attesting to the fact that arches can span larger
dimensions than beams made of stone because they carry loads strictly in com-
pression, whereas beams necessarily undergo tensile loading on the bottom edge
due to their own weight, a circumstance that precludes the use of stone beams for
large spans. This is an example of the mechanics of deformable bodies, suggesting
that the Romans determined rules for limiting the length of stone beams via careful
experimentation.

Despite their proven ability to construct both massive and impressive structures,
ancient engineers did not possess or follow rigorous design methodologies. Theirs
was an experimental and therefore necessarily expensive discipline. For example, it
is known that the Pont du Gard (Fig. 1.8), built in the first century AD, was
constructed at a cost that would have bankrupted a small nation today. This
absolutely massive aqueduct that spans the Gardon River in Southern France is
approximately 49 m in height and 275 m in length. It is part of a 50-km-long
aqueduct system that was built to transport water to the city of Nemausus
(modern-day Nimes).

Amazingly, the total elevation change from the spring to the city is only 17 m!
This is indeed a tribute to the Romans’ ingenuity with mechanics. Roman engineers
possessed a number of leveling tools that worked on the same principle as the
modern water bubble level. It is noteworthy that this massive aqueduct in the South

Fig. 1.7 Beams and Arches connecting columns adjacent to the Canopus at Hadrian’s Villa
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of France still stands today, so that the cost may not sound so astronomical if
amortized over two millennia.

After the fall of the Western Roman Empire in 476 AD, the art of building roads
seems to have reached a stagnation point, one that gripped the world for nearly a
thousand years. The construction of Christian cathedrals, commencing with the
Gothic period in the mid-twelfth century, seems to have fueled a rebirth in road
construction, and this appears to have been as a direct consequence of cathedral
construction. In fact, quite a few incomprehensibly massive Gothic cathedrals
collapsed shortly after (or even during) construction. In many cases, it was painfully
evident that structural failure was due at least in part to erosion of the surface
around the cathedral walls. As a means of correcting this shortcoming, it became
standard practice to build stone coverings surrounding the cathedrals; these stones
were “cobbled” from the leftover remnants of the cathedral construction. Thus was
born the cobblestone roadway and, given the obvious superiority of the surface
coated with cobblestones, cobblestoning entire townships became commonplace
across Europe.

Nonetheless, paved roads between townships was nearly nonexistent (with the
obvious exception of the old Roman roads) until the dawn of the industrial revo-
lution in the early nineteenth century. This unfortunate circumstance can perhaps be
better understood when one considers that prior to the introduction of the steam
engine, essentially all work on Earth was performed by human or animal power.
Even then, it was not actually roads that were constructed. Instead, mass transport
shifted from almost entirely waterborne to transport by rail, as the steam engine was
adapted for use on rails, thereby inventing the railroad. The first steam locomotive
was built in 1804, and shortly thereafter, the Puffing Billy became the first working
locomotive, as shown in Fig. 1.9. By the middle of the nineteenth century, rail
transport had connected large portions of Western Europe, and it was soon to race
across the USA.

Fig. 1.8 Photograph of the Pont du Gard
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As a by-product of the development of railroads, it was necessary to design and
build a new generation of bridges on hitherto unimaginable scales. Perhaps the first
of these was the Menai Suspension Bridge, designed by Thomas Telford (1757–
1834), and completed in 1826 (Fig. 1.10). This graceful suspension bridge connects
the island of Anglesey to the mainland of Wales.

Who could have known what such a structure would portend, but within a
century the world had changed remarkably. The Brooklyn bridge, opened on May
24, 1883, was perhaps the first truly modern massive structure built on Earth
(Fig. 1.11).

But for a truly amazing stretch of the imagination, consider a structure that is not
even a bridge—the Eiffel Tower, as shown in Fig. 1.12. The tower, conceived by
Maurice Koechlin and Émile Nouguier, was built by French bridge engineer Gustav
Eiffel (1832–1923), for whom it is named. When construction was completed in
March 1889, it was the tallest structure on Earth (320 m), thereby creating what is
arguably the most recognizable structure on Earth.

Fig. 1.9 Photograph of the Puffing Billy—an early steam locomotive

Fig. 1.10 Photograph of the Menai Suspension Bridge
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Unfortunately, rail transport suffered from a significant shortcoming—it was not
readily accessible for the purpose of door-to-door movement. Instead, one rode the
train to the township of choice and, subsequently disembarking, was transported by
horse-drawn carriage to their destination. What was needed was a sort of “personal”
steam engine, one that was not limited to following a preconstructed track.
Unfortunately, the steam engine proved unable to provide a solution to this prob-
lem, as steam engines could not be designed that were both small and safe for
personal use.

Enter the reciprocating engine, invented in the third quarter of the nineteenth
century. This type of engine was not only more compact than the steam engine, and
it was far safer. By the 1870s, prototypical predecessors of the modern-day

Fig. 1.11 Photograph of the Brooklyn Bridge

Fig. 1.12 Photographs of the Eiffel during construction
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automobile were springing up everywhere. Henry Ford (1863–1947) was instru-
mental in developing mass production techniques that made the automobile
affordable by the masses, as shown in Fig. 1.13.

Within a few short years, the age of powered personal travel had commenced in
earnest. Unfortunately, the heretofore cobbled streets of yore proved to be much too
dangerous for lengthy travel by automobile. No matter what was attempted (such as
soft tires and compliant springs), riding in an automobile over cobblestones proved
to be far too uncomfortable, not to mention dangerous, for the pilots of these
new-fangled vehicles. This shortcoming was magnified as for economic reasons the
automobile was pressed to move passengers at ever-increasing speeds.

For the first time in nearly a thousand years, there arose a need for a new type of
roadway. Certainly Napoleon’s troops would have preferred a surfaced roadway to
the mud-filled pathways they endured (or in most cases died within) during the long
retreat from Russia in the winter of 1812–1813. And rest assured, the Civil War
would have been dramatically altered had there been paved roadways across the
USA in the 1860s.

As early as 1717, John Metcalf was building roadways from stone in England
(NAPA 2015), but these roadways quickly succumbed to the effects of weather. In
the years 1803–1821, the same Thomas Telford mentioned above paved nine
hundred miles of Scottish roads with broken stones, creating the first of what we
would nowadays call “gravel” roads (NAPA 2015). Much later, it was recognized
in England that hot tar could be used to bond the broken stones together, and thus
was born the term “tarmac.”

Nonetheless, there remained few if any paved roads anywhere outside the
cobblestoned cities of the world, right up to the outset of the twentieth century. But
the need for safe and efficient roadways for transporting automobiles was all that
was needed to ensure that this circumstance would change dramatically. As men-
tioned above, hydraulic cement concrete was invented in the late eighteenth century
and reinforced concrete in the nineteenth. It soon became apparent that this type of

Fig. 1.13 Photograph of Mr. and Mrs. Henry Ford in his first automobile
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concrete was not only a cost-effective alternative to laying stone, and if poured and
smoothed properly, it offered a safe and comfortable roadway surface.
Unfortunately, it soon became apparent that hydraulic cement concrete cracked
unmercifully (even under its own weight) unless poured in significant thickness,
thereby leading to monumentally large amounts of concrete required to build a
roadway. This was compounded by the fact that concrete is not easily mixed on site.
Accordingly, there sprung up an entirely new industry—the concrete mixing and
transport business—in the first quarter of the twentieth century. Before long,
hydraulic cement concrete roads were being poured in a host of urban areas across
Europe and the USA. The first street in the USA to be paved with hydraulic cement
concrete was Court Avenue in Bellefontaine, Ohio, in 1891 (Lee and Lee 2004).
The first mile of hydraulic cement concrete pavement in the USA was on
Woodward Avenue in Detroit, Michigan, in 1909 (Kulsea et al. 1980).

But this “concrete rush,” like the gold rushes of the nineteenth century, proved to
be somewhat short-lived, as countries, states, counties, provinces, and townships
realized that pouring hydraulic cement concrete wherever a roadway was needed
proved to be fiscally impossible.

Enter another fortuitous development. It did not take a genius to realize that what
was needed was a very cheap mastic, far cheaper than concrete, and the only thing
as cheap as concrete must necessarily also come out of the ground. By the late
1860s, bituminous asphalt was being used for sidewalks and roads in the USA
(NAPA 2015).

Laura Ingalls Wilder, author of the beloved Little House on the Prairie, tells of
her first encounter with an asphalt pavement. She was on a wagon journey with her
parents in 1894 that took them through Topeka.

In the very midst of the city, the ground was covered by some dark stuff that silenced all the
wheels and muffled the sound of hoofs. It was like tar, but Papa was sure it was not tar, and
it was something like rubber, but it could not be rubber because rubber cost too much. We
saw ladies all in silks and carrying ruffled parasols, walking with their escorts across the
street. Their heels dented the street, and while we watched, these dents slowly filled up and
smoothed themselves out. It was as if that stuff were alive. It was like magic (NAPA 2015).

We now know that asphalt roads are much older than anyone could have
imagined. The inscription on the fired clay tablet shown in Fig. 1.14 records the
receipt of bitumen circa 2250 BCE (NAPA 2015). In fact, the first recorded use of
asphalt in a roadway occurred in Babylon around 625 BCE, in the reign of
Nabopolassar (Gillespie 1992). And although there is no evidence that the Ancient
Greeks used asphalt in roadways, it is known that they used them to seal baths,
reservoirs, and aqueducts (NAPA 2015).

The first asphalt pavement laid in the USA was constructed by Belgian
Edmund J. DeSmedt in 1870 in front of City Hall in Newark, New Jersey (NAPA
2015). DeSmedt later paved Pennsylvania Avenue in Washington, DC, the first
large-scale asphalt paving construction in the USA. But these roadways were paved
with expensive asphalt that came from Lakes Trinidad and Bermudez in Venezuela.
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As it so happened, the fuel needs of the automobile produced asphalt as a sort of
serendipitous by-product. The internal combustion engine required a cheap fuel,
and it quickly developed that the most accessible fuel was gasoline, distilled from
oil that was easily mined nearly everywhere that mining engineers went in search of
it. But to their dismay, much of the oil that came out of the ground was plagued
with this nasty semisolid material called bitumen, one whose viscosity was far too
high, and energy content far too low, for use as an energy source by the automobile.
So here lay this nasty by-product wherever there was an oilfield—and what to do
with it? Of course, those few who had already tried asphalt as a binder in roadways
eventually realized that this new refined source of asphalt might be the solution to
what was a mind-boggling estimate of the required amount of asphalt to pave
roadways. And somewhat surprisingly, refined asphalt turned out to be just as
useful as a binder as was naturally occurring asphalt. And by 1907, refined asphalt
had become the binder of choice in asphalt concrete roadways (NAPA 2015).

Today, asphalt concrete (a mixture of bitumen or asphalt binder with mineral
aggregates) covers 94% of the paved roads in the USA (NAPA 2015). It is esti-
mated that approximately 1.6 billion metric tons of asphalt concrete produced
worldwide annually (2007) and 85% of bitumen or asphalt binder produced is used
within roadways (NAPA-EAPA 2011).

Fig. 1.14 Babylonian clay
tablet describing the use of
asphalt in an ancient roadway
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1.2 Technical Introduction

The process of designing pavement structures is complex. First, because volumi-
nous amounts of materials are required to construct the roadway and pavement
structure, it is imperative that the materials deployed are as inexpensive as possible.
Because the availability of such materials varies dramatically from point to point, it
is often not possible to utilize the same materials or even at different locations. This
inconsistency of availability alone impacts materials and construction cost.

Second, the cost of roadway materials is highly sensitive to the binder used to
improve properties and consistency. Often these additives or binders are required to
bring the basic materials within specification tolerances. Whether the binder is
cementitious, pozzolanic, or bituminous, it is relatively much more expensive than
the fill or subbase material, base aggregate or the aggregate used in base and surface
asphalt layers. In fact the cost ratio of binder to aggregate typically varies within a
range of 3:1–50:1. The cost differential requires careful binder selection, evaluation
of compatibility between aggregate and binder, and efficacious mixture design in
order to optimize performance. Furthermore, in order to introduce material prop-
erties into the design, analysis, and performance prediction process, appropriate
material characterization is mandatory. This includes assessment of the impact of
external variables such as temperature, moisture ingress, and oxidative aging of the
asphalt binder. This book focuses on the impact of material variations on perfor-
mance of the principal structural layer of the pavement, the asphalt layer, at multiple
scales.

Third, roadways can fail to perform their intended purpose for a wide range of
reasons, including (Distress Guide 2015):

• Fatigue cracking, also called alligator cracking (Fig. 1.15), normally caused by
excessive loading of the wheel path and/or weakness of sublayers

Fig. 1.15 Photograph of fatigue cracking. (Source Road Science, a Division of ArrMaz)
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• Surface aging (Fig. 1.16)
• Bleeding (Fig. 1.17), normally caused by migration of liquid asphalt to the

surface
• Longitudinal cracking (Fig. 1.18), normally caused by excessive wheel path

loading, weak sublayers or environmental conditions and volumetrically
unstable subgrade soils

• Pushing, also called shoving (Fig. 1.19), oftentimes accompanied by surface
delamination

• Reflective cracking (Fig. 1.20), caused by previously occurring cracks in an
underlying layer due to volume change, differential thermal movements, etc.

Fig. 1.16 Photograph of surface aging. (Source Road Science, a Division of ArrMaz)

Fig. 1.17 Photograph of bleeding. (Source Road Science, a Division of ArrMaz)
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Fig. 1.18 Longitudinal cracking. (Source Road Science, a Division of ArrMaz)

Fig. 1.19 Photograph of pushing accompanied by delamination. (Source Road Science,
a Division of ArrMaz)

Fig. 1.20 Photograph of reflective cracking. (Source Road Science, a Division of ArrMaz)
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• Thermal cracking (Fig. 1.21), normally caused by excessive temperature
variations

• Raveling (Fig. 1.22), whereby aggregate spalls from the pavement, typically
near the edge and often due to mixture design inadequacies, oftentimes resulting
in depressions that pool moisture

• Stripping (Fig. 1.23), probably caused by replacement of moisture for asphalt
bond at the aggregate surface due to surface chemistry effects, deleterious fines
content or a combination of several factors

• Potholing (Fig. 1.24), caused by a variety of factors including moisture damage,
high dynamic loads, pore water pressure, freeze and freeze–thaw damage, etc.

• Rutting (Fig. 1.25), typically due to excessive plastic deformation in the upper
hot mix asphalt layers related to mixture design and/or pavement materials
selection inadequacies, high tire pressures, and general inadequacies of design.

Fig. 1.21 Photograph of thermal cracking. (Source Road Science, a Division of ArrMaz)

Fig. 1.22 Photograph of raveling. (Source Road Science, a Division of ArrMaz)
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Rutting can be near surface and asphalt concrete related or deep layer rutting
related to weakness in sublayers

• Surface wear (Fig. 1.26), oftentimes resulting in surface polishing

Each of these failure mechanisms is difficult in its own right to predict.
Accordingly, developing a model that is capable of predicting all of these failure
modes is daunting to say the least. Nonetheless, the development of a robust cost
model demands that the life of the roadway be known a priori, something that is
rarely actually possible.

Fig. 1.23 Photograph of stripping. (Source Road Science, a Division of ArrMaz)

Fig. 1.24 Photograph of potholing. (Source Road Science, a Division of ArrMaz)
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Fourth, the typical roadway may perform admirably over significant portions of
its length, while failing rapidly over short stretches such that the entire roadway
must be replaced. This issue is related to the fact that loads, environmental effects,
and material properties vary spatially within roadways over length scales that are
oftentimes sufficiently small that there is little possibility of accounting for these
variations within any cogent predictive methodology.

Fifth, when roadways fail, and eventually all roadways will, there is the issue of
what is to be done to restore the roadway to its intended purpose. In the case

Fig. 1.25 Photograph of rutting accompanied by alligator cracking. (Source Road Science, a
Division of ArrMaz)

Fig. 1.26 Photograph of surface wear resulting in aggregate polishing. (Source Road Science, a
Division of ArrMaz)

1.2 Technical Introduction 19



wherein an overlay is chosen for reasons of cost over the complete reconstruction of
the roadway, much less is known as to what constitutes the optimum treatment.

Sixth, because climatic conditions vary widely across our planet, each newly
designed pavement is unique in that it must meet specific environmental constraints,
including rainfall, snow and ice, solar radiation, and temperature extremes.

Finally, both new roadway materials and application methods are being devel-
oped all the time, and oftentimes little is known about the long-term performance of
these.

The result of all of the complicating factors described above is a design process
that is oftentimes termed “open-ended,” in the sense that there are so many design
variables to choose from that the designer finds it difficult if not impossible to
determine the optimum choice of design variables for the roadway/pavement in
question. As a result, it has become customary to design pavements across our
planet in an essentially forensic way, implying that future pavements are designed
based on experimental observation of the performance of previous pavements.
Unfortunately, just as in the case of other forensically based methodologies (take
forensic medicine, for instance), there is oftentimes little scientific support for the
resulting methodology.

Still worse, forensically based models do not normally address the underlying
causes for failure, so that they cannot be utilized in any scientific way to predict
improvements or remedial corrections in roadways.

What is needed is a scientifically based approach to pavement design, one in
which the effects of changes in design constraints can be accurately predicted as a
means of determining the most efficient and cost-effective roadway design. Based
on the observations of failure mechanisms in asphalt materials and pavements listed
above, it should be readily apparent to the reader that this is a complex problem!

In seeking out a methodology for solving such a complicated problem, perhaps it
is well to recall Ockham’s Razor (William of Ockham, c. 1287–1347), which may
be paraphrased as follows: the best solution is the simplest one that works for the
problem at hand. Because the roadway problem is such a complex one, Ockham’s
razor is especially significant, as a model that is overly complicated is unlikely to be
practical for the purpose of roadway design. Accordingly, consider a set of the
minimum physical phenomena that should be included in any cogent model of
roadway performance:

• Permanent deformations, implying inelastic material models
• Cracking, implying models capable of predicting evolutionary fracture
• Temperature dependence, implying adherence to thermodynamic principles
• Effects of loading variations, implying adherence to principles of mechanics
• Aging, implying adherence to chemistry and conservation of mass
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As a result, finding a balance between the actual complexity of this problem and
the need for simplicity in constructive models is a daunting challenge. As an initial
step toward this end, there have been a number of attempts to approach pavement
design in a more scientifically rigorous way, thereby resulting in what is now
termed the mechanistic-empirical approach. And while these efforts have produced
marked advances in both our understanding and our ability to model pavement, we
submit that there is nonetheless still room for improvement. Because roadways are
both expensive and absolutely essential to our way of life on this planet, the
potential rewards from advances in these models are enormous. We the authors
have written this text with the intent of stimulating ideas for continued development
of these more scientifically based models that are based in mechanics, chemistry,
and thermodynamics.

The development of a physically and scientifically based predictive model for
pavement materials and pavements would therefore appear to be a quite complex
and daunting task, one that has not to our knowledge yet been solved. However,
armed with a cadre of recent developments, we submit that the solution to this
problem is now within the reach of the scientific community. While it would be
presumptuous to say that this textbook accomplishes that challenge, it is
nonetheless posited by the authors that the concepts contained herein will address
all of the issues listed above, thereby pointing the way toward a new generation of
roadway design models and procedures that are dramatically more accurate than
those previously employed on our planet.

1.3 A Road map for Using This Text

The text is composed of two parts: materials science of asphalt concrete, normally
the primary structural component of flexible pavements, and mechanics of pave-
ment structures and paving materials with a major emphasis on the asphalt concrete
structural layer. We have attempted to cover these significantly different topics in a
single text for the simple reason that both are necessary for a more complete
understanding of modern flexible pavements. Several textbooks and reference
books are available that provide reviews, summaries, and/or commentaries on basic
design approaches from the most empirical to the most advanced and most
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mechanistic (Yoder and Witczak 1975; Roberts et al. 1996; The Aggregates
Handbook 2013; Wang 2011; Huang 2004; Papagiannakis and Masad 2008; Kim
2009; MEPDG 2008). Such references are excellent for design and for some degree
of analysis. This book is not intended to compete with texts or reference documents
that focus on design or even analysis. Rather this book is intended to serve as a
unique bridge between materials science and mechanics and toward advanced
analysis of the pavement structure. This book may well serve as a complementary
text in a design course for upper level undergraduate or graduate students. When
used to support of complement other texts or resources in a pavement design
course, it is intended to improve understanding of the performance of infrastructure
paving materials as components of the structural pavement analysis. Toward that
end, both students and practicing engineers will find Part I especially useful. Part II
offers the fundamental mechanics required to apply the materials science described
in Part I and to provide a glimpse into the future of pavement design, analysis, and
performance modeling methodologies. As such, it is perhaps not at the stage where
designers can utilize the computational tools described herein. However, it is
anticipated that these will become ubiquitous in the not too distant future at the
current rate of development of computational power. In the case wherein this text is
to be used as an academic teaching tool, we have attempted to intimately relate
Parts I and II.

In fact, we envision that Part I may be taught as an upper-level undergraduate or
entry-level graduate course, whereas Part II would constitute a second advanced
level graduate course requiring Part I as a prerequisite. For this reason, there are
some concepts that are introduced in Part I and then revisited in more detail in
Part II. This redundancy is by design and is intended to help the reader develop a
better appreciation for the importance of mechanics (Part II) in the context of
pavement materials (Part I) and vice versa. Accordingly, we have devised a road
map for use of this textbook, as shown in Fig. 1.27. We, the authors, have taught
collectively for more than seventy-five years at several major universities across the
USA and abroad. During that span of time, we have taught the materials herein (as
they have become available) within this two course sequence. It is our hope that this
text will become an essential tool for both academics and roadway engineers. If we
have hit both of these targets, then we have struck the mark intended.
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Fig. 1.27 A road map for using this textbook
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Chapter 2
Asphalt Binders

2.1 Introduction

Asphalt mixtures are a composite comprising asphalt binder and mineral aggre-
gates. Asphalt binder, also referred to as bitumen in Europe and other parts of the
world, can be regarded as glue (hence the term binder) that holds the aggregate
particles together in the mixture. Asphalt binders make up approximately 4–8% of
the asphalt mixture by weight. From a volumetric standpoint, typical asphalt
mixtures contain 9–18% of asphalt binder, 87–78% of mineral aggregates, and
3–6% of air voids. The size and distribution of air voids within the asphalt mixture
is very important in order to understand mechanisms related to oxidation and
moisture-induced damage and will be discussed in more detail in later chapters.
Despite its low mass or volume fraction, from a cost standpoint as of this writing,
asphalt binders make up approximately 40–50% of the cost of materials used to
produce an asphalt mixture. Consequently, the cost of an asphalt mixture is very
sensitive to the price of asphalt, which is in turn related to the price of crude oil in
most cases.

The mechanical properties of an asphalt binder are time, temperature, and age
dependent. Consequently, asphalt mixtures inherit these characteristics (time,
temperature, and age dependency) from the asphalt binder. It is impossible to fully
understand and appreciate the behavior and performance of asphalt mixtures
without having some knowledge about the performance and behavior of asphalt
binders. For example, consider the typical distresses in a flexible pavement: rutting
(or plastic or permanent deformation), fatigue cracking, thermal cracking, and
moisture-induced damage.

In terms of rutting, the resistance to deformation is provided by both the
aggregate structure and the asphalt binder that holds the aggregate structure in
place. The contribution of the binder to resist rutting is significant and cannot be
ignored in understanding or predicting the rutting of asphalt mixtures.
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One of the mechanisms by which asphalt mixtures fail is the action of moisture
referred to as stripping (other mechanisms will be discussed in more detail in
Chap. 8). Stripping occurs when water displaces the asphalt binder from the surface
of the aggregate particle. The ability of the asphalt binder-aggregate interface to
resist this form of moisture-induced damage is dictated by the physicochemical
surface properties of both the binder and the aggregate.

The relationship between the properties of the binder and distresses such as
fatigue and thermal cracking is even more direct. The ability of an asphalt mixture
to resist tensile stresses can almost exclusively be attributed to the asphalt binder.
Although the aggregate size and distribution (gradation) may play a role in defining
distribution of internal stresses within the binder, without the asphalt binder the
aggregate particles would remain unbound and unable to resist any tensile stresses.
Similarly, one of the key characteristics of an asphalt pavement is its ability to resist
cracking due to thermal shrinkage when the temperature drops. As the air and
consequently pavement temperature drops, tensile stresses develop within the
asphalt mixture. Due to the inherent viscoelastic nature of asphalt binders, it is
possible for the binder to relax and partially relieve these tensile stresses over time
such that the cumulative tensile stresses do not exceed the strength of the binder.

The aforementioned examples demonstrate the importance of understanding the
behavior and performance of asphalt binders as a first step to better understand and
predict the performance of asphalt mixtures and pavements. However, one may
raise the question that since asphalt binders are used exclusively with aggregates, it
would be more meaningful to evaluate and understand the behavior of asphalt
mixtures as a whole as opposed to evaluating one of the ingredients within the
asphalt mixture. There is a twofold answer to this question.

First, since the performance of an asphalt mixture is dictated by the properties of
the asphalt binder, a poor quality binder will not result in a durable asphalt mixture.
In other words, it is difficult to produce a durable mixture if one of the critical
ingredients of the mixture is of poor quality. Selecting and using an asphalt binder
that is appropriate for a given climatic and traffic condition is necessary (but not
sufficient) to ensure that the asphalt mixture does not fail during its service life.

Second, significant improvements in the durability and life-cycle cost of asphalt
mixtures and pavements can be made by engineering and producing binders with
superior performing characteristics. In short, when designing asphalt mixtures, it is
critical to screen and use asphalt binders with superior mechanical and engineering
properties. As of this writing, the practice of designing asphalt mixtures and
pavements requires that both the asphalt binder and mixture meet certain perfor-
mance requirements before being approved for use in construction.

This chapter is organized into four sections. The first section briefly describes the
origins and production of asphalt binders. The remaining three sections go over the
chemical, mechanical, and surface properties of asphalt binders. Each of these
sections addresses two important questions: (1) Why the property is important in
terms of mixture or pavement performance; and (2) how the property or its attri-
butes are measured and used in engineering practice or research? A significant
amount of information presented in this chapter is based on the research conducted
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during and following the Strategic Highway Research Program (SHRP pronounced
sharp) during the late 1980s and early 1990s. Information presented in this chapter
must be considered as a starting point for individuals new to the asphalt industry,
graduate and undergraduate students, and engineers in the asphalt industry who
need a refresher on the basics of asphalt binder properties. For those interested in a
more in-depth study of one or more of the topics listed in this chapter, a list of
references for additional reading has been provided at the end of this chapter.
Finally, by design, this chapter does not focus on details of standard tests or
methods to characterize asphalt binders. Instead, the goal of this chapter is to
explain to the readers the rationale behind the development of such methods.
Detailed descriptions of the methods can be found in the list presented in the
additional reading material.

2.2 Production of Asphalt Binders

Most of the asphalt binder used in commercial paving applications is produced by
refining crude oil. Asphalt binder is also naturally found impregnated in rocks and
minerals referred to as rock asphalt, mixed with sand and other fine minerals
referred to as oil sands, or in bulk as in the case of Lake Trinidad. In the case of
natural asphalts, the “refining” is mostly done by nature over a much longer period
of time. Although most of this chapter is based on asphalt binder produced from the
distillation of crude oil, concepts related to chemical makeup and mechanical
properties can also be extended to natural asphalts.

Crude oil is formed by the decomposition of organic materials at high temper-
atures and pressures over millions of years. The nature of the organic material and
the conditions under which the organic material decomposes dictates the chemical
makeup of crude oil. In other words, the chemistry of crude oil will vary signifi-
cantly depending on its source. Crude oils from different sources are generally
described as heavy or light depending on the percentage of asphalt binder or heavy
residue that is left behind after the distillation of lighter fractions such as gasoline
and kerosene. Crude oils may also be described as sweet or sour depending on the
percentage of sulfur (sweet refers to lower percentage of sulfur). Figure 2.1 illus-
trates typical compositions of crude oil from two very different geographical
sources.

Crude oil is distilled to produce familiar products such as gasoline, kerosene,
diesel, and lubricating oil. These products are also referred to as high-value refining
products. The residue left behind after the distillation of the high-value products is
typically referred to as short residue or in most cases straight-run asphalt binder.
The chemical and mechanical properties of a straight-run binder can vary signifi-
cantly depending on the source and batch of the crude oil as well as the processes
used during the distillation of the crude oil. Note that the properties of the
high-value products (e.g., gasoline) produced during distillation are relatively well
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controlled. Consequently, the differences in the chemical makeup of different crude
oil sources are amplified in the short residue or straight-run binder that is left behind
after distillation.

In many cases, the properties of the straight-run asphalt binder are not suitable
for paving application. This may prompt the binder producers to further process the
straight-run binder to produce an end product that meets the requirements of end
users for pavement applications. There are three main variables that are manipulated
to produce an asphalt binder with specific properties: (i) proportioning of different
straight-run binders or feedstocks, (ii) the selection of the techniques and chemical
catalysts to process the straight-run asphalt binder (e.g., air blowing or half air
blowing), and (iii) selection of an additive or combination of additives to modify
the binder. Refineries that produce asphalt binders optimize the above variables to
produce an asphalt binder that meets the requirements of the consumer with the
lowest production cost. The desired properties of the asphalt binders vary with
geographic region and type of application and will be discussed later.

2.3 Chemical Properties

2.3.1 The Need to Understand Binder Chemistry

This section addresses the question of why it is important for engineers or
researchers working with asphalt materials to be knowledgeable, at least to some
extent, about the chemistry of asphalt binders. The importance of understanding the
chemistry of asphalt binders can be exemplified during the three stages of the
binder’s life: When the binder is produced in a refinery, when it is put to use for
construction of an asphalt pavement, and when it is reclaimed after the end of the
service life of an asphalt pavement.

First, consider the production of an asphalt binder. It is no surprise that the
engineering properties of a material can be significantly altered by subtle changes in

Fig. 2.1 A comparison of
two different crude oil
sources; the Boscan crude is
regarded as sour with
approximately 6% sulfur
compared to the Nigerian
light that has 0.2% sulfur
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the chemical composition of the material. The simplest example of this is steel.
Addition of a small percentage of carbon to iron and changes in the heat treatment
during production can result in significant improvements in the engineering or
mechanical properties of the resulting steel. By understanding the relationship
between the elemental composition of steel to its crystal structure and concomitant
engineering properties, it is possible to design grades of steel that meet specific
requirements for engineering applications. Also, different grades of steel can be
consistently produced in different parts of the world irrespective of the source of the
iron ore.

While the relationship between the chemical makeup and engineering properties
is just as important for asphalt binders as it is for steel, the ability to produce
different grades of asphalt binders with consistent engineering properties poses a
unique set of challenges. For example, the chemical makeup of the raw material
used to produce asphalt binders (crude oil) is highly dependent on the source and
batch. As mentioned before, these differences are amplified in the bottom residue
after the distillation of other high-value products. In addition, the chemical structure
of the organic molecules that constitute asphalt binders is extremely diverse and
complex. It is imperative that the personnel working with the production of asphalt
binders have a thorough knowledge of the different chemical species that make up
crude oils and asphalt binders as well as their relationship to the binders’ engi-
neering properties.

This section will help the reader develop a basic understanding of the chemistry
of asphalt binders, and references are provided at the end as additional reading
material for those interested. This knowledge will be useful for practitioners and
researchers to better appreciate the differences in asphalt binders procured from
different refineries or sources, even when the binders have similar mechanical and
physical properties. In other words, just because two asphalt binders have been
classified to have the same “grade” based on their mechanical properties, there is
no reason to expect that the two binders would have the same chemistry or would
behave similarly under conditions where the chemistry of the material is important.
This knowledge is also important to appreciate the long-term implications,
advantages, and limitations associated with using asphalt binders that have been
modified or extended using any one of the several different environment friendly
products (e.g., used oil by products, bio-binders).

After being produced at a refinery, the second stage in the life of an asphalt
binder commences when it is used to produce an asphalt mixture and subsequently
spans its service life in a flexible pavement. A basic understanding of asphalt
chemistry is again important for researchers and practitioners alike to better
appreciate:

1. the mechanisms that allow the use of chemical additives to facilitate mixing and
compaction at reduced temperatures, referred to as warm mix asphalt,

2. the mechanisms that allow certain liquid additives or chemically active fillers
such as hydrated lime to act as anti-stripping agents,
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3. oxidative aging that occurs in the asphalt binder during production and service
life of the pavement, changes in the binder chemistry due to oxidative aging and
its impact on the rheological properties of the binder and distresses such as
low-temperature cracking, and

4. the production and use of emulsions for application in surface treatments such as
chip seals and cold asphalt mixes.

Finally, at the third stage, i.e., at the end of life stage, asphalt pavements are
frequently demolished and pulverized or milled to produce fractionated black rock
or recycled asphalt pavement (RAP). Since the asphalt binder in the recycled
material is highly oxidized, the mechanical properties of the recycled binder must
be counterbalanced by adding a binder that is less oxidized (soft binder) or by using
a rejuvenator. With the recent emphasis on using higher percentages of recycled
asphalt in the construction of new asphalt pavements, the knowledge of asphalt
chemistry is crucial to maximize the use of recycled materials with or without
rejuvenators while avoiding any short- or long-term detrimental impact. Having
discussed the question of why understanding the chemistry of asphalt binders is
important, the next subsection discusses the attributes that are used to describe the
chemical makeup of asphalt binders.

2.3.2 Attributes of Chemical Properties and Methods
of Measurement

Asphalt binders comprise a very diverse and complex range of hydrocarbons. The
molecular structure of these hydrocarbons varies with the source and batch of the
crude oil used to produce the asphalt binder. Owing to this diversity and com-
plexity, it is neither feasible nor useful to identify the exact molecular structure of
any given asphalt binder. Instead, a more practical approach to understand the
chemical makeup of asphalt binders is to classify the molecules in the asphalt
binder based on different attributes. Such classifications can then be used to dis-
cover relationships between binder chemistry and engineering properties. Four
different attributes are commonly used to classify the chemical nature of asphalt
binders. These attributes are:

1. elemental composition of the asphalt binder,
2. size of the molecules,
3. ionic character of the molecules, and
4. polarity of the molecules.

This section will discuss chemistry of the asphalt binder based on the above
attributes as well as its implications in terms of the properties of the binder in the
context of asphalt mixtures and pavements.
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2.3.2.1 Elemental Composition

A typical asphalt binder comprises 90–98% by weight of hydrocarbons. The
hydrocarbons exist in the form of saturated branched or unbranched alkanes and
cyclic alkanes as well as unsaturated aromatics. Just as a refresher, recall that
saturated hydrocarbons are molecules that do not have a carbon atom with a double
or triple bond. The saturated alkanes and cyclic alkanes are also referred to as
paraffins and naphthenes, respectively, in the petrochemical industry. The hydro-
carbons typically have a carbon to hydrogen ratio of 1.5. This is somewhere in
between the carbon to hydrogen ratio of saturated alkanes (approaching 2.0) and
that of an aromatic ring structure such as benzene (1.0).

In addition to carbon and hydrogen, asphalt binders also contain other het-
eroatoms such as oxygen, sulfur, and nitrogen and trace metals. Although the
heteroatoms constitute a small percentage by weight of the asphalt binder, they have
a significant influence on the overall properties of the binder. For example, the
functional groups such as pyrroles and carboxylic acids have been shown to be
responsible for promoting adhesion although with different levels of resistance to
debonding (resulting in stripping) in the presence of water. Oxygen and sulfur
impart polarity to the molecules and are responsible for generating strong inter-
molecular interactions, which in turn contribute to the stiffness and strength of the
binder. The oxygen content in an asphalt binder does not remain unchanged during
its service life. Oxidation of the asphalt binder during production and service life
results in the production of functional groups such as ketones, sulfoxides, and
carboxylic acid. The typical heteroatoms and functional groups found in an asphalt
binder are perhaps best summarized by Petersen (1984) and some of which are
illustrated in Fig. 2.2.

Elemental composition provides the basic building blocks for any given asphalt
binder. However, due to the diversity and complexity of the molecular structures, it
is difficult to relate the elemental composition of the binder to it’s mechanical
properties. One notable exception to this is the amount of oxygen present in an
asphalt binder that can be used as an indicator of the extent of oxidation in the
binder. Oxidation results in the formation of polar functional groups as shown in
Fig. 2.2 and reduce the ductility of the asphalt binder as well as its ability to relax.
The subject of oxidation and aging in general will be revisited in the last section at
the end of this chapter.

In the context of evaluating asphalt binders based on their elemental composi-
tion, the amount of oxygen in the binder can be used to track the extent of aging that
the binder has experienced during production or its service life. This information
can also be used to determine the rate and extent of oxidation in any given asphalt
binder. The extent of oxidation in an asphalt binder is strongly related to its
mechanical and rheological properties; however, such relationships may be different
for each asphalt binder and dictated by its overall chemical makeup. An under-
standing of the oxidation process and concomitant changes in the binder properties
is very important in the context of asphalt mixtures, and this topic will be revisited
several more times in this and subsequent chapters.

2.3 Chemical Properties 33



On the subject of functional groups and oxidation, it is important to briefly
mention one of the most commonly used techniques to quantify the concentration
of different functional groups in asphalt binder, i.e., Fourier transform infrared
spectroscopy or FTIR. When infrared light, typically comprising wave numbers that
range from 4000 to 600 cm−1, is incident on a sample of the material, molecular
bonds corresponding to different functional groups absorb energy corresponding to
specific wave numbers. An absorption spectrum is obtained by comparing the
incident and reflected (or transmitted) infrared spectra. The absorption spectrum
provides a fingerprint of the different functional groups that are present in the
sample. The magnitude of the absorption peak at a given wave number is related to
the concentration of the functional group that absorbs energy at that wave number
in the sample. For example, the carbon-oxygen bond in the carbonyl (C = O)
functional group stretches by absorbing energy corresponding to wave numbers
from 1820 to 1670 cm−1. Therefore, an absorption peak between these wave
numbers indicates the possible presence of the carbonyl functional group; the size
and area under the absorption peak is an indirect indication of the concentration of
the carbonyl functional group.

The FTIR absorption spectra for a material can be obtained in either (i) trans-
mission mode or (ii) reflectance mode. In the transmission mode, the infrared beam

Fig. 2.2 Typical functional groups in asphalt binder (Recreated based on Petersen 1984)
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passes through the sample to the detector. Liquid or gaseous samples in infrared
transparent cells are typically used in the transmission mode. A very thin solid film
or small amount of solid mixed with a powdered infrared transparent material (like
KBr) to form a pellet can also be used in the transmission mode. If a solvent is used
to carry the sample (e.g., binder in a solution form), then absorption by the pure
solvent must be subtracted from the absorption spectra. In the reflectance mode, the
infrared beam passes through one end of an infrared transparent crystal at a grazing
angle.

The beam then reflects multiple times from the interface of the sample (solid or
liquid) with the crystal surface. This type of test is referred to as attenuated total
reflectance (ATR) spectroscopy (Fig. 2.3). Most FTIR instruments support both
types of test modes. Although the FTIR is a powerful and easy to use technique, the
results must be interpreted with caution because each functional group may have
more than one characteristic absorption peak (e.g., corresponding to bond stretching

Fig. 2.3 Typical FTIR setup (top and top right) being used in the multi-bounce ATR mode;
typical stack of spectra (bottom) for an asphalt binder exposed to water on the surface, the two
highest peaks correspond to the methyl and ethyl functional groups that are predominant in asphalt
binders, the several peaks with increasing intensity in the 3100 to 3700 cm-1 correspond to water
due to diffusion in water over a period of time; peak around 1700 cm-1 is often used to characterize
extent of oxidation (with permission from Vasconcelos 2010)
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and rotating), and different functional groups may have peaks that overlap.
Semiquantitative estimates must also be made carefully to account for sample-
to-sample variability. As of this writing, FTIR is extensively used for research
purposes (e.g., for oxidative aging kinetics). Although FTIR is not used a common
tool by transportation agencies to specify or verify the chemical makeup of asphalt
binders, there has been some work in this direction to promote the use of FTIR as a
tool to detect and verify the polymer content in modified asphalt binders or for
QA/QC to verify the use of liquid anti-stripping agent or hydrated lime in asphalt
binders during mixture production.

In summary, by comparing the elemental composition (e.g., concentration of
heteroatoms), it is possible to get some idea about the relative differences in
functional groups between asphalt binders and expected resistance to shear, ability
to bond with aggregate surfaces, and stripping in the presence of water. For any
given binder, by tracking the amount of oxygen it is possible to estimate the extent
to which a binder oxidizes as a function of time and temperature, also referred to as
oxidation kinetics. Extent of oxidation is strongly related to the mechanical and
rheological properties of the asphalt binder, although such relationships are unique
for each asphalt binder and dictated by their overall chemical makeup.

2.3.2.2 Molecular Size Distribution

Attempts to relate the mechanical properties of the asphalt binder to its molecular
size distribution were made during the 1960s and 1970s. The inspiration for such
attempts was the observation that at the macroscopic level, the viscoelastic behavior
of asphalt binders is similar to that of polymers. In the case of polymers, the
mechanical properties can be modified by adjusting their molecular composition
and size distribution. Therefore, it is reasonable to assume that, to some degree, the
properties of the asphalt binder can also be related to molecular size distribution.

The molecular size distribution of asphalt binders is typically obtained using a
method referred to as size exclusion chromatography (SEC) or gel permeation
chromatography (GPC). This method entails dissolving the asphalt binder in a
solvent and then pumping the solvent through a column packed with porous par-
ticles or beads. The beads are typically made of polystyrene cross-linked with
divinyl benzene and are saturated in the solvent prior to use. Saturating the beads
causes them to expand and form a pore structure with a broad size distribution. The
asphalt binder solution is then pumped through the gel-packed column. Smaller
molecules will tend to migrate into the smaller pores within the gel whereas the
larger particles, owing to their size, would tend to travel in the larger spaces
between the beads and within the gel. Consequently, the smaller molecules will take
the longest time to travel to the outlet of the gel-packed column and vice versa. By
tracking the concentration of hydrocarbons at the outlet of the GPC column over
time, it is possible to obtain a distribution of molecular sizes in the asphalt binder.
Figure 2.4 illustrates typical SEC results for two different asphalt binders.
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Careful consideration is required in comparing the results from SEC for different
asphalt binders. First, results from the SEC are extremely sensitive to the particulars of
the method used. Several factors influence the results from SEC. For example, results
from SEC are sensitive to the choice of gel material, pore sizes in the gel material,
concentration of the binder in the carrier solvent, temperature of the column,
dimensions of the column, and method used to pump the solution through the column.
Therefore, SEC results for different binders from different labs may not be comparable.

The second consideration is regarding the definition of molecular size itself.
Molecules with high polarity have intermolecular forces that keep such molecules
together. Molecules bonded by such forces are referred to as associated molecules.
Although intermolecular forces are much weaker compared to intramolecular forces
(e.g., a covalent bond between a hydrogen and a carbon atom), the association
between molecules may be strong enough to resist separation in the solvent used as
a carrier for the SEC. As a result, several smaller associated molecules may appear
as a single large molecule when separated using the SEC. One may argue that since
associated molecules are likely to remain as such in an asphalt binder, the SEC must
be carried out using a solvent that preserves these associations.

In a study following SHRP, researchers from the Western Research Institute
compared the molecular size distribution of different asphalt binders to their rheo-
logical properties. They used the SEC to separate the asphalt binder into two frac-
tions: SEC Fraction-I and SEC Fraction-II. The demarcation between the two
fractions was based on fluorescence under ultraviolet (UV) radiation at 350 nm
wavelength and reported to be very distinct. The material extracted from SEC
Fraction-I is often in the form of dark friable solid particles and represents the
strongly associated molecules in the asphalt binder. In contrast, the material
extracted from SEC Fraction-II is a dark viscous liquid comprising molecules that
are not strongly associated and hence fluorescent to UV light. In terms of relation-
ship to the mechanical properties of the asphalt binder, the phase angle d obtained by
measuring the phase shift between sinusoidal stress and strain response correlates
with the concentration of the SEC Fraction-I (more on phase angle later in this
chapter). In summary, the molecular size distributions from SEC can be used to
compare the relative molecular associations and size distribution of different binders
provided the exact same testing conditions are used during the SEC separation.

Fig. 2.4 Typical results for
molecular size distribution for
two binders using the SEC;
B2 was oxidized version of
Binder B1 and is considered
to have slightly more polar
and associated molecules
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Concentration of the SEC fractions can also provide some indication of the
relative elastic to viscous nature of the asphalt binder. However, the success in
relating molecular weight distribution to mechanical properties is limited because
although asphalt binders have similar mechanical or viscoelastic behavior as
polymers, the molecular origins of such behaviors are vastly different.

2.3.2.3 Classification Based on Ionic Character

The third category to relate the chemical makeup of asphalt binders to their
mechanical properties is based on the ionic character of the molecules. Ion
exclusion chromatography (IEC) is used to separate the acid, base, and neutral
fractions in any given asphalt binder. This method involves dissolving the asphalt
binder in a solvent and pumping it through columns containing activated anion or
cation resins. Molecules with a basic functional group are adsorbed on the cation
resins, and molecules with an acidic functional group are adsorbed on the anion
resins. Neutral fractions are eluted through the column without being absorbed by
these resins. A stronger solvent is then used to desorb the basic and acidic fractions
from the cationic and anionic resins. Results from the IEC can vary depending on
the conditions used during chromatography, including but not limited to the type of
solvent being used and the rate at which the solvent is pumped through the col-
umns. Therefore, care must be exercised in interpreting results or comparing the
results from IEC on different binders from different testing sources. Also, there are
several amphoteric fractions in the asphalt binder, i.e., fractions that are both acidic
and basic in nature. In sequential chromatographic columns (e.g., cation resin
column followed by anion resin column), the amphoteric fractions can be adsorbed
in the first column that they come into contact with.

One of the studies from SHRP (Report A-368) evaluated seven different asphalt
binders based on their IEC fractions. The asphalt binders were separated into five
different fractions by using solvents and adsorption resins with different strengths:
weak acids, strong acids, weak bases, strong bases, and neutrals. Typical results
from this study indicate that the neutral fractions make up approximately 50% of
the binder by mass. Approximately 23–36% of mass fraction of the binders was
weakly or strongly acidic, and approximately 13–20% of the mass fraction of the
binders was weakly or strongly basic. In terms of functional groups, sulfoxides and
pyrrolic functional groups were found in all polar fractions, ketones were mostly
concentrated in weak acids and bases, carboxylic acids were mostly found in strong
acids, quinolones were mostly found in strong acids, and phenolic functional
groups were found in strong and weak acids. One of the goals of this exercise was
to relate binder chemistry to ion exclusion chromatography. To this end, findings
from the SHRP studies indicate that the molecular weight of the IEC neutral
fraction positively correlated well with the viscosity of the binders at 25 °C. Also,
the molecular weight of the strong acid fraction negatively correlated with tan d of
the asphalt binders, where d is the viscoelastic phase angle. However, the afore-
mentioned correlations do not necessarily explain the mechanisms or causes that
result in the viscosity building of a binder.
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2.3.2.4 Classification Based on Polarity

The last form of classifying the different molecular species in an asphalt binder, and
perhaps the one that has received the most attention, is based on the polarity of the
molecules. Asphalt binders comprise molecules that exhibit a range of polarity from
nonpolar to highly polar. As discussed previously, highly polar molecules also tend
to be the most associated. Recall the aphorism from basic chemistry that “like
dissolves like”. In this context, if a nonpolar solvent is used with the asphalt binder,
it is likely to dissolve the nonpolar molecules as well as molecules that are at least
partially nonpolar leaving behind the highly polar molecules as a precipitate. In
some of the earliest works related to separating the asphalt binder based on polarity,
a nonpolar solvent such as n-hexane was used to separate the highly polar fractions
from the less polar or nonpolar fractions. The precipitate obtained after dissolving
an asphalt binder in a nonpolar solvent was referred to as asphaltene, whereas the
fraction that remained dissolved in the binder was referred to as maltene.
Asphaltenes are dark friable solid particles, whereas maltenes are a thick viscous
fluid. Referring back to the SEC, the SEC Fraction-I typically corresponds to
asphaltenes, whereas SEC Fraction-II corresponds to maltenes. Figure 2.5 shows
the asphaltene and maltene fractions extracted from a typical asphalt binder.

During the late 1940s, Hubbard and Stanfield (1948) further separated the
maltenes into resins and oils using other slightly polar solvents, with resins being

Fig. 2.5 Asphaltene (right) and maltene (middle) fractions from a typical asphalt binder separated
using n-heptane; maltene further separated into Saturates, Aromatics and Resins (inset—left to
right) (Photograph by A Bhasin)
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slightly more polar than oils but much less polar than the asphaltenes. Finally, in the
1970s Corbett (1969) used liquid chromatography and solvents with different levels
of polarity to separate maltenes into three fractions. The four fractions thus obtained
are referred to in increasing order of polarity as: (S) saturates, naphthene aromatics
or simply (A) aromatics, polar aromatics or (R) resins, and (A) asphaltenes. These
fractions, also referred to by their acronym SARA fractions, are still being used to
understand the relationship between the chemical makeup of asphalt binders and
their mechanical properties. Saturates (typically 5–15% by weight) are the least
polar fraction of all and have a glass transition temperature of approximately −70 °
C that is approximately 40 °C below the glass transition temperature of the parent
binder.

Saturates also have the lowest density of the four fractions with typical values in
the range of 0.9 g/cm3. On the other extreme, asphaltenes (typically 5–20% by
weight) are highly polar dark colored solid particles at room temperatures.
Asphaltenes have the highest density of the four fractions with typical values in the
range of 1.15 g/cm3. Asphaltene molecules typically have several fused aromatic
rings in a plate-like structure; these molecules have been shown to stack together as
micelles both experimentally and using computational modeling tools such as
molecular dynamics. The aromatics and resins have polarity and properties that are
in between these two extremes (saturates and asphaltenes). These four molecular
species collectively work together to impart the time-dependent viscoelastic prop-
erties of the asphalt binder.

The solubility of different chemical species is typically measured using Hansen
solubility parameters with units of MPa0.5. Molecules with similar Hansen solubility
parameters are more likely to remain dissolved. Saturates, aromatics, resins, and
asphaltenes have a solubility range of approximately 15–17 MPa0.5, 17–
18.5 MPa0.5, 18.5–20 MPa0.5, and 17.6–21.7 MPa0.5, respectively. The monotoni-
cally increasing range of solubility is also a reflection of the methodology used to
separate these four fractions. The aforementioned ranges must not be considered as a
definitive cutoff for these fractions but more of an approximate quantitative indicator
for the polarity of the SARA fractions. As with other techniques discussed earlier,
the SARA fractions are a qualitative indicator and do not have a universal definition.
For any given binder, the quantitative estimates of these fractions depend on the
solvents and adsorption medium used during liquid chromatography. Also, the
solubility parameter, especially for asphaltenes, can be influenced by the aggregation
of the different molecules and must be interpreted carefully. Having considered the
asphalt binder as an ensemble of organic molecules with different structures and
polarities, it is important to address the spatial assembly of such molecules.

2.3.3 Microstructure of Asphalt Binders

Figure 2.6 illustrates SARA fractions of some of the core SHRP binders. As
mentioned earlier, Saturates normally compose between about 5–15 weight percent
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of the paving grade bitumen (Corbett 1969). The structures are mainly aliphatic
with some branching of the chains and with a solubility parameter (related to the
energy required to completely remove a unit volume of molecules from their
neighbors to infinite separation) between 15 and 17 MPa0.5 (Speight 1999). The
aromatics compose between about 30–45 weight percent of the bitumen and have a
carbon skeleton that is slightly aliphatic with lightly condensed aromatic rings and
with a notably higher molecular weight than the saturate fraction (Corbett 1969).
The solubility parameter is between about 17 and 18.5 MPa0.5 (Speight 1999).

The resins, also referred to as polar aromatics, compose between about 30 to
45 wt% of the bitumen and form a black solid at room temperature (Corbett 1969).
They play a key role in the stability of the bitumen as they stabilize the asphaltene
fraction. Their stability parameter lies between about 18.5 and 20 MPa0.5 (Speight
1999). Asphaltenes generally represent between about 5 and 20 wt% of the bitumen
of paving grade (Corbett 1969). Figure 2.7 presents average molecular structures of
asphaltenes in oil sands. Several characteristics of the asphaltene structure may be
gleaned from this figure. They contain condensed aromatic rings and more polar
groups and fused aromatic structures. They also form planar molecules that can
associate through p-p bonding to form staked-type structures, Fig. 2.8. The
stacking phenomenon of asphaltenes has been captured by X-ray diffraction of
“pure” solid asphaltenes from which the Yen model was derived as illustrated in
Fig. 2.9.

Researchers have investigated the spatial organization of different molecular
species within the asphalt binder since the 1940s. Knowing that the molecules that
make up the asphalt binder are diverse in terms of their elemental composition, size,

Fig. 2.6 SARA fractions for some of the binders from the core Strategic Highway Research
Program, SHRP (Recreated using data from SHRP Report A-646 by Mortazavi and Moulthrop
1993)
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and polarity, one can imagine two possibilities for their spatial organization,
henceforth referred to as the microstructure of asphalt binders. The first possibility
is that different molecular species agglomerate to form well-defined structural
entities within the binder. Such agglomerates may further be a function of the
thermal history of the asphalt binder. The second and contrasting possibility is that
the different molecular species are homogenously dispersed within the asphalt
binder. The first possibility is referred to as the colloidal model, and the latter is
referred to as the dispersed fluid model.

The idea that molecular species with different polarities coexist in the asphalt
binder in the form of a colloid dates back to the late 1940s and 1950s from the work
of Traxler and Romberg (1952). These early models proposed that asphaltenes
floated in the form of micelles within a matrix of maltenes. Later studies further
separated maltenes into saturates, aromatics, and resins and also demonstrated that
aromatics and resins were critical in ensuring the stability of the binder. In other
words, without a certain minimum percentage of aromatics and resins, the
asphaltenes and saturates would simply separate. Earlier studies also proposed that
these fractions created macrostructures, referred to as the sol-gel model (Pfeiffer

Fig. 2.7 Average molecular structures for asphaltenes from oil sands: Athabasca (Canada)
asphaltenes recovered using distinct procedures (AM-W, AM-T and AS), Dahomey (Nigeria)
asphlatenes (N) and Sunnydale (Utah, USA) asphaltenes. The numbers are in Angstroms (Reprinted
from Fuel, 80/13, Zhao et al., Solids contents, properties and molecular structures of asphaltenes
from different oilsands, pp 1907–1914, Copyright (2001), with permission from Elsevier.)
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Fig. 2.8 Formation of dimer, trimer and tetramer for as Venezuelan molecule (Reprinted from
Colloids and Surfaces A: Physicochemical and Engineering Aspects, 104/1, Rogel. E., Studies on
asphaltene aggregation via computational chemistry, pp 85–93, Copyright (1995), with permission
from Elsevier)

Fig. 2.9 The Yen model of
“pure” solid asphaltenes
(Reprinted with permission
from Analytical Chemistry,
Dickie, J.P. and Yen, T.F.,
Macrostructures of the
asphaltic fractions by various
instrumental methods, Vol.
39, No. 14, pp 1847–1852,
Copyright (1967), American
Chemical Society)

2.3 Chemical Properties 43



et al. 1940), that could be used to explain differences in the rheological behavior of
bitumen from different sources. Figure 2.10 presents a schematic of the original
colloidal model for sol and gel bitumens. During the most recent decade, significant
experimental evidence has emerged to support the colloidal model. For example,
results based on small angle X-ray scattering (SAXS) and small angle neutron
scattering (SANS) indicate that asphaltenes tend to agglomerate and form micelles
in asphalt binders as well as other organic solvents.

A contrasting theory to the colloidal model is the dispersed polar fluid model,
which, as the name suggests, proposes that the polar molecular fractions are more
uniformly dispersed within the asphalt binder. As of this writing, there seems to be
increasing consensus toward the colloidal model. Readers interested in learning
more about the differences between these two models for asphalt binders are
encouraged to review papers by Lesueur (2009a‚ b) and Redelius (2006). These two
papers present very thorough, and often contradicting, synthesis of observed
experimental results and their interpretations supporting one or the other of the two
microstructure models discussed above. For example, Lesueur (2009a‚ b) uses
results from SAXS and SANS to support the colloidal model, whereas Redelius
(2006) suggests that the SAXS and SANS cannot be used to establish whether
microstructures exist, rather results from these techniques can be interpreted only if
it is known a priori’ that such structures exist.

A more recent body of experimental work that is being used to investigate the
microstructure of asphalt binders is based on the use of atomic force microscopy
(AFM). Unlike an optical (or electron) microscope, AFM scans the surface of a test
specimen by “feeling” the surface of a test specimen using a very sharp conical or
spherical tip attached to the end of a cantilever. The end of the tip is only a few
nanometers in size and the cantilever is no more than 1 or 2 mm in length. By
moving the tip over the test surface, it is possible to obtain a profile of the surface.
By measuring the friction and forces of attraction between the tip and the surface, it
is possible to identify whether the material underneath the tip has changed. The

Fig. 2.10 Original colloidal model: sol and gel bitumen (Recreated based on concept from Read
and Whiteoak 2003)
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latter method produces phase images highlighting the heterogeneities on the surface
of the test material. Typical AFM images have a spatial resolution of a few
nanometers over an image size of approximately 25 � 25 to 50 � 50 lm.

Loeber et al. (1996) were perhaps the first to identify the existence of two or
more phases in the asphalt binder using AFM. They labeled the discrete phases as
“bee structures” based on their peculiar shape. In more general terms, typical phases
observed using AFM in an asphalt binder may be regarded as the matrix, inclusion,
and matrix-inclusion interface (Fig. 2.11). Several independent research groups
have confirmed the presence of these phases (e.g., Loeber et al. 1996). However, as
of this writing there is a lack of consensus on the relationship between specific
phases and molecular species in the asphalt binder. Readers must also note that the
term “phase” in this context is not employed in the strictest sense. In physics and
chemistry, the term phase is used to describe one of many states or configurations
for a material with the same chemical composition. For example, water, ice, and
steam are different phases of the same material. In the context of asphalt binders and
literature relevant to AFM, the term phase may refer to a microstructural entity with
entirely different chemistry. The term domain or microdomain, although not
commonly used in the asphalt literature, may be more appropriate.

As mentioned before, as of this writing there is no conclusive evidence in the
literature to fully explain the chemical makeup of the different domains that appear
in the AFM images (Fig. 2.11). For example, Masson and coworkers suggest that
the inclusions represented asphaltenes in the asphalt binders (2007). Kringos et al.
(2009) and Schmets et al. (2010, 2009) suggest that the asphalt binder comprises
two different phases: a wax rich phase and a continuous matrix surrounding it. They
attributed the inclusions (aka “bee structures”) to waxes in the asphalt binder as
opposed to the asphaltenes as suggested by Masson et al. (2007, 2006). However,
the wax content in most asphalt binders is typically between 0 and 7%, which is not
consistent with the relative percentage of the inclusions in the AFM images.

Other researchers conducted a systematic evaluation of the different domains
observed using the AFM. In one study, the microrheology of the different domains
observed using the AFM before and after oxidative aging of different binders was
evaluated and compared (Allen et al. 2012). Results showed that (1) oxidative aging
increased the size and frequency of the inclusions, and (2) the inclusions and
inclusion-matrix interface were much stiffer than the paraphase. Other studies have
established that oxidative aging increases the percentage of asphaltenes through the
oxidation and concomitant decrease in the concentration of resins and aromatics
(Lin et al. 1995; Petersen et al. 1993; Petersen 1984). This information in con-
junction with the AFM results suggests that the inclusions may be related to the
presence of asphaltenes. Also, since the stiffness of asphaltenes is typically an order
of magnitude higher than the aromatics or saturates, it is unlikely that the inclusions
or inclusion-matrix interface are made up entirely of asphaltenes but are more likely
to contain a higher concentration of asphaltenes and resins. Other studies related to
the use of the AFM were conducted by different derivative asphalt binders that were
produced by doping the original binder with each one of the four chemical fractions
(SARA) (Allen et al. 2013). These studies also showed that the difference between
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the percentage of asphaltenes and saturates (the two extreme polars in the SARA
fraction) was related to the size and dispersion of the catanaphase and periphase.
Finally, more recent studies have shown that these structures are much smaller
within the bulk of the binder compared to the surface and highly dependent on the
composition and thermal history of the binder (Ramm et al. 2016).

It is possible that the inclusions and the inclusion-matrix interface may not
exclusively correspond to asphaltenes or waxes as suggested by other researchers.
A more realistic explanation for these phases, which is also consistent with the
reported experimental evidence, is that these domains have higher concentrations of
asphaltenes and resins, while the matrix has a higher concentration of saturates and
aromatics. This proposed model of the asphalt microstructure reconciles the dif-
ferences reported by the proponents of the colloidal model and the dispersed fluid
model.

One of the major drawbacks of using the AFM is that this technique does not
investigate the bulk of the asphalt binder and evaluates a test material only at its
surface. Also, unless a series of functionalized tips are used with AFM imaging, the
phase images cannot be used to identify the chemical composition of the asphalt
binder.

2.3.4 Relationship Between Microstructure
and Engineering Properties of Asphalt Binder

The ultimate goal of understanding the relationship between chemical composition,
microstructure, and rheological properties of an asphalt binder is that such
knowledge can eventually be used to design newer asphalt binders, binder modi-
fiers, or eco-friendly substitutes with superior mechanical properties and perfor-
mance characteristics.

Fig. 2.11 Typical phase image obtained for an asphalt binder using AFM; the image shows
different phases in the asphalt binder
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Thus far, we have discussed the possible relationship between the chemical
composition and microstructure of the asphalt binders but we have not fully
addressed a very relevant question: Can the properties of the constituent chemical
fractions be used to predict the properties of the binder without knowing the
microstructural arrangement of these fractions within the binder? In other words,
Why is understanding the chemical makeup and microstructure of the asphalt
binder important?

To answer this question, let us consider the problem of predicting the mechanical
or rheological properties of a composite (in this case asphalt binder) of different
constituent materials (in this case SARA fractions). The simplest approach to solve
such a problem would be to use the rule of mixtures or something similar to
Einstein’s model. However, studies also show that the shape, size distribution, and
interfacial properties of the inclusions in a matrix significantly influence the
properties of the composite (Chow 1980; Demjén et al. 1998; Verghese and Lesko
1999). One of the models that has been used with some success to predict the
rheological properties of a composite of two different viscoelastic materials was
proposed by Palierne (1990). Other studies have shown that even the Palierne
model cannot accurately predict the composite properties, when there are more than
two components in the composite (Elias et al. 2007). To summarize, in addition to
the volume concentration, the microstructure of a multicomponent or multiphase
material must also be known to predict the properties of the composite.

The fact that mixture models cannot be used to predict the properties of a
composite binder has been well known within the industry for many years. For
example, Siegmann (1950) demonstrated that the mixture of two crude stock bin-
ders from two different sources with very high and similar stiffness resulted in a
composite that had a stiffness that was lower than the stiffness of the constituent
binders. The only explanation for the results observed by Siegmann is that com-
bining the crude stocks from these two chemically diverse sources resulted in a
microstructure that reduced the overall stiffness of the composite binder. Other
researchers (Kringos et al. 2009) have also hypothesized that the microstructure
within the asphalt and the difference in the stiffness of the microstructural entities is
responsible for nucleating fatigue cracks in the asphalt binder.

To further demonstrate the significance of microstructure on the properties of the
composite, consider a simple 2D finite element analysis of an asphalt binder based
on the geometry and microrheology obtained using AFM. Figure 2.12 illustrates the
creep compliance of the different phases within the binder as well as the creep
compliance of the composite. The colored overlay on the AFM images shows
regions of stress concentration, where the local stress intensity is two to five times
the far field stress.
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2.3.5 Concluding Thoughts on the Chemical Properties
of Asphalt Binders

In summary, the chemical makeup of asphalt binders and their microstructure
(defined as the spatial arrangement of different chemical species within the binder)
significantly influence the engineering properties of the binder. Although chemical
properties of asphalt binders discussed in the preceding sections are typically not
used for purchase specifications or as an input in the design of asphalt binders,
mixtures, or pavements, this information is extremely useful to better understand
several aspects related to binder selection and mixture design. For example, the
knowledge of binder chemistry is important to understand the effect of binder
oxidation on mixture performance, role of chemical and other additives to enhance
binder and mixture properties, and handling of recycled asphalt materials in design
of new asphalt mixtures. These and other aspects will be discussed in the following
sections and chapters. Engineers and researchers involved in the production and
modification of asphalt binders should treat the aforementioned section as a sim-
plified starting point for further reading.

2.4 Aging in Asphalt Binders

Understanding aging in asphalt binders is very important to appreciate the signif-
icant changes that occur in the mechanical response of the asphalt binder during the
various stages of its life starting from asphalt mixture production in a hot-mix plant
to end of service life in an asphalt pavement, and beyond as the binder may be used
in the form of recycled asphalt material incorporated in new asphalt mixtures.
Typically the term “aging” of asphalt binders generally refers to oxidative aging of
binders. However, in a more general sense the term aging may sometimes also be
used to describe the hardening of asphalt binders due to steric hardening (that is

Fig. 2.12 Results from a simple 2D finite element analysis that demonstrate the influence of
microstructure on the overall properties of the binder
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reversible), oxidative aging, loss of volatiles from the binder, or any combination of
these factors. This section briefly describes these processes. The importance of
aging in characterizing the properties of asphalt binders and composites cannot be
over emphasized. Although the subject of aging is introduced here only briefly, it
will be a recurring theme throughout this book as we investigate its influence on
physical and mechanical properties of asphalt binders and composites.

2.4.1 Steric Hardening

Steric hardening is also referred to as reversible aging and can occur at intermediate
to low temperatures. At intermediate temperatures (typically around 5–25 °C),
steric hardening is typically driven by the polar nature of the molecules. Recall from
the previous section that asphalt binders comprise molecules with varying degrees
of polarity. Note that polar molecules also tend to have opposite charges at different
ends. For example, consider the pyridine molecule as shown in Fig. 2.13. The
nitrogen atom imparts polarity to this molecule, with one end of the molecule being
positively charged and the other being negatively charged.

Molecules above absolute zero possess some amount of energy that keeps them
in constant motion. As a result, over time, polar molecules within the material tend
to rearrange themselves such that the opposite charges between two adjacent polar
molecules are aligned next to each other. This results in the formation of secondary
bonds or associations between the polar molecules and a concomitant increase in
the capacity of the material to resist deformation; engineers recognize this as an
increase in stiffness. As a corollary, the breakdown of these secondary bonds or
associations causes the material to loose its stiffness or become soft. Secondary
bonds are weak bonds and require very little energy to be disrupted. This energy
can be provided in the form of thermal energy by heating the binder or in the form
of external work by applying stress. Steric hardening is also referred to as reversible
aging, since the formation of secondary bonds between molecules and concomitant
increase in stiffness can be reversed by heat or work.

Steric hardening or reversible aging also takes place at lower temperatures
(typically below 0 °C), albeit via a different mechanism. At lower temperatures,
neutral or apolar molecules (and typically molecules with few or no branches) tend
to reorient themselves into a well-organized structure. This organization typically
tends to increase the overall stiffness of the asphalt binder. This process is typically
referred to as crystallization of naturally occurring “waxes” in the asphalt binder.
The resulting increase in stiffness is also referred to as physical hardening in some
literature. In fact, a temperature sweep conducted using a differential scanning
calorimeter can be used to detect the energy released during the crystallization of
the these molecules. Similar to steric hardening at intermediate temperatures,
physical hardening at low temperatures is also easily reversed with an increase in
temperature. The existence of this form of hardening must be recognized while
measuring engineering properties of the material. For example, certain studies have
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shown that asphalt binders conditioned at low temperatures (approximately −5 to
−10 °C) continue to show an increase in stiffness with an increase in the condi-
tioning time up to a certain limit.

2.4.2 Volatilization and Oxidative Aging

Asphalt binder experiences oxidation during two stages of its life: (1) during
mixture production and placement and (2) during its service life. During production
and placement, a process that can last typically for a few hours, hot or warm mix
asphalt binder is maintained at very high temperatures (typically above 100 °C) in
the form of a thin film coating aggregate particles in a loose mix. These conditions
(high surface area, high temperature, and easy access to oxygen from air in a loose
mix) result in significant oxidation of the asphalt binder by the time it is placed and
compacted in the field. Also during this time, some of the lighter and more volatile
fractions escape from the asphalt binder. Oxidation of the binder continues during
the service life of the asphalt pavement albeit at a much slower rate, since the
temperatures are relatively lower and access to oxygen is limited.

As the name suggests, oxidative aging occurs due to the oxidation of unsaturated
bonds typically in the aromatics and resins fraction of the binder. Unlike steric
hardening, oxidation results in a change in the molecular structure that cannot be
easily reversed. The addition of an oxygen atom to a molecule also typically results
in an increase in its polarity. As a result, over time the aromatic and resin molecules
are consumed to form more asphaltene like polar molecules. This in turn leads to
the formation of larger and more associated groups of molecules that increase the
stiffness and decrease the ductility of the binder. Since oxidative aging and con-
comitant changes in the properties of the asphalt binder and mixture continue to
occur over the service life of the pavement, it is imperative that any approach to

Fig. 2.13 Structure of polar
pyridine molecule showing
regions of positive and
negative charge
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predict the performance of a mixture or pavement structure take into consideration
this continually changing nature of the asphalt binder.

2.4.3 Simulating Aging in Asphalt Binders

Asphalt binders are typically evaluated for their mechanical properties at different
levels of aging. For practical purposes, three different points or levels of aging are
defined for asphalt binders: (1) unaged, (2) short-term aged, and (3) long-term aged.
As the name suggests, unaged binder is the binder as received from the refinery by
the contractor responsible for producing the hot mix asphalt. The viscosity of the
unaged binder is of interest, because it dictates the workability of the asphalt
mixture during production at the hot mix plant. The short-term aged binder refers to
the binder immediately after placement in the field. In this sense, short-term aging
encompasses aging that occurs during the few hours starting from mixture pro-
duction at the hot mix plant, transport to the construction site, until placement and
compaction. Recall that although the short-term aging occurs only for a duration of
a few hours, the loss of volatiles and extent of oxidation is significantly higher on
account of: (1) the high mixing temperatures and (2) excessive exposed surface area
of the binder-coated aggregates in the loose mix. Finally, long-term aged binder
reflects the state of the binder in the mixture at the end of the expected service life
of the pavement. The duration of time between the short-term aged state and the
long-term aged state is several years, but in this case the oxidation occurs at typical
service temperatures of the pavement.

Several methods have been developed over the years to simulate short-term and
long-term aging in asphalt binders in a laboratory environment in a short acceler-
ated time frame. Two of the most common methods are the rolling thin film oven
(RTFO) and pressure aging vessel (PAV) to simulate short-term and long-term
aging, respectively. The RTFO is a device (typical device shown in Fig. 2.14) that
injects a stream of hot air (typically at 163 °C) into an open mouthed bottle filled
with asphalt binder. The bottle or bottles filled with the asphalt binder are placed on
a rack that constantly rotates. The rotation helps the binder film flow over itself,
thus avoiding a scenario in which only the surface of the binder is oxidized. The
aging is carried out typically for 85 min, and the binder sample is weighed before
and after aging to estimate the mass percent of volatiles that escape from the binder.
At the end of the test, the binder sample is treated as a short-term aged binder.
A very important consideration here is that the binder industry typically uses
standard temperature and duration for producing these so-called short-term aged
binders and for subsequent grading of the binder. Given the fact that the binders
used in the field may be produced using a hot mix asphalt or warm mix asphalt
technology (at 20–30 °C lower than hot mix asphalt), transported over varying
distances for construction at elevated temperatures, and possibly even stored in a
heated silo for extended durations, it is unlikely that a universal standard time and
temperature for RTFO aging would result in an accurate representation of the binder

2.4 Aging in Asphalt Binders 51



aged in the field. On the other hand, when the binder is being produced in a
refinery, there is no way for the producer to ascertain the circumstances or tech-
nology that will be used to produce and place the asphalt mixture in the field. As a
result, despite this limitation the RTFO is still used as a standard benchmark to
physically produce a short-term aged sample of the asphalt binder.

The sample aged using the RTFO is further aged with the pressure aging vessel
or PAV to simulate long-term aging (typical device shown in Fig. 2.15). The RTFO
binder sample is placed as a thin film on a metal tray in the PAV. The sample is
then subjected typically to a temperature of 100 °C at 300 psi (2.07 MPa) pressure
for 20 h in the presence of air which naturally contains oxygen. The aging tem-
perature may vary based on climatic conditions. The high temperature and pressure
accelerate oxidation in the binder to simulate several years of aging. Similar to the
RTFO, the conditions used for PAV are standardized, which helps with the grading
and specification of the asphalt binder but is not always the most accurate repre-
sentation of what occurs in the field. Also, there has been some criticism that the
PAV aging does not really simulate the claimed 7–10 years of aging. For example,
some recent studies have aged the asphalt binder under atmospheric conditions at
realistic high pavement temperatures (e.g., 60 °C) and compared the binder to the
PAV-aged binder to suggest that the PAV does not age the binder as severely as
claimed. Another criticism about the PAV aging method is that the high temper-
ature and pressures may trigger reactions that would normally not occur in the
pavement at the typical service temperatures (recall from basic chemistry that
certain reactions have an energy barrier or threshold that needs to be crossed for the
reaction to occur).

2.5 Mechanical Properties

2.5.1 Scope

In the previous sections, we have emphasized the need to be knowledgeable of
binder chemistry (at least to some extent) in order to better understand and
appreciate the mechanical behavior of asphalt binders and consequently asphalt
mixtures. This section will first discuss the challenges and differences in charac-
terizing the properties of an asphalt binder, which are also applicable for asphalt
mixtures. This will be followed by an overview of the methods typically used to
characterize the time, temperature, and age dependent properties of an asphalt
binder. This section is a starting point for readers who are being introduced for the
first time to asphalt binders or for practicing engineers who are interested in
refreshing their knowledge on the basics of rheology that are the basis for current
standards. For readers interested in details of the current industry standards and
protocols used to grade asphalt binders, a list of easily downloadable references is
provided at the end of this chapter. Readers interested in a more in-depth
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mathematical analysis of the methods described in this chapter can refer to Part II of
this book. Note that the information presented in this section and chapter is for a
reader interested in having the basic working knowledge of the methods used to
characterize asphalt binders and model its response. A more detailed and math-
ematically rigorous account of these models is revisited again in Part II and
Chap. 13 of this book. A slight overlap of information and repetition is by design to
enable the readers to appreciate the application of the mathematical methods in the
context of the material (asphalt binder or mixture) as well as in the context of the
general principles of mechanics.

2.5.2 Significance of Mechanical Properties of Binder
and Challenges

Characterizing and reporting binder properties is far more complex compared to
other construction materials. To illustrate this, let us once again use the example of
steel and contrast the design of an asphalt pavement to the design of a steel structure
in three areas: material characterization, structural design, and failure.

First, in terms of material characterization, steel used in construction can typically
be considered to be linear elastic within its service range. In other words, steel has a
well-defined modulus and tensile strength that does not vary with rate of loading,
typical service temperatures, or age of the structure (exceptions to this may be

Fig. 2.14 Image of a typical RTFO device for short-term aging (Image courtesy of James Cox
and Sons, USA)
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designing structures that resist high temperatures in the event of a fire). In contrast,
the mechanical properties of asphalt binders and concomitantly those of asphalt
mixtures are highly dependent on time histories or rate of loading (e.g., traffic speeds
or rate of cooling), temperature of the environment, and age of the material.

Second, in terms of structural design, a steel structure can take any simple or
complex geometric form. The job of a design engineer is to calculate stresses at
different locations within the structure and to determine the cross sections of steel
members. In contrast, an asphalt pavement always has a geometry of a slab; the
only design variable that can be manipulated by design engineer is the layer

Fig. 2.15 Image of a typical PAV device for long-term aging (Image courtesy of Gilson
Company Inc., USA)
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thickness and in some cases the use of an interface layer with special properties
between these layers (e.g., geosynthetics or other membranes).

Third, in terms of failure criteria, steel structures oftentimes fail due to lack of
serviceability (e.g., unacceptable deflection) much before they fail due to lack of
strength (e.g., fracture or plastic failure). In contrast, failure in asphalt pavements
due to lack of serviceability occurs much after failure due to lack of strength. For
example, microcracks and concomitant weakening of the pavement or small
amounts of plastic deformation are allowed to a certain extent as long as it does not
severely deteriorate the pavement structure and ride quality.

In summary, the most challenging aspect of designing a pavement structure is
not the complexity of the structure but rather the complexity of the stress-strain
behavior that is dependent on the time or rate of loading, the temperature of the
material, and the age of the binder. More importantly, flexible pavement structures
are allowed to accrue small amounts of damage (e.g., plastic deformation or rutting
and microcracking) before they become unserviceable. Therefore, characterization
of the stress-strain response of the material in an undamaged state as well as the
characterization of damage evolution (as a function of time or rate of loading,
temperature, and age) in asphalt materials is critically important and perhaps the
most challenging aspect of material and pavement design.

2.5.3 Time Dependency

Asphalt binders are observed to be time dependent or viscoelastic in nature. The term
viscoelastic indicates that the material response is somewhere in between that of a
viscous fluid and an elastic solid. The stress-strain behavior of an isotropic linear
elastic solid in one dimension is typically given as E ¼ r= 2, where E is the
modulus of elasticity, r is the stress, and 2 is the strain. Also, recall the behavior of a
simple Newtonian fluid, wherein the shear stress is directly proportional to the strain
rate. This relationship is typically denoted as g ¼ s= _c, where g is the shear viscosity,
s is the shear stress, and _c is the shear strain rate. Asphalt binders are typically shown
to have a stress-strain response that is a combination of an elastic solid and a viscous
fluid (although not necessarily a Newtonian fluid). As a result, any model that
describes the stress-strain relationship of an asphalt binder will inevitably include
time or rate of loading. The influence of time decreases with a decrease in tem-
perature. This will be discussed in more detail in the next subsection.

The time or rate dependency of asphalt binders is typically modeled and mea-
sured either in time domain or frequency domain. The two most common tests used
in the time domain are the creep test and relaxation test. These two tests yield the
creep compliance and relaxation modulus of the material, respectively. The test
used in the frequency domain is the frequency sweep test that yields the complex or
dynamic modulus of the material. Note that the tests discussed here are typically
considered to represent the linear viscoelastic response of the material without any
damage. In other words, these tests are typically conducted by applying a stress or
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strain of magnitude that is not large enough to induce significant permanent
damage to the material. A more detailed mathematical description of these
behaviors and test methods is discussed in Part II of this book (Chaps. 11 and 12).

The creep test involves applying an instantaneous constant load or strictly
speaking stress to the test specimen and measuring its deformation over time. The
material property measured using such a test is referred to as the creep compliance,
D tð Þ ¼ eðtÞ=r0, where r0 represents the constant stress applied during the creep
test, and eðtÞ denotes the measured strain that changes with time. The creep com-
pliance D tð Þ can be represented using any mathematical function that appropriately
describes the observed material behavior. For example, mechanical analog models
are sometimes used to model the measured response. Such models comprise one or
more elastic springs and viscous dashpots configured in series or parallel or a
combination of the two such the overall mechanical model can mathematically
simulate the measured response of the material. Another approach is to use simple
phenomenological models to model the measured creep behavior. For example, the

power law model D tð Þ ¼ D0 þD1tm or the Prony series of the form D tð Þ ¼

D0 �
Pn
i¼1

Diet=si are often used to model the measured creep compliance of the

material as a function of time. The terms D0, Di, m, and si are constants that are
unique to the material and obtained by fitting the experimentally measured response
to the model. It is important to emphasize during this discussion that one should not
decide a model a priori and then use it to represent the material behavior. Ideally, it
is important to first observe the material response under well-controlled laboratory
conditions and then identify the best (and simplest) model that can be used to
represent the material response (revisited in more detail in Chap. 13).

A variation of the creep test is the creep-recovery test. In this case, the constant
load is instantaneously removed after a specific duration of loading time and the
strain recovery of the material is recorded. The observed strain from such a test is
often decomposed into components such as elastic or instantaneous strain typically
denoted as ee, time dependent or viscoelastic strain typically denoted as eve, and
permanent or irrecoverable viscoplastic strain typically denoted as evp. As a side
note, in some literature time dependent elastic and viscoelastic mean different
things; the former refers to the time dependent elastic behavior with complete
recovery of strain after removal of all loads at some point in time whereas the latter
suggests that there is some extent of permanent strain after the application of loads.
The existence or relative magnitude of these components depends on the material
being tested as well as the test conditions. In the context of asphalt materials, the
irrecoverable or viscoplastic strain is regarded as the source for distresses such as
rutting. The constitutive models for materials that are intended to incorporate
damage must include terms to account for such strains. Figure 2.16 presents a
schematic of the creep compliance test with typical response for a viscoelastic
material and an elastic material.
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The relaxation test involves applying an instantaneous constant deformation or
strictly speaking strain to the test specimen and measuring the reaction stress over
time. The material property measured using such a test is referred to as the relax-
ation modulus, EðtÞ, given by E tð Þ ¼ rðtÞ= 20, where 20 represents the constant
strain applied during the relaxation test, and rðtÞ denotes the measured stress that
relaxes with time. Similar to the creep compliance, the relaxation modulus E tð Þ can
also be represented using mechanical analog models or phenomenological models
such as the power law or the Prony series. Note that the power law or Prony series
will have a different sign for some of the coefficients because of the decreasing
nature of the relaxation modulus with time. Figure 2.17 presents a schematic of the
relaxation test with typical response for an elastic and viscoelastic material.

The frequency sweep test involves applying several cycles with either constant
stress amplitude or constant strain amplitude in a sinusoidal waveform. A constant
stress amplitude is applied and the resulting strain amplitude is measured and
recorded over time or vice versa. When subject to stress (or strain) following a
sinusoidal waveform, the strain (or stress) response of a viscoelastic material
reaches a steady state after a few load cycles. It is important to remember that this
property is measured only when the material has reached a steady state response.
During this steady state, a constant time lag is observed between the stress and
strain waves. The time lag, Dt, or phase shift is expressed in the form of a phase
angle, d, in degrees given as 360�fDt or 360�xDt=2p, where f is the frequency
of the sinusoidal wave in Hz or x is the angular frequency in radians/second.
Also, once the material response has reached steady state, the magnitude of com-
plex modulus, E�j j, is defined as r0= 20, where r0 and 20 are the stress and strain
amplitudes, respectively. Note that the complex modulus is also sometimes referred

Fig. 2.16 Typical response from a creep-recovery test
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to as dynamic modulus in the common asphalt literature, however, strictly speaking
from a mechanics point of view the term dynamic modulus is not appropriate.
The notation G� may be used in lieu of E�, when the test is conducted in a cyclic
shear mode as opposed to a cyclic tension or compression mode. Figure 2.18
presents a schematic of the dynamic modulus test.

Fig. 2.17 Typical response from a relaxation test

Fig. 2.18 Typical input and response at one frequency for a dynamic modulus test
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The complex modulus is also sometimes expressed using complex notation as
E� ¼ E0 þ iE00, where the tangent of the phase angle tan d ¼ E00=E0 and the mag-
nitude of the complex modulus E� is given as E�j j ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E0 2 þE00 2p
. The term E0

denotes the storage or elastic part of the modulus that is in complete sync with the
applied load. The term E00 denotes the loss modulus or fluid part of the modulus,
that is, 90� out of phase with the applied load. A more detailed mathematical
description of these terms can be found in Chap. 13. Also, note that the complex
modulus and phase angle are functions of the frequency f or angular frequency x.
Therefore, strictly speaking these terms are measured at multiple frequencies and
must be represented as E�ðxÞ and dðxÞ. Tests conducted at multiple frequencies are
referred as frequency sweep tests. The typical protocol for such tests involves
subjecting the test specimen to several cycles at a given frequency of sinusoidal
loading with a small stress or strain amplitude. The material response from the last
few cycles in steady state is then used to determine the modulus and phase angle at
that frequency. The process is repeated at several different frequencies. The applied
stress or strain amplitudes are usually very small to ensure that the specimen does
not experience any permanent change or damage during the process. In addition to
complex modulus, the term complex compliance denoted by D�j jðxÞ or J�j jðxÞ is
also sometimes used. Complex compliance is simply the ratio of the strain
amplitude to the stress amplitude, and its magnitude is the inverse of the complex
modulus.

It is important to briefly describe the interrelationship between creep compliance,
relaxation modulus, complex modulus, and complex compliance. These four met-
rics are material properties, and therefore it is expected that these be related to each
other for a given material. This is true as long as the material is evaluated within its
linear viscoelastic limits (i.e., limits within which the stress and strain response are
proportional to each other for a given time history). In other words, if any one of the
four properties EðtÞ, D tð Þ, E�j jðxÞ, or D�j jðxÞ is known, then the other three
properties can be determined. For example, the magnitude E�j jðxÞ and D�j jðxÞ are
inverses of each other at any given frequency and one can easily be obtained from
the other. Along the same lines, although the properties EðtÞ and D tð Þ are not
numerical inverses of each other at any given time, one can be obtained from the
other by using appropriate mathematical transformations. Also, properties in the
frequency domain such as complex modulus or compliance can be obtained using
hereditary integrals from properties measured in the time domain such as creep
compliance or relaxation modulus. In fact, hereditary integrals can also be used to
obtain the response for any arbitrary loading history if either the relaxation modulus
or creep compliance is known. For example, asphalt mixtures (although not asphalt
binders) are traditionally evaluated using a resilient modulus test, wherein a
haversine pulse with 0.1 s loading time is applied followed by a rest or dwell time
of 0.9 s. The response of the material under such a loading history can be calculated
(assuming the material is linear viscoelastic) if any of the four basic material
properties are known. In fact, uniaxial forms of the hereditary integrals (Eqs. 2.1
and 2.2) are the most basic constitutive models to obtain stress response over time
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given a strain history or vice versa. For a linear elastic material subjected to
uniaxial stresses, the stress is computed as the product of the elastic modulus and
the given strain or the strain is computed simply as the ratio of the given stress to
the elastic modulus. Equations 2.1 and 2.2 are analogous to this relationship for a
time-dependent material. A more detailed description of the hereditary integral and
interconversion between these four metrics can be found in Chap. 13.

rðtÞ ¼ Zt

0

E t � sð Þ @e sð Þ
@s

ds ð2:1Þ

eðtÞ ¼ Zt

0

D t � sð Þ @r sð Þ
@s

ds ð2:2Þ

Finally, readers must note that while this information is being presented in the
context of mechanical properties of an asphalt binder, it is also applicable to
characterize the basic undamaged properties of asphalt mixtures, which will be
discussed in subsequent chapters.

2.5.4 Temperature Dependency

In the previous subsection, we reviewed the methods and metrics that are typically
used to characterize the time-dependent stress-strain relationship of asphalt binders.
In this section, we will review the temperature dependency of asphalt binders with
some introduction of the mathematical tools and methods that are used to model
such dependencies.

The creep compliance, relaxation modulus, and complex modulus described in
the previous section are very sensitive to the temperature of the binder. For
example, it is not unusual for the complex modulus to increase by four or five
orders of magnitude as the temperature is gradually decreased from a typical
maximum in-service temperature to a typical minimum in-service temperature.
Perhaps the most straightforward way to handle the temperature sensitivity of the
asphalt binder is to define the basic material properties such as relaxation, creep
compliance, and complex modulus as functions of both time (or frequency) and
temperature denoted by T, e.g., Eðt; TÞ or Dðt; TÞ or E�j jðx; TÞ. However, several
materials including asphalt binders exhibit a behavior referred to as being ther-
morheologically simple. This provides a more elegant approach to quantify and
work with the temperature sensitivity of asphalt binders.

Consider, for example, Fig. 2.19. The figure shows complex modulus, G�j jðxÞ,
collected from a frequency sweep test on a binder at five different temperatures. As
expected, at any given frequency of loading, an increase in temperature tends to
soften the material and consequently reduce the complex modulus. Further obser-
vation of the data reveals that there is a smooth overlap of data shifted from
different temperatures. If the data at different temperatures were to be horizontally
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shifted on the log frequency axis, it is observed that all data eventually fall on a
single smooth curve. In this example, let us define 58 °C as our reference tem-
perature. Now leaving the data from 58 °C as it is, let us horizontally shift data
from the relatively higher temperatures to the right and data from the relatively
lower temperatures to the left. This horizontal shifting is carried out such that all
data fall on a continuous smooth curve as shown in Fig. 2.20. This curve is referred
to as the master curve. Note that all data from a given temperature are subjected to
the same horizontal shift. Also individual data points from any given temperature

Fig. 2.19 Typical complex modulus of an asphalt binder at five different temperatures plotted
against frequency

Fig. 2.20 Typical master curve obtained by horizontal shifting of the data from different
temperatures
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do not necessarily coincide with specific data points at the reference temperature,
but rather these points overlap to form a smooth curve constructed using the data at
the reference temperature as the basis. Materials that demonstrate this characteristic,
wherein the data from different temperatures can be horizontally shifted onto a
reference temperature to generate a single continuous smooth curve, are referred to
as thermorheologically simple materials.

The magnitude of horizontal shift for data from any given temperature, T, is
referred to as the shift factor and is typically denoted by the term aT . Based on the
method used to shift the graph, it is also easy to see that the horizontal shift
log aTð Þ ¼ log frð Þ � logðfTÞ, where fT is the frequency of any given data point at the
test temperature T and fr is the frequency at which the data point lands on, after
being shifted to the reference temperature Tr. The term fr is referred to as the
reduced frequency. Finally, the shift factors for different temperatures are used to
construct a shift factor versus temperature relationship. Figure 2.21 illustrates this
relationship for the data shown in Figs. 2.19 and 2.20. Also note that by definition,
at the reference temperature this line passes through an ordinate of zero since there
is no shifting of the data involved at the reference temperature.

The master curve obtained based on the process described above can be fitted to
an appropriate mathematical form that best represents the shape of the smooth curve
obtained after shifting. A common mathematical form used for this purpose is the
sigmoidal function shown in Eq. 2.3. The terms a through d in Eq. 2.3 are shape
parameters, and xr is the reduced angular frequency. The sigmoidal function has an
upper and lower asymptote and is more appropriate for asphalt mixtures than
binders. This is because asphalt mixtures tend to have a lower asymptote for
the modulus even at very low frequencies (or high temperatures) due to the inter-
action between aggregate particles. A model that is more common in the area of
asphalt binders is the Christensen-Anderson model or a generalized form

Fig. 2.21 Shift factor for time–temperature superposition derived by shifting data shown in
Fig. 2.21

62 2 Asphalt Binders



Christensen-Anderson-Marasteanu (CAM) model shown in Eq. 2.4. The parame-
ters Gg is related to the glassy modulus of the binder, xc is the cross-over frequency
(the frequency at which the loss and storage modulus are the same), and w and v are
fitting parameters.

log G�j jðxÞ ¼ dþ a
1þ ebþ c logxr

ð2:3Þ

G�j jðxÞ ¼ Gg 1þ xC

xr

� �v� ��w=v

ð2:4Þ

Similar to the master curve, the shift factor versus temperature relationship can
be fitted to any appropriate mathematical function that best describes the data. For
example, researchers in the area of asphalt binders and mixtures have typically used
polynomial models. However, it is important to briefly discuss a couple of forms of
this relationship that have received a lot of attention in the literature (on asphalt and
polymeric materials). First is the WLF equation named after its discoverers
(Williams, Landel, and Ferry) and shown in Eq. 2.5. The terms C1 and C2 are fitting
or shape parameters. The term Tg is the glass transition temperature, which is also
used as the reference temperature. Broadly speaking, the glass transition tempera-
ture is the temperature below which the material behaves as a solid elastic material
(the term glassy behavior is used to represent a solid amorphous material) and can
be measured using techniques such as dilatometry, differential scanning calorime-
try, or by conducting a temperature sweep using a dynamic shear rheometer.
The WLF equation was extensively used by polymer researchers, because the
parameters C1 and C2 were almost similar for several different polymers with values
of approximately 17.4 and 51.6, respectively. Aklonis briefly describes the rationale
for the generality of this model based on the concept of free volume. Another model
that is also used to describe the shift factor versus temperature relationship is the
Arrhenius model shown in Eq. 2.6. In this equation, the parameter k is obtained
from fitting the data. The Arrhenius model has been shown to work better than the
WLF model for temperatures below the glass transition temperature.

log aT ¼ �C1ðT � TgÞ
C2 þ T � Tg

ð2:5Þ

ln aT ¼ k
1
T
� 1
Tr

� �
ð2:6Þ

The master curve along with the shift factor versus temperature relationship can
be used to determine the modulus of the material for any given combination of
frequency and temperature. As an example, consider a scenario where one is
interested in the complex modulus at 6 Hz and 40 °C for the binder shown in
Figs. 2.19 and 2.20. In this case, the first step would be use the model from
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Fig. 2.21 to determine the shift factor logðaTÞ at 40 °C, which is approximately 1.2
in this case. This shift factor would then be used to obtain the reduced frequency fTr
based on the frequency of interest fT using the expression described above; in this
case, the reduced frequency would be 95 Hz. Phenomenologically, this means that
the complex modulus of the binder at 95 Hz and reference temperature (58 °C in
this case) would be the same at the complex modulus at 6 Hz and temperature of
interest (40 °C in this case). Note that since the reference temperature is higher than
the temperature of interest, the reduced frequency will have to be increased to
compensate for the reduced stiffness associated with the higher temperature. The
reduced frequency can now be used with the master curve (Fig. 2.20) to obtain the
complex modulus of approximately 7 � 104 Pa. The convenience of using this
approach is that once the mathematical forms for the functions shown in Figs. 2.20
and 2.21 are known, and the complex modulus at any given temperature and
frequency can easily be computed using a simple expression.

Despite, which does not work well at temperatures substantially below the glass
transition temperature, it is instructive to understand the derivation of the WLF
equation. Aklonis et al., 1972, take us through the derivation. To begin with, the
Doolittle equation for viscosity of a liquid (Doolittle 1951) is used to give an
expression of viscosity based on two constants, A and B. In the Doolittle equation
(shown below as Eq. 2.7), η refers to viscosity, V is the total volume of the system,
and Vf is the free volume of the system.

ln g ¼ ln A þ B
V � Vf

Vf

� �
ð2:7Þ

This equation demonstrates that viscosity is intimately connected to mobility and
mobility to free volume; as free volume increases, viscosity rapidly decreases.
Rearrangement of Eq. 2.7 gives:

ln g ¼ ln A þ b
1
f
� 1

� �
ð2:8Þ

where f is the fractional free volume, Vf/V. With the assumption that above the glass
transition (normally used as the reference temperature), fractional free volume
increases linearly, one can state:

f ¼ fg þ af T � Tg
� � ð2:9Þ

where f is the fractional free volume at T, any temperature above Tg, fg is the
fractional free volume at Tg, and af is the thermal coefficient of change of the
fractional free volume above Tg. If we then rewrite the Doolittle equation in terms
of Eq. 2.9, we see that with some algebraic manipulation:
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nðTÞ
gðTgÞ ¼ log aT ¼ � B
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T � Tg
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þ T � Tg

0
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1
A ð2:10Þ

The concept of increased mobility as a function of temperature and free volume
is clear and evident, and one can now understand the form of the celebrated WLF

equation. In Eq. 2.10, C1 ¼ B
2;303 ff

and C2 ¼ fg
af

	 

.

2.5.5 Age Dependency

In addition to the time and temperature dependency, properties of the asphalt binder
are also dependent on the age of the binder. Typically, the term aging in the context
of asphalt binder during its service life refers to oxidative aging that was discussed
in the previous subsections. Oxidative aging results in a change in the chemical
composition of the asphalt binder, which in turn results in a change in its rheo-
logical properties. In general, oxidation results in the production of more polar
molecules, which tend to associate more than the unaged binder. As a result, the
stiffness of the binder increases with oxidative aging. This aspect must be carefully
considered while using models and approaches to characterize the performance of
asphalt binders and mixtures over the long term. In general, properties of the aged
binder are measured at discrete aging stages (unaged, short-term aged, or long-term
aged). There has been some work, although mostly from a research point of view at
the time of this writing, to extend to time-temperature master curve concept to
incorporate aging with shift-factors for aging.

2.5.6 Typical Measurement Techniques

In this section, we will discuss the instruments and hardware typically (but not
exclusively) used to measure the mechanical properties of the asphalt binder. The
dynamic shear rheometer (DSR) and the bending beam rheometer (BBR) are often
used to characterize the mechanical properties of asphalt binders.

The DSR can be used to obtain both time- and frequency-dependent properties at
different temperatures, i.e., creep compliance, relaxation modulus, and complex
modulus. There are two different geometric configurations that are typically used to
test asphalt binders with a DSR. The first and the most common is a cylindrical
specimen, approximately 1–2 mm thick, between two parallel plates with the top
plate being subjected to torsion and the bottom plate being fixed. The choice of the
diameter of the plate and specimen is dictated by the torsion capacity of the
instrument as well as the test temperature and aging condition of the binder.
Long-term aged or significantly oxidized binders at intermediate or low tempera-
tures (approximately 10–20 °C) are considerably stiffer than unaged or short-term
aged binders tested at high temperatures (approximately 50 °C or above).
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Consequently, a smaller diameter plate (8 mm) and thicker sample is more
appropriate to test the former. Researchers have recently experimented using plates
and specimen as small as 4 mm in diameter to test asphalt binders at much lower
temperatures. For a parallel plate geometry, the shear strain rate at any point is
given as _c ¼ rX=h, where r is the radius from the axis of rotation, h is the height of
the specimen, and X is angular speed of the top plate. Since the shear rate depends
on the distance from the axis of rotation, the specimen is subjected to different strain
rates and stresses at different radial positions within the specimen. As a result, it is
important that this method be used to characterize a material within its linear
viscoelastic limit (more on this discussed later). In some cases, it may be possible to
use the method in nonlinear range, but the discussion of such conditions is beyond
the scope of this chapter. For materials that exhibit significant nonlinear response,
cone, and plate geometry is recommended. Figure 2.22 illustrates the parallel plate
and (less commonly used) cone and plate geometries.

Consider a binder specimen that is to be evaluated after long-term aging and/or
at low temperatures (typically below 0 °C). Under these conditions, the stiffness of
the binder is typically much higher compared to the stiffness of the short-term aged
binder or binder at elevated temperatures. Also, consider the fact that typical DSRs
that are commercially available have a limited torque capacity. Consequently, if one
were to use the typical 8 or 25 mm diameter and 1or 2-mm-thick sample that is
long-term aged particularly at low temperatures with the DSR, the instrument will
not be able to induce adequate deformation to the specimen required to make
repeatable measurements. For such scenarios, some researchers have tried using a
very small diameter specimen (e.g., 4 mm) with the DSR. While theoretically the
use of a smaller diameter reduces the torque required to achieve a certain level of
deformation, other factors must be carefully considered. For example, if the com-
pliance of the test specimen is in the same order of magnitude as the compliance of
the testing frame, then depending on the location of the displacement transducers,
the instrument may record cumulative deformations that occur in the loading frame
and the test specimen. One must always be on the lookout for such artifacts while
making such measurements. Owing to the above limitations, the binder industry
typically employs a different device, the bending beam rheometer or BBR, to make
measurements for long-term aged binder at low temperature.

The bending beam rheometer or BBR is comprised of a loading frame immersed
in a temperature-controlled bath of typically ethylene glycol mixed with water

Fig. 2.22 Schematic of the parallel plate and cone and plate geometry for testing with a DSR
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(Fig. 2.23). The load frame is designed to apply a constant load at the center of a
beam specimen with rectangular cross section that is simply supported at its two
ends. The loading axis also measures the deformation at the center of the specimen
over time. Recall the relationship between load P, deformation d, and stiffness S, for
a simply supported rectangular beam with width b, depth d, and span l (Eq. 2.11).
Notice in Eq. 2.9 that the stiffness and deflection are expressed as a function of time
as SðtÞ and d tð Þ, respectively. This is because of the time-dependent nature of the
material. By estimating the change in stiffness of the material over time, it is possible
to get some estimate of the ability of the material to relax. A couple of things must be
noted with the use of BBR. First, the information collected in the manner as shown
in Eq. 2.9. is an indicator of material behavior but not a true fundamental material
property (such as creep compliance, relaxation modulus, or dynamic modulus).
However, with the appropriate use of boundary conditions and mathematical anal-
ysis the data from the BBR can be used to estimate the creep compliance or
relaxation modulus of the material. Second, the most common types of BBR cur-
rently available are not capable of performing tests in the frequency domain.
However, it is possible to replicate this arrangement in a universal testing machine to
conduct such and other tests (e.g. Four point bending, notched fracture etc.).

S tð Þ ¼ Pl3

4bd3dðtÞ ð2:11Þ

At this point, we have discussed some of the basic material properties that are
used to characterize a viscoelastic material such as the asphalt binder, i.e., creep
compliance, relaxation modulus, and dynamic or complex modulus. We have also
discussed the influence of temperature and age on these properties as well as some
of the common laboratory methods used to measure these properties (DSR and
BBR). However, not all of these properties are measured all the time to characterize
asphalt binder for routine use. In the following section, we will briefly discuss the
metrics based on these fundamental measures of material behavior that are currently
being used to grade asphalt binders.

Fig. 2.23 Schematic of the bending beam rhoemeter
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2.5.7 Desired Binder Properties to Produce Durable Asphalt
Mixtures and PG System

The optimal rheological properties of an asphalt binder that will result in a durable
mix are dictated by the geographic location and the type of mix. Simply put, asphalt
binders cannot be produced using a one-size fits all approach. The most recently
developed industry standard, referred to as the Superpave performance grade or PG
specifications, requires that the rheological properties of an asphalt binder (with
appropriate aging) must meet certain criteria at the highest, intermediate, and lowest
service temperatures to prevent premature failure due to rutting, fatigue cracking, or
low-temperature cracking, respectively. In summary, an asphalt binder rated as
PGXX-YY is capable of being used in asphalt pavements with a maximum pave-
ment temperature of XX and a minimum pavement temperature of -YY. The
methodology is briefly described here, and the readers are encouraged to try the
exercise questions at the end of this chapter to get a better understanding of the
process.

The high-grade temperature XX is determined as the maximum temperature at
which the binder fails a high-temperature criterion. In fact, there are two criteria,
one each for unaged and laboratory short-term aged (or RTFO aged) binder and
the lower of the two is used after rounding to the nearest lower six-degree incre-
ment (the increments are in steps of 6° starting from 46 °C). The current criterion
for high temperature is a minimum value of G�j j= sin d to mitigate rutting at the
maximum pavement temperature measured on unaged and short-term aged (par-
tially oxidized) binder at 10 rads/second. Here, G�j j is the magnitude of the com-
plex shear modulus, and d is the phase angle measured using a DSR (recall
discussion related to Fig. 2.18). As of this writing, the industry is also considering
to replace the above criterion with a maximum requirement of the nonrecoverable
compliance Jnr measured at high temperatures as an indicator of the binder’s sus-
ceptibility to permanent deformation. The nonrecoverable compliance is measured
using a creep-recovery test with a DSR (Fig. 2.22) on short-term aged asphalt
binders by applying cycles of constant shear stress for 1 s followed by zero shear
stress for 9 s. The nonrecoverable compliance is defined as the ratio of the per-
manent or nonrecoverable strain (difference between residual strain at the end of the
recovery period and the strain at the beginning of the creep period for any given
cycle) to the applied stress (see Fig. 2.16).

The low-grade temperature YY is determined as the minimum temperature at
which the binder fails a low-temperature criterion. In fact, there are two criteria,
one based on stiffness and one based on rate of relaxation and the temperature
corresponding to the higher of the two is used after rounding to the next highest six-
degree increment. The creep compliance of long-term aged (significantly oxidized)
asphalt binder at low temperatures is related to the low-temperature cracking
resistance of the asphalt mixture. Binders with lower stiffness and higher rate of
relaxation will tend to develop lower tensile stresses as the pavement cools.
Consequently, an aged binder must meet a maximum stiffness and minimum rate of
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relaxation criteria at the lowest expected service temperature. The stiffness and rate
of relaxation are measured using the BBR (recall discussion around Fig. 2.23).

Although the grade is set based on the high and low temperatures, the binder
must also meet an intermediate temperature requirement. The intermediate tem-
perature is typically defined as 4 + the average of the sum of high and low tem-
peratures in Celsius, although agencies have adopted other variations of this
definition. The current requirement in the PG specification for intermediate tem-
perature is a maximum value of G�j j sin d at the intermediate service temperature to
mitigate fatigue cracks, where G�j j is the complex shear modulus and d is the phase
angle measured on long-term aged (oxidized) binder at 10 rads/second measured
using a DSR.

Note that the above tests and criteria are typically used to determine and assign a
performance grade or PG to a binder produced in a refinery. Since refineries pro-
duce several different PGs, the user is then required to select the appropriate PG
binder for their specific project. This is typically done by first estimating the
maximum and minimum pavement temperature based on historical air temperature
data. In some cases, this may involve “grade bumping” if the traffic speed and/or
volume is higher than the typical speeds and volumes used as a basis for the
high-temperature grade. Simply put, if the traffic speed is slower than typical (e.g.,
weigh stations) or traffic volume is higher (e.g., busy interstate highways), then one
or two higher grades than the high-temperature grade based on pavement temper-
ature alone are recommended for use.

Readers are also encouraged to work through the examples provided at the end
of this chapter to get a better understanding of how the PG is determined for a
binder and the selection of the appropriate PG binder for a specific construction
project. Readers are also referred to additional reading material for a more detailed
description of the standard test methods and criteria used in the PG specification.

2.5.8 Limitations of the PG System

Although the PG specification was a significant improvement over the previous
characterization methods such as the penetration grade, there are two major
shortcomings of this approach. First, recall that in the subsection on time depen-
dency earlier we had mentioned that the “tests are typically conducted by applying a
stress or strain magnitude that is not large enough to induce significant permanent
damage to the material”. A common criticism of the PG specification is that it is
based on the stiffness of the binder at different critical conditions measured using
smaller magnitudes of stresses or strains and not strength. While stiffness (even time
dependent stiffness) characterizes the load deformation or stress-strain response of
the material, it does not characterize the failure limit or capacity of the material to
deform prior to failure initiation and propagation. Several studies have shown
binders with very similar performance grade often have failure characteristics that
are very different from each other. Improvement of the aforementioned tests and
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criteria for specification is a subject of several ongoing studies. For example, the
nonrecoverable compliance, Jnr, discussed in the previous paragraph as a replace-
ment for G�j j= sin d is a step in this direction, i.e., to evaluate the material for its
ability to resist permanent deformation at high stresses.

Second, and the more challenging criticism to overcome, is that rheological
properties measured at specific temperature and aging conditions do not fully reflect
the performance of the binder in the mixture. This is particularly important for
aspects related to binder performance that have to do with its physicochemical
interactions with the aggregate or other chemical additives included in the mix. For
example, binders with the same PG can have very different chemical compositions
and may react differently with different mineral aggregates or additives such as
liquid anti-strip agents resulting in very different performance characteristics. These
issues will be discussed in more detail in subsequent chapters.

2.6 Properties of Liquid Asphalt Binder

In the previous section, we discussed properties of asphalt binder that are relevant
during its service life in an asphalt pavement. In this last short section, we will
briefly discuss properties of asphalt binder that are relevant, while the asphalt binder
is mixed with aggregates in an asphalt mixture production plant and being trans-
ported to the construction site.

The two most important properties of an asphalt binder that dictate its ability to
coat aggregate particles are its viscosity and surface tension. Perhaps a simplified
albeit clear explanation of the interplay between these two properties on wetting
and coating is given by Wulf et al. (2000): “without going into details surface
tension can be regarded as the driving force and viscosity as the resistance of
wetting”. In the asphalt industry, viscosity of the asphalt binder is routinely used as
a measure of its workability during asphalt mixture production and placement. In
most cases, standards and specifications dictating the temperatures for mixing and
compaction of asphalt mixtures are based on the premise that achieving a certain
binder viscosity will ensure that the mixture remains workable. For example,
according to the current Superpave specifications mixture production must be
carried out when the binder viscosity is within 0.15–0.19 Pa-sec as measured using
a rotational viscometer with a specific spindle diameter and rate of rotation
(20 rpm). Figure 2.24 illustrates a schematic of the rotational viscometer along with
a photograph of a typical device. The working assumption in this case is that at this
viscosity the binder is fluid enough to adequate coat the surface of the aggregate
particles. It is also recommended that the mixture be placed and compacted when
the binder viscosity is between 0.25 and 0.31 Pa-sec measured as before. The
working assumption in this case is that in this viscosity range the mixture is
workable to be placed, spread, and compacted to achieve target densities, while at
the same time it is not prone to segregation.
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Since each binder has a different viscosity-temperature relationship, in practice,
the recommended viscosities need to be translated into production and compaction
temperatures. Typically, a rotational viscometer is used to develop a viscosity-
temperature relationship for the asphalt binder by measuring the binder viscosity at
multiple temperatures. Figure 2.25 shows such a relationship and its use to deter-
mine the mixing and compaction temperatures for a typical asphalt binder.
However, before we conclude this discussion, it is important to point out a couple
of important considerations. First, the shear rate of 20 rpm used in typical vis-
cometer measurements is not representative of typical conditions encountered by
the mix during production. Second, mechanisms other than viscosity (e.g., surface
tension) also dictate the ability of the binder to wet and coat the aggregate surfaces
during production. These two considerations have important implications

Fig. 2.24 Schematic and
photograph of a rotational
viscometer

Fig. 2.25 Typical temperature viscosity relationship for an asphalt binder and determination of
mixing and compaction temperatures
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particularly in the context of the polymer-modified binders and warm mix asphalt,
as discussed below.

In the case of polymer-modified binders, the viscosity of the binder is not only
temperature dependent but also shear rate dependent. This is referred to as
nonNewtonian fluid behavior or sometimes as shear-thinning or shear-thickening
behavior depending on whether the increase in shear rate reduces or increases the
viscosity, respectively. This behavior is routinely encountered even in daily life. For
example, corn starch in water is an excellent example of a shear-thickening liquid.
In this context, asphalt binders, particularly polymer-modified binders are highly
rate dependent. Therefore, the use of 20 rpm in a viscometer can sometimes result
in viscosities and temperatures that are not realistic representations of what happens
to the binder in the production facility. In this case, either higher shear rates during
viscosity-temperature relationships or experiential data must be used to determine
the optimal mixing and compaction temperatures. Readers interested in additional
information can refer to the findings from a study focused on this subject (West
et al. 2010).

There are several technologies that are used to produce warm mix asphalt or
WMA that is produced and compacted at temperatures that are about 20–40 °C
below the conventional HMA temperatures. In some cases, it has been observed
that the WMA technology does not facilitate mixing by reducing binder viscosity at
the lower WMA production temperatures. Instead, other mechanisms such as
lubricity (Baumgardner et al. 2012) and the reduction of surface tension (Osmari
et al. 2015) allow mixture production. As of this writing, these dimensions of
improving workability are still a subject of research, while viscosity of the binder
continues to serve a benchmark for its workability.

2.7 Exercises

2:1. You are given two different asphalt binders. Binder A has very high per-
centage of asphaltenes and Binder B has very low percentage of asphaltenes.

a. Which of these binders is likely to have a lower stiffness and why?
b. Two mixtures are prepared using the exact same aggregate gradation and

binder content using Binders A and B. Identify with reasoning, the prob-
lems that are likely to occur with each of these two mixtures. Also, explain
when these problems would become more likely in terms of the pavement
age.

c. If you were told that both binders are from the same source, except that one
of them is oxidized, which one of these two binders would you consider to
be oxidized and why?

2:2. In static creep experiment, the normal strain on a specimen (material A)
subjected to 100 Pa stress was measured over time. The resulting data is
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provided in an accompanying data file. Calculate the parameters for the power
law model for creep compliance, D tð Þ ¼ D0 þD1tn. Plot the data and your
predicted compliance over time to make sure the two matches reasonably. Do
not forget to add the appropriate dimensions for compliance.

2:3. Assume you now have three new time dependent materials, B, C, and D. The
compliance of all of these materials follows power law. The properties of these
materials are as follows: (8 points)

Material D0 D1 n

A x y z

B 0.5x y 2z

C 2x y 0.5z

D x y 0

Note You will find out the values of x, y, and z from solving the previous question.

Plot the strain for materials A, B, C, and D on the same graph for time t = 0–3 s.
Use time steps for 0.1 s for these plots. Answer the following questions:

a. If a person not familiar with time-dependent or viscoelastic materials were to
ask, which of the four materials has the highest stiffness, what would be the
answer? (Hint: the answer will change with time)

b. Which of the four materials is relatively more time dependent than others?
c. Which of the four materials can be classified as an elastic solid?
d. Does higher “n” value indicate that the material is more time dependent or less

time dependent?
2:4. If you are conducting a dynamic test on the materials discussed above and you

are also recording the phase angle. Rank the phase angles for the material and
test conditions below and provide reasoning for your ranking.

Test number Material Frequency (Hz)

1 A 5

2 A 1

3 D 0.1

4 D 25

(Note You should be able to estimate the exact phase angle for material D)

2:5. Consider a material that follows power law and the creep compliance is given
as D(t) = 15t0.45 1/MPa. A monotonically increasing stress is applied at the
rate of 0.02 MPa/sec (i.e., r tð Þ ¼ 0:02tÞ. What is the strain after 2 s? (Hint:
Recall the discussion on hereditary integrals and also at some point to make
things easier to solve you may have to substitute a variable of integration).

2:6. This exercise is to determine the PG or performance grade of a random binder
based on laboratory tests.
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Based on a specification system, the high-temperature grade of the binder is
defined as follows: The lower of (i) the maximum temperature above which the
G�j j= sin d of the unaged asphalt binder falls below 1.00 kPa and (ii) the maximum
temperature above which the G�j j= sin d of the short-term aged or RTFO-aged
asphalt binder falls below 2.2 kPa. Note that, the final temperature must be rounded
to the next lower temperature step in six-degree increments starting from 46 C; i.e.,
the final high temperature will be rounded down and noted as one of 46, 52, 58, 64,
70, 76, or 82.

The low-temperature grade of the binder is defined based on a creep test con-
ducted using the long-term aged or PAV-aged binder as follows: 10 °C below the
higher of (i) the minimum temperature below which the stiffness of the binder is
higher than 300 MPa and (ii) the minimum temperature below which the rate of
relaxation at 60 s is lower than 0.3. Note that, the final temperature must be rounded
to the next higher temperature step in six-degree increments starting from −10 C;
i.e., the final low temperature will be rounded up and noted as one of −10, −16,
−22, −28, or −34 C.

Using the above two criteria, determine the high and low PG grade of the binder
if the following measurements were made and provided to you.

DSR with unaged binder DSR with RTFO-aged
binder

BBR with PAV-aged binder

Temp. in
C

|G*|
in
kPa

Phase
angle in
degrees

Temp. in
C

|G*|
in
kPa

Phase
angle in
degrees

Temp. in
C

Stiffness
in MPa

m-value
at 60 s.

64 3.7 79.4 64 6.1 75.9 −24 817 0.214

70 2.0 80.8 70 2.5 78.2 −18 453 0.442

76 1.1 82.2 76 1.1 80.4 −12 251 0.670

For the above exercise, use an interpolation scheme that best fits the data pro-
vided as needed. Typically, G�j j= sin d and temperature follow a straight line on a
log-linear scale; similarly, stiffness from BBR and temperature also follow straight
line on a log-linear scale. The rate of relaxation or m-value is typically found to
follow a linear relationship with temperature. Note that in practice, most binder
grading specifications also require that a criterion be met at the intermediate tem-
perature for the PAV-aged binder as well as other requirements related to safety and
mass loss.

2:7 You need to select a PG binder for the construction of a flexible pavement.
The following is some of the information about the construction site.

Longitude 99.43

Latitude 31.83

Elevation 528 m

Low air temperature Mean = −12 °C Std. Dev. = 4 °C

High air temperature Mean = +38 °C Std. Dev. = 2 °C
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Consider that the maximum pavement temperature is at 20 mm below the sur-
face of the pavement. Also, the relationship between the maximum air temperature
and pavement temperature is given as follows:

Tpavement ¼ 54:32þ 0:78Tair � 0:0025 Lat2

� 15:14 log10 Hþ 25ð Þþ zð9þ 0:61r2airÞ1=2

The above equation is an empirical model based on data collected from a
long-term pavement performance (LTPP) study supported by the Federal Highway
Administration (FHWA) of the USA. The term Lat refers to the latitude, H is the
depth from surface of the pavement in mm, and rair is the standard deviation in the
7-day mean air temperature in centrigrate. Also for the purpose of this exercise,
consider that the minimum pavement temperature is the air temperature at the
surface of the pavement. The high-temperature binder grades start at 46 °C in
increments of 6 °C and low-temperature grades start at −10 °C decreasing in
increments of 6 °C.

a. What the PG binder grade you would recommend if you wanted to achieve
50% reliability in your design? (Hint: recall that z is zero for 50% reliability
for high temperature and for low temperature this indicates using the mean
value of the temperature).

b. What the PG binder grade you would recommend if you wanted to achieve
98% reliability in your design? (Hint: recall that z is 2.055 for 98% reliability
for a normal distribution; for low temperature use, the mean and standard
deviation and assuming a normal distribution find the temperature such that
the air temperature is above this temperature 98% of the time).

c. The traffic scenario for the project is such that the traffic is slow and higher in
volume compared to the typical scenario that was used to develop PG spec-
ifications. One high-temperature “grade bump” is recommended for each of
these scenarios. What is the final grade of the binder you would recommend?

2:8 You have two binders for which you have obtained a temperature-viscosity
relationship. For Binder 1 the mixing temperature range is 150–160 C and for
Binder 2 the mixing temperature range is 180–190 C. Based on what you have
read, do you think any of these two binders are polymer modified? If so, which
one of the binders do you think is polymer modified and what is your rec-
ommendation to select a mixing temperature for this binder.

2:9. What are risks of mixing at temperatures higher and lower than the recom-
mended mixing temperature?

Additional Reading

Robertson, R. E. (2000). Chemical properties of asphalts and their effects on pavement
performance.
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Redelius, P. G. (2006a). The structure of asphaltenes in bitumen. Road Materials and Pavement
Design, 7(sup1), 143–162.

Lesueur, D. (2009a). Evidence of colloidal structure of bitumen. Advances in Colloid and Interface
Science, 145(1–2), 42–82.
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Chapter 3
Aggregates

3.1 Introduction

As we discussed in the previous chapter, asphalt mixture is a composite that
comprises asphalt binder and mineral aggregates. We also discussed the different
attributes of the asphalt binder that are important from the point of view of per-
formance and durability of asphalt mixtures and pavements. This chapter will
discuss the different properties of mineral aggregates that are important in the
context of asphalt mixture and pavement design.

Mineral aggregates (or simply aggregates for brevity) make up approximately
80% of an asphalt mixture by volume and 95% by weight. Despite the large volume
or mass proportion, mineral aggregates typically make up 50% or less of the total
cost of the materials used to produce an asphalt mixture. The cost of mineral
aggregates includes the cost of producing aggregates of different sizes, typically
from an opencast mine, and the cost of transporting the aggregates to the hot mix
asphalt production site. Owing to the relatively high specific gravity of aggregates,
the cost of transporting aggregates from the mine to the asphalt mixture production
site can increase significantly with the haul distance. Consequently, for economic
reasons, aggregates are almost always used from the nearest available location. This
creates an interesting problem that couples engineering and economics because in
most cases engineers will have to develop a mixture and pavement design that can
accommodate the characteristics of locally available aggregates. For example, in
some cases locally available aggregates may not have high durability. In this sce-
nario, the design engineer may want to avoid the use of a gradation that increases
direct point-to-point contact of large aggregate particles and results in crushing of
the aggregate. Another example is that of locally available aggregates having a
surface chemistry and microstructure that makes it difficult to bond with certain
types of asphalt binders. In such cases, the design engineer may have to resort to
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using asphalt binders refined using specific crude oil sources and/or the use of
anti-strip agents.

This chapter presents an overview of several different attributes of aggregates
that are important from the point of view of designing a durable asphalt mixture as
well as a brief description of the methods that can be used to quantify each attribute.
As in the case of the previous chapter, a significant amount of information covered
in this chapter is based on the research conducted during and following the
Superpave Highway Research Program (SHRP). Note that more emphasis is placed
on the properties and the relevance of these properties in the performance of asphalt
mixtures; details of the test methods to measure various properties are intentionally
avoided in order to focus more on the intent and implications. Adequate references
are provided throughout the text for a more detailed description of specific test
methods.

3.2 Sources of Mineral Aggregates

Depending on the source, aggregates can be classified as natural or artificial.
Artificial aggregates typically refer to some kind of an industrial waste product such
as slag or in some cases crushed Portland cement concrete. Most aggregates used in
asphalt pavement construction are natural aggregates that are crushed and/or pro-
cessed by aggregate producers into different sizes. Natural aggregates are a non-
renewable resource, and owing to the expensive hauling costs, aggregates are often
mined and produced in the vicinity of urban areas. Therefore, any effort towards
designing and constructing asphalt pavements in an environment friendly manner
must consider making the most efficient use of aggregates. One such strategy is to
use reclaimed asphalt pavements (RAP), which also serve as a source of mineral
aggregates for the production of asphalt mixtures. The subject of RAP in asphalt
mixtures is more involved and will be discussed in a subsequent chapter.

Most aggregates are produced by blasting large pieces of rock in an opencast
mine and crushing the rocks to different sizes or by collecting and crushing
unconsolidated rock fragments from large natural deposits. The latter form of
aggregate is generally referred to as gravel. The process of crushing typically
reduces the aggregates to different size fractions that are separated by sieving and
stacked in what is referred to as stockpiles. Each stockpile typically has aggregates
predominantly from one range of sieve size mixed with a small percentage of
aggregates from smaller sieves.

Engineers dealing with the production of asphalt mixtures typically tend to refer
to aggregates based on their mineral composition. The terms granite, basalt,
limestone, and gravel are commonly used. However, this general and overly sim-
plistic vernacular can oftentimes mask important differences in aggregate properties
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that are very relevant to estimate the performance of asphalt mixtures. The fol-
lowing paragraphs try to highlight this issue while establishing a more formal
understanding of the different aggregate types used in asphalt mixture production.

Most of us are familiar with the three common types of rocks: igneous, sedi-
mentary, and metamorphic. Igneous rocks are typically formed from the cooling
and solidification of molten magma (e.g., granite), whereas sedimentary rocks are
formed from the deposition of mineral or other particles (e.g., limestone).
Metamorphic rocks are rocks that have been transformed under the action of high
temperature and pressure. Intuitively, it is apparent that igneous rocks are more
likely to be harder and tougher compared to sedimentary rocks. Other factors
related to the origin of a rock also have a lot to do with the way it tends to ultimately
perform when used in an asphalt mixture. For example, the rate at which an igneous
rock cooled during its formation can significantly affect its ability to adhere to the
asphalt binder or provide adequate friction resistance, which will be discussed later.

In the context of description of aggregate types, it must be noted that the terms
granite, limestone, etc. are very generic lithological descriptions of the aggregate
type. Aggregates having the same lithology can have very different mineral com-
position and performance. For example, the term “gravel” can refer to aggregates
that may have very different geologic origins and mineral composition. As another
example, consider two different aggregates, both referred to as granite from specific
locations in two different states of Georgia and California in the USA. Although
both aggregates are referred to as granite, they have different mineral compositions
and physical structures, and as a result they can behave very differently when used
with the same asphalt binder. In this example, one of the “granites” is predomi-
nantly quartz and potassium feldspar, whereas the other “granite” is predominantly
quartz and plagioclase. Also the former has a specific surface area (measured using
a method called BET adsorption) of approximately 0.2 m2/g, whereas the other has
a specific surface area of approximately 1.6 m2/g. Specific surface area is nothing
but the total surface area of 1 g of the aggregate of a given size fraction. In other
words, one of these granites has about 8 times the surface area of the other. In the
context of mixture performance, the aggregate with the higher surface area will
have much better mechanical adhesion and bonding with the asphalt binder. In fact,
the granite with the smaller surface area is known to have problems related to
moisture damage and poor binder adhesion. This example just demonstrates that
generalizations, if at all, regarding the expected behavior of a given aggregate based
on its lithological description must be made with caution. Figure 3.1 illustrates a
photomicrograph of three different aggregate surfaces. The figure clearly shows the
diverse range of mineral crystals on the surface of a granite particle with a relatively
smooth texture, the rough surface texture of a basalt particle with a localized
intrusion of clay, and the surface of a limestone particle with intermediate rough-
ness and visible traces of the organic material that led to the formation of the
mineral.
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Fig. 3.1 Photo micrographs (2.5X) of three different aggregate surfaces: granite, basalt, and
limestone (left to right); granite is under cross polarized light to highlight mineral structures (With
permission from TRB through the National Academy of Sciences, Little and Bhasin 2006)

3.3 Physical Attributes of Mineral Aggregates

3.3.1 Size and Gradation

Owing to the weight and percentage of aggregates used in typical asphalt mixtures,
it is cost prohibitive to mine and haul aggregates from long distances. As a result,
engineers have to deal with the good or poor inherent qualities of locally available
aggregates. One aspect of aggregate selection and mixture design that engineers
have control over is the selection of aggregate size and gradation. Note that
aggregate size and gradation in turn dictates the aggregate structure within an
asphalt mixture and the ability of the aggregate structure to distribute stresses
internally and transfer loads. Typically, the process of selecting an aggregate size
and gradation begins with the pavement application. For the construction of asphalt
pavement layers, the maximum aggregate size selected is typically one-third the
thickness of the pavement layer. The term “maximum aggregate size” is somewhat
ambiguous. For example, some states in the USA define maximum aggregate size
as the smallest sieve size through which 100% of the aggregates pass and nominal
maximum aggregate size as the next smaller sieve size. The Superpave mix design
method developed by the SHRP refers to the nominal maximum aggregate size as
one sieve size larger than the first sieve to retain more than 10% of the aggregates.
In any case, readers are encouraged to make themselves familiar with the definitions
that are relevant for their condition. A more interesting attribute is the gradation that
defines the internal aggregate structure of the asphalt mixture.

Aggregates of different sizes can typically be graded in four different ways to
achieve different internal structures for specific applications:

1. Dense graded.
2. Gap graded or stone matrix asphalt (SMA).
3. Open graded or permeable friction course (PFC).
4. Single size or uniform.

Figure 3.2 shows a picture of a limestone aggregate in different size fractions,
and Fig. 3.3 compares the four different gradations that will be further discussed in
the following section.
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3.3.1.1 Dense Graded Aggregate Structure

Dense graded aggregate structures are perhaps the most commonly used gradation
to construct the structural or the primary load transferring layer in a pavement
structure. As the name suggests, the objective in this case is to design an aggregate
structure that achieves the maximum aggregate density possible. The rationale for
using such mixtures is simple; since aggregates are generally orders of magnitude
stiffer than the typical asphalt binder used to hold these aggregates together, by
designing an aggregate mixture with the densest possible particle packing it should
be possible to transfer loads more efficiently through the pavement structure.
A secondary reason why a dense gradation would be preferred is an economic one.
Dense particle packing would imply very little void space, which would in turn
imply reduced amounts of the relatively much more expensive asphalt binder that

Fig. 3.2 Photograph showing typical aggregate particles of different size fractions that are
combined to achieve different gradations; picture below is referred to as fines or filler and
corresponds to particles finer than 75 micrometer or passing number 200 sieve (all photographs are
at the same scale) (Photograph by A Bhasin)
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would be required to fill this space. The next question then is how does one achieve
the maximum packing of aggregate particles of different sizes in a given volume?

One of the earliest reported studies to investigate packing of aggregate particles
was by Fuller and Thomson (1907). Fuller and Thompson conducted a very
thorough and systematic study on the factors that affect the strength of cement
concrete and reported their findings in a paper entitled “The laws of proportioning
concrete.” One of the findings from their paper was that for a given maximum
aggregate size, maximum strength was achieved when the particle gradation
resulted in the maximum density. They stated that this was possible when the curve
for percent passing versus sieve size resembled “a parabola, which is a combi-
nation of a curve approaching an ellipse for the sand portion and a tangent straight
line for the stone portion. The ellipse runs to a diameter of one-tenth of the
diameter of the maximum size of stone, and the stone from this point is uniformly
graded.” This finding was later reduced to its mathematical form commonly
referred to as the 0.45 power line or the maximum density line:

CPP ¼ d
D

� �n

100 ð3:1Þ

where, CPP is the cumulative percentage passing, d is the particle size, D is the
maximum particle size, and n is 0.45. Interestingly, although several studies and
publications attribute Fuller and Thompson for this formulation with n ¼ 0:5, their
original paper only treated the maximum density line to be a combination of an
ellipse and a tangent as mentioned above. In any case, the 0.45 power curve has
been in use as the basis to design a dense graded asphalt mixture for many decades
now. Figure 3.4 illustrates the 0.45 power line or maximum density line. Note that
the maximum density line in the illustration is a straight line on account of the fact
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that the x-axis is not linear but rather on 0.45 power scale. The figure also shows the
aggregate gradation for a typical dense graded mixture.

Two considerations must be made while selecting an aggregate gradation for a
dense graded mix. First, the aggregate gradation must not exactly follow the max-
imum density line. In other words, for an asphalt mixture it is important to achieve a
gradation that has some air voids. This is on account of the fact that a typical dense
graded asphalt mixture also includes typically 4–7% air voids by design. Although
intuitively one may argue that the addition of air voids may weaken the mix, the air
voids are necessary to provide room within the mixture for the asphalt binder to
expand at high temperatures. Reducing or eliminating the presence of these air voids
can often result in a distress referred to as flushing or bleeding. In this type of
distress, the asphalt binder expands and in combination with densification due to the
wheel loads, the binder oozes out of the asphalt mixture onto the top of the pavement
surface. This creates a potentially dangerous and slick driving surface. The next
question would then be that if one were to avoid exactly following the maximum
density line, then how much deviation from this line would still result in an
acceptable dense graded mix? This brings us to the second aspect that has to do with
the controls exercised during the selection of an aggregate gradation.

In order to help select an aggregate gradation by blending aggregates of different
sizes, most agencies provide specification limits or control points for dense graded
aggregates. Figure 3.4 shows a typical example of the control points from
Superpave specification along with the maximum density line and one possible
aggregate gradation. Note that the control points carefully force the aggregate
gradation to stay above the maximum density line for the larger aggregate size
(19 mm in this example) and then again force the gradation to stay below the
maximum density line for the aggregate fines (#200 in this example). This ensures
that the aggregate gradation does not closely follow the maximum density line and
results in the creation of air voids in the asphalt mixture. Another thing to note from
Fig. 3.4 is the region marked between the number 50 and number 8 sieve sizes,
referred to as the restricted zone. The restricted zone was introduced as a part of the
Superpave mix design based on research conducted during the SHRP. The con-
sensus during the SHRP research was that the aggregate gradation should be
required to remain within the specification limits but not pass through the restricted
zone. The rationale for this was that packed aggregate fines following this maxi-
mum density line might create dense particle-to-particle contacts with a lubricating
effect and result in a weak or unstable mix. However, certain state highway
agencies reported having historical experience with designing successful mixes that
went right through this restricted zone. More recent research has also raised the
question on the validity of the restricted zone. As of this writing, there is no
consensus on the validity or significance of the restricted zone.

It is evident from the above explanation and Fig. 3.4 that even with the maxi-
mum density line and control points, it is possible to develop an infinite number of
different aggregate structures that can all be claimed to be dense graded as per our
previous definition. One of the methods to help identify a dense graded aggregate
structure using a more systematic approach is referred to as the “Bailey method”
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named after an engineer from the Illinois Department of Transportation (Vavrik
et al. 2001). This method also has the advantages associated with achieving a more
optimal level of voids in mineral aggregates or VMA, which will be discussed in a
later chapter on asphalt mixture design. The selection of an aggregate gradation
based on this method can be summarily described as follows.

The coarse and fine aggregate fractions are not defined based on an arbitrary
cutoff size. Rather coarse aggregates are defined as aggregates that create voids
when packed together and fine aggregates are aggregates that fill these voids.
Therefore, the size that differentiates coarse from fine aggregates is largely
dependent on the maximum aggregate size of the mix. Also, the sieve size that
differentiates between coarse and fine aggregates is referred to as the “primary
control sieve” or PCS for short. The PCS is defined as 0.22 times the nominal
maximum aggregate size. Note that the choice of this factor 0.22 is not arbitrary,
rather it is related to the diameter of the circle that can be drawn in a void created by
three closely packed circles.

The most important feature of the Bailey method is that once the PCS is
determined, the volume of coarse aggregates is not determined by arbitrarily
selecting a point near the maximum density line. Rather, a sample of dry coarse
aggregates is loosely packed in a container to determine the loose unit weight
(LUW). The procedure outlined in AASHTO T-19 (AASHTO 1997) can be used to
do this more systematically. Once the loose unit weight is determined, the per-
centage of coarse aggregates in the gradation is then set as approximately 95–105%
of the volume occupied by the aggregates from this exercise. Once the volume or
percentage passing for the coarse aggregate fraction is determined, the process is
repeated for the fine aggregate fraction. In fact, the fine aggregate fraction is broken
down into two ranges using a secondary control sieve (SCS) defined as before as
0.22 times the cutoff used for the primary control sieve. The volume at the sec-
ondary control sieve is proportionally determined using the same process as before.
Readers are strongly encouraged to review some of the reports with working
examples as cited in the additional reading material to familiarize themselves with
this method. Several practitioners and industry experts have agreed that this
approach is a more systematic way to arrive at an aggregate gradation as opposed to
selecting any arbitrary line close the maximum density line within the control points
(Vavrik et al. 2001; Underwood 2011) (Fig. 3.5).

3.3.1.2 Gap Graded or Stone Matrix Asphalt

Gap graded mixes, also known as stone matrix asphalt (SMA), are also commonly
used in the design of asphalt mixtures for the main structural layer of a flexible
pavement. Unlike the dense graded aggregate structure where the primary load
transfer mechanism is attributed to particle-to-particle contact between both coarse
and fine aggregates, the load transfer in a SMA relies primarily on particle-to-
particle contact between coarse aggregate particles. Based on this primary difference,
a few considerations are important when selecting and using a SMA mix.
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First, the aggregate structure in the SMA must maximize the number of contact
points between coarse aggregate particles. This is primarily achieved by developing
an aggregate gradation with a small percentage of the smaller sized aggregates
(Fig. 3.4). As before, the Bailey method can be used as a more systematic method
to select an aggregate gradation. However, since the objective is to maximize the
contacts between coarse aggregate particles, the selection of the volume of the
coarse aggregates is done based on a laboratory measurement of the compacted unit
weight (CUW) of the coarse aggregates. This is in contrast to the loose unit weight
(LUW) used in the design of the graded aggregate structure.

The second consideration while designing the SMA is that the coarse aggregate
structure creates a larger volume of voids that must be filled by a matrix of fine
aggregates (that do not participate in the majority of the load transfer unlike the
dense mixes) and asphalt binder. The large volume of the binder and available void
space in the mix creates a scenario in which the binder and the matrix render the
mix susceptible to segregation at elevated mixing and compaction temperatures. In
simplistic terms, the binder tends to flow and separate from the mix resulting in a
condition referred to as drain down. To prevent this from happening, fibers that tend
to prevent the free flow of the asphalt binder are added to the mix. Typically
cellulose, mineral, or polyester fibers are used in concentrations that vary from 0.2
to 0.3% by weight of the full asphalt mixture. Long recycled tire rubber fibers have
also been used to some extent to achieve this benefit. The efficacy of using such
fibers is determined by a simple test referred to as the drain down test. As the name
suggests, in this test a sample of the loose asphalt mixture is held in a wire basket at
elevated temperatures, and the mass of binder that flows out of the basket over time
is measured (Fig. 3.6).

The third and perhaps the most important consideration in the design of the SMA
is the toughness of the aggregate particles. In this context, toughness of aggregate
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refers to its ability to withstand high amounts of stress without breaking. Since the
SMA relies primarily on coarse aggregate particle-to-particle contact for load
transfer, it is expected that the contact points between the coarse aggregate particles
will experience very high levels of stress. Consequently, relatively soft aggregates
or aggregates with low toughness can break under such high stresses thus reducing
the capacity of the mixture to carry loads. Typically, aggregates from igneous
sources are considered to be tough, whereas aggregates such as sandstone or
limestone may not be suitable for the design of SMA. Engineers should avoid
designing a SMA-type aggregate structure if the only available aggregate source
does not demonstrate adequate toughness. In fact, it must be noted that most of the
aggregate breakage and damage can occur during compaction of the loose mix
under a steel wheel roller and long before the roadway is opened to traffic.
Figure 3.7 illustrates an X-ray computed tomography image of coarse aggregate

Fig. 3.6 Typical fibers used in the production of SMA mixtures to prevent drain down of asphalt
binder (cellulose is shown to the left and long tire rubber fiber on the right) (Chowdhury et al. 2006).

Fig. 3.7 A X-ray computed tomography image that shows low toughness coarse aggregate
particles that have broken inside the mix (Gatchalian et al. 2006)
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particles that have broken down under the action of the external load. The aggregate
source in this particular image was a soft limestone and was not appropriate for a
SMA-type mix.

3.3.1.3 Open Graded or Permeable Friction Course

Open graded mixes are also referred to as open graded friction course (OGFC) or
permeable friction course (PFC) mixes. There are some minor differences between
OGFC and PFC but we are using them interchangeably here in this discussion.
The PFC aggregate structure is typically achieved by using only a very small
percentage of mid-size aggregates, essentially creating a porous and highly per-
meable mixture (Fig. 3.4). By design, PFC mixes have much higher air void
content (typically over 15%) as compared to dense graded mixes that have air voids
in the range of 4–7%. Unlike dense graded or SMA mixes, high porosity renders the
PFC mixes to be unsuitable for use as the main structural layer to transmit loads
through the pavement structure. Instead, PFC mixes are primarily used on the
surface of an asphalt pavement to preserve the existing pavement structure with the
following three main benefits: (1) improved drainage from the surface of the
pavement, (2) reduced noise, and (3) improved frictional characteristics or skid
resistance. For these reasons, PFC mixes are only laid as a thin layer with a
thickness that varies from 20 to 30 mm.

PFC mixes provide potential safety benefits over other surfacing materials under
wet conditions in terms of drainage to prevent hydroplaning and to improve the skid
resistance of vehicles. They reduce splash and spray—the most often cited reasons
for their popularity by road users. On wet pavements, PFC reduces headlight glare
from oncoming vehicles and improves nighttime wet weather visibility. Several
agencies have reported reduction in wet weather accidents with the use of PFCs.
Interestingly, there has also been some indication that the benefits associated with
the use of PFCs may be negated due to increased speeds as a result of better
visibility, the increased confidence exhibited by drivers on porous asphalt, and the
perceived safety of PFCs in wet conditions. PFCs also attenuate noise at the
pavement–tire interface and have also been shown to provide additional environ-
mental benefits by reducing the charge in pollutants in storm water runoff.

All of the benefits mentioned above are contingent on the porosity of the layer
and would be short-lived if clogging occurs in the porous structure of the mix. The
design of a well-performing and long-lasting PFC mix is not trivial. For example,
clogging can be prevented by designing an aggregate structure that will result in
increased porosity. This would allow smaller debris particles to be essentially
washed off instead of clogging the pores. However, a larger volume of air voids and
a larger pore structure would essentially weaken the mix and reduce its durability.
Therefore, the design of a PFC mix requires careful attention in optimizing the pore
structure and permeability versus durability. Also, owing to the high void and
binder content, the production and placement of PFC mixes faces challenges such
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as segregation and drain down similar to the SMA mixes. These problems are
addressed using similar remedial strategies such as incorporating a small percentage
of fibers in the mix. Readers interested in a more detailed mix design approach are
encouraged to refer to the additional reading material provided at the end of this
chapter.

3.3.1.4 Uniform or Single Size Aggregates

A predominantly single-sized aggregate, also referred to as a uniform aggregate
gradation, cannot be used to provide a dense or other form of load bearing
aggregate structure. Single-sized aggregates are typically used only in surface
treatment applications such as chip seals that are designed primarily to preserve the
pavement structure and restore the frictional and skid resistance characteristics of
the pavement. A typical application procedure involves spraying the pavement
surface with hot liquid asphalt binder or an asphalt emulsion followed by spraying a
blanket of aggregates. The layer of binder or emulsion serves to seal the surface of
the pavement preventing or slowing down the ingress of oxygen and water into the
pavement structure through microcracks or other surface defects that might have
formed during its service life. The blanket of aggregate particles primarily serves to
provide texture and frictional characteristics of the pavement surface and enhance
its skid resistance. Therefore, a single-sized aggregate is considered to be most
appropriate to create such texture. Figure 3.6 illustrates a typical chip seal being
placed on an existing surface. Single-sized aggregates are sprayed on the surface to
provide skid resistance (Fig. 3.8).

Fig. 3.8 Single-sized aggregates being sprayed on a pavement surface coated with asphalt
emulsion (Photograph by A Bhasin)

90 3 Aggregates



3.3.1.5 Summarizing Aggregate Gradation

In summary, it must be recognized that in most cases due to economic consider-
ations engineers are constrained to use locally available aggregates. However,
engineers do have the flexibility to design an aggregate structure by choosing an
appropriate gradation. The choice of gradation has a direct influence on the ultimate
performance of the asphalt mixture.

The dense graded mix is one of the most commonly used aggregate structures for
the design of asphalt mixtures that primarily serve to transfer traffic loads to the
foundation of the pavement. This aggregate structure closely follows the maximum
density line but at the same time ensures that the resulting asphalt mixture has room
for air voids within the mix. The primary load transfer mechanism within such a
mix is through particle-to-particle contact between both fine coarse and fine
aggregate particles.

Similar to the dense graded mix, the aggregate structure for the stone matrix
asphalt or SMA mixes can be used to efficiently transfer loads through the asphalt
layer in a pavement structure. However, unlike the dense graded mix, the primary
load transfer mechanism within a SMA mix is via stone-to-stone contact between
coarse aggregate particles. This internal load transfer mechanism makes such
mixes very efficient in withstanding deformation under repeated and heavy traffic
loads. On the other hand, owing to the stone-to-stone contact mechanism, such
mixes must only be considered when engineers have access to high quality and
tough aggregates. The relatively higher binder content and use of fibers to prevent
drain down increase the overall initial cost of the mix compared to a typical dense
graded mix. However, the life cycle cost of SMA mixes can be lower particularly in
regions with heavy traffic and higher risk of mixture deformation.

Open graded friction course (OGFC) or permeable friction course (PFC) mixes
are used primarily in the form of a thin layer on top of an existing pavement
structure. The primary use of such mixes is to improve drainage on the surface of
the pavement and consequently improve safety and reduce pavement–tire noise.
PFC mixes need to be designed carefully so as to ensure that the mixes have large
and connected voids that prevent clogging, reduce maintenance, and improve
permeability and yet at the same time are not large enough to adversely affect the
durability of the mix. Such mixes are only suitable for warm and wet weather
climatic conditions and are not suitable for use on unsound pavement structures
prone to rutting or cracking, roads subjected to icy conditions where studded or
chain tires are used, or roads where dirt, sand, or debris can be tracked on the
surface (e.g., farm and beach roads).

Finally, uniformly graded or single-sized aggregates are not used in the pro-
duction of asphalt mixtures as such but are commonly used for surface treatment
applications such as chip seals.

Also note that in most cases, the selection of an aggregate gradation is guided by
control points along the maximum density line specific to the particular mixture
type (e.g., dense graded, SMA, or PFC). However, there are an infinite number of
gradations that can be defined to fall within these control points. In order to
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approach aggregate gradation selection in a more systematic way, the Bailey
method is commonly used. In this method, the packing of dry aggregates is mea-
sured in the laboratory and used as a basis to define percentage passing of different
fractions of coarse and fine aggregates at specific points referred to as the primary
and secondary control sieves. The Bailey method has been used to systematically
design dense graded mixes, SMAs, and fine mixes.

3.3.2 Cleanliness

It is important to have clean aggregates used in the production of asphalt mixtures.
In this context, “unclean” aggregates can be considered as stockpiles of aggregates
that are contaminated with organic debris or inorganic materials such as excessive
dust or clay in the form of particles or lumps. The presence of unwanted organic
materials and debris perhaps has the most deleterious impact on the overall quality
of the mixture produced. However, in the case of aggregates produced from
opencast mines, this type of debris is easily avoided by removing the top surface of
the mining area. Organic debris may be an issue in case of aggregate sources such
as loose glacial or river gravels that are collected in the form of boulders or loose
particles. Organic debris can easily be avoided by taking care during the aggregate
mining operations.

Excess dust (other than clay) that coats larger aggregate particles in an aggregate
stockpile can sometimes result from crushing operations with relatively soft
aggregates such as certain types of limestones. This kind of excess dust can be a bit
problematic in one or two different ways but can easily be rectified. First, if the
amount of fines or dust coating coarse aggregate particles is excessive, the fines
concentration in the asphalt mixture can be more than what the mix was designed
for. In a typical drum-type hot mix plant, these fines will be coated with the liquid
asphalt binder at high temperatures and incorporated into the mastic portion of the
mixture. These fines would be in addition to what the mixture was designed for
(more details on fines content and mixture design will be covered in Chap. 7). As a
result, the asphalt mixture may tend to be slightly stiffer compared to the design and
as such more susceptible to distresses such as low-temperature cracking. However,
the magnitude of this impact can easily be estimated by conducting a wet sieve
analysis and can also be easily corrected by adjusting the amount of fines added to
the asphalt mixture.

Second, dust on aggregate particles can have an adverse impact on applications
other than hot mix asphalt, such as chip seals. For example, in a typical chip seal
application used for pavement preservation or restoration of skid resistance (see
Fig. 3.6), binder in the form of hot liquid or emulsion is sprayed on the pavement
surface followed by a blanket of uniform-sized aggregates (the application rate of
both of these materials and design of other forms of chip seals such as cape seals is
beyond the scope of this book). Unlike a hot mix plant, in this case, the aggregate
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particles are not intimately mixed with the binder but are expected to bond with the
binder under the application of pressure from pneumatic tire compactors followed
by traffic loads. Dust on aggregate particles can prevent such bonding, especially
during the early age of the treatment, and result in aggregate loss. Contractors have
reported washing aggregates with water as an effective remedy for such situations
when an asphalt emulsion is used with dusty aggregates (Fig. 3.9).

Inorganic fines such as clay particles or even clay lumps in the aggregate source
can have a more deleterious impact and are a relatively more difficult to deal with.
Individual clay particles typically have a plate-like structure with a very high
surface area. Such individual particles rarely exist in nature, instead dry clay typ-
ically exists in the form of stacks of these plates. The stacks are formed because of
the strong intermolecular force of attraction between the surfaces of these individual
plates. However, in the presence of water, which is a highly polar liquid, these
secondary bonds break and allow water to permeate between the plate structures
resulting in the expansion of the stacked plates. The details of the different types of
clays, atomic structures in the mineral, and intermolecular forces between these
plates in the presence and absence of water are a subject of a more detailed study,
and readers are encouraged to refer to additional reading material for more infor-
mation. In the present context, suffice it to say that small particles of clay, which in
turn comprise stacked plate-like structures, expand significantly in volume in the
presence of water and shrink upon dehydration. This mechanism is not only just
deleterious for asphalt mixtures containing aggregate particles coated with clay or

Fig. 3.9 A photograph showing aggregate particles placed on an emulsion surface; the dust
particles can be seen interfering with bonding with the emulsion (Photograph by A Bhasin)
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plastic fines but also broadly explains the vast majority of structural problems
associated with foundations on expansive soils.

Two questions arise in the context of aggregates contaminated with clay fines.
First, what methods can be used to detect whether such fines are in sufficient
proportions so as to result in a deleterious impact on the asphalt mix? Second, what
remedial actions can be taken when it is not possible for economical or other
reasons to use a different source of aggregate?

To address the first question, there are two tests that are typically used to
examine the quality of the aggregates in terms of potential contamination with
plastic fines or clay: the sand equivalency test and the methylene blue test. The sand
equivalency test is simple and intuitive to understand; a more detailed description of
the test can be found in ASTM standard D2419. In summary, this test entails taking
a sample of the fine aggregate fraction of the aggregate and thoroughly mixing it
with a calcium chloride solution in a graduated cylinder. The sample is allowed to
rest for approximately 20 min, and the height of the flocculated clay is measured
along with the height of the sand or fine aggregate sediment. The sand equivalent is
measured as the percentage of the total height of the flocculated clay and sand to the
height of the sedimented sand. The higher the value, the greater the content of
plastic fines or clay. Typically, a maximum percentage of sand equivalency can be
specified to ensure that the aggregates are not contaminated.

The second method to measure clay contamination is the methylene blue test.
The test is described in more detail in ASTM C837. In summary, this is a
titration-type test in which a sample of the fine aggregate fraction of the aggregates
is mixed with water. A few drops of the methylene blue from an aqueous solution
are added to this mix. A small drop of the mix is then dispensed onto a filter paper
and examined for the presence of a blue halo. The process is repeated until a blue
halo can be observed on the filter paper. The rationale for this procedure is that the
methylene blue preferentially adsorbs onto the surface of the clay particles. As more
volume of the methylene blue is added (titrant), the absorption continues until all
the clay particle surfaces are saturated. At this point, excess methylene blue is
available in the solution that shows up in the form of a halo when a drop of the mix
is dispensed on a filter paper. Based on this brief explanation, it is clear that the
higher the concentration of plastic fines or clay, the higher the volume of methylene
blue absorption before a halo can be observed in a test sample.

Finally, it is important to briefly discuss remedial methods that can be used when
there is an undesirable concentration of plastic fines in the aggregate. One strategy
to avoid the deleterious impact of clay or plastic fines is to chemically separate
and/or stabilize the agglomerated plate structures of the clay. One of the most
common additives to achieve this is hydrated lime. Calcium ions from hydrated
lime displace monovalent cations that render the clay particles susceptible to
expansion in the presence of water. This cation exchange also causes flocculation of
the plate-like particles. The mechanisms and benefits of adding hydrated lime to
remedy the presence of clay in aggregates for asphalt mixtures have been well
investigated by several researchers over the past few decades (Bell 1996; Eades and
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Grim 1960; Little 1995; Kim et al. 2004). In addition to helping with the clay fines
in aggregates, there is also extensive evidence in the literature that demonstrates the
multifarious benefits of adding hydrated lime to bituminous materials (Lesueur and
Little 1999; Little and Petersen 2005; Plancher et al. 1976; Sung Do et al. 2008).
These benefits will be discussed in more detail in a subsequent chapter on asphalt
additives (Fig. 3.10).

There are five different methods of adding hydrated lime to bituminous materials
(Association 2003). Different states have found different methods of addition as most
effective and accordingly have adopted one or more of these methods as a part of
their specifications (Little and Epps 2001). In this context, the most important
consideration is the method of addition of hydrated lime that mitigates the delete-
rious action of clay contaminated aggregates. For example, addition of hydrated lime
to the asphalt binder in the drum mix will have minimal or no mitigating effect on the
presence of clays. However, addition of lime slurry to aggregate or marination of
lime-treated aggregates may be more effective to treat clays present in the aggregate.
In addition to hydrated lime, other chemical additives have also been used with some
success to treat clay contaminated aggregates. For example, wood ash and methylene
blue have been used as treatment alternatives, but these materials have shown more
success in soil treatment or cement concrete applications. Chapter 5 of this book
discusses this issue in more detail.
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Fig. 3.10 A schematic showing the deleterious impact of clay contaminated aggregate particles as
well as the use of chemical additives such as hydrated lime in mitigating this effect
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3.3.3 Toughness and Hardness

The terms toughness and hardness of aggregates sound very similar. However, in
the context of aggregate properties, toughness and hardness refer to very different
properties with different implications in terms of the overall performance of the
mix. Specifically, toughness refers to the ability of the aggregate particles to resist
fracture under the action of loads, whereas hardness refers to the ability of the
aggregate to retain its surface texture over time when subjected to wear. This
subsection will discuss the methods that can be used to measure these two char-
acteristics of aggregate particles and implications in terms of asphalt pavement
performance.

As mentioned before, toughness refers to the ability of the aggregate to with-
stand fracture. Aggregate toughness is important in two different scenarios. First, a
minimum level of aggregate toughness is required during the placement and
compaction of loose asphalt mixtures. Loose hot mix asphalt is transported to the
construction site, spread, and compacted to a target density (typically 94% of the
theoretical maximum density) using a steel wheel roller. During this process, the
binder is in a fluid state and unable to resist any deformation. At the same time,
aggregate particles shift and pack themselves by interlocking with each other under
the action of the roller. In most cases, the stresses experienced by the aggregate
particles are the most intense compared to any point during their subsequent service
life. Soft aggregates that do not possess adequate toughness will fracture during this
process. This in turn would alter the overall aggregate gradation and negatively
affect the ability of the mix to carry loads during its service life.

Second, aggregate toughness is important for SMA (stone matrix asphalt) mixes.
As discussed previously, SMA gradation is designed to promote direct load transfer
between coarse aggregate particles via contact points. This is also referred to as load
transfer from stone-to-stone contact. Soft aggregates with inadequate toughness will
tend to fracture under such high contact stresses during the service life of the
pavement. Figure 3.7 illustrates an X-ray computed tomography image of an
aggregate mixture with fractured aggregate particles. In fact, SMA mixes should be
avoided in cases when tough aggregates are not locally or economically available
for use.

There are a number of different empirical tests by which the toughness of
aggregate particles can be measured. Some of the more common tests are the Los
Angeles or LA abrasion test (detailed under AASHTO T96) and the aggregate
impact and crushing value tests (detailed under British Standards 812-110 and 112).
The LA abrasion test, as it is commonly referred to, is conducted on a sample of
coarse aggregate particles (typically retained on No. 12 sieve). The aggregate
sample is placed in a cylindrical drum (Fig. 3.11) along with a number of steel
spheres (approximately 6–12 spheres each 2 in. in diameter depending on the
specification); the steel spheres are referred to as the charge. The drum is then
rotated for about 500 revolutions at approximately 30 rpm. This results in the steel
spheres and the aggregate particles to impact and colloid with each other.
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Aggregates that are not tough will tend to fracture more during this process. After
the test is completed, the aggregates are sieved again to determine the mass per-
centage of the aggregates that were lost. A higher mass loss indicates lower
aggregate toughness. Consequently, a maximum mass loss criterion can be speci-
fied to ensure that aggregates meet a standard toughness requirement. It is important
to discuss one particular aspect about the LA abrasion test. The name “abrasion” is
somewhat misleading because the very high mass of the charge (steel spheres) and
impact action of the charge with the aggregate particles reflect the ability of the
aggregate to resist breakage more than its ability to resist abrasion. Perhaps a better
name for this test would be the LA impact test rather than the LA abrasion test.

The aggregate impact and crushing value tests are two other empirical tests that
are used to evaluate the toughness of the aggregates. Coarse aggregate samples are
used as before and compacted in a metal mold. For the aggregate impact test, a
weighted hammer is dropped from a fixed height for a fixed number of times. The
aggregate sample is then sieved to determine the mass percentage of aggregates lost
due to crushing and used as an indicator of aggregate toughness. The aggregate
crushing value is measured in a similar way, except that the aggregates are sub-
jected to a static load instead of an impact load from a fixed height.

Hardness of aggregates refers to the ability of the aggregates to resist abrasion
and retain their surface texture. Note that the term hardness used in this context is
somewhat different from the standard definition of hardness used in geology and
measured on a Mohs scale. In the context of mineral aggregates, this property is
particularly important for aggregates that are used in surface mixes and come into
contact with the vehicle tires. A more detailed discussion on aggregate texture is

Fig. 3.11 The motorized drum used for LA abrasion or more appropriately impact test (left) and a
schematic showing degradation of aggregates (right) (Image courtesy of Gilson Company Inc., USA)
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presented in the following subsections. To summarize, aggregate texture plays a
very important role in providing skid resistance between the pavement surface and
the vehicle tires during braking.

Aggregates used in surface mixes are coated with asphalt binder immediately
after construction. However, after opening to traffic, the action of the vehicle tires
quickly wears away the coating of the asphalt binder from the aggregate surface.
Figure 3.12 shows a photograph of a pavement surface after being opened to traffic
for a few weeks. The aggregate surface (light colored limestone) can be clearly seen
exposed on the surface. Also notice that in this case, the mix gradation used for the
surface layer was a permeable friction course or PFC as discussed earlier. The large
pore structure that renders the mix permeable is visible on the surface as well. From
this point on the surface of the aggregate plays an important role in providing
frictional resistance between the tire and the pavement surface. However, over time
the surface of the aggregate may be susceptible to abrasion causing it to loose its
surface texture. Aggregates with higher hardness are more resistant to this abrasive
action and tend to retain their surface texture longer and consequently provide a
safe and skid-resistant driving surface for a longer period of time.

Several different empirical tests are available to measure aggregate hardness.
Two more common tests are the British pendulum test and the micro-deval test. In
the British pendulum test, the test specimen is prepared by gluing coarse aggregate
particles onto a test coupon. The test coupon is then attached to the end of a
pendulum that is allowed to swing from a fixed height rubbing over a rubber pad at
the bottom point to simulate tire-aggregate wear. Figure 3.13 illustrates a typical

Fig. 3.12 A PFC mix on the pavement surface with exposed aggregate surface a few weeks after
it was opened to traffic (Photograph by A Bhasin)
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British pendulum device along with a test coupon before and after polishing it with
several swings of the pendulum. The aggregate wear is clear.

The micro-deval test is also an empirical test that is used to measure aggregate
hardness. In many ways, the micro-deval test is very similar to the LA impact test
with two exceptions. First, the size of the drum used is much smaller. Second, the
steel spheres used as charge are also lighter in weight and smaller. This test is
typically conducted in the presence of water. Due to the relatively smaller size of
the charge (steel spheres) and lighter weight, the aggregate particles are subjected to
more surface abrasion as opposed to an impact breakage compared to the LA
impact test. Figure 3.14 shows a typical micro-deval device with a sample of
aggregates before and after being subjected to the simulated abrasion in the device
(Mahmoud 2007). Figure 3.15 illustrates the loss in texture for select samples of
different mineral aggregates. The texture is quantified in terms of a texture index
that will be discussed in more detail in the following section. The graph clearly
shows that different aggregates not only have different textures to begin with but
also have different hardness, i.e., resistance to abrasion. For example, the crushed
gravel shows the highest level of hardness with hardly any loss in texture, albeit the
texture of this aggregate is very low to begin with. Note that crushed limestones A
and B have the same lithology, i.e., limestone, but are from two different sources
and have very different texture and hardness characteristics.

A comparison of crushed limestone B and crushed granite also reveals some-
thing interesting. Crushed limestone B and crushed granite have very similar and
high texture index to begin with and either appear to be suitable for use as an
aggregate in surface mixes. On the other hand, crushed granite has higher hardness
and thus does not get easily polished over time, while crushed limestone B has
lower hardness and tends to get significantly polished over time. As a side note,
some mineral aggregates, particularly igneous rocks, retain their surface texture

Fig. 3.13 A photograph showing the British pendulum (left) and a test coupon before (top right)
and after (bottom right) being swung over a rubber test pad for a specified number of times (British
pendulum image courtesy of Gilson Company Inc., USA; Polished coupon: Gatchalian et al. 2006)
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even after being abraded on the surface. In a very broad sense, this has to do with
the manner in which individual microscopic crystals or grains wear off from the
surface. The size of these grains, and indirectly the texture, is dictated by the rate at
which the rock solidified from its liquid form. It is interesting to note here that a
geologic process that occurred millions of years ago has an influence on how soon
your vehicle will stop on the road when you hit the brakes.

Fig. 3.15 Measured loss in texture for typical mineral aggregates as a function of time used in the
micro-deval device (Created using data from Masad et al. 2009)

Fig. 3.14 A photograph showing the micro-deval apparatus (left) and a schematic of the abrasion
process (right) (Image courtesy of Gilson Company Inc., USA)
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In summary, toughness of aggregates refers to the ability of the aggregate to
resist breakage. A minimum level of toughness is required to ensure that the
aggregates do not break under the action of rollers during compaction. Tough
aggregates are also critical when aggregate structures such as SMAs are used for
mixture design. Hardness refers to the ability of the aggregates to resist abrasion
and retain their surface texture. Hardness is particularly important for aggregates
that are used in the surface mixes of asphalt pavements to ensure optimal skid
resistance.

3.3.4 Durability or Soundness

Durability or soundness of aggregates refers to the ability of the aggregate to resist
decomposition due to weathering. More specifically, in the context of asphalt
mixtures, durability refers to the ability of the aggregate to resist breakage due to
freeze–thaw action. Asphalt binder has historically been used as a water-proofing
agent (e.g., as a coating on boat hulls thousands of years ago). Therefore, one
school of thought is that aggregate durability, as defined above, is not important for
asphalt mixtures since aggregate particles are typically coated with a film of the
asphalt binder. While this is true to some extent, aggregate durability does matter
for at least two reasons.

First, although asphalt binder may be generally regarded as a waterproofing
material, it only implies that it has an extremely low permeability. In other words, it
is only a matter of time before water can make its way into the binder and reach the
aggregate surface. Since roadways are built to last for several decades, this phe-
nomenon is entirely possible after being exposed to wet weather conditions over a
period of several years. In fact, recent studies have shown that the rate with which
water diffuses through a film of binder increases as the binder is exposed to cyclic
wet and dry events.

Second, consider aggregates that are used in surface mixes. At the time of
placement, these aggregates are coated with a film of the asphalt binder. However,
in a very short duration of time, the binder coating on the surface wears off leaving
behind an exposed aggregate surface. Readers may want to re-examine Fig. 3.12
more closely. The pavement surface in this case comprises a mixture of a dark and a
light colored aggregate. The dark colored aggregate particles are igneous in origin,
whereas the light colored aggregate particles are a soft porous limestone with low
durability. Due to the light color, the exposed limestone particles are clearly visible
on the surface. Also, in this particular case, the pavement location was prone to
freeze–thaw action during winters. The use of a porous aggregate with low dura-
bility and the freeze–thaw action may result in fracture or disintegration of the
aggregate particles into several smaller pieces on the surface of the pavement. This
may further lead to aggregate loss that could result in windshield damage and also
gradually progress into further deterioration and degradation of the pavement
structure.
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In short, considering the above two factors, durability of aggregates is an
important attribute that must be considered during the material selection and
mixture design process, particularly for surface mixes. Durability of aggregates can
be measured using a few different test methods such as the sodium sulfate or
magnesium sulfate soundness test or a simple freeze–thaw test. These tests are very
briefly discussed here, and readers can refer to appropriate ASTM or ASSHTO
procedures for the specific details on these tests (ASTM C88).

The sodium or magnesium sulfate soundness tests simulate the freeze–thaw
process that the aggregate may experience in an accelerated manner. Typically, for
these tests a sample of coarse aggregate particles is immersed in a solution of
sodium or magnesium sulfate. These salts reduce the surface tension of water and
accelerate the absorption of the solution into the aggregate pores. After a certain
period of time, the aggregate particles are removed from the solution and allowed to
dry. As the water escapes the aggregate particles, the salt within the pores crys-
talizes and expands in volume. This is similar to expansion of water in the pores as
it freezes and turns into ice. The internal stresses can cause the aggregate particles
to fracture and disintegrate. The extent of this disintegration is measured by con-
ducting a sieve analysis before and after this process and determining the per-
centage of coarse aggregate particles that have disintegrated compared to their
original size fraction. This percentage then serves as an indicator of the durability of
the aggregate (higher percentage loss would imply lower durability).

An alternative to the sodium or magnesium sulfate durability test is a direct
freeze–thaw test. In this case, as before, a sample of coarse aggregate particles is
used for the test. However, the aggregate sample is immersed in distilled water for a
duration of time and then subjected to cyclic freeze–thaw for a specific number of
cycles. Aggregate loss is measured as a percentage of the size fraction that disin-
tegrated during this process and was not retained on the sieve size used for the
sample. For the example that was cited earlier (Fig. 3.12), a sample of the limestone
aggregates was subjected to this type of cyclic freeze–thaw action. Figure 3.16
shows a photograph of the aggregate particles before and after being subjected to
the freeze–thaw action. Even without conducting a quantitative analysis on the
percentage mass loss of aggregate particles, the picture clearly shows the lack of
durability for this particular aggregate.

Some highway agencies generally regard high calcium carbonate content (pre-
dominant in most limestones) as an indicator of low durability as well as low
hardness. Based on this rationale, a surrogate acid test is also used sometimes to
determine the calcium carbonate content in an aggregate. The test involves
immersing a sample of the aggregate in hydrochloric acid at a certain concentration
and determining the mass of aggregate that is lost due to the reaction. Recall from
basic chemistry that calcium carbonate reacts with hydrochloric acid to form cal-
cium chloride salt and carbon dioxide gas. Hard and durable aggregates, such as
siliceous aggregates, are typically inert to this test. Figure 3.17 illustrates the carbon
dioxide from the reaction between the aggregate particles and the hydrochloric acid.
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It is important to recall and bear in mind that aggregates typically make up more
than 90% by weight of the mix. Therefore, in most cases economies of operations
would dictate that aggregate sources closest to the source of the construction site be
used. In some cases, such as for surface mixes, it may be worth the cost of
procuring and using higher quality aggregates with high durability and hardness
when locally available aggregates do not meet set standards.

Fig. 3.16 Image showing a sample of low durability coarse aggregate particles before cyclic
freeze-thaw (left) and the same sample disintegrated after cyclic freeze-thaw (right) (Photograph
by A Bhasin)

Fig. 3.17 Image showing a sample of the aggregate in hydrochloric acid; the carbon dioxide
bubbles formed due to the reaction are clearly visible (Photograph by A Bhasin)
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3.3.5 Shape, Angularity, and Texture

Shape, angularity, and texture of aggregates refer to three geometrical character-
istics of the aggregate particles at three different length scales. These aggregate
characteristics dictate different aspects of the overall performance of asphalt mix-
tures. In this section, we will first consider the implications of shape, angularity, and
texture of aggregates on different aspects of mixture performance. We will then
discuss the different methods and metrics that are used to quantify these
characteristics.

Let us first consider the shape or form of aggregate particles, which is also a
characteristic at the largest length scale. Shape or form of aggregate particles refers
to the overall geometric form of the aggregate particles. For example, aggregate
particles can be cubical, disk shaped, rod shaped, spherical, or oblong. Typically, a
spherical or cubical form is desired compared to a flat or elongated form.
Aggregates with flat or elongated form have two direct implications. First, aggre-
gate particles that have a flat and elongated form (as opposed to spherical or
cubical) tend to orient themselves so that the smaller dimension is along the
direction of compaction. As an extreme example imagine compacting a handful of
pennies. Figure 3.18 illustrates a schematic to demonstrate this preferred orientation
of aggregates with a flat or elongated form. As a result of this preferred orientation,
flat and elongated particles are prone to fracture during compaction that induces
very high stresses in the aggregate particles. This in turn reduces the integrity and
mechanical stability of the mix.

The second implication due to the preferred orientation of flat and elongated
aggregate particles has to do with anisotropic properties of the asphalt mixture.
Recall that isotropy refers to the directionally independent nature of a particular
property (e.g., stiffness or tensile strength), whereas anisotropy refers to the
directionally dependent nature of the property. A simple example is a plank of
wood that is anisotropic in terms of its stiffness and tensile strength, i.e., the
stiffness or modulus of wood measured by applying a load along the grain of the

Fig. 3.18 Schematic showing inherent anisotropy due to shape (top-left) and isotropy induced due
to compaction (top-right)
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wood is different compared to the modulus measured by applying a load perpen-
dicular to the grain of the wood. The same can be said for tensile strength of wood.

Specifically, in this case the asphalt mixture would have different properties in
the vertical direction (direction in which compaction loads are applied) compared to
properties in the horizontal direction (plane perpendicular to the direction in which
compaction loads are applied). This form of anisotropy has a special name and is
referred to as cross-anisotropy (or transversely isotropic). Typically, the mix would
have higher stiffness in the vertical direction and relatively lower stiffness in the
horizontal direction. Note that the anisotropy can be due to the shape of the
aggregate particles (Fig. 3.18 top-left) or compaction induced because of the ver-
tical loads from a compactor (Fig. 3.18 top-right). The implication of this aniso-
tropic behavior is that the mix would have relatively lower resistance to permanent
deformation.

International Center for Aggregate Research (ICAR) evaluated 246 data sets
from the AASHTO Road Test, which revealed that surface deflections calculated
using isotropic material properties of the AASHTO Road Test aggregate base
materials were smaller than the measured deflections under the Benkelman Beam.
However, the accuracy of the calculated defections improved when the aggregate
base layer was considered to be anisotropic (Masad 2004). Typically, the level of
anisotropy is characterized by the ratio of horizontal to vertical modulus (Ex/Ey).
Analysis of the errors in the ICAR study showed that the error between measured
and calculated responses were minimized when the stiffness in the horizontal
direction assumed to be 30% of the stiffness in the vertical direction (Ex/Ey = 0.3).
Values of anisotropy (Ex/Ey) of 0.4, 0.5, and 1 yielded progressively less accurate
predictions.

Figures 3.19 and 3.20 verify the importance of aggregates angularity, shape, and
textural properties on the level of cross-anisotropy. Ashtiani (2010) showed clearly
that increased angularity, a decrease in the quantity and degree of flat and elongated
aggregates particles, and an increase in surface texture all lead to lower anisotropy.
Lower levels of anisotropy (or when there is a smaller difference between vertical
and horizontal moduli) result in a more efficient distribution of stresses induced by
traffic loading. Therefore, one would normally hope to produce aggregates with
properties that minimize the degree of anisotropy.

The results presented in Figs. 3.19 and 3.20 clearly demonstrate the influence of
aggregate shape features on the degree of anisotropy in unbound aggregates sys-
tems. Figure 3.19 shows the effect of aggregate texture (texture is discussed in more
detail later) and form on the level of anisotropy as characterized by the shear
modular ratio (Gxx/Gxy). As evidenced in this plot, unbound aggregate systems with
more cubical particles and rougher texture had higher shear modular ratios (Gxx/
Gxy) and therefore had lower levels of anisotropy. In general, more isotropic
materials produce a more favorable orthogonal load distribution when subjected to
traffic loads.

Figure 3.20 demonstrates the impact of particle texture and aggregate angularity
on the level of anisotropy characterized by modular ratios (i.e., Ex/Ey). ICAR
research showed that aggregate systems containing particles with rougher texture
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and more crushed surfaces (more angular) result in less anisotropic systems. Particle
surface texture and angularity impact interparticle frictional forces and therefore
orthogonal load distribution capacity of the aggregate layer. Collectively, aggregate
systems consisting of roughly textured and more angular particles result in systems
that more efficiently distribute traffic loads and are less prone to rutting during
service.

Although the effects described in the preceding paragraphs are more pronounced
in unbound materials, aggregate shape also influences the behavior of asphalt
mixtures in a flexible pavement. For example, Masad (2004) performed analyses of
fatigue and rutting in asphalt pavements of six different asphalt pavement cross
sections with the asphalt thickness ranging from 2 to 6 in. (50–150 mm) and with
varying aggregate base thicknesses. The hot mix asphalt (HMA) layer, the aggre-
gate base, and the subgrade in each section were modeled as linear elastic and
isotropic (LIS), linear elastic and anisotropic (LAN), nonlinear elastic and isotropic
(NIS), and nonlinear elastic and anisotropic (NAN). The results with respect to the
asphalt layer are summarized as follows:

a. For the asphalt layer, permanent deformation was always greater for the ani-
sotropic model compared to its isotropic counterpart, Fig. 3.21.

b. Fatigue life predicted using the nonlinear, anisotropic model for the asphalt layer
was considerably higher than that predicted for the nonlinear, isotropic material,
Fig. 3.22.

One length scale smaller than the aggregate form is the aggregate angularity.
Aggregate angularity reflects the number of fractured faces and/or sharp edges of

Fig. 3.19 Impact of form and texture on shear modulus ratio (Gxx/Gxy) (Ashtiani and Little 2010)
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individual aggregate particles. Typically, angular aggregates with more fractured
faces are desired as opposed to smooth and rounded particles. The reason for this is
that angular aggregate particles tend to interlock better with each other, thus
resulting in much higher mechanical friction and resistance to deformation.
Aggregate angularity is typically of concern with aggregates from sources such as
river or glacial gravel. Unlike other aggregates that are typically obtained from
blasting out large pieces of rock in an opencast mine followed by crushing to a
desired size, gravel is obtained by simply collecting naturally occurring boulders
and stones of different sizes (sometimes as small as a fraction of an in.). The
naturally occurring boulders and stones are typically smooth and rounded on the
surface due to geologic erosion. Once crushed and fractionated into different sizes,
several aggregate particles retain the natural smooth surface either completely or
partially. The more the overall percentage of smooth surface on the aggregate
particles, the less the mechanical interlock, and consequently there is less resistance
to shear deformation. The importance of aggregate angularity can perhaps be best
exemplified based on the following case study.

The locally available aggregate in southern parts of the state of Texas, partic-
ularly along its coast, is a siliceous river gravel. For this region, this was also the
cheapest type of aggregate that could be used for pavement construction. The only
problem with the siliceous river gravel was that most of it occurred naturally in
smaller sizes (approximately 1–2 in.). As a result, even after some amount of
crushing, a number of the aggregate particles would retain a significant portion of

Fig. 3.20 Impact of particle angularity and texture parameters on modular ratio (Ex/Ey) (Ashtiani
and Little 2010)
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their original surface that was very smooth. Since the smaller aggregate size frac-
tions were produced by crushing the naturally occurring larger aggregate size, the
smaller sized aggregates would have more crushed faces while the larger sized
aggregates would have more smooth (natural) and uncrushed faces. The lack of
aggregate angularity would result in poor mechanical interlock between the
aggregate particles and reduced resistance to shear deformation and increased
propensity to rutting.

One solution to the problem was to design an asphalt mixture with a relatively
smaller maximum nominal aggregate size. This would ensure that most of the
aggregate particles that went in the mix had more crushed and angular surfaces.
Figure 3.23 clearly shows this effect, wherein the percentage of angular particles is
large for smaller size fractions compared to larger size fractions and vice versa for
the percentage of rounded particles. The quantitative methods used to arrive at these
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percentages will be discussed later in this section. Figure 3.24 illustrates the rutting
resistance in terms of a metric referred to as flow time for three different mixtures
produced using these aggregates (more on the flow time test in Chap. 8). These
mixtures had different maximum nominal aggregate size. One would expect that as
the maximum nominal size of the aggregates decreased, the percentage of aggre-
gates with angular surface (from all size fractions) would increase and result in
better particle interlock and increased shear resistance. This phenomenon is very
clear when the results from the 19 mm mix are compared to the results from the
12.5 mm mix. A further decrease in the maximum nominal aggregate size to
9.5 mm, however, does not produce this advantage. This is because at this point the
overall particle-to-particle contacts have increased resulting in a more indirect
pathway via the binder or mastic matrix for load transfer through the mix. This lack
of efficiency in internal load transfer is very similar to what was discussed earlier in
explaining the benefits of using a stone matrix asphalt. In summary, this case study
demonstrates the importance of using angular aggregates to ensure adequate mix-
ture resistance to shear deformation.

The next smaller length scale after angularity is the surface texture of the
aggregate particles. In a very basic sense, surface texture of the aggregates refers to
its roughness at a micrometer length scale. Roughness is a very length
scale-dependent term and is always tied to the sensitivity of the instrument or means
that are used to measure it. For example, consider a surface that may seem very
smooth to human eye or touch (e.g., by rubbing the surface with a finger). This
same surface could turn out to be very rough when an optical microscope with a
micrometer resolution is used to examine its surface. Similarly, extremely smooth
surfaces at a micrometer length scale would appear to be rough on an atomistic
length scale. In the context of aggregate surface texture, the roughness or texture
being referred to is in the range of hundreds of micrometer to a millimeter length
scale. This length scale is important for two different reasons. For aggregate par-
ticles used on the surface mixes, aggregate texture at this length scale is important
in dictating the frictional characteristics of the pavement surface and hence its skid
resistance. In fact, studies have shown empirical evidence that correlates surface
texture of aggregates to pavement skid resistance (Masad et al. 2008). For the bulk
of the mix, aggregate texture at this length scale is also important in providing a
mechanical bond or adhesion between the binder and the aggregate surface. This is
important from an overall durability point of view and also in terms of the resis-
tance of the mixture to moisture-induced damage or stripping.

Having discussed the general definitions and implications of aggregate shape,
angularity, and texture, the following paragraphs will briefly discuss the different
methods that are used to measure these properties. Consistent with other sections in
this chapter, only broad descriptions and approaches to these test methods are
presented here. The methods used to measure shape, angularity, and texture can be
broadly classified within two groups: manual and automated.

Manual methods to measure shape and angularity are focused on the measure-
ment of aspect ratio and crushed faces on individual aggregate particles, respec-
tively. A manual method to measure the aspect ratio involves the use of a ratio
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caliper with a hinge (Fig. 3.25). The hinge is set at a desired ratio (e.g., 1:3 or 1:5),
the smallest dimension of the aggregate is used to open the caliper from the shorter
end, which proportionally also opens the caliper at the larger end. The gap in the
caliper is compared to the largest dimension of the aggregate particle to determine
whether the particle has an aspect ratio above or below this set limit. The process is
repeated for every single coarse aggregate particle in a representative sample from a
stockpile. Typically, specification limits require that the percentage of flat and
elongated particles (i.e., particles that have an aspect ratio above a specified pro-
portion such as 1:5) be below a certain limit (e.g., below 10%). Although this
procedure requires hardly any investment in terms of capital equipment, it is
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associated with three major drawbacks: The method is extremely time consuming
and labor intensive, it only provides a discrete breakup of aggregate angularity (e.g.,
a certain percentage of aggregate particles are above or below the limit), and the
method is prone to human errors. These shortcomings will be addressed later with
the automated methods.

A different manual method is used to measure aggregate angularity for coarse
and fine aggregate particles. For coarse aggregate particles, the method involves
counting the crushed faces on the aggregate particle. Typically, a sample of the
coarse aggregate particles is taken from a stockpile. Each particle from the sample is
examined for the number of crushed faces. The particles are then separated into
different groups with no crushed faces, one crushed face, and two or more crushed
faces. The percentage of aggregates in each stockpile is used as a metric for
aggregate angularity. As in the case with aspect ratio, this method is prone to
human errors, time consuming, and discrete in terms of the metrics it provides for
aggregate angularity. Also, although aggregate angularity is important for fine
aggregates, it is not feasible to use this method with fine aggregate particles.

For fine aggregates, an empirical test is used to assess the fine aggregate
angularity. Figure 3.26 illustrates a photograph of the device used to make such
measurements. Briefly, a sample of the fine aggregate particles is placed in a
container with a funnel-shaped opening at a fixed height. The aggregates are
allowed to flow through the funnel into a cylindrical container below it and
self-compact. The mass of the fine aggregate in the cylindrical container is then

Fig. 3.25 Photograph of the caliper used to measure flat and elongated particles (Photograph by A
Bhasin)
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measured to determine the density of the self-compacted fine aggregate particles.
Fine aggregate particles with angular surfaces tend to create more voids and result
in a lower density compared to rounded fine aggregate particles. Therefore, the
density of the fine aggregate sample obtained in this standardized method is used as
a surrogate indicator of its angularity. Readers are referred to the additional reading
material for a more detailed description of these test methods (Rogers et al. 1991;
Lee et al. 1999; Masad et al. 2005). Note that there is no standard method to
measure texture of aggregate particles manually. The following paragraphs discuss
the use of automated imaging methods to measure the shape, angularity, and texture
of fine aggregate particles.

Most automated methods to measure aggregate shape, angularity, and texture
involve some form of image acquisition and analysis. Image acquisition involves
the use of a digital camera and some other mechanical means to capture the images
of individual aggregate particles (or small samples of fine aggregate particles). This
is what makes up the hardware of such automated methods. Image analysis involves
analyzing the acquired images using different mathematical tools to arrive at metrics
to quantify the shape, angularity, and texture of aggregates.

Figure 3.27 shows three different devices that are used to capture the images of
aggregate particles. The two devices on the left have some form of a conveyor belt
system that carries aggregate particles in front of a fixed camera that captures the
images of these particles. The third device has aggregate particles on a tray that can
either be bottom lit or top lit and a camera that captures images of individual
particles. The bottom light creates a dark image of the aggregate particle high-
lighting its form and angularity (Fig. 3.28) for further analysis. The top light is used

Fig. 3.26 Photograph of the
empirical method used to
measure angularity of fine
aggregate particles (Image
courtesy of Gilson Company
Inc., USA)
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to capture details on the surface of the aggregate particle for texture analysis
(Fig. 3.29). This particular device, referred to as the Aggregate Imaging System
(AIMS), has been further developed and implemented for routine use. As a side
note, one may question that these images are two dimensional in nature and
therefore may not accurately characterize the three-dimensional shape characteris-
tics of the aggregate particles. To this end, it must be noted that devices such as
AIMS also estimate and record the third dimension of the aggregate particle. This is
typically achieved by comparing the focal distance between the camera and surface
of the aggregate particle to the focal distance between the camera and the surface on
which the aggregate particles rest. Other devices have implemented the use of dual
cameras to capture the three-dimensional shape characteristics of the aggregate.

In terms of analysis, several different algorithms have been developed and can be
used to characterize the three attributes of interest: shape, texture, and angularity.
The general philosophy of obtaining these metrics is described here. For example,
one metric to quantify the overall shape or form of the aggregate particle would be
to compare the deviation of the aggregate particle from a perfect sphere.
Figure 3.28 illustrates this idea in two-dimensions for two particles with very
distinct forms or shape. The departure from the shape can be quantified in terms of
the departure from the circular shape or other metrics such as the ratio of the
shortest to the longest dimension. The angularity of the aggregate particles can also
be measured using any number of different mathematical algorithms. For example,
the rate at which the angles of the tangents from different points on the surface of
the aggregate change can serve as an indicator of aggregate angularity. Similarly,
the texture of the aggregate surface can be assessed based on the variations in the
gray scale intensity on the digital image. A rough texture would result in several
peaks and shadows or noise on the digital image of the surface. This pattern can
then be analyzed to arrive at an index that is a quantitative reflection of the
aggregate texture.

The AIMS method uses wavelet transformation of the two-dimensional gray
scale images to arrive at a texture index. Very broadly speaking this transformation
progressively blurs the image and quantifies the loss of information when compared
to the previous image sequence. A greater loss in information over several blurring

Fig. 3.27 Three different devices used to capture aggregate images to determine shape, angularity
and/or texture (With permission from TRB through the National Academy of Sciences, Prowell,
B., and Brown, R., Aggregate Properties and the Performance of Superpave-Designed Hot-Mix
Asphalt, NCHRP Report 539)
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sequences would indicate a rougher texture. A smooth surface would have hardly
any information loss before and after blurring, while a rough textures surface would
have significant loss of information before and after blurring. Figure 3.29 illustrates
the digital images from two different aggregates; the figure also includes the dis-
tribution of the gray scale intensity on the two images. Note the difference in
distribution of the gray scale; the location of these distributions is dependent on the
external lighting conditions but the width of these distributions is related to the
texture. Figure 3.30 illustrates the AIMS device along with the texture index dis-
tribution for typical aggregate types. Similar distributions for shape and angularity
index can also be obtained. Note that unlike the manual methods, a distribution for
the shape, angularity, and texture is obtained using this method.

Readers are referred to additional reading material for a more thorough and
detailed description of the mathematical models and tools used to quantify shape,
angularity, and texture (Masad et al. 2005). Particularly, the NCHRP report 555
(Masad et al. 2005) documents in detail the different mathematical algorithms that
were investigated and ultimately adopted for use with the AIMS.

3.3.6 Impact of Aggregate Characteristics on Engineering
Properties

We have talked about size and gradation early in this chapter. Qualitatively, we
have shown that size and gradation influence the overall behavior of the asphalt
mixture. In this section, we briefly discuss the quantitative relationship between the
aggregate size and gradation and one of the most basic engineering properties of the
asphalt mixture, i.e., its dynamic modulus.

The dynamic modulus of the asphalt layers is the single most important engi-
neering property that is necessary to design a flexible pavement, particularly using

Fig. 3.28 Outline image of two different aggregate particles showing deviation from a circular
form; also notice that the aggregate particle on the left is circular in form yet angular
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Fig. 3.29 Digital image of two different aggregate surfaces along with a distribution of the gray
scale intensity in the image; note that the aggregate on the right is smoother and has a much
broader distribution in gray scale as opposed to sharper distribution for the rough aggregate on the
left (absolute location of the distribution is not as critical as distribution)

Fig. 3.30 Typical texture index obtained using the aggregate imaging system for different
aggregate types (With permission from TRB through the National Academy of Sciences,
Al-Rousan, T., Masad, E., Little, D.N., Button, J.W., and Tutumluer, E., Test Methods for
Characterizing Aggregate Shape, Texture, and Angularity, NCHRP Report 555)
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mechanistic or semimechanistic methods. This is because in order to compute
pavement responses to load, which are used in computing fatigue and rutting
damage within all pavement layers, reliable layer moduli are required. Furthermore,
in the constitutive relationships required for mechanistic analysis (e.g., layered
elastic analysis or viscoelastic analysis), layer moduli along with layer Poisson’s
ratios are required.

Since the modulus of the asphalt layer and/or sublayers is time and temperature
dependent, the dynamic modulus is used to represent and model asphalt layers. The
dynamic modulus is measured by imparting a sinusoidal stress pulse to a cylindrical
asphalt sample. The test is conducted over a range of combinations of frequency of
the sinusoidal pulse and temperature in order to cover the range of frequencies and
temperatures representative of the pavement environment. This is very similar to
what was described for asphalt binders in Chap. 2 on “Time Dependency,” except
that in this case the time-dependent properties are measured using an asphalt
mixture instead of an asphalt binder. Similar to asphalt binder, data obtained from
the dynamic moduli tests over a range of frequencies and temperatures are used to
construct a master curve for the asphalt mixture. Typically, a sigmoidal function can
be used to describe the master curve for the complex modulus E�j j (recall that this is
very similar to Eq. 2.3 used to develop the master curve for the binder).

log E�j j ¼ dþ a
1þ ebþ log tr

ð3:2Þ

Similar to Eq. 2.1, in Eq. 3.2, tr is reduced time (where time is the reciprocal of
the test frequency), dþ a is the maximum value of E�j j, and b and c are parameters
which describe the shape of the sigmoidal function. In the context of the role of
aggregate properties on the dynamic modulus of asphalt mixtures, these parameters
can be a function of mixture volumetrics and gradation. For example, values of d
and a in Eq. 3.2 can be calculated based on certain properties of the aggregate and
mixture as follows:

d ¼ �1:249937þ 0:02932q200 � 0:001767 q200ð Þ2

� 0:00284q4 � 0:05809Va � 0:802208
Vbeff

Vbeff þVa

� � ð3:3Þ

a ¼ 3:871977� 0:0021q4 þ 0:003958q3=8 � 0:0000q3=8
þ 0:005470q3=4

ð3:4Þ

where

Va Air void content, %
Vbeff Effect bitumen content, % by volume
q3=4 Cumulative % retained on the 3/4 in. sieve
q3=8 Cumulative % retained on the 3/8 in. sieve
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q4 Cumulative % retained on number 4 sieve
q200 Cumulative % passing the number 200 sieve

Also the dynamic modulus can be predicted over a range of temperatures, rates
of loading, and aging conditions from information that is readily available from
material specifications of volumetric design of the mixtures:

log E�j j ¼ �1:249937þ 0:02932q200 � 0:001767 q200ð Þ2

� 0:002841q4 � 0:05809Va � 802208
Vbeff

Vbeff

� �

þ 3:871977� 0:0021q4 þ 0:003958q3=8 þ 0:005470q3=4
1þ e �0603313�0:3115 log fð Þ�0:393532 log nð Þð Þ

ð3:5Þ

where

n Viscosity, �106 Poises
f Loading frequency, Hz

In summary, Eqs. 3.2–3.5 demonstrate the direct relationship between aggregate
gradation and the dynamic modulus of the asphalt mixture (for a given binder),
which is one of the most important properties required to carry out the thickness
design of different layers in a flexible pavement.

3.3.7 Absorption

The last aggregate property that is briefly discussed here is absorption. Certain
kinds of aggregates, such as soft limestones, are somewhat porous in nature and
tend to absorb water or moisture when left in stockpiles and also tend to absorb
binder during mixture production. The absorption of water (in a stockpile) or binder
(during production) has serious implications on the cost and durability of the
asphalt mixture. For example, absorptive aggregates that are left in a stockpile can
absorb significant amounts of water from rain. In this case, it would take much
longer to completely dry these aggregates prior to mixing them with the liquid
asphalt binder. This increases fuel consumption and adds to the production cost of
the mixture.

The second mechanism by which absorptive aggregates add to the cost of
mixture production is due to loss of the binder that is absorbed by the aggregates. In
other words, some of the asphalt binder will be absorbed by the aggregates and will
not contribute to the effective asphalt binder that is used to bind the aggregate
particles together in the mix. As a result more binder needs to be added to the mix
to compensate for the loss in absorbed binder and achieve the optimum or target
effective binder to aggregate ratio. The concept of effective binder content and
absorbed binder will be discussed in Chap. 12.
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Figure 3.31 shows the cross section of two different asphalt mixtures with a
porous aggregate. The image on the left uses a very stiff and high viscosity binder
that does not get easily absorbed by the porous aggregate even at the high mixing
temperatures. However, the binder on the right uses a soft and low viscosity asphalt
binder that was easily absorbed by the porous aggregates. The dark discoloration of
the aggregate edges clearly shows this absorption. Another consideration with the
use of absorptive aggregates that has been a subject of some research is that the
binder is not homogeneously absorbed by the aggregate. Recall from the previous
chapter that an asphalt binder is an ensemble of organic molecules with different
molecular weights and polarities. As a result, some of the molecules in the binder
are more mobile than others. When the liquid binder at high temperature is in
contact with an absorptive aggregate surface, depending on the charge (on the
asphalt molecules and the aggregate surface) and mobility some of the binder
molecules may preferentially be absorbed in the aggregate pores. In fact, this
phenomenon is likely to occur even on the surface of nonporous aggregates. The
only difference being that in the case of nonporous aggregates, this process would
be referred to as preferential adsorption and for porous aggregates this preferential
surface adsorption would continue on as preferential absorption into the pores of the
aggregate particles. The net result of this preferential absorption is that the binder in
the immediate proximity of the aggregate surface would be deprived of lighter
fractions that are likely to be absorbed by the aggregate and would likely have
different stiffness and relaxation ability from the bulk binder and result in the
formation of damage susceptible zones. While the exact mechanism of such
near-surface failure is a subject of ongoing research, it is clear that this phenomenon
will be dictated by the properties of both the binder and the aggregate.

In summary, absorptive aggregates absorb a small fraction of asphalt binder. As
a result, typically higher binder contents are required to achieve the optimum
binder-aggregate ratio, which in turn increases the cost of the mixture. Also,

Fig. 3.31 Images of the sections of two very similar asphalt mixtures with absorptive aggregates;
the image on the left uses a very stiff binder that was not readily absorbed by the aggregates during
mixing and the image on the left uses a very soft binder that was readily absorbed during mixing
(Photograph by A Bhasin)
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absorptive aggregates may preferentially absorb some of the lighter fractions from
the binder resulting in near-surface zones that behave differently from the bulk and
may nucleate some of the distresses.

3.4 Exercises

3:1 The Strategic Highway Research Program (SHRP) during early 1990s
developed a database of typical aggregates that were used in the USA. The
database includes typical aggregate types referred to by their generic names
used commonly by engineers as well the specific mineral composition of each
aggregate type. The database is documented in a report (Number SHRP-A
UIR-91-509) that can be downloaded from www.trb.org. Use this report to
identify two pairs of aggregates that have a similar generic mineral classifi-
cation but different mineralogy. Briefly explain why you think generic mineral
classification can be misleading.

3:2 Use the following sieve sizes to plot the 0.45 maximum density line: 19, 12.5,
9.5, 4.75, 2.36, 1.18, 0.6, 0.3, 0.15, 0.075 mm.

3:3 The table below provides the control points based on the Superpave specifi-
cation for a dense graded mix with 25 mm maximum aggregate size (maxi-
mum density line will have 100% passing at 25 mm to the power 0.45) along
with the restricted zone. Superimpose the specification limits (including the
restricted zone) on the 0.45 maximum density line from 3.2 (Table 3.1).

3:4 Based on your reading from the chapter, briefly discuss about the restricted
zone.

Table 3.1 Control points based on Superpave specification

Sieve number Sieve size in mm Superpave control
points for 19 mm
nominal max.
aggregate size

Restricted Zone

Lower Upper Lower Upper

25 100

19 90 100

12.5

9.5

4 4.75

8 2.36 23 49 34.6 34.6

30 0.6 16.7 20.7

50 0.3 13.7 13.7

200 0.075 2 8

pan 0
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3:5 You have been supplied with aggregates from different stockpiles. The table
below presents the gradation of aggregate from these stockpiles. Propose a
gradation for a dense graded mix that satisfies the limits in Table 3.2 by
blending different stockpiles (i.e., using different weight percentages of each
stockpile such that the final gradation meets the specification). Tabulate your
results and also plot the final gradation along with the specification limits and
maximum density line from 3.2.
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Chapter 4
Chemical and Mechanical Processes
Influencing Adhesion and Moisture
Damage in Hot Mix Asphalt Pavements

4.1 Background

Moisture damage can be defined as the loss of strength and durability in asphalt
mixtures due to the effects of moisture. Moisture damage can occur because of a
loss of bond between the asphalt cement or the mastic (asphalt cement plus the
mineral filler—74 µm and smaller aggregate) and the fine and coarse aggregate.
Moisture damage also occurs because moisture permeates and weakens the mastic,
making it more susceptible to damage during cyclic loading. The literature (Taylor
and Khosla 1983; Kiggundu and Roberts 1988; Terrel and AlSwailmi 1994) refers
to at least five different mechanisms of stripping: detachment, displacement,
spontaneous emulsification, pore pressure, and hydraulic scour. Kiggundu and
Roberts (1988) suggest additional mechanisms that may well play a part in moisture
damage. These include pH instability and the effects of the environment or climate
on asphalt–aggregate material systems.

4.1.1 Detachment

Detachment is the separation of an asphalt film from an aggregate surface by a thin
film of water without an obvious break in the film (Majidzadeh and Brovold 1968).
Theories that explain adhesive bond energy provide the rationale to understand
detachment. Several factors are involved in detachment. First of all, it is necessary to
develop a good bond between the asphalt and the aggregate. Such a bond is initially
dependent on the ability of the asphalt to wet the aggregate. Wettability of aggregate
increases as surface tension or free surface energy of adhesion decreases
(Majidzadeh and Brovold 1968). According to Majidzadeh and Brovold (1968), if a
three-phase interface consisting of aggregate, asphalt, and water exists, water
reduces the free energy of the system more than asphalt to form a thermodynamically
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stable condition of minimum surface energy. Surface energy measurements have
established that when the free energy at the asphalt–aggregate interface is calculated
in the presence of water, energy is generally released, meaning that the aggregate
surface has a strong preference for water over asphalt. The negative values of free
energy in Column 5 of Table 4.1 establish that this is true for each of four asphalt–
aggregate combinations listed in Table 4.1. The more negative the value, the
stronger the preference for detachment of asphalt from aggregate is in the presence of
water. The thermodynamic basis for these calculations is presented by Cheng et al.
(2002). Work at the Road Research Laboratory in 1962 suggests that most asphalts
have relatively low polar activity and that the bond that develops between the
aggregate and asphalt is chiefly due to relatively weak dispersion forces. Water
molecules are, on the other hand, highly polar and can replace the asphalt at the
asphalt–aggregate interface. Cheng et al. (2002) has established this to be the case
and will be discussed later.

4.1.2 Displacement

Displacement differs from detachment because it involves displacement of asphalt
at the aggregate surface through a break in the asphalt film (Tarrer and Wagh 1991;
Fromm 1974a, b). The source of the break or disruption may be incomplete coating
of the aggregate surface, film rupture at sharp aggregate corners or edges, pinholes
originating in the asphalt film because of aggregate coatings, and so forth. Scott
(1978) states that chemical reaction theory can be used to explain stripping as a
displacement mechanism. Some authors describe film rupture as a separate mech-
anism of moisture damage, but it can be incorporated as part of the displacement
mechanism. The process of displacement can proceed through changes in the pH of
the water at the aggregate surface that enters through the point of disruption. These
changes alter the type of polar groups adsorbed, leading to the buildup of opposing,
negatively charged, electrical double layers on the aggregate and asphalt surfaces.
The drive to reach equilibrium attracts more water and leads to physical separation
of the asphalt from the aggregate (Scott 1978; Tarrer and Wagh 1991).

Table 4.1 Comparison of free energy of adhesion (ergs/gm) and rate of damage under repeated
load triaxial testing. After Cheng et al. (2001)

Mix Cycles to
accelerated
damage

Loss of contact
area (debonding)
(%)

Free energy of
adhesion (dry)

Free energy of
adhesion
(wet)

AAD + Texas limestone 275 34 141 −67

AAM + Texas limestone 550 27 205 −31

AAD + Georgia granite 250 35 150 −48

AAM + Georgia granite 455 26 199 −30
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4.1.3 Spontaneous Emulsification

Spontaneous emulsification is an inverted emulsion of water droplets in asphalt
cement. Fromm (1974a, b) demonstrated how an emulsion forms and that once the
emulsion formation penetrates the substrata, the adhesive bond is broken. Some
research indicates that the formation of such emulsions is further aggravated by the
presence of emulsifiers such as clays and asphalt additives (Asphalt Institute 1981;
Fromm 1974a, b; Scott 1978). Fromm (1974a, b) observed that spontaneous
emulsification occurs when asphalt films are immersed in water and that the rate of
emulsification depends on the nature of the asphalt and the presence of additives.
The cationic emulsifiers that produce the traditional oil-in-water emulsions are
obtained by reacting fatty amines with dilute hydrochloric or acetic acid to produce
an amine salt (Morgan and Mulder 1995). However, commercial amine-based
asphalt additives, which are organic amine compounds, are chemically different
from cationic asphalt emulsifiers, and they cannot function as an emulsifier in their
amine form to make normal oil in water–asphalt emulsions.

Organic amines, which are basic nitrogen compounds, bond strongly to aggre-
gates in the presence of water (Robertson 2000). Kiggundu (1986) demonstrated how
the rate of emulsification is dependent on the nature and viscosity of asphalt, with an
AC-5 (lower viscosity) emulsifying in distilled water much faster than an AC-10
(higher viscosity). He also demonstrated that the process is reversible upon drying.

4.1.4 Pore Pressure

Pore pressure development in water that is entrapped can lead to distress. Stresses
imparted to the entrapped water from repeated traffic load applications will worsen
the damage as the continued buildup in pore pressure disrupts the asphalt film from
the aggregate surface or can cause the growth of microcracks in the asphalt mastic.
Bhairampally et al. (2000) used a tertiary damage model developed by Tseng and
Lytton (1987) to demonstrate that well-designed asphalt mixtures tend to “strain
harden” on repeated loading. This “strain hardening” is of course not classical strain
hardening that occurs when metals are cold-worked to develop interactive dislo-
cations to prevent slip but is the “locking” of the aggregate matrix caused by
densification during repeated loading. On the other hand, some mixtures exhibit
microcracking in the mastic under heavy repeated loading. This results in pro-
gressive cohesive or adhesive failure, or both, and is evident in a plot of accu-
mulated permanent strain versus number of load cycles as the rate of damage
dramatically increases as microcracking progresses. The rate of this accelerated or
tertiary damage is exacerbated in the presence of water as the pore pressure
developed in the microcrack voids increases the rate of crack growth and damage
through the development of higher pressures at the crack tip and through a
weakening of the mastic and of the adhesive bond between the mastic and the
aggregate.
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Terrel and Al-Swailmi (1994) described the concept of pessimum air voids,
which is the range of air void contents within which most asphalt mixtures are
typically compacted (between about 8 and 10%). Above this level air voids become
interconnected and moisture can flow out under a stress gradient developed by
traffic loading. Below this value the air voids are disconnected and are relatively
impermeable and thus do not become saturated with water. In the pessimum range,
water can enter the voids but cannot escape freely and is thus subjected to pore
pressure buildup upon repeated loading.

Figure 4.1 shows the distribution of deviator stress and concomitant damage
around a void that is either unfilled or filled with water under the same applied load
in a micromechanical analysis.

4.1.5 Hydraulic Scour

Hydraulic scour occurs at the pavement surface. Here stripping results from the
action of tires on a saturated surface. Water is sucked under the tire into the
pavement by the tire action. Osmosis and pullback have been suggested as possible
mechanisms of scour (Fromm 1974a, b). Osmosis occurs in the presence of salts or
salt solutions in aggregate pores and creates an osmotic pressure gradient that
actually sucks water through the asphalt film. Researchers are mixed on support of

Fig. 4.1 Micromechanical model of pore pressure in an air void and concomitant damage due to
mechanical loading. Damage increases as colors move from cool (blue) to hot (red)
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this process. Mack (1964) supports it, while Thelen (1958) feels it is too slow to be
valid. However, several factors support the potential occurrence of this mechanism,
including the fact that some asphalts are treated with caustics during manufacture,
some aggregates possess salts (compositionally), and asphalt films are permeable.
In fact, Cheng et al. (2002) demonstrated that the diffusion of water vapor through
asphalt cement itself is considerable and that asphalt mastics can hold a rather
surprisingly large amount of water. Table 4.2 shows the comparison of the water
vapor diffusion rates and the amount of water that can be accommodated by two
compositionally very different asphalts (AAD-1 and AAM-1). Cheng et al. (2002)
also showed that the amount of water held by these asphalts is related to the level of
moisture damage that occurs in the mixtures using these asphalts.

4.1.6 pH Instability

Scott (1978) and Yoon (1987) demonstrated that asphalt–aggregate adhesion is
strongly influenced by the pH of the contact water. Kennedy et al. (1984) inves-
tigated the effect of various sources of water on the level of damage that occurred in
a boiling test. Fehsendfeld and Kriech (undated) observed that the pH of contact
water affects the value of the contact angle and the wetting characteristics at the
aggregate–asphalt interface region. Scott (1978) observed that the value of inter-
facial tension between asphalt and glass peaked at intermediate pH values, up to
about 9, and then dropped as pH increased. Yoon (1987) found that the pH of
contact water increased with duration of contact and was aggregate-specific and that
the values stabilized after about 5–10 min of boiling. Yoon determined that the
coating retention in boiling tests decreased as pH increased. Kiggundu and Roberts
(1988) point out that these results indicate that stabilization of the pH sensitivity at
the asphalt–aggregate interface can minimize the potential for bond breakage;
provide strong, durable bonds; and reduce stripping.

Tarrer (1996) concluded that (a) the bond between asphalt and aggregate
depends on surface chemical activity; (b) water at the aggregate surface (in the
field) is at a high pH; (c) some liquids used as antistrips require a long curing period

Table 4.2 Effect of moisture-holding potential of asphalt on moisture damage in triaxial testing.
After Cheng et al. (2002)

Parameter Binder Ratio,
AAD-1/AAM-1AAD-1 AAM-1

Diffusivity (m2/s) 0.0008 0.0029 3.62

Water-holding potential,
W100, parts per 100,000

153 114 1.34

Percent debonding of binder
from aggregate

23 (AAD/limestone)
35 (AAD/granite)

27 (AAM/limestone)
26 (AAM/granite)

1.26
1.35
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(in excess of about 3 h) to achieve resistance to loss of bond at higher pH levels;
and (d) it is possible to achieve a strong chemical bond between aggregate and
asphalt cement that is resistant to pH shifts and a high pH environment. This strong
chemical bond can be achieved by the formation of insoluble organic salts (such as
calcium-based salts), which form rapidly and are not affected by high pH levels or
pH shifts.

Although pH shifts affect chemical bonds, it is important to keep the magnitude
of the pH shifts in proper perspective. Normally pHs as high as 9 or 10 will not
dislodge amines from the acidic surfaces of aggregates, nor will they affect hydrated
lime. Values of pH greater than 10 are not normally developed in asphalt mixtures
unless a caustic such as lime is added. However, pHs below about 4 can dislodge
amines from an aggregate surface and can dissolve lime depending on the type of
acid used; these low pHs are not found in hot mix asphalt.

4.1.7 Environmental Effects on the Aggregate–Asphalt
System

Terrel and Shute (1989) report that factors such as temperature, air, and water have
a profound effect on the durability of asphalt concrete mixtures. In mild climates
where good-quality aggregates and good-quality asphalt cements are available, the
major contribution to deterioration is traffic loading and the resulting distress
manifestations. Premature failure may result when poor materials and traffic are
coupled with severe weather. Terrel and Al-Swailmi (1994) identify a number of
environmental factors of concern: water from precipitation of groundwater sources,
temperature fluctuations (including freeze–thaw conditions), and aging of the
asphalt. They identify traffic and construction techniques, which are external to the
environment, as important factors. Factors considered by Terrel and Shute to
influence response of mixtures to water sensitivity are given in Table 4.3.

4.2 Adhesion Theories

Terrel and Shute (1989) describe four theories that are often used to explain the
adhesion between asphalt and aggregate: (a) chemical reaction, (b) surface energy,
(c) molecular orientation, and (d) mechanical adhesion. Most likely a combination
of mechanisms occurs synergistically to produce adhesion, and no one theory
describes adhesion. Terrel and Shute explain that the four theories are affected by
the following factors: surface tension of the asphalt cement and aggregate, chemical
composition of the asphalt and aggregate, asphalt viscosity, surface texture of the

128 4 Chemical and Mechanical Processes Influencing Adhesion …



aggregate, aggregate porosity, aggregate cleanliness, and aggregate moisture con-
tent and temperature at the time of mixing with asphalt cement.

4.2.1 Chemical Reaction

Chemical reaction is based on the premise that acidic and basic components of both
asphalt and aggregate react to form water-insoluble compounds that resist stripping.
Rice (1958) suggests the possibility of selective chemical reactions between
aggregate and asphalt species. Jeon et al. (1988) described chemisorption of asphalt
functionalities on aggregate surfaces and quantified the amount of coverage using a
Langmuir model. Thelen (1958) had previously proposed that a bond formed by
chemical sorption might be necessary in order to minimize stripping potential in
asphalt–aggregate mixtures.

Robertson (2000) stated that overall polarity or separation of charge within the
organic molecules promotes attraction of polar asphalt components to the also polar
aggregates. He explains that while neither asphalt nor aggregate has a net charge,
components of both form nonuniform charge distributions and behave as if they
have charges that attract the opposite charge of the other material. As established by
Curtis et al. (1992), this is confounded by the fact that aggregates vary substantially

Table 4.3 Factors
influencing response of
mixtures to water sensitivity.
After Terrel and Shute (1989)

Variable Factor

Existing condition Compaction method

Voids

Permeability

Environment

Time

Water content

Materials Asphalt

Aggregate

Additives/modifiers

Conditioning Curing

Dry versus wet

Soaking

Vacuum saturation

Freeze–thaw

Repeated loading

Drying

Other Traffic

Environment

Age
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in charge distribution and this charge distribution is affected by the environment.
Robertson (2000) goes on to explain the types of reactions that might occur
between the polar aggregate surface and asphalt cement. He states that, at a
molecular level, basic nitrogen compounds (pyridines) adhere tenaciously to
aggregate surfaces. He also describes carboxylic acids in asphalt cement. While
they are quite polar and adhere strongly to dry aggregate, they tend to be removed
easily from aggregate in the presence of water; but this varies with the type of acid.
Plancher et al. (1977) explain that monovalent cation salts, such as sodium and
potassium salts of carboxylic acids in asphalt, can be easily removed from the
aggregate surface because they are essentially surfactants or soaps, which debond
under the “scrubbing” action of traffic in the presence of water. On the other hand,
Robertson (2000) indicates that divalent or doubly charged salts of acids (such as
calcium salts from hydrated lime) are much more resistant to the action of water.
This is also discussed by Scott (1978), Plancher et al. (1977), and Petersen et al.
(1987). Robertson (2000) explains that aged asphalts may be much more prone to
moisture damage than unaged asphalts. In some but not all asphalts, a very strongly
acidic material appears with oxidation. Robertson (2000) explains that if asphalt
acids are converted to sodium salts (as can happen with some aggregates), a
detergent will form. However, calcium salts of detergents are far less moisture
sensitive or are deactivated with lime.

4.2.1.1 Chemical Bonding Theory

Preceeding discussions on fundamental forces of adhesion introduced the concepts
of physical and chemical bonding. Although the processes of chemisorption and
physisorption are often characterized based on several features, they are not as
distinguishable as it may seem (Butt et al. 2003; Kolasinski 2002). Broader terms
such as primary and secondary interactions are sometimes used to refer to these
stronger and weaker interactions, respectively. In this section, chemical bonding
theory will include typical interactions between bitumen and aggregate that are
specific in nature, as opposed to nonspecific interactions. The traditional view of
chemical bonding in bitumen–aggregate systems is that these bonds produce new
compounds upon formation.

Molecular species in bitumen primarily consist of long carbon chains and rings
saturated with hydrogen, which are essentially nonpolar in character (Little and
Jones 2003). These are the lightweight, oily or waxy fraction in bitumen
(Robertson, 2000) called alkanes, paraffins, or aliphatic compounds. The inert
character of these molecules stems from the fact that they are saturated (with
hydrogen), and made up exclusively from single C–H and C–C bonds, with rela-
tively balanced electron distributions and therefore little tendency to move around.
These nonpolar molecules interact mainly through van der Waals forces (McMurry
2000). Because van der Waals forces are additive, their contribution in these large
molecules is significant. While active chemical sites on aggregate surfaces promote
bonding of particularly polar species in bitumen, covering of these sites by nonpolar
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hydrocarbons can completely mask their activity (Curtis 1992). During mixing at
high temperatures, however, more polar species should equilibrate with the surface
and displace the more weakly adsorbed and nonpolar components on the aggregate
surface (Petersen et al. 1982).

Bitumen–aggregate interaction chemistry is highly complex and variable among
different systems primarily due to the complex and variable composition of the
materials involved (Petersen et al. 1982). The polar molecules in bitumen exhibit
specific points (sites), which interact with specific sites within the bitumen
(Robertson 2000) and on aggregate surfaces. “Active sites” is a term used to
describe reactivity of macromolecules and also the surfaces of minerals and implies
a process wherein a surface chemical reaction of interest is promoted by a
molecular-scale feature on the organic or mineral surface, i.e., surface functional
groups (Johnston 1996).

4.2.1.2 Bitumen Functional Groups

Although bitumen is composed of nonpolar hydrocarbons, heteroatoms such as
nitrogen (N), sulfur (S), and oxygen (O) may also exist as part of these molecules.
Trace amounts of metals are also present and are considered “fingerprints’ of the
crude source (Robertson 2000). These atoms introduce polarity into bitumen
molecules and, although only present in small amounts, have a controlling effect on
the properties of the bitumen and its interaction with aggregate surfaces (Petersen
et al. 1982). Petersen (1986) has identified polar, strongly associated functional
groups in bitumen. Figure 4.2 shows the chemical structures of important func-
tional groups in natural bitumen including those formed during oxidation.
Benzene-like, unsaturated ring structures are common hydrocarbon compounds in
crude oil and, along with alkanes, are typical constituents in the molecular make-up
of bitumen (McMurry 2000). According to the historical micellar model, resins and
ultimately asphaltenes represent the more polar fractions in bitumen. These frac-
tions are also the higher molecular weight, or larger molecular size fractions. An
asphalt (bitumen) model based on nonpolar and polar species, derived from
molecular size distribution, has largely replaced the historic micellar model during
Strategic Highway Research Program Research (SHRP) (Robertson 2000).

Many of the studies on bitumen–aggregate interaction focused on the affinity of
different bitumen functional groups for aggregate surfaces. Adsorption of bitumen
model compounds, representing specific functional groups in bitumen, has been
investigated by researchers including Plancher et al. (1977), Petersen et al. (1982),
Curtis et al. (1989), Arderbrant and Pugh (1991), Brannan et al. (1991), and Park
et al. (2000). Relative affinity of functional groups for aggregate surfaces and their
relative displacement by water are generally presented in these studies. Although
rankings differ depending on the type of aggregate, or sometimes model-aggregate,
similar general trends have been obtained. Table 4.4 summarizes selected findings
for the average affinity of bitumen functional groups for aggregates, as well as their
susceptibility for displacement by water. The importance of Table 4.4 is not the
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exact order, but rather the observation that these groups, which are most strongly
adsorbed on aggregate surfaces, are also those displaced most easily by water. This
observation emphasizes the fact that the influence of moisture on the durability of
bitumen–aggregate bonds should be of primary concern from the starting point.
Although minor components in bitumen, as a whole, it is essentially the acidic
components such as carboxylic acids, anhydrides, and 2-quinolone types that are
the most highly concentrated in the adsorbed fraction. This is in line with the fact
that bitumen generally exhibits an excess amount of acidic compounds compared to
the amount of basic organic compounds (Morgan and Mulder 1995).

Petersen and Plancher (1988) state that the two chemical functionalities, car-
boxylic acids and sulfoxides, account for almost half of the total chemical func-
tionality in the strongly adsorbed fractions. These compounds are hydrophilic
(water loving) with aliphatic structures (zigzag chains as opposed to aromatic ring
structures) with no other polar functional groups on the same molecule
(mono-functional as opposed to poly-functional). This may contribute to their ease

Fig. 4.2 Examples of important chemical functional groups (1) naturally occurring and (2)
formed on oxidative aging. After Petersen (1986)
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of displacement by water. Poly-functional bitumen molecules are more strongly
adsorbed. Typical poly-functional molecules contain ketones, anhydrides, and
nitrogen. Certain nitrogen compounds such as pyridine and pyrrolic types as well as
phenolics are strongly adsorbed as suggested by water displacement studies.
Desorption by solvents such as pyridine may not always produce reliable extraction
of some of these strongly adsorbed chemical functionalities. The significance of
adsorbed pyridine on aggregate surfaces was demonstrated by Petersen and
Plancher (1988) by thermal desorption experiments. Pyridine could neither be
desorbed at 240 °C, nor be displaced by water. In these studies, pyridine mimicked
the basic nitrogen compounds in bitumen as well as the actions of common amine
anti-stripping agents. Results suggest that it does matter which functional group
bonds with the aggregate surface first. When the carboxylic acid model compound
was coated onto the aggregate first, pyridine was readily displaced by water.
Jamieson et al. (1995) report that competitive adsorption studies by
quadric-component solutions of model compounds did not have a significant effect
on the order of rank presented in Table 4.4.

Table 4.4 General affinity for bitumen functional groups for aggregate surfaces

Plancher et al. (1977)a Petersen et al. (1982)a SHRP (Curtis and co-workers)b

Most strongly adsorbed functional groups (decreasing order)

Carboxylic acids Carboxylic acids Carboxylic acids

Anhydrides Anhydrides Sulfoxides

2-Quinolones Phenols Pyrridine types

Sulfoxides 2-Quinolones Phenolic

Pyrridine types Sulfoxides Pyrrolic

Ketones Ketones Ketones

Pyrridine types

Pyrrolic

Susceptibility of adsorbed functional groups for water displacement (decreasing order)

Carboxylic acids Anhydrides Sulfoxides

Anhydrides 2-Quinolone types Carboxylic acids

Sulfoxides Carboxylic acids Pyrrolic

Pyrridine types Pyrridine types Ketones

2-Quinolones Sulfoxides Pyrridine types

Ketones Ketones Phenolic

Phenolic

Pyrrolic
aReview by Petersen and Plancher (1998)
bReported by Jamieson et al. (1995)
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4.2.1.3 Aggregate Functional Groups

Aggregates are composed of an assemblage of one or more minerals, which have a
definite chemical composition and an ordered atomic arrangement. In these
arrangements, or atomic lattices, each atom is bound to neighboring atoms through
electrostatic coordination bonds. When aggregates are crushed or cleaved, the new
surface atoms are deprived of some of their neighboring atoms and some of the
coordination bonds are broken. These atoms seek to form new coordination bonds
to replace the old broken ones (Thelen 1958). This general molecular description
serves as the basis for the development of surface charge, previously described, as
well as the concept of surface free energy, discussed subsequently as part of
thermodynamic theory. New coordination bonds can be formed by directing some
of the forces inward with consequent orientation adjustment of the crystal lattice as
the atoms are pulled closer together. Another way to satisfy the broken bonds is to
attract contaminants such as water and organics to the surface also serving as
bonding sites for functional groups in bitumen.

Functional groups, bonding sites, or active sites on aggregate surfaces have not
received as much attention as bitumen by researchers in this field. Silica is the most
widely used surface in these studies due to its natural abundance and its association
with moisture damage (Curtis et al. 1989; Ardebrant and Pugh 1991; Ernstsson and
Larsson 1999; and Park et al. 2000). Petersen and Plancher (1998), in their review
of the literature, provided insightful reference in this regard. Active sites on these
surfaces range from surface hydroxyl groups of varying acidities to hydrogen
bonding sites of high acidity. Strong electropositive Lewis acid bonding sites are
typically formed on minerals where metals, such as magnesium, iron and calcium,
are present. Oxygen in silica and other minerals can act as Lewis base sites. In
addition to providing adsorption sites for many bitumen functionalities, oxide and
hydroxyl surface functional groups act as strong adsorption sites for water mole-
cules. In turn, water serves as bonding sites for organic molecules as mentioned
previously. The latter can be bitumen or organic contaminants that may replace or
cover adsorbed water molecules when aggregates are exposed to the environment
over time. It has been reported that aggregate stored for long periods were found to
resist stripping better than freshly cleaved rock (Endersky et al. 1947 and Thelen
1958).

Jamieson et al. (1995) report that in general, chemical sites on aggregate surfaces
associated with high affinity for bitumen include elements such as aluminum, iron,
magnesium, and calcium. Elements associated with low bonding affinity include
sodium and potassium. The role of aggregate physical and chemical properties on
net adsorption test results, including eleven aggregates and three bitumen types
from the SHRP Materials Reference Library (MRL), was evaluated by stepwise
regression analysis. Five aggregate variables were investigated as summarized in
Table 4.5. The correlation coefficient of 0.9 indicates that the net adsorption is
primarily a function of aggregate properties. The increased order of impact is
therefore, potassium oxide, surface area, calcium oxide, zeta potential, and sodium
oxide. While these results corroborate the impact of alkali metals (K and Na) and

134 4 Chemical and Mechanical Processes Influencing Adhesion …



calcium, it also shows that part of the adsorption–desorption action can be
explained by zeta potential, which will be discussed subsequently.

The contribution of surface area suggests the importance of availability of more
active sites per unit mass of aggregate for interaction. In this regard, Petersen et al.
(1982) illustrated that surface site density on aggregates is also important. The
relationship between aggregate surface area and percentage strongly adsorbed
fraction is furnished in Fig. 4.3. Although the Montana and the Colorado aggre-
gates adsorbed almost the same amount of strongly adsorbed functionalities, the
Colorado aggregate has a surface area four times that of the Montana aggregate.
The researchers concluded that the Montana aggregate has a higher density of
adsorption sites. This may also be observed when adsorption sites are not accessible
due to steric hindrance of the bitumen functional groups.

4.2.2 Surface Energy and Molecular Orientation

From a simplistic viewpoint, surface energy may be described in terms of the
relative wettability of aggregate surfaces by water or asphalt. Water is a better
wetting agent than asphalt due to lower viscosity and a lower surface tension.
However, the concept of using surface energy to calculate the cohesive strength of

Table 4.5 Physical and
chemical properties of
aggregates on net adsorption.
After Jamieson et al. (1995)

Variable influencing net adsorption Correlation coefficient

Potassium oxide 0.48

Surface area 0.71

Calcium oxide 0.75

Zeta potential 0.87

Sodium oxide 0.90

Fig. 4.3 Importance of
active site density, in addition
to surface area. After Petersen
et al. (1982)
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the asphalt mastic and the adhesive bond energy between aggregate and the asphalt
cement or between aggregate and the mastic is a much more complex subject that is
worthy of a more detailed discussion. This is presented in sect. 4.6 entitled “Nature
of Asphalt–Aggregate Interaction.” Molecular orientation is coupled with surface
energy because both are a part of a theory that considers structuring of asphalt
molecules at the asphalt–aggregate interface and assumes that adhesion between
asphalt and aggregate is facilitated by a surface energy reduction at the aggregate
surface as asphalt is adsorbed to the surface (Hubbard 1938; Rice 1958; Sanderson
1952). Kiggundu and Roberts (1988) describe molecular orientation and surface
energy as synergistic processes. They also mention the observations of researchers
regarding surface phenomena. For example, Yoon (1987) and Tarrer (1996)
described how aggregates that impart a relatively high pH to contact water or that
have a relatively high zeta potential have a high stripping or debonding potential.
Scott (1978) stated, “If water penetrates the asphalt film to the mineral aggregate
surface under conditions where micro droplets form, the pH reached may be suf-
ficient to ionize and dissociate adsorbed water molecules.”

4.2.3 Mechanical Adhesion

This physical form of adhesion relies on physical aggregate properties, including
surface texture, porosity or absorption, surface coatings, surface area, and particle
size (Terrel and Al-Swailmi 1994). The philosophy is rather simple—to produce an
aggregate surface capable of maximizing the surface area and texture to facilitate a
strong physical bond that can synergistically improve the nature of the chemical
bond between the asphalt and aggregate even in the presence of water.

Particle form, angularity, and surface texture of aggregates were analyzed in
recent years using imaging techniques. An aggregate imaging system (AIMS) has
been used at Texas A&M Transportation Institute for the characterization of these
properties irrespective of size. A unique feature of this system is the ability to
capture texture through wavelet analysis of black and white images. In wavelet
analysis, signals or images are decomposed at different resolutions to obtain dif-
ferent scales of texture. Surface texture essentially captures the surface irregularity
at a scale that is too small to affect the overall shape (Chadan et al. 2004). Masad
et al. (2004) obtained the texture of limestone, gravel, and granite utilizing this
imaging technique. The texture for fine fractions and coarse fractions was found to
be different with all aggregates. The researchers presented an anisotropic vis-
coplastic continuum mechanics model, which was used to fit experimental data
from compressive triaxial tests conducted at different confining pressures. One of
the model parameters, a work hardening parameter, j, represents the effect of
adhesion between the binder and aggregate or cohesion within the binder. In
Figs. 4.4 and 4.5, the relationship between this parameter and aggregate texture
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suggests that it primarily represents adhesion in the mixture. In addition, it is shown
that j increases with an increase in applied pressure; the texture index of the fine
fraction correlates with the initial j at 1% viscoplastic strain, while the texture for
the coarse aggregate correlates with the final j at 8% viscoplastic strain. The coarse
fraction of granite exhibited the highest texture index and, accordingly, the highest
final j value.

Although the effect of surface chemistry of the materials cannot be excluded,
these correlations suggest that the fine fraction, with higher surface area, dominates
initial resistance to lower induced shear strains, while coarse aggregate supposedly
forms a more stable phase at higher induced shear strains and controls adhesion
under these conditions.

Fig. 4.4 Relationship
between the hardening model
parameter and fine aggregate
surface texture. Data from
Masad et al. (2004)

Fig. 4.5 Relationship
between the hardening model
parameter and coarse
aggregate surface texture.
Data from Masad et al. (2004)
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4.3 Cohesion Theories

Cohesion develops in the mastic and is influenced by the rheology of the filled
binder. Kim et al. (2002) describe how the resistance of a mastic to microcrack
development is strongly influenced by the dispersion of mineral filler. Thus, the
cohesive strength of the mastic is controlled not by the asphalt cement alone, but by
the combination and interaction of the asphalt cement and the mineral filler. Terrel
and Al-Swailmi indicate that water can affect cohesion in several ways, including
weakening of the mastic due to moisture saturation and void swelling or expansion.
Cohesion properties would logically influence the properties in the mastic beyond
the region where interfacial properties dominate. A classic reminder of this is the
work of Schmidt and Graf (1972) who showed that an asphalt mixture will lose
about 50% of its modulus upon saturation. The loss may continue with time, but
upon drying, the modulus can be completely recovered. This is shown graphically
in Fig. 4.6

Cheng et al. (2002) describe the severe weakening of asphalt mixtures when they
are subjected to moisture conditioning. Figure 4.6 illustrates the strength loss in a
repeated load triaxial test when subjected to 85% saturation. Cheng et al. (2002)
indicates that this strength loss is predictable when one compares the wet adhesive
bond strength between the asphalt and the aggregate with the much higher dry
adhesive bond strength. But Cheng et al. (2002) go on to demonstrate that the rate
of damage in various mixtures is also related to the diffusion of water into the
asphalt mastic, and that the asphalts that hold the greatest amount of water accu-
mulate damage at a faster rate (Fig. 4.7).

Fig. 4.6 Effect of moisture on resilient modulus is reversible. After Schmidt and Graf (1972)
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4.4 Combining Theories

Kiggundu and Roberts (1988) attempted to combine some of the theories discussed
above. They realized that no single theory properly explains moisture damage. They
provided the primary and secondary contribution relationships in Table 4.6. This
table attempts to relate theories that explain loss of adhesion to stripping mecha-
nisms. For example, the mechanism of pH instability is, according to Kiggundu and
Roberts, explained by both chemical reaction theory and physical and chemical
components of interfacial energy theory. Detachment, as a second example, is

Fig. 4.7 Repeated load permanent deformation experiments for AAD-limestone (LSAAD) and
AAM-limestone (LSAAM) in dry and wet conditions. After Cheng et al. (2002)

Table 4.6 Proposed relationship between theories of adhesion bond loss and stripping
mechanisms. After Kiggundu and Roberts (1988)

Proposed operating mode (mechanism) Mechanical
interlock

Chemical
reaction

Interfacial
energy

Detachment P C P–C P C P–C P C P–C

Displacement S S W

Spontaneous emulsification S S

Film rupture S S W

Pore pressure S

Hydraulic scouring S

pH instability S S

P Physical
C Chemical
P–C Physical and chemical
S Primary contributor
W Secondary contributor
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believed by Kiggundu and Roberts to be explained by physical and chemical
aspects of interfacial energy theory as well as physical aspects of mechanical
interlock theory. The physical aspects are manifested, according to Kiggundu and
Roberts, by surface energy, while the chemical aspects are contributed by the effect
of polarity of the molecules present at the common boundary. Even with this
attempt to simplify the interaction of different theories and mechanisms, the
interactive complexity of the processes becomes clearly evident. For example,
surface bond is not solely a physical process because surface bond is dictated by the
chemical nature of bonding at the asphalt and aggregate surface as well as by the
presence of broken bonds or incomplete coordination of atoms due to broken bonds
resulting in an increase in free energy.

4.5 Nature of Asphalt–Aggregate Interaction

4.5.1 Adhesive Failure Versus Cohesive Failure

Damage in asphalt mixtures can occur within the mastic (cohesive fracture) or at the
aggregate–mastic interface (adhesive fracture or failure). Whether or not a cohesive
or adhesive failure occurs depends on the nature of the mastic and the relative
thickness of the mastic around the coarse and fine aggregate. Lytton (personal
communication, 2002) used micromechanics to assess the “thickness” of the asphalt
film at which adhesive failure gives way to cohesive failure. Figure 4.8 is a plot of
the cohesive and adhesive bond strength determined from cohesive and adhesive
surface energies versus thickness of the asphalt binder or mastic. The theory
essentially states that asphalt mixtures with thin asphalt films fail in tension by
adhesive bond rupture, while those with thicker asphalt films (or mastic films) fail
because of damage within the mastic (cohesive failure) as opposed to interfacial

Fig. 4.8 Adhesive versus cohesive bond failure based on asphalt film thickness
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debonding. The thickness that differentiates these two types of failure is dependent
on the rheology of the asphalt (or mastic), the amount of damage the asphalt or
mastic can withstand prior to failure, the rate of loading, and the temperature at the
time of testing.

Consider an example. According to Fig. 4.8, when asphalt or mastic coatings are
thin, adhesive strength controls performance. In this stage, the adhesive bond
strength in the presence of water determines mixture strength and is the critical
condition. On the other hand, when asphalt or mastic coatings are relatively thick,
thicker than the transition point of Fig. 4.8, cohesive properties limit or control
damage resistance. Therefore, in this situation, the impact of moisture intrusion into
the mixture may be the key to assessing moisture damage of the mixture. In this
case it may be more important to consider the impact of how much moisture the
mastic holds and the impact on rheology of this infused water (Table 4.2) than to
consider adhesive bond strength in the presence of water.

Realistically, it is necessary to consider both adhesive bond and cohesive
strength properties of the mixtures as mastic coatings range from relatively thin to
relatively thick throughout the mixture. Mixture strength then becomes a question
of the statistical distribution of conditions where adhesion or cohesion strengths
control. Thus, the effects of moisture on adhesive bond strength and cohesive
mastic strength are perhaps equally important. Kim et al. (2002) used dynamic
mechanical analysis (DMA) testing to evaluate the rate of damage in asphalt binders
and mastics. DMA subjects a cylindrical asphalt mastic to cyclic, torsional loading
until failure occurs. Failure is due to the development and propagation of micro-
cracks, which begin at the outer circumference of the cylindrical sample. Kim et al.
(2002) demonstrated that the rate of damage and the amount of damage various
mastics can accumulate before failure depend on the nature of the mastic. This is
critically important because it essentially states that a mastic that is well designed
will tolerate more damage prior to failure than one that is not. Kim et al. showed
that mastics with the proper amount of and type of filler can accommodate more
damage prior to failure than unfilled systems and that polymer-modified systems
can accommodate more damage prior to failure than unmodified systems. This
indicates that the nature of the mastic (and the impact of the filler or modifier)
strongly affects moisture damage because it helps control whether a cohesive or an
adhesive bond failure occurs. Figure 4.9 is a plot of accumulated dissipated
pseudostrain energy (DPSE) versus number of torsional DMA load cycles to failure
of representative mastics. The filled asphalts or mastics (with hydrated lime (HL) or
limestone (LS)) allow a higher accumulation of DPSE prior to failure than neat
asphalt (AAD or AAM). The type of filler and its physicochemical interaction with
the asphalt have a strong impact (Lesueur and Little 1999). The proposed mecha-
nism of fatigue life extension is that properly designed mastics or modified asphalts
affect the rate of microdamage accumulation and resist rapid, catastrophic failure
via microcrack coalescence. The process may be a redistribution, redirection, or
“pinning” of crack energy.
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Little et al. (1999) have shown that microcrack damage rates are related to
cohesive mastic surface energies based on Schapery’s viscoelastic fracture theory.
Cohesive bond strength can be calculated on the basis of cohesive surface energy
measurements of the dry or water-saturated mastic (Cheng et al. 2002). Moisture
intrusion weakens the cohesive bond and makes the resulting mixture more sus-
ceptible to damage (Table 4.2).

4.5.2 Effect of Aggregate Characteristics

A general hypothesis has been that acidic aggregates are hydrophobic while basic
aggregates are hydrophilic. However, there are notable exceptions (e.g., Majidzadeh
and Brovold 1968; Maupin 1982). The general conclusion is that few if any aggre-
gates can completely resist the stripping action of water (Tarrer and Wagh 1991).

Tarrer and Wagh (1991) list a number of factors that influence the asphalt–
aggregate bond: surface texture, penetration of pores and cracks with asphalt,
aggregate angularity, aging of the aggregate surface through environmental effects,
adsorbed coatings on the surface of the aggregate, and the nature of dry aggregates
versus wet aggregates.

Surface texture of the aggregate affects its ability to be properly coated, and a
good initial coating is necessary to prevent stripping (Maupin 1982). Cheng et al.
(2002) demonstrated that the adhesive bond, calculated from basic surface energy
measurements of the asphalt and aggregate, between certain granites and asphalt
was higher than between limestone aggregate and asphalt when the bond was
quantified as energy per unit of surface area. However, when the bond was

Fig. 4.9 Relationship between cycles to failure (DMA) and DPSE for various mastics: asphalts
AAD-1 and AAM-1 and asphalts AAD with hydrated lime (AAD-HL) and AAM with hydrated
lime (AAM-HL) and with limestone (AAM-LS). After Kim et al. (2002) units for dissipate
pseudo-strain energy (DPSE) are Pacals

142 4 Chemical and Mechanical Processes Influencing Adhesion …



quantified as energy per unit of aggregate mass, the bond energy was far greater for
the calcareous aggregates than for the siliceous. These results agreed well with
mechanical mixture testing. They point out clearly the importance of the interaction
of the physical and the chemical bond. Besides the importance of a good
mechanical bond promoted by an amenable surface texture, stripping has been
determined to be more severe in more angular aggregates (Gzemski et al. 1968)
because the angularity may promote bond rupture of the binder or mastic, leaving a
point of intrusion for the water. Cheng et al. (2002) have shown that, regardless of
the strength of the bond between the asphalt and aggregate, the bond between water
and aggregate is considerably stronger. Table 4.7 shows adhesive bond strengths
calculated in ergs/cm2 for five different liquids or semisolids (four binders and
water) and three different aggregates. Note that the bond between water and either
of the aggregates is at least 30% stronger than for any of the asphalts.

The effects of crushing of the aggregate are very interesting. One might expect
that a freshly crushed aggregate surface would have a greater free energy than an
uncrushed aggregate surface. This is because broken bonds due to fracture should
substantially increase the internal energy even though having somewhat of a counter
effect on Gibb’s free energy due to an entropy increase. However, there is another
side to consider. Tarrer and Wagh (1991) point out that sometimes newly crushed
faces tend to strip faster than stockpiled aggregates. They state that it is charac-
teristic of many aggregates that one or more layers of water molecules become
strongly adsorbed on the aggregate surface as a result of electrochemical attractions.
Thelen (1958) states that upon aging, the outermost adsorbed water molecules may
become partially replaced or covered by organic contaminants present in air (e.g.,
fatty acids and oils) that reduce stripping potential. However, this seems unlikely
because these fatty acids are relatively heavy and are not likely to volatilize.
A general oxidation process reduces free radicals at the oxidation sites and may
make weathered aggregates more resistant to stripping than freshly crushed
aggregates. On the other hand, if the freshly crushed aggregate can be effectively
coated with asphalt and the adsorption of the water layer can be prevented from the
outset, the asphalt–aggregate bond developed may be the most effective. Certainly
there is much room for advancement in the state of knowledge here.

Tarrer and Wagh (1991) and Hindermann (1968) discuss the effect of crushed
aggregate surface on bond strength in light of the ways the aggregate surface may
react to broken bonds created by crushing or cleavage. They discuss two potential

Table 4.7 Adhesive bond energy per unit area of sample (ergs/cm2). After Cheng et al. (2002)

Binder Aggregate

Georgia granite Texas limestone Colorado limestone

AAD-1 153 141 124

AAM-1 198 205 179

Rubber asphalt 212 189 166

Aged rubber asphalt 171 164 145

Water 256 264 231
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reactions. In one, new coordination bonds may be formed by redirection inward to
the atomic lattice. If this were the case, the aggregate would have no affinity for
asphalt or water. This is a very unlikely process. In the second and more likely
process, water, oil, or other contaminants in the air are attracted to the fresh surface
to satisfy broken bonds. Since water is normally available, the driving force for the
adsorption of water on the freshly crushed aggregate faces is that it reduces the free
energy of the system. Although asphalts and other organics may also spread over
the crushed faces of the aggregate, the rate at which they spread depends largely on
their viscosity. Water is more prevalent and spreads much more quickly (Tarrer and
Wagh 1991). Apparently, asphalt and organic materials spread over water films on
an aggregate surface and tend to be stripped from water films by water (Tarrer and
Wagh 1991), further complicating the process.

Clearly, Tarrer and Wagh 1991 make the case that heating aggregates that
contain free water and adsorbed water films may remove free water and the
outermost adsorbed water molecules, causing the interfacial tension between the
aggregate and the asphalt to decrease (Thelen 1958; Majidzadeh and Brovold
1968), resulting in a reduction in stripping potential. The heating effect probably
also reduces asphalt viscosity and allows better penetration into the aggregate
surface, promoting a more effective physical bond.

According to Tarrer and Wagh 1991, the asphalt–aggregate bond is enhanced by
three processes: (a) preheating the aggregate, (b) weathering the aggregate, and
(c) removing aggregate coatings. When the aggregate surface is heated, the
outermost adsorbed water layer is released, improving the state of interfacial tension
between the asphalt and aggregate and, in turn, improving the bond between asphalt
and aggregate. The weathering process results in a replacement of the adsorbed
water layer with organic fatty acids from the air. This results in an improved
asphalt–aggregate bond (Fromm 1974a, b). A dust coating on the aggregate surface
promotes stripping by preventing intimate contact between the asphalt and aggre-
gate and by creating channels through which water can penetrate (Castan 1968).

Cucalon (2016) used a microcalorimeter to measure the enthalpy of immersion,
DH, when asphalt binder was introduced to a uniform gradation of fine aggregate.
The enthalpy of immersion can be considered the bond energy between the binder
and aggregate and is calculated by integrating to find the area under a heat flow
versus time plot from the microcalorimeter. Figure 4.10 presents heat of reaction
versus time of reaction for two different mineral aggregates (gabbro and limestone)
with the same asphalt binder at two different relative humidities (RH): dry with a
RH of approximately zero and RH = 33%. Based on the measured specific surface
area of each aggregate, the RH of 33% was found to provide sufficient moisture to
allow the development of a monolayer of water over the aggregate particles.

It is clear from Fig. 4.10 that a strong exotherm develops when the aggregate is
dry representing a good and strong bond between the binder and the aggregate
surface. However, at RH = 33%, the exotherm is virtually nonexistent presumably
due to the monolayer of water. This is verification of the impact of hydropilicity of
the aggregate surface and the effect of the presence of even a minute amount of
water on binder-aggregate bond.
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This is further verified by Cucalon 2016 when she compared water affinity for
two aggregates (Gabbro and Limestone) with four different additives: PG 64-22
control grade, warm mix asphalt containing a wax additive, WMA1; warm mix
asphalt containing an amine additive, WMA2; and water. Water is by far the
strongest work of adhesion, Fig. 4.11.

4.5.3 Calculation of Asphalt–Aggregate Bond Strength

4.5.3.1 Fundamental Mechanisms

In 1984 Schapery proposed a basic viscoelastic fracture theory, which was derived
from first principles of materials science and based on an energy balance. This
theory states that the load-induced energy that causes fracture damage is balanced
by the energy stored on newly formed crack faces. The energy imparted to the
system can be quantified as the product of two properties of the materials in
question: tensile creep compliance over the time of loading and the strain energy
per unit of crack area produced from one tensile load to the next. The energy stored
on fracture faces can be quantified by surface energy measurements of the material.

Fig. 4.10 Enthalpy of immersion of binder and aggregate with aggregate subjected to a specific
thermal regime. After Cucalon (2016)
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Fortunately, the material properties required to assess this energy balance can be
effectively measured. Si et al. (2002) and Kim et al. (2002) demonstrate how to
measure tensile creep compliance and the strain energy that causes damage
(pseudostrain energy) during cyclic fatigue testing of asphalt mixtures. This concept
of pseudostrain energy is not mysterious; it is merely a mathematical calculation
that allows one to separate the dissipated energy that actually causes damage from
the energy that is recovered over time and does not cause damage. Surface energies
can also be measured. Cheng et al. (2001, 2002) have demonstrated how surface
energy measurements on the aggregate and asphalt cement can be used to calculate
surface energies of cohesion (related to fracture within the mastic—asphalt and
filler) and adhesion (related to fracture at the asphalt–aggregate interface).

Fig. 4.11 Enthalpy of immersion (DH) and work of adhesion (DG) for gabbro and limestone with
four binders. After Cucalon (2016)
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Using this fundamental look at fracture damage, it is easy to relate surface
energy to pavement distress and to understand the wide-ranging importance of
surface energy as an indicator of distress in asphalt pavements. Obviously, surface
energy can be used to directly assess fracture potential: both cohesive and adhesive.
But surface energy is also related to permanent deformation distress, the fatigue
failure process, and cohesive strength reduction and adhesive failure (stripping) in
the presence of moisture. It is important to briefly develop this connection. As
previously described, Bhairampally et al. (2000) used a tertiary damage model
developed by Tseng and Lytton (1987) to demonstrate that well-designed asphalt
mixtures tend to “strain harden” upon repeated loading.

As previously discussed, microcracking or tertiary damage leads to a departure
from the typical “strain hardening” stress–strain curve representing an accelerated
rate of damage due to the development of microcracking and the ultimate accel-
eration of microcrack growth. Cheng et al. (2002) showed that the acceleration in
damage, or tertiary damage, is related to cohesive and adhesive bond strengths of
the mastic and asphalt mixtures in question. Table 4.1 presents the strong rela-
tionship between the number of cycles to failure in repeated load permanent
deformation testing and cohesive and adhesive bond energies (which were calcu-
lated from bitumen and aggregate surface energy measurements). In Table 4.8 the
free energy of adhesion in the presence of water is calculated. The negative sign
indicates a preference of the aggregate for water over asphalt, and a less negative
value represents a lower driving force to replace the asphalt in question with water.
Thus, it is consistent that asphalt AAM bonds more strongly with either the
limestone or granite aggregate than asphalt AAD and that it is less likely to strip.

Two back-to-back studies for the Federal Highway Administration performed at
Texas A&M University’s Texas A&M Transportation Institute have established the
importance of the healing phenomenon in the fatigue damage process. Field vali-
dation of healing that occurs during rest periods was presented by Williams et al.
(1998). Here the researchers measured a substantial recovery in modulus via surface
wave measurement following rest periods. Little et al. (1999), Kim et al. (1997),
(2002), and Si et al. (2002) measured the healing effect during repeated load tensile
and torsional shear fatigue testing. They quantified the effect of healing in terms of
recovery of dissipated energy during the rest period and in terms of extended
fatigue life due to the cumulative effect of a number of rest periods. Little et al.
(1999) further established that the healing process.

Table 4.8 Gibbs free energy per unit mass (ergs/gm � 103). After Cheng et al. (2002)

Binder Aggregate

Georgia granite Texas limestone Colorado limestone

AAD-1 158 614 375

AAM-1 206 889 536

Rubber asphalt 219 819 497

Aged rubber asphalt 178 714 435
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The fact that surface energy of dewetting is fundamentally related to fracture and
that surface energy of wetting is fundamentally related to healing is discussed by
Little et al. (1998) and Little et al. (1999). In fact, Schapery presented a corollary to
his viscoelastic fracture theory for healing in which he related healing to surface
energy and found that an increase in surface energy resulted in better or faster crack
closure. After studying the results of a large experimental matrix comparing surface
energy with healing rate plots, Lytton proposed a short and long term component of
healing, where Liftshitz-van der Waals controlled short term healing and acid base
component controlled long term healing. When this is coupled with Schapery’s
theory of viscoelastic fracture, a much more complete understanding of the entire
fracture fatigue process is achieved, because the fatigue process consists of fracture
during loading and healing during rest periods between load applications. Lytton
et al. (1993) showed that the healing process is responsible for the major component
of the laboratory-to-field fatigue shift factor. Since this shift factor historically
ranges between about 3 and more than 100, healing is indeed a significant part of
the fatigue damage process.

A logical extension can be made from understanding adhesive fracture based on
surface energy to understanding the debonding process between bitumen and
aggregate in the presence of moisture (stripping). Cheng et al. (2002) presented a
detailed methodology by which to measure the surface energies (all components) of
asphalt using the Wilhelmy plate method and the surface energies of aggregates (all
components) using the universal sorption device (USD). They then showed how to
compute the adhesive bonding energy between the bitumen and the aggregate both
in a dry state and in a wet state (in the presence of a third medium—water).
Table 4.7 (Cheng et al. 2002) demonstrates that the adhesive bond calculated per
unit area of aggregate is highly dependent on the aggregate and asphalt surface
energies and that the values of the adhesive bond vary over a significant range.
They further point out that the affinity of the aggregate for water is far greater than it
is for asphalt, so that if water has access to the aggregate interface it is likely to
replace the asphalt (strip), and the rate of replacement is a function of the aggre-
gate–asphalt bond strength. In Table 4.8 the same results are presented in terms of
energy per unit mass instead of energy per unit area. Energy per unit mass takes the
surface area into account. This is shown to be very important as the rank order of
adhesive bond energy changes when this conversion is made. The far greater
surface area of the limestone ranks it ahead of the granite in terms of bonding
energy per unit mass even though this particular granite actually has a higher
bonding energy per unit area.

Cheng et al. (2002) also measured the diffusivity and moisture-holding potential
of various bitumens using the USD. Lytton developed a method by which to solve
Fick’s second law to differentiate adsorption from absorption in the sorption process
so that diffusivity and moisture-holding potential could be determined. Using this
approach, Cheng et al. (2002) found that diffusivity and water-holding potential
vary significantly among bitumens and that the ultimate water-holding potential is
related closely to damage. For example, asphalt AAD-1 has a lower diffusivity than
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asphalt AAM-1, but it has much greater water-holding potential (Table 4.2). This
leads to a much higher level of damage in mixtures with AAD-1 than in mixtures
with AAM-1. This damage may be due to two factors: the weakening of the mastic
due to diffusion of water into the bitumen and the migration of water through the
mastic to the mastic–aggregate interface causing stripping.

4.5.3.2 Fundamental Principles Shared by Material Processes

The preceding section points out that surface energy can be fundamentally related
to material processes and failure mechanisms. From this background a set of
principles can be established that can be used to measure material properties
required to assess the basic distress processes. These principles are as follows:

1. All materials have surface energies, both asphalts and aggregates.
2. All surface energies have three components, all of which can be measured.
3. The theory of adhesive and cohesive bonding has been developed in industrial

surface chemistry and chemical engineering and is used reliably and with
confidence.

4. Fracture and healing involve two types of material properties: chemical and
physical. Neither fracture nor healing can be properly described without the use
of both properties: chemical—surface energies; physical—modulus and tensile
strength and the way they change with age.

5. The presence of moisture at the asphalt–aggregate interface interrupts the bond
and accelerates the rate of fracture damage. The presence of moisture in the
mastic reduces cohesive strength and fracture resistance and, therefore, reduces
the potential for microcracks in the mastic to heal.

6. On the basis of their surface energy characteristics, some combinations of
aggregates and asphalts can be determined by calculations to bond well and heal
well, whereas other combinations will not. In selecting materials for an asphalt
pavement mixture from among several available alternatives, it is possible to
select the best combination of all of the available aggregates and asphalts to
resist fracture, heal effectively, bond well, and resist moisture damage.
Predicting their performance will require the measurement of physical properties
as well.

4.6 Thermodynamic Approach

An extended discussion of the thermodynamic approach is presented by Hefer et al.
(2007). This section summarizes that explanation. This theory, also called
adsorption theory, is the most widely used approach in adhesion science as indi-
cated by most comprehensive references on this subject, such as by Schultz and
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Nadrin (1994). Thermodynamic theory is based on the concept that an adhesive will
adhere to a substrate due to established intermolecular forces at the interface pro-
vided that intimate contact is achieved. The magnitude of these fundamental forces
can generally be related to thermodynamic quantities, such as surface free energies
of the materials involved in the adhesive bond. The orientation of polar molecules
in bitumen as part of the process to minimize the free energy at the interface has
been recognized and discussed in previous reviews on stripping in bitumen–ag-
gregate systems (Hicks 1991; Kiggundu and Roberts 1988; Little and Jones, 2003;
Rice 1958).

Thermodynamics is the study of energy changes. A spontaneous process is one
that occurs on its own, without external assistance. Such a process occurs due to an
imbalance between two natural tendencies. The first tendency is the spontaneous
conversion of potential energy into work and heat, known as enthalpy. The second
tendency is the spontaneous increase in randomness of the system, known as
entropy (Kittrick 1977). In order to relate enthalpy and entropy, the Gibbs free
energy (G) is defined so that, at constant temperature (Kelvin) and pressure (atm),

DG ¼ DH � TDS ð4:1Þ

Gibbs free energy therefore represents the difference between the initial and final
energy state of a system and predicts whether a process, carried out at the defined
constant temperature and pressure conditions, can occur or cannot occur.

Enthalpy (DH) is the total heat given off or absorbed during this process.
Consider the interaction between two chemical entities, such as two ions. The
potential energy of attraction between two isolated ions with opposite charge will
decrease as they approach each other at a temperature of absolute zero. This change
in energy as a function of separation distance is illustrated in Fig. 4.12. A negative
sign indicates that energy is given off in the process. When the two entities are
sufficiently close, their electron clouds overlap and cause potential energy of
repulsion to increase rapidly. The resultant of the attractive and repulsion curves
indicates the existence of a state of minimum energy, where the entities will reside
in a more stable, equilibrium state. The equilibrium distance (ro) is therefore
indicated by the position of the “potential energy well,” while the energy given off
is given by the depth (d) of the well.

For DG < 0, the energy will be released to perform work and the process will
occur spontaneously. If, on the other hand DG > 0, then energy will have to be
absorbed from the environment and cannot occur on its own. For DG = 0, the
process is in equilibrium. Equation (4.1) indicates that the absolute temperature, T,
must be specified due to temperature dependency of entropy. Fortunately, the
magnitudes of H and S do not vary much over a limited temperature range. The free
energy, however, may vary considerably with temperature unless S is very small.
At relatively low temperatures, such as room temperature, DH usually dominates
while DS becomes more important at high temperatures (Kittrick 1977).
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Gibbs free energy is an important thermodynamic parameter in quantifying
adhesive bonding. It should be pointed out that the Gibbs free energy in this context
is the excess free energy of the system associated with the surface or interface.
A detailed account of the derivation of thermodynamic parameters related to sur-
faces is presented by Adamson and Gast (1997). It is common to refer to the Gibbs
free energy as the free energy of adhesion or, when applicable to the binding
between similar phases, the free energy of cohesion.

In a thermodynamic sense, surface energy, c, is the reversible work required to
create a unit area of new surface. While researchers such as Good and van Oss
(1991) base their theory on the definition of the Gibbs free energy, the work of
adhesion (Wa) is more commonly used in the literature pertaining to the thermo-
dynamic theory of adhesion. Although equal in magnitude, the work of adhesion
and the Gibbs free energy of adhesion should be interpreted as follows:

Wa ¼ �DGa ð4:2Þ

Consider a brittle material of unit cross-sectional area subjected to a tensile
force. Then, if the material is completely brittle, the work done on the sample is
dissipated only through propagation of a crack, thereby creating two new surfaces.
The total work expended per unit of surface area in forming the two surfaces (Wa) is
then equal to twice the surface energy per unit of surface area of the material under
consideration. Under these conditions,

Wc ¼ 2c ð4:3Þ

or,

Fig. 4.12 Potential energy as
a function of separation
distance at a temperature of
absolute zero
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DGc ¼ �2c ð4:4Þ

When two dissimilar materials form an interface by being in intimate contact, a
tensile force can be applied to split the materials into dissimilar parts. For a com-
pletely brittle interface of unit cross-sectional area, the energy expended should be
the sum of the individual surface energies for the two materials involved. However,
because the dissimilar materials are separated, some of the intermolecular forces
present during intimate contact are now missing. That is, an interfacial energy may
have existed before separation, which should be accounted for by subtracting it
from the energy required to create the two new surfaces (Pocius 1997). Dupré, in
1867, postulated the following relationship, which plays a central role in the study
of adhesion.

Wa ¼ c1 þ c2 � c12 ð4:5Þ

or,

DGa ¼ c12 � c1 � c2 ð4:6Þ

where ci is the surface energy of the ith material and c12 is the interfacial energy
between the two materials in contact.

The terms wetting, spreading, and contact angle have become synonymous with
adhesion. The shape of a liquid drop on a surface, usually described through the
contact angle between them, provides information on the intermolecular forces of
the individual phases involved as well as the interfacial forces between them.
Although the great utility of contact angle measurements stems from their inter-
pretations based on thermodynamic considerations, they can also be used to provide
a measure of wetting and spreading on a macroscopic scale. Wetting of a surface (or
spreading of the liquid over the surface) is the process where the adhesive comes
into intimate molecular contact with the surface and establishes fundamental forces
of adhesion. Wetting is a prerequisite for good adhesion. For complete spreading,
the contact angle equals zero and the adhesive spreads spontaneously over the
surface (Myers 1991). Naturally, wetting and spreading depend also on the vis-
cosity of the liquid and roughness and heterogeneity of the solid surface involved.
From a thermodynamic point of view, wetting and spreading depend on the com-
petition between adhesive forces and cohesive forces, which can be used to define a
spreading coefficient, Sp.

Sp ¼ Wa �Wc ð4:7Þ

Thus, the higher and more positive the value of Sp, the greater the work of
adhesion is compared to the cohesive energy. A negative value of Sp represents a
finite contact angle and zero corresponds to final equilibrium (Shanahan 1992).
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The properties of interfaces can normally be described as triple junctions, or a
three-phase boundary. Young, in 1805, proposed an equation to obtain surface
tension from the contact angle formed when a drop of liquid is placed on a perfectly
smooth, rigid solid. A schematic of the contact angle experiment is presented in
Fig. 4.13, where h is the contact angle between the solid–liquid (SL) interface and
the tangent of the liquid–vapor (LV) interface. If water is the liquid under con-
sideration, the case on the left side would be an example of a hydrophilic
(water-loving) surface, evident from the drop that tends to spread over the solid due
to favorable interaction between interfacial forces. The contact angle on the right
side, however, is greater than 90º, indicating that water does not spread readily over
this surface, and is thus hydrophobic (water-hating).

To each interface, forming the triple line, a surface or interfacial free energy or
tension can be attributed. Thus, cSV is the surface free energy of the solid in
equilibrium with the saturated vapor of the liquid, cLV is the surface tension of the
liquid in equilibrium with the solid, and cSL is the solid–liquid interfacial free
energy. Young’s equation is the result of the triple line in equilibrium (tension in
force per unit length).

cSV ¼ cSL þ cLV cos h ð4:8Þ

Although this equation was originally based on a mechanical (tension) defini-
tion, it has since been verified by rigorous thermodynamic derivations based on
minimizing the overall free energy (Pocius 1997). The solid–vapor interfacial
energy in this equation, however, is not the true surface free energy of the solid.
When vapor is adsorbed onto the surface of the solid, its free energy is reduced so
that,

cSV ¼ cS � pe ð4:9Þ

where cS is the surface free energy of the solid only in contact with its own vapor,
and pe the equilibrium spreading pressure, which is a measure of energy released
during vapor adsorption. Although equilibrium spreading for the liquid phase
should also be possible, this value has historically been assumed equal to zero. It
has been shown that pe is negligible for high-energy liquids on low-energy solids,
which is usually the case for contact angle measurements on polymeric surfaces
(Good and van Oss 1991). Equations (4.5) and (4.8) can therefore be combined in
the following way to obtain the Young–Dupré equation.

Fig. 4.13 Three-phase boundary of a liquid drop on a solid surface on vapor

4.6 Thermodynamic Approach 153



WLS
a ¼ cLV 1þ cos hð Þ ð4:10Þ

The Young–Dupré equation is the starting point for any method that utilizes
contact angles to obtain surface free energies by relating the contact angle to the
work of adhesion. This is also the way to tie contact angles back to adhesion.

Fowkes (1964) suggested that surface energy is composed of a polar and non-
polar component. Since that time, several models have been proposed to calculate
the work of adhesion based on surface energy components. Several researchers and
practitioners from different sectors of the adhesion science community report that
the theory developed by van Oss et al. (1988) was the best available at the time
(Adão et al. 1998 and Woodward 2000). Although the theory also received much
critique during the past decade (Kwok 1999), its application has not always been
well understood (Della Volpe and Siboni 2000).

Following the form suggested by Fowkes (1964), the surface energy of a single
phase is given by,

ci ¼ cLWi þ cABi ð4:11Þ

where LW denotes Lifshitz-van der Waals and AB denotes acid–base. The Lifshitz
theory was introduced conceptually in the section addressing fundamental forces.
The London, Keesom, and Debye components together form the apolar
(LW) component of attraction. Based on the Lifshitz theory, Chaudhury and Good
(1991) showed that the contribution of the Keesom and Debye van der Waals forces
are small relative to the London forces. The acid–base component represents polar,
or specific, interactions primarily due to hydrogen bonding (Good and Van Oss
1991).

It follows that the free energies of cohesion and adhesion likewise have two
components. Therefore, the Gibbs free energy of cohesion is,

DGc
i ¼ �2ci ¼ DGcLW

i þDGcAB
i ð4:12Þ

and the Gibbs free energy of adhesion is,

DGa
ij ¼ cij � ci � cj ¼ DGaLW

ij þDGaAB
ij ð4:13Þ

The van der Waals forces represent the interaction between two non-polar
molecules and its treatment can be traced back to first principles. For the LW
component, the Berthelot geometric mean rule therefore holds,

DGaLW
ij ¼ �2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cLWi cLWj

q
ð4:14Þ

The acid–base component, however, cannot be treated in the same fashion,
although some theories assume that the geometric mean rule holds for this com-
ponent as well. These interactions are specific and are only possible between
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interaction partners with complementary acid–base properties. The relationship
describing the AB component of free energy was derived empirically by van Oss
et al. (1988),

DGaAB
ij ¼ �2

ffiffiffiffiffiffiffiffiffiffiffi
cþi c�j

q
þ

ffiffiffiffiffiffiffiffiffiffiffi
c�i c

þ
j

q� �
ð4:15Þ

Van Oss and his co-workers presented the full version of the Young–Dupré
equation by inserting DGLW and DGAB,

�DGa ¼ Wa ¼ cTotL 1þ cos hð Þ

¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cLWL cLWS

q
þ

ffiffiffiffiffiffiffiffiffiffiffi
cþL c�S

q
þ

ffiffiffiffiffiffiffiffiffiffiffi
c�L c

þ
S

q� � ð4:16Þ

where the subscript L represents a liquid and the subscript S the solid under con-
sideration. Equation (4.16) implies that if the contact angles of three liquids with
different and known polarities are measured on an unknown surface, then the three
unknown surface energy components can be solved. These polarities have been
defined as monopolar basic, monopolar acidic, bipolar (basic and acidic), or apolar
(only van der Waals forces). In addition, the use of this equation is not restricted to
contact angle measurements, but can be applied with any technique able to quantify
the work of adhesion between the unknown surface and probe substances with
known surface energy components. An important practical application of this
theory is that it can be used to predict the work of adhesion between two materials if
their surface energy components are known. Similarly, the work of cohesion can be
predicted within the bulk phase of a material. By adapting the Dupré equation for
the interaction between two condensed phases, 1 and 2, within a liquid, 3,

DGa
132 ¼ c12 � c13 � c23 ð4:17Þ

and with the components of the free energy of interfacial interaction additive,

DGa
132 ¼ DGaLW

132 þDGaAB
132 ð4:18Þ

van Oss et al. (1988) and Good and van Oss (1991) proposed the following form for
the interaction between two materials, 1 and 2, submersed in a polar liquid, 3.

DGa
132 ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cLW1 cLW3

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cLW2 cLW3

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cLW1 cLW2

q
� cLW3

þ
ffiffiffiffiffiffiffi
cþ3

q ffiffiffiffiffi
c�1

p þ ffiffiffiffiffi
c�2

p � ffiffiffiffiffi
c�3

p� �

þ ffiffiffiffiffi
c�3

p ffiffiffiffiffiffiffi
cþ1

q
þ

ffiffiffiffiffiffiffi
cþ2
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�
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cþ3
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q
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ffiffiffiffiffiffiffiffiffiffiffi
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q
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ð4:19Þ
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When the liquid is water, this interaction is called the “hydrophobic interaction”
where DGa

132\0. For DGa
132 [ 0, the interaction between 1 and 2 becomes

repulsion, which is the driving force for phase separation of adhesives in aqueous
media (Van Oss et al. 1988).

Thermodynamic concepts have been used by many researchers to elucidate
adhesion between bitumen and aggregate materials. Ensley et al. (1984) determined
the heat of immersion using microcalorimetry. Curtis et al. (1992) determined
Gibbs free energies from adsorption isotherms. Lytton (2004) utilized surface
energies measured on bitumen and aggregates surfaces to calculate free energies of
adhesion and cohesion by applying modern surface energy theories as discussed in
the preceding paragraphs.

These concepts, especially surface energy, have played an important role in
discoveries of the rules governing the microfracture and healing in bitumen–ag-
gregate mixtures (Lytton 2000). Thermodynamic theory lends itself to quantifying
the relationship between fundamental adhesion and practical adhesion. Since real
materials are not completely brittle, especially polymer-like materials such as
bitumen, energy dissipation can result from molecular chain disentanglement and
stretching, and conformational changes (rotation about flexible intermolecular
bonds) under applied loads, i.e., viscoelastic effects, as well as plastic deformation.
Merril and Pocius (1991) report that the apparent or practical work of adhesion is
much larger than the fundamental work of adhesion based on adhesive peel test
experiments. However, the experiments showed that the practical work of adhesion
is a multiplication of some dissipation factor with the fundamental work of adhe-
sion. From fracture mechanics, the well-known Griffiths crack growth criterion
suggests that for a completely brittle material, the energy necessary to break a
adhesive (or cohesive) bond is equal to the fundamental work of adhesion, Wa. This
energy can be considered the minimum amount of practical adhesion that one can
expect from a bond. If other modes of dissipating energy exist, then this minimum
value increases (Pocius 1997). Schapery (1984) extended this crack growth theory
to viscoelastic materials based on the fundamental laws of fracture. Schapery (1989)
and Lytton et al. (1998) developed similar relationships for healing. Healing is the
opposite of fracture and is pronounced when longer rest periods are introduced
between applied loads, manifested in extended fatigue life. Lytton et al. (1998)
applied these fundamental relationships of fracture and healing to asphalt mixtures.

The fundamental law of fracture for viscoelastic materials is presented in
Eq. (4.20). This expression essentially describes an energy balance between the
energy required for fracture and the energy released, expended in crack propagation
and extension. An expression similar to this equation exists for healing.

W ¼ ERD tað ÞJR ð4:20Þ

where W is the work of adhesion (Wa) or cohesion (Wc) per unit of each crack
surface area created, i.e., the minimum energy required to cause fracture. The
product of terms on the right side is termed pseudostrain energy because the energy
required in overcoming nonlinear and viscoelastic effects is eliminated. The
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reference modulus ER, is an arbitrary value used during this correction; D tað Þ is the
viscoelastic creep compliance over a period ta, the time required for a crack to move
a distance equal to the length (a) of the process zone ahead of the crack tip; and JR
is the pseudo strain energy release rate, i.e. the change of available energy per unit
crack area, from one load cycle to the next. For the situation where the pseudostrain
energy released is greater than the required minimum energy for bond breakage,
crack extension occurs.

From Eqs. (4.2) and (4.12), the work of adhesion (W) for a dry interface is given
by,

Wa
12 ¼ � DGaLW

12 þDGaAB
12

� � ð4:21Þ

where DGaLW
12 and DGaAB

12 the Lifshitz van der Waals and acid–base components of
the free energy of interfacial interaction, respectively, between materials one and
two.

According to van Oss (1994), the generalized form of Eq. (4.18) includes
another term, namely the free energy of electrostatic interaction ðDGaEL

132 Þ.

Wa
132 ¼ � DGaLW

132 þDGaAB
132 þDGaEL

132

� � ð4:22Þ

The primary parameter required to calculate the free energy of electrostatic
interaction is surface charge (or zeta potential) of the two materials under consid-
eration. The concept of zeta potential was introduced previously and will be
developed further in Sect. 4.10.3. Hefer et al. (2007) hypothesized that this term,
DGaEL

132 , holds the key to incorporate the effect of pH of the interface water on the
adhesive bond. Hefer et al. (2007) recently calculated this term from data obtained
during the Strategic Highway Research Program (SHRP) research. Surprisingly,
these calculations revealed that the contribution of DGaEL

132 to the total work of
adhesion is very small.

The fact that the electrostatic term is insignificant based on relative magnitude,
however, does not mean that the pH of the contacting water can be neglected. The
detrimental effect of a fluctuating pH on the adhesive bond in the presence of water
has been known for at least 50 years (Gzemski 1968). The ability of the electro-
static term to distinguish among different mixtures suggests that electrokinetic
potential (zeta potential) is important. Hefer et al. (2007) postulated that another,
primary, mechanism exists that is related to electrical phenomena at the interface.
Labib and Williams (1986) showed that a fundamental relationship exists between
the pH scale and the donicity scale, i.e., zeta potential as a function of pH and
electron donor/acceptor properties, respectively. This relationship implies that pH
of the interface water will influence the electron donor–acceptor properties of the
two surfaces under consideration. Both scales are energy scales and ought to be
compatible with the surface energy theory proposed by van Oss et al. (1988).
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4.7 Application of Surface Energy to Predict Moisture
Damage in Asphalt Mixtures

The most evident form of moisture damage is stripping of asphalt binder from the
aggregate surface due to exposure to moisture. The correlation between the surface
properties of these materials and their tendency to strip in the presence of water is
relatively well established in the literature. The three quantities based on the surface
energies of asphalt binders and aggregate that are related to the moisture sensitivity
of an asphalt mixture are:

• work of adhesion between the asphalt binder and aggregate ðWABÞ,
• work of debonding or reduction in free energy of the system when water dis-

places asphalt binder from a binder-aggregate interface ðWwet
ABWÞ, and

• work of cohesion of the asphalt binder or mastic ðWBBÞ.
The above three quantities are computed using the surface free energy compo-

nents of the individual materials. For an asphalt mixture to be durable and have a
relatively low sensitivity to moisture, it is desirable that the work of adhesion, WAB,
between the asphalt binder and the aggregate be as high as possible. Furthermore
the more negative the magnitude of the absolute value of the work of debonding
when water displaces the asphalt binder from the binder-aggregate interface, Wwet

ABW ,
the greater the thermodynamic potential that drives moisture damage will be.
Therefore, it is normally desirable that this quantity be as small as possible. This is
because this term is usually (almost always) a negative quantity, and the more
negative it is, the more likely it is for water to replace bitumen at the interface with
mineral or aggregate. Little and Bhasin (2006) developed and energy ratio
(ER) based on the two energy terms WAB and WABW

wet and which combines these
terms into a single, dimensionless parameter. They later adjusted this ratio to also
consider the affinity of the bitumen to develop a cohesive interaction (WBB). The
resulting energy ratio (ER2) is expressed by Eq. (4.23):

ER2 ¼ WAB �WBB

Wwet
ABW

				
				 � SSA ð4:23Þ

Equation (4.23) defines ER2 as a parameter that can be used to estimate the
moisture sensitivity of asphalt mixtures based on the hypothesis that moisture
sensitivity is directly proportional to the dry adhesive bond strength, and inversely
proportional to the work of debonding or the reduction in free energy during
debonding. The latter term is determined as follows:

Wwet
ABW ¼ cAW þ cBW � cAB ð4:24Þ

where cAW is the bond strength between the aggregate and water, cBW is the bond
strength between bitumen and water, and cAB is the interfacial bond energy between
the bitumen and the aggregate. In Eq. 4.23 the value ER2 is the product of the
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absolute value of the ratio of dry work of adhesion to the work of debonding
multiplied by the specific surface area (SSA) of the aggregate.

Figures 4.14 and 4.15 show evidence of the utility of Eq. 4.23 in predicting
moisture damage based on laboratory experiments (tensile modulus, Fig. 4.14, and
plastic deformation, Fig. 4.15) with twelve different mixtures (twelve combinations
of three aggregates and four bitumens). In the tensile test ( Fig. 4.14), the ratio of
tensile resilient modulus in the wet (moisture conditioned) state compared to the
tensile resilient modulus in the dry state is plotted on the ordinate v. log/ER2 * SSA
on the abscissa. In Fig. 4.15, repeated, compressive loading was continued until the
sample accumulated one percent permanent strain. The ratio of the number of

Fig. 4.14 Laboratory performance (tensile modulus) of mixtures compared to ER2 * SSA
parameter. After Little and Bhasin (2006)

Fig. 4.15 Laboratory performance (plastic deformation) of mixtures compared to ER2 * SSA
parameter. After Little and Bhasin (2006)
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cycles to accumulate one percent strain for each mixture under wet (moisture
conditioned) and dry conditions is plotted on the ordinate v. the energy ratio on the
abscissa. In both figures, the dashed lines represent the 95% confidence range and
demonstrate the strong relationship between moisture damage, as recorded by these
ratios, and ER2..

4.8 Effect of Asphalt Composition on Adhesion

4.8.1 Asphalt Composition

The chemistry of asphalt is complex. This brief overview is certainly a simplifi-
cation of the complex nature of asphalt and is meant to provide (a) definitions of
basic terms and (b) descriptions of basic asphalt components, which are used in
discussion throughout this chapter.

4.8.2 Elemental Composition

Asphalt molecules are comprised primarily of carbon and hydrogen (between 90%
and 95%) by weight. However, the remaining atoms, called heteroatoms, are very
important to the interaction of asphalt molecules and hence the performance of
asphalt. They include oxygen, nitrogen, sulfur, nickel, vanadium, and iron.

4.8.3 Molecular Structure

Asphalt atoms are linked together to form molecules. Perhaps the simplest is the
aliphatic carbon–carbon chain saturated with hydrogen bonds. Carbon–carbon
bonds can also form rings saturated with hydrogen. These saturates are essentially
nonpolar and interact primarily through relatively weak van der Waals forces.
A second class of asphalt molecules involves aromatics. This molecule has six
carbon atoms in the form of a hexagonal ring. This ring possesses a unique bond
with alternating single and double bonds between carbon atoms. Figure 4.16 shows
representative examples of saturates (aliphatic and cyclic) and aromatic structures.

The unique bonds in the aromatic or benzilic rings facilitate polyaromatic atomic
structures allowing extension in two dimensions and stacking in the third dimension.

4.8.4 Bonds Among Asphalt Molecules

Strong covalent bonds link atoms together to form asphalt molecules. These
molecules interact with one another through much weaker bonds (Jones 1992): pi–
pi bonds, hydrogen or polar bonds, and van der Waals bonds. These are represented
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in Fig. 4.16. Pi–pi bonds are unique to aromatic molecules. They provide polarity
and the ability of aromatic molecules to link together in unique configurations,
including a stacked arrangement as shown in Fig. 4.17. Heteroatoms among asphalt
molecules develop polarity and link together by forming hydrogen bonds.
Figure 4.17 shows a hydrogen bond between two very important asphalt functional
groups: a sulfoxide and a carboxylic acid. van der Waals bonding is the weakest of
the secondary bonds. They form when molecules equilibrate at lower temperatures
or stress is removed. van der Waals bonding is responsible for the free-flowing
nature of asphalt at high temperatures versus the semisolid nature at lower tem-
peratures (Jones 1992). As a point of reference, it is important to understand that
covalent primary bonds within the molecule are from 10 to 100 times stronger than
secondary bonds.

4.8.5 Polar Versus Nonpolar Molecules

Polar molecules form “networks” through hydrogen and pi–pi bonds that give
asphalt its elastic properties. Nonpolar materials form the body of the material in
which the network is formed and contribute to the viscous properties of asphalt
(Jones 1992). Degree of polarity is the most important property of polar molecules,

Fig. 4.16 Types of asphalt molecules. After Jones (1992)
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while degree of aromaticity is the second most important. Highly polar and highly
aromatic molecules form the most interactive and strongest molecular networks.

Nonpolar molecules do not interact strongly enough to form networks, but they
do substantially influence asphalt performance. The molecular weight of nonpolar
molecules is related to low-temperature performance (Jones 1992).
A preponderance of high-molecular weight nonpolar molecules will lead to asphalts
that stiffen and perform poorly at low service temperatures. If nonpolars are waxy,
they will crystallize at low temperatures and become crack susceptible. Nonpolar
and polar molecules must interact in an acceptable manner or be “compatible.” If
polar and nonpolar molecules are relatively similar in chemistry, they will be
compatible; however, if they are very different, the polar network will not stay in
solution, and phase separation can be a substantial problem.

4.8.6 Asphalt Model

Jones (1992) explains the history of development of an asphalt model. He describes
how analytical techniques including size exclusion chromatography and ion
exchange chromatography have led to viewing asphalt as a two-phase system. The
polar molecules interact with each other through polar–polar or hydrogen bonding.
These bonds form associations that create a network within the nonpolar solvent
molecules. However, as explained by Jones, both phases make a significant con-
tribution to asphalt performance. Figure 4.18 illustrates the model described by

Fig. 4.17 Types of intermolecular asphalt bonds and multifunctional molecules. After Jones
(1992)

162 4 Chemical and Mechanical Processes Influencing Adhesion …



Jones (1992)—the Strategic Highway Research Program (SHRP) model. The
associations of polar molecules are due to polar sites on the asphalt through
hydrogen bonding. Other interactions take place through pi–pi bonding and van der
Waals bonding. These interactions provide the major contribution to viscoelastic
properties of the asphalt. Actually, the term phase is not accurate in the description
of polar versus nonpolar components because the mixture is homogeneous and the
bonds between the polar molecules are rather weak and form and break constantly.

4.8.7 Multifunctional Organic Molecules

Data show that having two or more functional groups on the same molecule makes
it possible to form chains of weak polar–polar interactions. According to Jones
(1992), these chains are the foundation of the polar networks. An example of a
multifunctional organic molecule is one with both a carboxylic acid (R–COOH) and
a sulfoxide (S=O) on the same molecule. Figure 4.19 is an example of networks
and chains conformed ofbi- and multi-functional molecular structures.
Multifunctional organic moleculeshave a major impact on aging. This is because for
polar molecules to generatesignificant physical changes, it is necessary for them to
interact in chainlikestructures or form networks. Figure 4.19 illustrates how oxi-
dation of molecules with a single active site results in a “quenching” of the effect of
oxidation, while the oxidation of molecules with multiple active sites develops a
continuous network.

Fig. 4.18 SHRP asphalt model. After Jones (1992)
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Fig. 4.19 Asphalt with simple active sites. After Jones (1992)
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4.9 Asphalt Chemistry and Adhesion

Polarity or separation of charge within the organic molecules promotes attraction of
polar asphalt components to the polar surfaces of aggregates. Although neither
asphalt nor aggregate has a net charge, components of both have nonuniform charge
distributions, and both behave as if they have charges that attract the opposite
charge of the other material. Curtis et al. (1992) have shown that aggregates vary
widely in terms of surface charge and are influenced by environmental changes.
Robertson (2000) points out that adhesion between asphalt and aggregate arises
between the polars of the asphalt and the polar surface of the aggregate. He also
points out that polarity alone in asphalt is not sufficient to achieve good adhesion in
pavements because asphalt is affected by the environment. Robertson (2000) further
states that asphalt has the capability of incorporating and transporting water.
Absorption of water varies with asphalt composition and changes further as asphalt
is oxidized. Cheng et al. (2002), as discussed previously, have shown that a sub-
stantial quantity of water can diffuse through and be retained in a film of asphalt
cement or an asphalt mastic, substantially changing the rheology of the binder.
Robertson (2000) states that at the molecular level in asphalt, basic nitrogen
compounds (pyridines) tend to adhere to aggregate surfaces tenaciously. Carboxylic
acids are easily removed from aggregate in the presence of water if the acids form a
monovalent salt by interaction at the aggregate surface, but divalent (calcium) salts
of acids are much more resistant to the action of water.

Curtis (1992) ranked the affinity of various asphalt functional groups to bond to
aggregate surfaces by using adsorption isotherms (UV adsorption spectroscopy). In
general she found acidic groups, carboxylic acids, and sulfoxides to have the
highest adsorptions, while ketone and nonbasic nitrogen groups had the least.
However, the sulfoxide and carboxylic acids were more susceptible to desorption in
the presence of water. According to Curtis (1992), the general trend of desorption
potential of polar groups from aggregate surfaces is sulfoxide > carboxylic
acid > nonbasic nitrogen � ketone > basic nitrogen > phenol.

4.9.1 Effect of Aggregate Properties on Adhesion

A number of aggregate properties affect the adhesive bond between asphalt and
aggregate: size and shape of aggregate, pore volume and size, surface area,
chemical constituents at the surface, acidity and alkalinity, adsorption size surface
density, and surface charge or polarity.
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4.9.2 Pore Volume and Surface Area

Yoon and Tarrer (1988) investigated five aggregates (granite, dolomite, chert
gravel, quartz gravel, and limestone). They measured pore volume, surface area,
average pore size, and percentage coating after boiling. Their study showed that
stripping resistance is defined by the level of physical bond that is achieved between
the asphalt and aggregate, and this is, in turn, defined by surface area, pore volume,
and pore size. The optimal resistance to stripping was developed in aggregates that
provide a large surface area for bonding as well as a favorable pore size for
adequate (deep) asphalt penetration. This is probably because when asphalt cement
coats a rough surface with fine pores, air is trapped and the asphalt has difficulty
penetrating the fine pores (Yoon and Tarrer 1988). However, the penetration of
asphalt cement into pores is synergistically dependent not only on the pore structure
but also on the viscosity of the asphalt cement at mixing temperatures. Yoon and
Tarrer (1988) also determined that aggregates with approximately equal physical
properties (e.g., pore volume and structure and surface area) can have very different
properties depending on their basic chemistry and mineralogy, which define surface
activity. Yoon and Tarrer found substantially higher bonding power for limestone
than for quartz gravel even though both had similar physical surface structures. The
results of Cheng et al. (2002) were very similar; they found that a certain granite
aggregate has a much higher surface energy per unit area than a certain limestone,
but when bonding energy was computed in terms of unit mass instead of unit
surface area (incorporating effects of surface area), the limestone was predicted to
have a much greater potential to resist damage in repeated loading tests of asphalt
samples at 85% saturation.

4.9.3 pH of Contacting Water

Hughes et al. (1960) and Scott (1978) reported that adhesion between asphalt
cement and aggregate in the presence of water became weakened when the pH of
the buffer solution was increased from 7.0 to 9.0 (Scott 1978). Yoon and Tarrer
(1988) showed that if different aggregate powders (chert gravel, quartz sand, quartz
gravel, granite, limestone, and dolomite) were added to water and allowed to react
with water for up to about 30 min, the pH of the blend would increase to some
asymptotic value (Fig. 4.22). Even granite, known to be acidic, showed an increase
in pH over time to about 8.8. The granite reaction in water, which leads to this
gradual pH increase, is, according to Yoon and Tarrer, due to the silicate lattice
reaction with the water to impart excess hydroxyl ions as follows:
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This is a typical hydrolytic reaction of the salt of a weak acid.
Yoon and Tarrer (1988) assessed the sensitivity of stripping to changes in pH of

water in contact with the aggregate surface. They performed boiling stripping tests
to verify the sensitivity. The pH of the water was modified by using a solution of
HCl or NaOH. The stripping became more severe as the pH increased. Yoon and
Tarrer explain that when an aggregate is being coated with asphalt, the aggregate
selectively adsorbs some components of the asphalt—the more polar compounds
and hydrogen bonds or salt links are formed. Conspicuously, the type and quantities
of the adsorbed components affect the degree of adhesion. Yoon and Tarrer state
that the presence of ketones and phenolics is thought to improve stripping resis-
tance, whereas carboxylic acids, anhydrides, and 2-quinolenes are thought to
increase stripping sensitivity because of the substantial water susceptibility of the
associated bonds.

According to Yoon and Tarrer (1988), the water susceptibility of the hydrogen
bonds and salt links between the adsorbed asphalt components and the aggregate
surface increase as the pH of the water at the aggregate surface increases. Therefore,
it seems reasonable to conclude that stripping sensitivity will increase as the pH of
the water increases. Experimental results of Yoon and Tarrer (1988) substantiate
this hypothesis. However, they warn that other surface aggregate properties also
play a role. Different types of metal ions affect stripping potential. For example,
alkaline earth metals in limestone associate strongly with the asphalt components in
carboxylic acids to form alkaline earth salts, and the bonds formed are not disso-
ciated easily in water even at a high pH. In other words, the adsorption is strong
because of the insolubility of the alkaline earth salts formed between the limestone
and the bitumen acids.

The addition of hydrated lime offers a mechanism to tie up carboxylic acids and
2-quinolenes so they cannot interact with hydrogen bonding functionalities on the
aggregate surface to produce moisture-sensitive bonds. Thomas (2002) points out
that the interaction of lime with components in the asphalt not only prevents the
formation of moisture-sensitive bonds but also subsequently allows more resistant
bonds (e.g., with nitrogen compounds from the asphalt) to proliferate. He points out
that an additional benefit of the use of lime is to react with or adsorb compounds
that can be further oxidized and enhance the increase in viscosity as a result of
oxidation. In fact, experiments at Western Research Institute (2002) show a sub-
stantial improvement in moisture resistance after severe freeze–thaw experiments
when lime is added directly to the bitumen and before the bitumen is coated on the
aggregate.

In a manner similar to the reaction between acidic compounds such as carboxylic
acids in asphalt and alkaline aggregate or with lime, an amine compound either if
present in asphalt or added in the form of an anti-stripping additive will react with
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acidic surfaces as in the case of siliceous aggregates to form a surface compound.
Evidence of the formation of such a surface compound between siliceous surfaces
and amine compounds was demonstrated by Titova et al. (1987). The following is
silica, triethylame:

SiOH+N

H3CH2C

H3CH2C

H3CH2C

NH
+

H3CH2C

H3CH2C

H3CH2C

SiO
-

Different from pure Coulombic interaction, is the electrostatic interaction
between surfaces in the presence of an aqueous medium that contains dissolved
ions, i.e., an electrolyte. Most surfaces are charged in the presence of water. This is
due to the high dielectric constant of water, which makes it a good solvent for ions.
Ions of opposite charge, or counter-ions, bind directly to the surface to neutralize
the surface charges, known as the Stern layer. Thermal motion prevents ions from
accumulating on the surface so that a diffuse layer of counter-ions and co-ions
exists. The “fixed” Stern layer and mobile diffuse layer together form an electric
double layer. This concept is illustrated in Fig. 4.20. The electric potential at the
surface (wo) decreases with distance into the bulk water.

The electric potential at the shear plane between the fixed and mobile layers is
measurable and called the zeta potential or electrokinetic potential. Zeta potential is
commonly used as a representation of surface charge. The study of charge particles
in motion in an electric field is called electrophoresis.

Electrophoresis have been applied to bitumen–aggregate systems in the past to
investigate moisture damage, or stripping, in these systems (Labib 1992; Yoon and
Tarrar 1988; and Scott 1978). However, the existence of bulk water, hydrogen
bonded to the aggregate surface in the “dry” state, should not be overlooked. Thelen
(1958) conducted experiments on quartz to demonstrate how fresh aggregate adsorb
a water layer several molecules thick. This illustrates the importance of aggregate
preconditioning as part of the hot mix asphalt manufacturing process. Nevertheless,
at conventional plant mix temperatures at least a molecular layer of water remain,
Fig. 4.21.

Whenever water is present, pH can be expected to play a role by influencing
aggregate surface charge. Two aspects should be considered with regard to bitu-
men–aggregate systems. The first is diffusion of external water to the bitumen–
aggregate interface (Scott 1958; Nguyen et al. 1992; Cheng 2002). The pH of this
water will differ depending on the environment. Secondly, several studies indicate
that the water is influenced by the aggregate surface as illustrated in Fig. 4.22
(Labib 1992; Yoon and Tarrar 1988; Scott 1978; and Huang et al. 2000).

If two surfaces approach each other and electric double layers overlap, an
electrostatic double-layer force arises. Labib (1992) qualitatively illustrated this
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concept by superposition zeta potential versus pH curves for bitumen and aggre-
gates, respectively. Figure 4.23 is an interaction diagram for a siliceous conglom-
erate, SHRP Materials Reference Library code RJ, and four types of bitumen. The
pH at zero zeta potential is known as the isoelectric point (IEP). The IEP for all the
bitumen types as well as the granite is around three; i.e., both bitumen and
aggregate are negatively charged at pH > 3. More importantly, this situation will

Fig. 4.20 Schematic illustration of the Stern layer with thickness. After Butt et al. (2003)
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result in repulsion and therefore stripping. Figure 4.24 is an interaction diagram for
calcite-based RD limestone and four bitumen types. In this case adhesion is favored
due to oppositely charged surfaces over a wide range of pH conditions.

Hefer et al. (2007) considered this approach to be of fundamental importance
toward the quantification of adhesion in the presence of water, with recognition of
the effect of pH. Further discussions on this subject are presented under
Thermodynamic Theory.

For a detailed description of mechanisms of charge development on aggregate
surfaces, the reader is referred to Mertens and Wright (1959). A general, and
traditional, classification of aggregates based on surface charge is presented in
Fig. 4.25. This classification corresponds to zeta potential data for the two major
aggregate types presented above.

Fig. 4.21 Removal of adsorbed water molecules by heat from quartz. After Thelen (1958)

Fig. 4.22 Changes in pH of
water in which aggregates
were immersed. After Tarrar
and Wagh (1992)
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Fig. 4.23 Interaction diagrams for granite aggregate (RJ) with bitumen. After Labib (1992)

Fig. 4.24 Interaction diagram for limestone aggregate (RD) with bitumen. After Labib (1992)

Fig. 4.25 Classification of aggregates. After Mertens and Wright (1959)
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4.10 Surface Potential

Interfacial activity between asphalt cement and the aggregate surface is funda-
mentally important in assessing stripping potential. Yoon and Tarrer state that
functional groups of asphalt that are adsorbed on the aggregate surface come mainly
from the acid fraction of the asphalt. Yoon and Tarrer offer the example of car-
boxylic acid (R–COOH), which in the presence of water separates into the car-
boxylate anion (R–COO–) and the proton (H+). This causes the asphalt surface to
have a negative polarity at the interface. Aggregates with water present are nega-
tively charged, and as a result, a repulsive force develops between the negatively
charged aggregate surface and the negatively charged asphalt surface at the inter-
face. Payatakis (1975) states that solid surfaces in contact with water usually
acquire changes through chemical reactions at the solid surface and adsorption of
complex ions from the solution. For example, metal oxide surfaces in water
hydrolyze to form hydroxyl groups:

O

M M

O

+ O
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O O
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A high pH value of the water in contact with the mineral surface will cause the
surface to be more negatively charged. Yoon and Tarrer (1988) report that the
intensity of the repulsion developed between the asphalt and aggregate depends on
the surface charge of both the asphalt and aggregate. They used zeta potential as a
method to measure aggregate surface charge and found a general trend that
aggregates that have a relatively high surface potential in water are more susceptible
to stripping (see Fig. 4.26).
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4.11 SHRP Research on Aggregate Surface Chemistry

Labib (1991) confirmed the existence of a range of acid–base types among various
SHRP aggregates using zeta potential measurements and electrophoretic mobility.
He reported that it is significant that the initial pH of aggregates was greater than
9.0, irrespective of aggregate type. This would neutralize the bitumen carboxylic
acids at the interface and cause hydrolysis of bitumen–aggregate bonds. The high
pH was attributed to basic soluble salts even in acidic aggregates. Labib (1991)
documented the sensitivity of the bitumen–aggregate bond to pH. He identified
three pH regions. At pHs above about 8.5 (Region 3), dissolution of the surface
silica occurred in quartz or silica aggregates. In carbonate-based aggregates at pHs
between about 1 and 6 (Region 1), calcium ion dissolution occurred, and the
presence of carboxylic acids enhanced stripping in this region through cohesive
failure in the aggregate. Podoll et al. (1991) used surface analysis by laser ion-
ization to confirm that bitumen–aggregate bond disruption occurs within the
aggregate and not at the interface. They found notably less sodium, potassium, and
calcium in the top monolayer of aggregate in stripped areas than in unstripped areas.
This indicates that dissolution of the cations was greater where bitumen had been
stripped away. Scott’s (1978) work on bitumen-coated glass slides supports Podoll
et al. He found that debonding occurred in the more water-soluble glasses and not in
the more stable opal glasses. Jamieson et al. (1995) conclude that net adsorption of
bitumen on aggregate is a function of five aggregate variables: potassium oxide,
surface area, calcium oxide, zeta potential, and sodium oxide. Alkali earth metals
(sodium and potassium) are detrimental to adhesion. Higher surface area provides
more active sites per unit mass for interaction. Calcium forms water-resistant bonds,
and aggregates with a more negative surface charge may provide more potential for
adsorption.

Fig. 4.26 Comparison of
aggregate surface potential
and stripping propensity as
determined by boiling water
tests. After Yoon and Tarrar
(1988)
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4.12 SHRP Adhesion Model

The SHRP adhesion model concludes that aggregate properties have a greater
impact on adhesion than do various binder properties. Adhesion is achieved mainly
by polar constituents in the bitumen bonding with active aggregate sites through
hydrogen bonding, van der Waals interaction, or electrostatic forces. The general
trend is that sulfoxides and carboxylic acids have the greatest affinity for aggre-
gates. However, in the presence of water, sulfoxides and carboxylic acid groups are
more susceptible to debonding, whereas phenolic groups and nitrogen bases are
more effective in providing a durable bond (Jamieson et al. 1995). It is also apparent
that aromatic hydrocarbons have much less affinity for aggregate surfaces than the
polar groups.

4.13 SHRP Stripping Model

The SHRP view is that stripping is controlled by cohesive failure within the
aggregate rather than at the bitumen–aggregate interface (Jamieson et al. 1995).
Surfaces rich in alkali metals are more susceptible to debonding than surfaces rich
in alkaline earth metals because the latter form water-insoluble salts with acid and
other groups with the bitumen. Podoll et al. (1991) state that stripping of siliceous
aggregate may be associated with the presence of water-soluble cations and alu-
minosilicates. The mechanism is probably dissolution of salts, dissociation of silica
due to the high pH environment generated by solubilization of alkaline earth
cations, electrostatic repulsion between negatively charged aggregates and ionic
components of the bitumen at the surface, and dissolution of soaps formed between
acid anions on the bitumen surface and alkali metal cations on the aggregate sur-
face. The superior stripping resistance of some limestones is due to the formation of
water-insoluble (covalent) bonds between calcium sites on the aggregate and
bitumen constituents, but stripping of calcareous aggregate can occur where their
water solubility is high.

4.14 Ways to Improve Adhesion

4.14.1 Interaction of Acidic Aggregates and Asphalt
with Alkaline Amine Compounds

Amines have a long hydrocarbon chain. The chain is compatible in asphalt cement,
and, in the presence of water, the amine is ionized to form an amine ion, R–NH3,
which has a positive charge (cationic). The physical properties of fatty amines can
be altered by changing the nature of the hydrocarbon chain while the chemical
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nature can be altered by changing the number of amine groups and their positions in
the molecule (Porubszky et al. 1969). Taken together, the chain length and number
of amine groups greatly influence the adhesion of the asphalt. Optimum perfor-
mance is typically achieved with 14–18 carbon chain amines with one or two amine
groups (Porubszky et al. 1969; Tarrer and Wagh 1991). Fatty amines enable asphalt
to wet aggregate surfaces. The amine group reacts with the aggregate surface while
the hydrophobic hydrocarbon chain of the fatty amine is anchored in the asphalt.
The net effect (Tarrer and Wagh) is that the long hydrocarbon chain acts as a bridge
between the hydrophilic aggregate and the hydrophobic bitumen surface, encour-
aging a strong bond.

4.14.2 Effect of Hydrated Lime on Adhesive Bond

Plancher et al. (1977) hypothesized that hydrated lime improved binder–aggregate
adhesion by interacting with carboxylic acids in the asphalt and forming insoluble
salts that are readily adsorbed at the aggregate surface. This is an important reaction
because hydroxyl (OH) groups are found on the surfaces of siliceous aggregates.
These SiOH groups form hydrogen bonds with carboxylic acid groups from asphalt
and strongly affect the adhesion between the asphalt and aggregate (Hicks 1991).
But this hydrogen bond is quickly broken in the presence of water, and the two
groups dissociate and reassociate with water molecules through hydrogen bonding.
This means that the hydrogen bonding between the water molecules and the SiOH
group and between the water molecule and the COOH group is preferred over the
bond between SiOH and COOH. When lime is added, some dissociation of the Ca
(OH)2 molecule occurs, resulting in calcium ions (Ca++). These ions interact with
the carboxylic acids (COOH) and 2-quinolenes (Petersen et al. 1987) to form rather
insoluble calcium organic salts. This leaves the SiOH molecule free to bond with
nitrogen groups in the asphalt (Petersen et al. 1987). These bonds are strong and
contribute to adhesion. Figure 4.2 illustrates some of the important functional
groups in asphalt.

Schmidt and Graf (1972) state that the effectiveness of hydrated lime as an
anti-stripping agent cannot be completely explained by the reaction between cal-
cium from lime and the acids in the asphalt. They state that lime provides calcium
ions that migrate to the aggregate surface and replace hydrogen, sodium, potassium,
or other cations. In 1997 the Western Research Institute provided an excellent
explanation of the hypothesized aggregate–asphalt interaction. Susceptibility to
water stripping depends, at least in part, on the water solubility of organic salts
formed from the reaction of carboxylic acids in the bitumen with carbonates in the
aggregates. High-molecular weight magnesium and calcium salts are relatively
hydrophobic and not very soluble in water. Sodium salts, being more soluble, lead
to stripping. Further, it was found in SHRP research that carboxylic acids in
bitumen hydrogen bond very strongly with hydroxyl groups on siliceous aggre-
gates, these being highly concentrated on the aggregate surface. However, this
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hydrogen bond is highly sensitive to disruption by water, thus accounting, at least in
part, for the high moisture sensitivity to moisture damage of pavement mixtures
containing siliceous aggregates. Conversion of carboxylic acids to insoluble salts
(e.g., calcium salts) prior to use in pavement mixtures could prevent adsorption of
water-sensitive free acids on the aggregate in the first place. When pavement
containing surface active materials is wet and is subjected to mechanical action of
traffic, it is predictable that the surface activity of the sodium carboxylates (soaps) in
the bitumen will help scrub the oil (bitumen) away from the rock. The practical,
perhaps conservative, solution to the historical problem of stripping is to convert all
acidic materials in asphalt to water-insensitive (nonsurface active) calcium salts at
the time of production. This would require lime treatment at the refinery. Some
refineries do this today (SHRP bitumen AAG). The recommendation here is that
conversion of acids to calcium salts be made a universal requirement. The process
recommended here reduces moisture susceptibility of the whole asphalt rather than
just at the interface. Lime treatment of the aggregate is desirable. Yoon and Tarrer
(1988) discuss the effect of water pH on stripping potential in asphalt mixtures with
respect to anti-stripping additives. Their analysis showed that as the pH of the water
increases, the adsorptive bonds between amine-type additives and aggregate sur-
faces are weakened. As a result, water can more easily displace asphalt from the
aggregate surface. They point out that this is not the case with hydrated lime, where
the resistance to stripping is independent of the pH of the contacting water.
However, other research has shown that normally pHs as high as 10 will not
dislodge amines from the aggregate, and pHs greater than 10 are very unusual. The
effectiveness of the polyamine additives increased with curing time in studies by
Yoon and Tarrer (1988). They found that by storing asphalt–aggregate mixtures for
a few hours at 300 °F, the effectiveness of some additives improved considerably
even at a high pH value of contacting water. Yoon and Tarrer (1988) hypothesize
that the reason for the improved performance with curing might be the development
of a film of polymerized asphalt.

4.14.3 Other Chemical Treatments

Jamieson et al. (1995) describe three possible treatments to improve adhesion:
addition of cations to the aggregate surface, addition of anti-stripping agents to the
bitumen, and aggregate pretreatment with organosilanes. Jamieson et al. (1995)
point to research that shows that enhanced bonding is associated with relatively
large concentrations of iron, calcium, magnesium, and aluminum at the aggregate
surface. Jamieson et al. describe that the principal role of anti-stripping agents is to
trigger the dissociation of aggregations of bitumen components, thereby increasing
the availability of bitumen functional groups for active sites on the aggregate
surface. Bonding energy measurements indicate that the effectiveness of aggregate
pretreatment with modifiers is dependent on aggregate type, probably because
antistrip agents are usually amines with relatively similar properties, whereas
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aggregates vary widely (Jamieson et al. 1995). Organosilane pretreatment of
aggregate increases the number of polar adsorption sites on the aggregate surface
(Divito and Morris 1982; Graf 1986). Research during SHRP ranked the overall
performance of organosilane treatments as a function of hydrophobic bonding
enhancements and determined the order of ranking to be amino >
hydrocarbon > thiol.

4.15 Dusty and Dirty Aggregates

4.15.1 General Mechanisms of Bond Disruption with Dirty
or Dusty Aggregates

Dusty aggregates may generally be referred to as aggregates coated with materials
smaller than 75 µm. This may cause a problem in developing an acceptable bond
between fine and coarse aggregate because the asphalt binder tends to coat the dust
and not the aggregate, leading to a greater probability for bond interruption and
hence displacement. Dirty aggregates normally refer to aggregates coated with clay
mineral fines. While clay-sized materials are soil particles smaller than 2 µm, true
clays are not only very small particles but also have a unique mineralogy and
morphology. Clay minerals are made up of alternating layers of silca and alumina,
which comprise particles that have a great affinity to adsorb water. This is why clay
fines are plastic in nature and have a large plasticity index [range of moisture
content between the plastic limit (where the soil acts as a plastic semisolid) and the
liquid limit (where the soil acts as a liquid)]. The presence of clay particles on the
aggregate surface is similar to that of dust. The asphalt bond with the fine and
coarse aggregate is disrupted by the presence of the dust or clay. In fact, the
situation is worse with clay fines because these particles have a tendency to swell
when they take on water, and this swelling mechanism can break or disrupt an
existing bond with asphalt. Furthermore, clay is more active than other soil parti-
cles. This can lead to other complex reactions between asphalt, water, and the clays,
including emulsification. Clay particles adsorb cations because of their strong
negative surface charge and their enormous specific surface area. The amount and
nature of the cations adsorbed can affect bond interactions and emulsification
potential. In summary, aggregates coated with dust or clay disrupt the asphalt–
aggregate bond and can also lead to more complex reactions among water, asphalt,
and aggregate, such as emulsification. Kandhal et al. (1998) evaluated aggregate
tests to assess the potential for aggregate fines to cause stripping in asphalt mix-
tures. They considered the sand equivalent test, the plasticity index test, and the
methylene blue test. They evaluated a set of 10 asphalt mixtures using a common
coarse limestone aggregate but with different fine aggregates. They used two val-
idation tests to assess moisture damage: American Association of State Highway
and Transportation T283 and the Hamburg wheel-tracking test. After a careful
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statistical analysis of results, they found that the methylene blue test did the best job
of identifying moisture sensitivity of the mixtures.

4.15.2 Modification of Dusty and Dirty Aggregates
to Improve Asphalt–Aggregate Interaction

Hydrated lime has been used to treat dusty and dirty aggregates. The mechanism is
partially because hydrated lime reacts with clay to change its properties. Two basic
mechanisms are involved: cation exchange or molecular crowding of calcium
hydroxide molecules at the surface of the clay and pozzolanic reaction. Cation
exchange or calcium hydroxide crowding provides an abundance of divalent cal-
cium ions, which, because of their high concentration and divalent nature, replace
the normally available cations in the clay environment. This leads to a substantial
reduction in clay plasticity (Little 1995) and causes clay colloids to flocculate into
larger aggregates (Little 1995). However, the most important reaction is the poz-
zolanic reaction, where caustic calcium hydroxide raises the pH of the
lime-water-clay system to more than 12. At this high pH, clay minerals are altered
and the silica and alumina become soluble. Soluble silica and alumina then combine
with free calcium cations to form calcium silicate and calcium aluminate hydrates,
further reducing plasticity, stabilizing the clay, and forming more well-cemented
agglomerates (Little 1995). One might expect that the lime-modified clay coatings
will “peal” from the aggregates and no longer remain as coatings but as “cemented”
small aggregates of flocculated clay that can be separately coated with asphalt.

4.16 Exercises

4:16:1 Describe how hydrated lime impacts the moisture resistance between
asphalt mixtures. In your answer address the impact of calcium cations at
the surface of siliceous mineral aggregates and the impact of hydrated lime
particles dispersed within the asphalt binder.

4:16:2 Describe the mechanism by which hydrated lime used as filler in asphalt
binder reacts with asphalt binder to reduce the impact of oxidative aging.
How would this impact asphalt performance over a 10-year surface life of
the pavement with respect to fatigue cracking, low-temperature cracking
and rutting?
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4:16:3 Describe the mechanism by which SBS polymer added at the rate of 4–6%
by weight of asphalt binder may form a continuous matrix that protects the
asphalt from excessive plastic deformation. How does this matric impact
fatigue damage and fracture toughness.

4:16:4 Which of the following functional groups are most susceptible to be
de-bonded in the presence of water: anhydrides, 2-quinolone types, car-
boxylic acids, pyridine types, sulfoxides, ketones, phenolics, and pyrro-
lics? How can you lessen the potential for such debonding?

4:16:5 What do Figs. 4.23 and 4.24 tell us about the security of the
asphalt-aggregate bond over the life of an asphalt mixture? Which
aggregate would use select for your asphalt pavement based on these two
figures and why?

4:16:6 List and describe the seven moisture damage mechanisms.
4:16:7 Describe the dispersed polar fluids model.
4:16:8 Using Fig. 4.1 as a guide, describe how pore pressure in a saturated asphalt

mixture will lead to rapid degradation of the mixture under traffic loading.
4:16:9 Describe the steps you would take as a pavement engineer to guard against

moisture damage through the following phases: aggregate-binder selection,
mineral filler selection, modifier (polymer or other), pavement structural
design, consideration of moisture infiltration or capillary rise.

4.17 Summary and Conclusions

Although several separate mechanisms have been identified to explain the process
of moisture damage in asphalt pavements, it is more likely that most asphalt
pavements suffer moisture damage as a result of a synergy of several processes.
From a chemical standpoint, the literature is clear that neither asphalt nor aggregate
has a net charge, but components of both have nonuniform charge distributions, and
both behave as if they have charges that attract the opposite charge of the other
material. Researchers point out that certain polar asphalt compounds develop more
tenacious and moisture-resistant bonds with the aggregate surface than others and
that the development of the more tenacious and long-lasting bonds can be promoted
by treatment of the asphalt mixtures with additives. The most durable bonds appear
to be formed by interaction of phenolic groups and nitrogen bases from the bitu-
men. These form insoluble salts. While sulfoxides and carboxylic acids have a
greater affinity for the aggregate surfaces, they are most susceptible to dissolution
on water. The asphalt–aggregate bond is affected by aggregate mineralogy,
adsorbed cations on the aggregate surface, and the surface texture and porosity.
Favorable chemical bonding between asphalt and aggregate alone will not optimize
the adhesive bond and minimize moisture damage. The bond is part physical, and,
therefore, the asphalt must be able to wet and permeate the aggregate surface. This
process is dependent on asphalt rheology at mixing temperatures and the nature of
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the aggregate surface, pore size, pore shape, and aggregate mineralogy. To com-
plicate matters somewhat, the ability to bond asphalt to aggregate is dynamic and
changes with time. This is largely affected by the shift in pH at the aggregate–water
interface, which can be triggered by dissociation of aggregate minerals near the
surface or by the nature of the pore water (cation type and concentration). Moisture
damage is certainly not limited to adhesive failure, but weakening of the cohesive
strength of the mastic due to moisture infiltration is equally important. Recent
research has shown that water can diffuse into asphalt of mastics and that each can
hold an appreciable amount of water. Research over many years has clearly shown
that this water can weaken the asphalt mixture, making it more susceptible to
damage. Thus, the logical view is that the deleterious effects of moisture on the
adhesive and cohesive properties, both of which influence asphalt mixture perfor-
mance, must be considered.
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Chapter 5
Modifiers and Fillers

5.1 Introduction

Additives to asphalt mixtures have been categorized in many ways. Roberts et al.
(1996) broke them down as shown in Table 5.1. A detailed treatise on each type or
category of additive deserves an individual chapter to adequately cover the subject.
In this chapter, we focus on extenders, antistripping agents, fillers, and rubbers as
they are the most commonly used to alter the properties and improve performance
of asphalt mixtures.

Before going into depth regarding mechanisms of stabilization or modification of
asphalt cement, it is appropriate to review some of the highlights of the asphalt
structure presented in Chap. 2, Asphalt Binder. Through various analytical tech-
niques including small angle X-ray scattering, SAXS; ion-exchange chromatogra-
phy, IEC; atomic force microscopy, AFM; and confocal scanning electron
microscopy, CLSM, a colloidal picture of asphalt microstructure is becoming more
widely accepted. Lesueur (2009) states that asphaltene micelles could be viewed as
a more open molecular assembly of low fractal dimension similar to polymeric
coils, as shown in Fig. 2.8. Not being too far afield from the historical spherical
description, this crude approximation has continued to be used by Lesueur and
others as a pedagogical aid. A more precise view of the aggregation of asphaltenes
can be gained from Fig. 5.1. Generally, it has been found that asphaltenes pre-
cipitate from the oily or saturate fraction without the resins component (Koots and
Speight 1975).

Although the role of resins with regard to stabilization of asphaltenes remains a
topic of some dispute, some level of molecular interaction permits the resin to enter
the asphaltene micelles. This helps shield the differences in polarity between
asphaltenes and maltenes, and therefore creates a surfactant-like behavior, Lesueur
(2009). Atomic force microscopy (AFM) studies (Lober et al. 1996; Allen et al.
2012; and Jahanagir 2015) have identified “bee structures” with average heights of
between 22 and 85 nm and typical distances between ridges of the bee-backs on the
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Table 5.1 Asphalt cement and hot mix asphalt (HMA) binder additives, from Roberts et al.
(1996)

Category Type General purpose or use Generic examples

1 Extender Substituted for a portion of asphalt
cement (typically between 20 and
35% by weight of total asphalt
binder) to decrease the amount of
asphalt cement required

Sulfur
Lignin

2 Filler Fill voids and therefore reduce
optimum asphalt content
Meet aggregate gradation
specifications
Increase stability
Improve the asphalt cement–
aggregate bond

Mineral filler
Crusher fines
Lime
Portland cement
Fly ash
Carbon black

3 Antistripping
Agents

Minimize stripping of asphalt
cement from aggregates

Amines
Lime

4 Rubber Increase HMA stiffness at high
service temperatures
Increase HMA elasticity at medium
service temperatures to resist fatigue
cracking
Decrease HMA stiffness at low
temperatures to resist thermal
cracking

Natural latex
Synthetic latex
(e.g., polychloroprene
latex)
Block copolymer
(e.g.,
styrene-butadiene-styrene
(SBS))
Reclaimed rubber
(e.g., crumb rubber from
old tires)

Plastic Polyethylene/polypropylene
Ethylene acrylate
copolymer
Ethylene vinyl acetate
(EVA)
Polyvinyl chloride (PVC)
Ethylene propylene or
EPDM
Polyolefins

Rubber–
plastic
combinations

Blends of rubber and plastic

5 Fiber Improving tensile strength of HMA
mixtures
Improving cohesion of HMA
mixtures
Permit higher asphalt content
without significant increase in
draindown

Natural:
Asbestos
Rock wool
Manufactured:
Polypropylene
Polyester
Fiberglass
Mineral
Cellulose

(continued)

188 5 Modifiers and Fillers



order of 150 nm. A link between the “bee” phase and asphaltenes has been pro-
posed in several studies (Mason et al. 2007; Allen et al. 2012; and Jahanagir et al.
2015), while other studies have identified “bee structures” as crystalline wax
structures (Claudy et al. 1992 and Pauli et al. 2015).

Resins are known to stabilize asphaltenes by acting as a surfactant, creating a
solvation layer to help keep asphaltenes in suspension. Storm et al. (1993, 1995)
identified a solvation parameter, K, which quantifies the increase in volume fraction
of the solid phase due to adsorbed resins. In this relationship, Eq. 5.1, xasp is the
mass fraction of asphaltenes; Kxasp represents the effective volume fraction of solid
phase, /eff . This is illustrated in Fig. 5.2.

Table 5.1 (continued)

Category Type General purpose or use Generic examples

Oxidant Increase HMA stiffness after the
HMA is placed

Manganese salts

Antioxidant Increase the durability of HMA
mixtures by retarding their
oxidation

Lead compounds
Carbon
Calcium salts

Hydrocarbon Restore aged asphalt cements to
current specifications
Increase HMA stiffness in general

Recycling and rejuvenating
oils
Hard and natural asphalts

Waste
Materials

Replace aggregate or asphalt
volume with a cheaper waste
product

Roofing shingles
Recycled tires
Glass

Fig. 5.1 Model of
asphaltenes aggregation:
a asphaltene molecule,
b micelle with size ca.
3–4 nm, and c asphaltene
aggregate with size ca.
12–15 nm. After Gawrys and
Kilpatrick (2005)
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/eff ¼ Kxasp ð5:1Þ

Lesueur (2013) explains that a solvation constant, K
/m
, where /m is the effective

volume packing fraction, accounts for the solvent entrapped inside the asphaltene
micelles. This proportionality constant ranges between 1.7 and 12.8 at 60 °C.
Table 5.2 from Lesueur (2009) illustrates typical values of solvation constants for
various bitumen sources. Higher values of this solvation constant represent a greater
capacity to adsorb solvent among asphaltene molecules.

Linear alkanes present in asphalt can crystallize forming molecules typically
between about 24 and 40 carbon atoms long (Gawel and Baginska 2004; Claudy
et al. 1992). Waxes typically crystallize in bitumen at temperatures below about
90 °C. High-melting-point waxes are among the candidate additives with the
capability of decreasing viscosity during mixing for warm mix asphalts. They are
thought to act as a “plasticizer” at temperatures above the melting or dissolution
temperature while acting as a “filler” at temperatures below dissolution temperature.

Fig. 5.2 A simplified view of colloidal structure of bitumen illustrating the effect of the solvation
layer. After Lesueur (2009)
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Aging has a notable impact on asphalt chemistry and microstructure. Aging
leads to a decrease in aromatic content and increase in resin content with an
associated increase in asphaltene content, while saturates remain essentially
unchanged. Aging results in the formation of sulfoxides and ketones first that finally
yield anhydrides and carboxylic acids (Petersen et al. 1993).

5.2 Principles of Modification

5.2.1 Acid Modification

Acid modification of asphalts is not a new process and according to Lesueur (2009)
extends back for over 100 years where it was observed that bitumen reacted with
sulfuric acid, fatty acids, nitric acid and acid sludges. The reaction result in rheo-
logical changes similar to the process of air blowing (Siegmann 1950a, b). Recent
acid modification has focused on use of polyphosphoric acid (PPA) as it is eco-
nomical and mimics the effects of air blowing in an easily controlled manner.
Generally, adding as little as 1% PPA can increase the hardness of a bitumen by one
paving grade classification (Orange et al. 2004). However, the reactivity of PPA is
certainly bitumen-dependent (crude source-dependent) (Orange et al. 2004;
Baumgardner et al. 2005). Orange et al. (2004) propose that PPA modification takes
place via neutralization of polar interactions between stacked asphaltene molecules
by either protonation of basic sites or esterification. The net effect, according to

Table 5.2 Typical values of solvation constant, K
/m
, for various bitumen sources. After Lesueur

(2009)

Bitumen
Source

Temperature for
K
/m
, °C

K
/m

Ea
a,

kj/mol
Temp. range,
°C

Reference(s)

Ratawi 65 3.1 7.5 25–400 Storm et al.
(1995)

150 1.7 35–400 Storm et al.
(1995)

Venezuela 1 60 5.1 4.0 35–400 Lesueur et al.
(1997)

Saudi
Arabia

60 5.6 2.7 65–135 Lesueur et al.
(1997)

60 5.6 4.0 65–135 Lesueur (1996)

France 60 6.5 3.0 65–135 Lesueur (1996)

Venezuela 2 60 7.8 3.0 65–135 Lesueur (1996)

Mexico 60 5.2 2.0 65–135 Lesueur (1996)

Kuwait 60 8.0 6.0 65–135 Lesueur (1996)

Black Sea 60 12.8 4.1 65–135 Lesueur (1996)
aEa = activation energy
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Lesueur (2009), is an increase in the solvation of asphaltenes, which increases this
fraction together with viscosity of the bitumen–PPA blend. Baumgarderner et al.
(2005) suggest that other mechanisms occur as well, such as co-polymerization of
saturates, alkyl aromatization of saturates, formation of ionic clusters, and
cyclization of alkyl aromatics. Regardless, the end result is an increase in the
effective volume of asphaltenes through a change in solvation content.

5.2.2 Palierne Model

Lesueur (2009) explains that the impact of the addition of polymers and fillers to
bitumen rests with understanding the multi-phase structure these additives generate,
which can best be understood by borrowing from the science of emulsion rheology.
Lesueur further explains that suspensions can be viewed as special cases of
emulsions and that in a general sense emulsions are two-phase systems where one
phase is dispersed within the matrix of the other. If the matrix is liquid and the
dispersed phase consists of nondeformable hard spheres, the system is referred to as
a suspension. On the other hand, if the matrix is a liquid and the dispersed phase is
another liquid, the system is referred to as emulsion in the classic sense. Lesueur
(2009) states that the viscoelastic properties of emulsion can be modeled by the
Palierne model in the general case of viscoelastic spherical inclusions in a vis-
coelastic matrix (Palierne 1991). The Palierne model derives from the Einstein
model in which the inherent viscosity of a suspension is greater than that of the
solvent, g0, due to stress concentration effects in the vicinity of the spherical,
nondeformable particles. As Lesueur explains, the total stress in suspension is the
sum of the stress in the absence of the particle plus the excess stress associated with
the presence of the particles. The equation that describes this relationship is:

g ¼ g0 1þ 2:5/ð Þ ð5:2Þ

where / is the volume fraction of the dispersed phase and the stress concentrations
are accounted for through the term 2.5 g0/. The value 2.5 is referred to as the
intrinsic viscosity of hard spheres and the relationship is only valid for a few
percentages of the disperse phase, which is generally in the range of the amount of
mineral filler or polymer added to bitumen to form a modified material or mastic
fraction. Landau et al. (1958) described the impact of aspect ratio on the intrinsic
viscosity, [η], of elliptical particles. They showed that elongated particles have a
higher intrinsic viscosity and a more pronounced thickening effect than spheres.
This will be discussed later in this chapter for what are referred to as “active” fillers.

Lesueur (2009) points out that in the case of emulsion of two liquids, dispersed
particles still deform but in a viscous manner in which Taylor (1932) showed the
induced flow to be a function of the viscosity ratio between the two liquids. When
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the dispersed liquid viscosity is much higher than the matrix the Einstein relation
used, [η] = 2.5. On the other hand, if the matrix is much more viscous, the intrinsic
viscosity falls down to one. Palierne (1991) also proposed a more general model
that accounts for interfacial deformation of droplets or a liquid suspension and
delayed elastic deformation of the droplets.

5.2.3 Suspension Limit

As previously defined mastics comprise bitumen and suspended filler, normally
mineral filler, smaller than 0.075 mm in the USA, and smaller than 0.064 mm in
Europe. The typical range of mineral filler is between about 0.010 and 0.050 mm
and the typical content is between about 2 and 12% by weight of bitumen.
Therefore, mastics are suspensions as defined by Mitchell and Lee (1939) and later
Rigden (1947). Heukelom and Wijga (1971) derived the relationship between
viscosity and the filler volume fraction /:

g ¼ g0 1� /
/m

� ��2

ð5:3Þ

where η is viscosity of the mastic and η0 is the viscosity of the neat bitumen and /m
is the maximum packing factor. Lesueur (2009) points out that mastics are sus-
pensions because the asphaltenes do not compete with mineral fillers as they occur
at the nanometer scale while mineral fillers occur at the millimeter scale.
Furthermore, because mineral fillers are introduced at low enough volumes to be
considered suspensions, the intrinsic viscosity [η] can be predicted by the Einstein
relationship:

g½ � ¼ 2
/m

ð5:4Þ

Table 5.3 presents values of intrinsic viscosity for various fillers. This table is
based on empirical data and is reproduced from Lesueur (2009). Of particular
interest here is that most mineral fillers have values of intrinsic viscosity in the
range of 2.4–4.9 regardless of the base bitumen, but certain fillers, e.g., lime and fly
ash, provide a substantially broader range of intrinsic viscosities and considerably
higher median viscosities. Also certain fillers, such as kaolin, have higher intrinsic
viscosity due to its high aspect ratio and based on its unique, colloidal morphology.
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5.3 Application of Modification to Bitumen

5.3.1 Compatibility

The addition rate for polymers in bitumen is typically between about 2 and 12%.
However, the polymer-rich phase of the modified bitumen occupies a considerably
larger volume (between about 4 and 10 times the volume of the added polymer) due
to a process referred to as swelling in which light aromatic fractions of the bitumen
occupy space within the polymer matrix. Swelling is greatest in styrene-butadiene
(SB) polymers and ethylene vinyl acetate (EVA) polymers and considerably less in

Table 5.3 Values for the intrinsic viscosity [η] of different fillers in bitumen (after Lesueur 2009)

Filler type [η]a Reference(s)

Limestone 3.8 Heukelom and Wijga (1971)

Limestone 2.6–3.9 (25 °C) Shashidhar et al. (1999)

3.0–3.7 (70 °C) Lesueur et al. (1995)

2.5 (65 °C)

2.4 (135 °C)

Dolomitic limestone 4.9 (25 °C) Shashidhar et al. (1999)

4.4 (70 °C)

Hydrated Lime 3.2–10 Lesueur and Little (1999)

Lime 7 Tunnicliff (1967)

Sandstone 2.8 (25 °C) Shashidhar et al. (1999)

4.0 (70 °C) Lesueur et al. (1995)

Siliceous filler 2.4 (65 °C)

2.4 (135 °C)

Granite 2.7–4.2 (25o) Shashidhar et al. (1999)

3.5–4.1 (70 °C)

Fly ash 10.2 (25 °C) Shashidhar et al. (1999)

14.1 (70 °C)

Slate dust 4.2 Heukelom and Wijga (1971)

Ball clay 3.2 Lesueur et al. (1995)

Kaolin 3.7 Heukelom and Wijga (1971)

Carbon black 2.6 (65 °C) Lesueur et al. (1995)

3.9 (135 °C)

Asbestos 16.5 Tunnicliff (1971)

Polyester fibers 26–34 Chin et al. (2005)

Mineral fibers 26
aNote that according to Lesueur (2005) some authors did not explicitly give the value of [η] and it
was then calculated from the published data. The range found for different filler/bitumen
combinations is given when appropriate, corresponding to different binder or filler origin, or
measuring temperature. Since [η] defines the effect of the solute in the suspension, it is a
dimensionless parameter
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polyolefins. Even for compatible systems, according the Lesueur (2005), the
equilibrium situation is a macroscopic phase separation of two phases. Lesueur
(2005) refers to one phase as the asphaltene-rich phase (ARP) and the other as the
polymer-rich phase (PRP). The ARP is the denser phase and the PRP occurs at a
rate controlled by the Stokes sedimentation rate (Tadros 1983). The larger the
density difference and the larger the particle size, the faster the solvation rate will be
(Tadros 1983). Phase separation of the two phases can be prevented or controlled
within reasonable limits by “lightly” cross-linking the PRP to prevent coalescence
of this phase.

In summary, bitumens with a high asphaltene content generally have lower
compatibility and for acceptable compatibility the aromaticity of the maltenes
should fall between certain limits (Lesueur 2005; Laval and Quivoron 1973; and
Laval and Brule 1974).

5.3.2 Structure of Polymer-Modified Bitumen

The phase separation that occurs because polymers and asphaltenes do not mix
partitions part of the polymer swollen by the aromatic compounds and leaves the
other part comprising asphaltenes remaining in the rest of the maltene fraction.
According to Lesueur (2005), the low polymer contents found in paving asphalts
create an emulsion with a PRP dispersed within the ARP matrix. For additive
contents greater than about 6% by weight (depending on the polymer and bitumen
characteristics), phase inversion occurs and the inverse morphology is seen with
asphaltene-rich domains dispersed within a polymer-rich matrix (Lesueur 2005;
Brion and Brule 1986; and Brule 1996). As a consequence, large quantities of
aromatics are needed to swell the polymer and the matrix can become depleted in
maltenes and rich in asphaltenes. This is referred to as physical distillation (Lesueur
et al. 1998).

5.3.3 Practical Consequences

Lesueur (2005) summarizes that the Palierne model applies to polymer-modified
bitumens and has two major implications. First, the volume fraction of the
polymer-rich inclusions is a fundamental parameter and is governed by physical
distillation, which is defined by properties of the polymer-rich phase and the ability
to enhance the contribution of the polymer-rich particles. Second, the exact mor-
phology of the polymer-modified bitumen is highly temperature dependent and will
not affect the modulus of the system in the temperature range to which paving
mixtures are subjected.
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5.4 Extenders

5.4.1 Sulfur

Between 1975 and 1984 the Federal Highway Administration, FHWA, invested in
demonstration projects in 18 states (about 26 projects) to evaluate the utility of sulfur
in asphalt as both an extender and as an additive. The driving force during this period
was the fear of disruption in crude oil supply and as a result a shortage of asphalt.
Asphalt mixtures containing sulfur are referred to as sulfur extended asphalt (SEA).
In this process elemental sulfur is blended with bitumen in weight ratios ranging
from 20/80 (sulfur/bitumen) to 40/60 (sulfur/bitumen). When added at a 20/80 ratio,
the sulfur reacts and is virtually totally dissolved within the bitumen while that in
excess of 20% ultimately solidifies and acts as a filler and/or stabilizer in the mixture.
Figure 5.3 illustrates the sulfur addition process starting with the elemental sulfur
added as a solid in which S8 rings, which are bonded with one another covalently, are
added to the bitumen. When sulfur is heated above about 113 °C, it melts into a low
viscosity liquid and is easily mixed with bitumen. At the melting point, S8 rings
separate from the solid mass and react at least to some extent with components in the
bitumen to form polysulfides (Fig. 5.4). Simultaneously the melting sulfur that does
not react with bitumen solidifies into a considerably more viscous liquid. Ultimately,
the quantity of sulfur not soluble in bitumen takes again the crystalline form and acts
as a filler within the voids of the aggregate matrix. This filler effect stiffens and can
substantially lower the plastic deformation potential of the binder (bitumen plus
sulfur). Consequently, SEA is popular in high-temperature environments where
rutting and shoving are critical distress mechanisms.

Fig. 5.3 Changes in sulfur morphology and rheology as it is incorporated into bitumen
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Fig. 5.4 Polysulfides of
sulfur and bitumen. Sulfur
chain linkages reacting with
cyclic moieties of the asphalt
molecular makeup

Fig. 5.5 Dynamic moduli at 21 °C aged for one day and 14 days and compared to a control
asphalt mixture bound with PG 67-22 binder with Thiopave sulfur extended asphalt
(SEA) mixtures of the same asphalt with 30 and 40% of the binder replaced with elemental
sulfur following the Thiopave process, after Timm et al. (2012)

The mechanical impact of the sulfur addition is demonstrated in Figs. 5.5
through 5.7. In Fig. 5.5, the impact of sulfur addition at the rates of 30 and 40% by
weight of binder and at two air void contents (2.0 and 3.5% for the SEA compared
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to 4.0% for the unmodified bitumen) is demonstrated. In this figure it is clear that
sulfur addition increases stiffness and that the level of change increases with time
during which sulfur crystallization takes place.

In Fig. 5.6 the impact of sulfur content on the flow number is seen. Here flow is
defined as the number of cycles at which the rate of plastic deformation markedly
increases. One would expect this type of effect as the rheology of the base bitumen
is altered by the formation of polysulfides and by the filler effect of the nonreactive
sulfur, above about 20% by weight of the bitumen. Finally, Fig. 5.7 demonstrates
the fatigue response of a control asphalt mixture compacted to 4.0% air voids and
bound with a typical bitumen, performance grade (PG) 67-22, compared to
Thiopave sulfur asphalt mixtures at air void contents of 3.5 and 2.0% and at sulfur
contents of 30 and 40% by weight of bitumen.

The National Center for Asphalt Technology (NCAT) study form which
Figs. 5.5 through 5.7 were constructed, used the Thiopave sulfur extended asphalt
protocol for adding sulfur to modify bitumen and demonstrated the effect of sulfur

Fig. 5.6 Flow number results
comparing a control asphalt
mixture bound with PG 67-22
binder with Thiopave sulfur
extended asphalt
(SEA) mixtures of the same
asphalt with 30 and 40% of
the binder replaced with
elemental sulfur following the
Thiopave process, after Timm
et al. (2012)

Fig. 5.7 Flexural fatigue
results comparing a control
asphalt mixture bound with
PG 67-22 binder with
Thiopave sulfur extended
asphalt (SEA) mixtures of the
same asphalt with 30 and 40%
of the binder replaced with
elemental sulfur following the
Thiopave process, after Timm
et al. (2012)
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which is to alter the properties of the bitumen via modification of the properties of
the bitumen as well as through the filler effect of the solidified sulfur that does not
combine or dissolve within the bitumen. The net result is SEA (with 30% sulfur by
weight or less) with relatively similar fatigue properties to bitumen without sulfur
but with greater resistance to plastic deformation. The NCAT study concluded that:

1. Dynamic moduli (E*) increased for all combinations of frequency and tem-
perature due to sulfur addition.

2. SEA mixtures (Thiopave) showed superior rutting resistance.
3. The control mixture demonstrated superior fatigue resistance at relatively high

strains (i.e., greater than about 400 le) but nearly the same fatigue life at strains
of about 200 le or less, the traditional level for design for pavement expected to
carry traffic at approximately 10 million equivalent single axle loads.

Environmental concerns due to H2S and/or SO2 emissions were not considered
by Timm et al. (2012) to be a significant factor as long as plant production and
construction temperatures are maintained at below about 149 °C, which is within
the practical working limits for warm mix asphalt production and construction.

5.5 Additives that Promote Improved Bond Between
Aggregate and Binder

As discussed in Chap. 4, carboxylic acids readily bond with siliceous aggregate
surfaces, but they are also easily displaced by water. This has been established
experimentally by a number of researchers, i.e., Simmons and Beard (1987) and
Ardebrant and Pugh (1991a, b) who show how carboxylic acids and a tertiary
amine interact with metal hydroxyl groups. These interactions between the mineral
functional group and the organic functional group can range from completely
covalent to completely ionic. Bond energy increases as the equilibrium shifts to the
right and the bond becomes more ionic. Maximum strength occurs when the surface
hydroxyl group acts as a strong base and the organic functionality acts as a strong
acid (Hefer et al. 2005). The interaction between a silanol group and a carboxylic
acid is depicted in the reaction shown below (Hefer et al. 2005).

where “∙∙∙” denotes hydrogen bonding. Carboxylic acids are weak acids as they are
not easily dissociated to form ionic species, and the right side of the reaction is
less likely to occur. Hydrogen bonds, however, are susceptible to displace-
ment or interruption by water according to the following reaction (Hefer et al. 2005):
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In this hydrolysis reaction, water, acting as either a base or an acid, forms a stronger
hydrogen bond with the silanol group than the hydrogen bond between the func-
tional group and the silanol group.

Basic, amine anti-strip agents are generally used to improve adhesion of bitumen
with siliceous aggregates. Logaraj (2002) describes the two main characteristics of
anti-strip additives. They have a polar amine end group which will chemically bond
with the siliceous aggregate surface, and they have a hydrocarbon chain with
similar properties to that of the bitumen so that they interact and become part of the
bitumen. Hefer et al. (2005) illustrated a primary amine (RNH2) and tertiary amine
(NR3) as schematically illustrated in Fig. 5.8. The number of amine groups and
length of the chains can greatly influence the adhesion of the bitumen, while
optimum performance is typically achieved with 14–18 carbon chain amines with
one or two amine groups (Tarrar and Wagh 1992).

Fig. 5.8 Schematic
illustration of typical amine
groups. After Hefer et al.
(2005)
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Ardebrant and Pugh (1991a, b) presented the interaction between a tertiary
amine and a metal hydroxyl group. The following interaction shows the interaction
of these basic molecules with surface silanol groups,

�SiOHþR3N � � SiOH � � �NR3 � � SiO� þHNR3

In this interaction, the lone pair electrons on the nitrogen of the amine possess a
partial negative dipole and exert an attraction to the partial positive hydrogen dipole
on the silanol group (Hefer et al. 2005). The strength of the basic amine is deter-
mined by the type and length of the R groups. For strong bases, protonation of the
amine occurs leaving the ionic species as shown on the right-hand side of the
reaction. As described by Hefer et al. (2005), Titova et al. (1987) showed that a
tertiary amine with three ethyl (CH2CH3) groups, triethylamine, interacts with a
silanol group to form an insoluble silica triethylamine compound that is stable at
temperatures greater than 484 °F, making the hydrogen bonding less likely to occur
with this reaction.

Hefer et al. (2005) explain that species of lower basicity in bitumen might form
hydrogen bonds, which would then continue to be susceptible to water disruption or
displacement. In general, the hydrolysis reaction for organic bases that form
hydrogen bonds with silanol groups is shown in the following equation, where X
denotes some O or N-containing basic functional groups. Therefore, if water acts as
a base or an acid and forms a stronger hydrogen bond with the surface hydroxyl or
with the basic functional group than the existing hydrogen bond, displacement of
this functionality occurs.

�SiOH � � �XRþ 2H2O � � SiO � � �OH2 þHOH � � �XR

The pH of water at the interface also affects the hydrogen bonds formed between
metal hydroxyl groups on aggregate surfaces and basic or acidic functionalities in
the bitumen. Two general cases are discussed by Hefer et al. (2005). The pH range
over which these bonds would be expected to retain adhesion is a function of the
acidity of the surface hydroxyl groups and the functional groups in the adhesive
bitumen (Simmons and Beard 1987; Hefer et al. 2005).

Hefer et al. state that the generation of covalent bonds at interfaces has become
an industry of its own. Coupling agents are chemicals used to “couple” an organic
and inorganic phase through covalent bonding, producing durable adhesive bonds
in adverse environmental conditions. Silane coupling agents, or organo-functional
silanes, form the largest and most successful group of these materials (Saville and
Axon 1937; Walker 1994). The silane molecule is generally composed of a silicon
(Si) atom at the center, with an organic chemical functional group (R) compatible
with the organic matrix, and (R’) which is a hydrolysable group. The coupling
mechanism consists of three steps: hydrolysis, coupling, and condensation.
Hydrolysis takes place when the organo-functional silane is brought into contact
with moisture to generate active silanol groups (SiOH), and usually an alcohol,
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RSi OR0ð Þ3 þH2O ! RSi OHð Þ3 þ 3R0OH
Silane Trisilanol Alcohol

Silanol molecules then form a hydrogen bond with the hydroxylated metal oxide
surface (MOH). In addition, similar reactions occur between silanol groups them-
selves (not shown), to form hydrogen bonds.

Fig. 5.9 Water-resistant chemical bond of amine to siliceous aggregate, after Logaraj (2002)
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Upon heating or drying, these hydrogen bonds are condensed (or collapse) to
produce H2O and a covalently bonded metallosiloxane (MOSi) and a cross-linked
siloxane (SiOSi) film structure over the surface as illustrated below (Fig. 5.9).

5.6 Fillers

5.6.1 Active Filler: Hydrated Lime

Hydrated lime (HL) is produced by hydrating calcium oxide (CaO) through a
carefully controlled hydration process. The quicklime is produced by calcination of
high-purity, high-calcium limestone (CaCO3) or dolomitic limestone (CaCO3 �
MgCO3). When hydrated the dolomitic limestone forms Ca(OH)2 � Mg(OH)2. Care
must be taken when hydrating dolomitic lime as the hydration kinetics of dolomitic
lime is slower than that of high-calcium limestone. Unhydrated MgO in asphalt can
slowly hydrate in the pavement layer and disrupt the pavement surface as it
increases in volume during hydration.

Hydrated lime may be introduced into the asphalt mixture in a variety of ways.
Probably the most common method is to blend hydrated lime into a pug mill with
the aggregate to be treated prior to introducing the aggregate into the drum dryer of
either a drum or batch plant. Sufficient moisture is added to allow interactions
between the aggregate and hydrated lime to take place (Little and Epps 2001;
Sebaaly et al. 2003). Lime can also be added just after the hot asphalt is added
downstream of aggregate drying in the drum of the drum plant or it can be applied
in a slurry form to stockpiled aggregate and allowed to marinate over time to help
insure a more complete reaction between the lime slurry and the aggregate surface.

Over about the past 40 years (Lesueur et al. 2013; Hicks 1991) hydrated lime
has been used primarily as an additive to reduce sensitivity to moisture damage and
has been used in approximately 10% of asphalt mixtures produced in the USA
(Hicks and Scholtz 2003). Lime has been claimed to provide multi-functional
effects and is seen as an “active” as opposed to an “inert” filler (Lesueur 2010; Little
and Epps 2001; Little and Petersen 2005; Sebaaly et al. 2003). Field experience for
the use of HL in North America among state transportation agencies (Lesueur et al.
2012) estimates a typical additive rate for HL at 1–1.5% based on the dry weight of
the aggregate. Hicks and Scholz (2003) estimated that use of hydrated lime
increases the pavement life by 20–50%. Although the use of HL in asphalt mixtures
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is not as well developed in Europe, its beneficial effects have been reported
(Lesueur 2010) and life extension estimates between 20 and 25% have been
reported (Raynaud 2009; CROW 2007; Voskuilen and Verhoef 2003).

The impact of HL on asphalt mixtures may be addressed under several cate-
gories: (a) as a filler, (b) as a modifier of the aggregate surface, (c) as a physical
filler, and (d) as a filler with chemical interactions with the asphalt binder. Lesueur
(2013) states that HL has more voids in a dry, compacted state (Rigden air voids)
than other mineral fillers with 65% being typical for lime as compared to 30–34%
for other mineral fillers. This difference is partially due to the voids among the
particles. The other porosity comes from porosity within the particles leading to an
even higher value of overall porosity (Fig. 5.10).

Lesueur (2013) explains that it is well known in suspension rheology that the
increase in viscosity of a liquid upon the addition of solid particles is mainly
governed by the volume fraction of the solid particles (Coussot 2005; Lesueur
2009). The higher the volume fraction of solid particles the higher the viscosity of
the mastic becomes. When particle movement is blocked because of contact among
particles, the maximum packing fraction of the particles is reached which, at least
partially, explains why dry porosity of a filler relates to the stiffening impact of that
filler in the mastic.

A wealth of data supports the curious impact of HL as a filler over the range of
temperatures normally encountered in the pavement. The stiffening effect of HL is
prominent at high temperature due in part to the physical filler effect but diminishes
below about 25 °C (Wortelboer et al. 1996; Hopman et al. 1999; Khattak and
Kyatham 2008; Lesueur and Little 1999; Pilat et al. 2000; Seebaly et al. 2005;
Johansson and Isacsson 1998; and Lackner et al. 2005). See Fig. 5.11. Although no
definitive, mechanistic explanation has been articulated at this time, Lesueur (2013)

Fig. 5.10 Difference in the dry porosity of HL (right) and that of a mineral filler (left). The dry
porosity of HL is higher than that of the mineral filler because the porosity inside the particles,
which is negligible in the mineral filler, sums up to the porosity between the particles. After
Lesueur et al. (2009)
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proposes a possible explanation. He suggests that at high temperatures the internal
voids of the HL particles are filled with bitumen, increasing the apparent volume
fraction of the solids, or as Lesueur defines them, bitumen-filled hydrated lime
particles (BFHLs). However, below about 25 °C these BFHLs are deformable, and
the mechanical contrast diminishes between the matrix and the inclusion.

5.6.2 Hydrated Lime: Aggregate Surface Modifier

For reasons previously discussed, siliceous aggregates have been challenging as it
is difficult to achieve an effective, durable bond between the aggregate and bitumen
(Curtis et al. 1993). Curtis et al. (1993) explain that the reasons for this are that both
anionic and cationic surfactants typically present in the bitumen strongly bond with
calcium cations, but only cationic surfactants bond strongly with silica. This means
that anionic surfactants are easily displaced by water.

Lesueur (2013) explains that like all compounds, HL has a solubility level pri-
marily dependent on its composition but also on certain external variables. Hydrated
lime is sufficiently soluble to allow precipitation of calcium ions on the aggregate
surface after which the accumulation of cations on the aggregate surface can, com-
bined with acids from the bitumen, form a water-insoluble salt. This results in
favorable moisture damage resistance in lime-treated siliceous sands and gravels.
This is one reason that HL has been effective as a surface treatment of aggregate
either by margination and/or pug mill mixing with damp aggregate (Blazek et al.
2000). In addition, Ramond and Lesueur (2004) report that surface treatment of

Fig. 5.11 Comparison of HL and limestone filler based on imaginary compliance at 10 radians per
second versus temperature. Base asphalt is 70/100 penetration; filler content was 50% by weight
and active filler contained 40% replacement of limestone with HL. After Wortelboer et al. (1996)
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aggregate with HL can result in precipitation of calcium carbonate as HL interacts
with carbon dioxide from the atmosphere. The result is a high roughness, and
therefore higher surface area, surface that favors a more secure bond with the bitumen
based on the greater bonding area. Schiffner (2003) reported difficulty in extracting
bitumen for mixtures due to the tenacity of the bitumen–aggregate bond. He reported
only being able to recover about 90% of the bitumen from a basalt aggregate mixture.

Lesueur (2013) points out that one would not necessarily expect HL to modify
limestone aggregate surfaces in the same way it does for siliceous aggregate sur-
faces, but HL has been shown to be quite effective in improving bond strength
between bitumen and the aggregate surface (Huang et al. 2005; Mohammad et al.
2008).

In California, Colorado, Nevada, and other western U.S. states HL has been used
to pretreat or treat the aggregate surface when the aggregate is plagued with clayey
coatings. The ability of HL to stabilize and change the properties of clay is well
established (Little 1995). HL reacts with clay by saturating the clay lattice with
calcium ions and thereby reducing the ability of the clay to sorb or hold water. In
addition, the high pH produced by the presence of HL produces a chemical reaction
between the clay and HL to stabilize the clay into a material with surface properties
that are more amenable to a durable bond and with volumetric stability and
essentially preventing the clay from developing an sorbed barrier of water and
hydrated cations (Eulitz et al. 1998; Schellenberg and Eulitz 1999).

5.6.3 Rheology of Filler Stiffening Effect

Lesueur and Little (1999) evaluated the stiffening effect of fillers using the
Marion-Pierce approach as quantified by Heukelom and Wija (1971):

g0 ¼ g0;m 1� /
/m

� ��2

ð5:5Þ

where g0;m = unmodified asphalt viscosity; g0 = viscosity of the filled asphalt;
/m = maximum packing factor; and / = volume fraction of filler added to the
bitumen.

They used the maximum packing fraction, /m, which is related to the Rigden air
voids measured on the dry filler, to quantify the filler effect. We emphasize here that
/m is related to Rigden air voids and not equal to it. The /m value is not determined
on a dry material, but instead is determined for a filler that is dispersed in and
affected by the medium within which it is dispersed, and is potentially affected by
intervening adsorbed layers. According to Lesueur and Little (1999), most mineral
fillers have a /m value of about 63%. However, this value can be complicated by
the presence of an adsorbed layer around the filler particles. If a layer–building
interaction does exist between the particles and the bitumen, then the value of /m
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will be lower than the typical value of 63% due to the interactive effects. Lesueur
and Little (1999) measured the effect of adding 4 and 7.5% by volume of limestone
(LS) and HL fillers to Strategic Highway Research Program (SHRP) bitumens
AAD-1 and AAM-1 at high temperatures (between 50 and 100 °C) and in the
low-temperature range (between 16 and −10 °C). Asphalts AAD-1 and AAM-1 are
substantially different in chemical composition. Asphalt AAD-1 is a bitumen with
high asphaltene and polar chemical functional group content; AAM-1 has very low
asphaltene content and is less polar. The fillers substantially stiffened the bitumens
at temperatures between 50 and 100 °C; however, the /m for HL used as a filler in
bitumen AAD-1 was only 20% whereas the /m value for limestone (LS) used as a
filler in AAD-1 was approximately 63%. In the case of bitumen AAM-1, both the
HL and LS fillers responded with a /m value of approximately 63%, which is
typical for traditional fillers. Thus, only AAD-1 with HL filler showed the effect of
adsorbed layer buildup. This effect is shown graphically in Fig. 5.12 for the HL in
bitumens AAD-1 and AAM-1. The basis for the stiffness comparisons in Fig. 5.12
is Newtonian viscosity, which was derived for each material from master curves
developed by applying the time–temperature superposition principle using a set
frequency range and temperatures ranging from 50 to 100 °C.

Rationale for the differences in the physicochemical response of bitumens
AAD-1 and AAM-1 with HL can be found in their chemical compositional dif-
ferences. Petersen et al. (1987a, b, c, d) showed that bitumen components con-
taining strongly interacting chemical functional groups are irreversibly adsorbed on
the surface of HL. AAD-1 is rich in asphaltenes and polar components that adsorb
on the surface of the HL particle, thus increasing its “effective” size. On the other
hand, AAM-1 is relatively deficient in both asphaltenes and polar chemical func-
tionality. Limestone does not have the high concentration density of reactive
bonding sites for asphalt components on its surface that HL does, and thus, it does
not show the effects characteristic of HL.

Fig. 5.12 Stiffening ratio: defined as zero shear viscosity (ZSV) of blend divided by base bitumen
as a function of volume fraction. After Little and Petersen (2005)
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Better estimates of viscosity versus volume fraction can be found using the
Marion-Pierce equation rather than /m. Lesueur and Little (1999) used it merely to
compare effects of fillers and not as a definitive model. In an attempt to evaluate the
effects of filler on mastic properties of bitumens AAD-1 and AAM-1, Kim et al.
(2003) employed a rheology-based composite model. The model is a modified
version of the Kerner equation by Lewis and Nielsen (1968) and Nielsen (1970).
Shashidhar et al. (1999) studied various mastic systems by introducing Nielsen’s
model and found that the role of fillers can be described based on their physical
properties. The Nielsen model is expressed as:

Gc

Gm
¼ 1þABVp

1� BwVp
ð5:6Þ

where A = KE – 1; and

B ¼ Gp=Gm � 1
Gp=Gm þ A

ð5:7Þ

w ¼ 1þ 1� /

/2 Vp ð5:8Þ

Gc = effective shear modulus of composite such as mastic; Gm = shear modulus
of matrix such as asphalt binder; Gp = shear modulus of particle such as filler;
Vp = volume fraction of filler; KE = generalized Einstein coefficient; and
/ = maximum volumetric packing fraction.

The constant B becomes 1.0 for a very large Gp/Gm ratio, i.e., when filler
particles are much stiffer than the matrix, such as in asphalt mastics. The parameters
KE and / are determined by nonlinear regression fitting techniques from Eq. 5.6. In
this model, the physical meaning of the maximum volumetric packing fraction is
the maximum amount of filler that can be added to the matrix without the emer-
gence of air voids. It typically denotes the mechanical volume-filling contribution to
mastic stiffening. The generalized Einstein coefficient is the stiffening rate of the
mastic as a function of filler addition. It is an indicator of the physicochemical
contribution to stiffening. A more detailed discussion can be found in Shashidhar
et al. (1999) and Shashidhar and Romero (1998).

Kim et al. (2003) used the dynamic shear rheometer (DSR) to compare the
stiffening effect of LS and HL filler when added to bitumens AAD-1 and AAM-1.
They used these data to calculate model parameters KE and /. Figure 5.13 shows
the comparison of the relative stiffening effect of LS and HL on bitumens AAD-1
and AAM-1. It is obvious that HL has a higher stiffening effect in both bitumens
than LS, but that the effect of HL is much more pronounced in AAD-1 than in
AAM-1, supporting the previous work of Lesueur and Little (1999). In fact, the
three curves in Fig. 5.14 are Nielsen model fits to the data for AAD-1 with LS,
AAD-1 with HL, and AAM-1 with LS. The model parameters KE and / deter-
mined from this regression analysis reflect a considerably higher KE for AAD-1
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with HL than for AAD-1 with LS, which infers that HL has a greater physico-
chemical interaction with the binder AAD-1 than does LS. On the other hand, the
KE values between AAM-1 with LS and AAM-1 with HL were similar.

Of relevance to the present work are rheological data taken from an earlier aging
study by Petersen et al. (1987a, b, c, d) and shown in Table 5.4. In this study, West
Texas-Maya blend and a Boscan bitumen were treated with 20% HL and LS of
similar particle size distribution. For the unaged bitumens, consistent with the
present stiffness data, HL produced a greater increase in the 60 °C dynamic shear
modulus (G*) of the Boscan bitumen than did LS. The stiffening effect of the two
fillers was similar for the West Texas-Maya blend; however, HL produced a sig-
nificant increase in the tan d with this bitumen, while the LS produced a decrease.
The data on the bitumens after the thin film accelerated aging test (TFAAT), which
ages bitumen in the laboratory to a level typical of pavement aging, are particularly
significant (Petersen 1989). In this procedure, 4.0 g of asphalt was aged as a
160-lm-thick film at 113 °C (235.4 °F) for three days in a standard rolling thin film
over (RTFO) bottle in a standard RTFO oven. The opening of the RTFO bottle was
fitted with a capillary tube to restrict volatile losses to the same approximate level

Fig. 5.13 Stiffening ratio
versus filler volume fraction.
After Little and Petersen
(2005)

Fig. 5.14 Stiffening ratio:
defined as G* of blend
divided by G* of base
bitumen as a function of
volume fraction
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experienced in compacted mixtures. Note in Table 5.4 that the bitumens containing
LS showed both higher aging indexes and lower tan d than the untreated bitumens.
On the other hand, HL significantly lowered the aging index and increased the tan d
relative to both the untreated and LS-treated bitumens. Thus, it is evident that a
chemical and/or a physicochemical interaction occurred between HL and the
bitumen that did not occur with LS.

Hydrated lime works to reduce the rate of oxidative age hardening by irre-
versibly adsorbing reactive components from the asphalt onto its surface. These
components are primarily reactive pre-asphaltenes and asphaltenes, as will be
shown later. Removal of these components from the asphalt matrix improves
asphalt component compatibility, thus reducing viscosity sensitivity to the oxida-
tion products produced by aging. The components removed by lime are also
reactive to oxidation; therefore, their removal also reduces the rate of formation of
oxidation products (Plancher and Peterson 1976; Petersen et al. 1987a, b, c, d). The
significantly higher tan d, a relative measure of the ability of asphalt to dissipate
shear stress, of the aged HL-treated asphalts (Table 5.4) strongly indicates that
lime–bitumen interaction should be beneficial in reducing cracking in aged
pavements.

5.6.4 Effects of Hydrated Lime on Low-Temperature Flow
Properties

The stiffening effect of fillers was also evaluated at low temperatures using Eq. 5.5.
However, instead of viscosity, a complex modulus was used to evaluate the filler
effect via Eq. 5.5. The complex modulus accounts for the viscoelastic effects. The
effects are presented in Fig. 5.14. The lower the temperature, the more closely HL
behaved as a classical filler in bitumen AAD-1, and the effective volume content of
the filler at lower temperatures became the true volume fraction.

Lesueur and Little (1999) prepared 12.5 � 25 � 125 mm3 beams from neat
bitumen and bitumen plus filler (mastic). The beams were prepared with a 5-mm
notch in the center to meet the requirements of ASTM E 399-90 for fracture
toughness testing. Specimens were loaded monotonically until failure at −30°C
with a cross-head speed of 1.2 mm/min to ensure brittle failure. Fracture toughness
was computed according to ASTM E 399 (Lesueur and Little 1999), and the data
are recorded in Table 5.5. The fracture toughness values for unaged samples were
in the range of 40 kN m−3/2, which is in agreement with values found by Rodriquez
et al. (1995) on similar bitumens. Note also in Table 5.5 that the fracture toughness
was preserved in the mixtures after TFO-PAV aging. Lesueur and Little (1999) also
compared the surface energies of AAD-1 and AAM-1, measured using the
Wilhelmy plate test, with the fracture energy and found the fracture energy was
about ten times greater than that calculated by Griffith’s (1921) theory. This theory
states that the energy required for fracture is that required to form two fracture
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surfaces. This leads to the conclusion that the true fracture energy is the sum of the
surface energy and the energy needed to plastically deform the material. From
Table 5.5 it is clear that the addition of 20% HL by weight of binder just about
doubles fracture toughness and is similar to the fracture toughness increases mea-
sured by Rodriquez et al. (1995) on similar volume fractions of glass spheres or
baghouse fines in bitumen. Lesueur and Little (1999) proposed that a complex
mechanism including crack pinning (as previously proposed by Rodriquez et al.)
was responsible for the substantially higher level of energy needed to cause fracture
in filled systems.

Figure 5.15 shows the comparison of the ratio of fracture toughness of filled
bitumens (KIC) to neat bitumens (KICO). It is apparent that the KIC/KICO ratio is
substantially higher for HL-filled bitumens than for bitumens filled with other fillers
evaluated, indicating that HL more efficiently dissipates crack tip energy even
though the mechanism may be complex and is not precisely known.

The low-temperature flow properties of bitumen modified with HL and LS are
particularly intriguing. Petersen et al. (1987a, b, c, d) performed tensile elongation
tests on ribbon-shaped specimens (0.18 � 0.16 � 1.3 cm) of oxidatively aged
asphalts in which the asphalt was elongated in tension at a very slow elongation rate
(2.5 � 10−4 s−1) at temperatures in the brittle-fracture region, where conditions are
related to the tensile stresses responsible for low-temperature, thermally induced
transverse cracking in pavements. Although the elongation rate chosen is probably

Table 5.5 Fracture
toughness of HL-modified
materials before and after
TFO-PAV aging testing at
(−30 °C). After Little and
Petersen (2005)

Bitumen Unaged Aged

0% HL 20% HL 0% HL 20% HL

AAD 38 ± 12 71 ± 23 40 ± 10 71 ± 6

AAM 34 ± 5 67 ± 4 37 ± 8 69 ± 19

Note Toughness measured kN-m−0.5 in three-point bending at
−30 °C and 1.2 mm/mm. Uncertainty corresponds to 95%
confidence interval (±2 sigma, where sigma = standard
deviation)

Fig. 5.15 Fracture toughness
as a function of filler volume
fraction. After Little and
Petersen (2005)
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higher than the shrinkage rate in pavements during environmental temperature
cycling, it was the slowest rate possible within the constraints of the mechanical
spectrometer used to make measurements. The elongation data were obtained on the
bitumen mastic after aging in the thin film accelerated aging test (TFAAT)
(Petersen 1989), which produces a level of oxidation similar to that reached during
its service life in pavements where transverse cracking may become a problem. Test
results showed that the bitumens containing HL, even though generally stiffer than
their untreated counterparts, were elongated in tension to significantly greater
amounts before low-temperature break than their untreated counterparts. Thus, the
aged, lime-treated bitumens were both tougher (more area under the stress–strain
curve) and more ductile in the brittle temperature region. This is illustrated in
Table 5.6 (Petersen et al. 1987a, b, c, d). Also of significance is that this benefit was
not evident for the aged bitumens containing LS. While the higher tensile strength
at break of the HL-treated bitumens suggests stronger pavements, the increased
elongation to break is more significant. Pavements that can elongate through ductile
flow, of course, have a greater potential to resist fracture and particularly thermally
induced low-temperature transverse cracking.

Table 5.6 Comparison of tensile elongation data on TFAAT-aged asphalts, both untreated and
after treatment with limestone powder and high-calcium lime. After Little and Petersen (2005)

Asphalt Treatment Temperature
(oC)

Elongationa

(%)
Tensile
Stressb

(kPa)

Elongation
At
Maximum
Tensile
Stressc

Stiffness
Modulus
(kPa)

Boscan None −5 10.6 560 10.2/710 2.24 � 104

−10 4.8 830 4.1/850 3.68 � 104

20%
Limestone

−5 4.0 1,000 3.5/1,100 6.19 � 104

−10 2.8 1,680 2.8/1,680 1.13 � 105

20%
High-calcium
lime

−5 15+ 680 15.0/680 2.06 � 104

−10 11.7 1,170 9.8/1,240 4.37 � 104

West
Texas-Maya
blend

None −5 5.5 650 4.5/850 3.24 � 104

−10 4.4 1,340 4.4/1,340 4.89 � 104

20%
Limestone

−5 4.0 1,580 3.7/1,750 8.74 � 104

−10 0.75 1,310 0.8/1,310 1.56 � 105

20%
High-calcium
Lime

−5 13.0 920 9.8/1,170 4.06 � 105

−10 8.3 2,170 8.3/2,170 6.12 � 104

aElongation to break or maximum test elongation of 15% at fractional elongation rate of 2.5% � 10−4/s
bTensile stress at break or at maximum elongation of 15%
celongation at break/tensile strength in kPa
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Note in Table 5.6 that, for all asphalts, the elongation to break was about twice
as large for the lime-treated asphalts as for their untreated controls. The data for the
Boscan asphalt is of particular interest. Even though the lime-treated asphalt
showed a higher viscosity and a lower tan d at the higher 60 °C temperature
(Table 5.4), it also showed the greatest benefit from improvement in
low-temperature flow properties at −10 °C after aging (Table 5.6). These results
suggest that pavements built with this lime-treated asphalt should have relatively
greater resistance to rutting at the high temperature and also greater resistance to
transverse thermally induced cracking at the low temperature. Based on the data at
these two temperature extremes, it is tempting to speculate that, at some interme-
diate temperature, for example 25 °C, asphalt mixtures containing the lime-treated
asphalt should have superior resistance to failure during repeated load cycling
during fatigue testing and increased resistance to fatigue cracking in pavements.

5.6.5 Influence of Filler on Damage in Asphalt Mastic

Kim et al. (2003) used the dynamic mechanical analysis (DMA) test to evaluate
damage in sand asphalt mixtures. The DMA is a controlled-strain, cyclic torsional
experiment on a 50-mm-high and 12-mm-diameter specimen of asphalt mastic
(about 8% binder) and Ottawa sand compacted to about 6% air voids. The
experiment is continued until a transition point (Nt) is reached that coincides with a
peak in the phase angle. Reese (1997) and Rowe and Bouldin (2000) have identified
this as a realistic failure criterion.

Kim et al. (2003) used dynamic mechanical analysis (DMA) to evaluate damage
in sand asphalt mixtures. The DMA is a controlled-strain, cyclic torsional experi-
ment on a 50-mm-high and 12-mm-diameter cylindrical sample with about 8%

Fig. 5.16 Changes are
stiffness and phase angle due
to fatigue damage. After Kim
et al. (2003)
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binder and Ottawa sand compacted to about 6% air voids. Kim et al. (2003)
investigated three failure points described in the literature and shown in Fig. 5.16:
the first inflection point (FIP), the second inflection point (SIP), and the transition
point (Nt). After careful evaluation using error analysis, Kim et al. selected the Nt

parameter as the most reliable indicator of fatigue failure. Rowe and Bouldin (2000)
describe Nt as the maximum value of the product of stiffness and number of cycles.

Figure 5.17 presents the number of cycles to failure at each of three strain levels
for each sand asphalt mixture for two asphalts, AAM and AAD, and for the same
asphalt with LS and HL as fillers.

The difference between filled binders and unfilled binders can also be identified
by monitoring dissipated pseudostrain energy (DPSE) in fatigue tests. The DPSE is
defined as dissipated energy calculated from measured physical stress versus the
pseudostrain domain. By applying the pseudostrain concept, linear viscoelastic time
dependency is eliminated, and additional time dependency can be expressed as a
quantity due to nonlinearity and/or damage. The theoretical background for the
pseudostrain concept can be found in the literature (Kim et al. 2003).

In typical cyclic loading fatigue tests, the area inside of the hysteresis loop of
stress versus pseudostrain at each cycle represents the amount of dissipated energy
due to damage. The analytical harmonic representation of the pseudostrain at time
t under the strain-controlled torsional shear mode can be expressed as:

cR tð Þ ¼ 1
GR

c0½ � G�j j sin 2pft þ h þ uð Þ ð5:9Þ

where cR tð Þ = pseudostrain at time t; GR = reference shear modulus, typically equal
to 1; c0 = shear strain amplitude; G�j j = linear viscoelastic dynamic modulus;
f = loading frequency in Hz; h = regression constant in radian; and u = linear
viscoelastic phase angle in radian.

Figure 5.18 shows typical hysteresis stress–pseudostrain behavior resulting from
harmonic cyclic loading without and with damage, respectively. As can be seen in
Fig. 5.18a the hysteretic behavior due to both loading–unloading and repetitive

Fig. 5.17 Fatigue life of
DMA sand asphalt mixtures
with various asphalt binder
and filler combinations. After
Kim et al. (2003)
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loading disappears in stress versus pseudostrain plots if the sample is tested in the
linear viscoelastic region without damage. On the other hand, when a specimen is
loaded to a level that causes damage, a hysteresis loop results (Fig. 5.18b). The
inside area of the hysteresis loop at each loading cycle was calculated and plotted
on a log-linear scale, as shown in Fig. 5.19a, which demonstrates that samples
experience damage at an increasing rate in the early stage, but the rate of damage
then decreases and eventually decelerates because the sample is close to complete
failure. The area below the curve between the DPSE and the number of loading
cycles represents cumulative dissipated pseudostrain energy (CDPSE).

Figure 5.19b presents the changes in CDPSE as a function of loading cycles.
Correspondingly, CDPSE at fatigue failure can be employed as a quantitative
indicator to explain fatigue resistance and/or damage accumulation capability of a
material. The CDPSE values corresponding to fatigue failure for each mixture at
different strain levels (0.20, 0.28, 0.40, and 0.56%) were determined and are
illustrated in Fig. 5.20. Average values of CDPSE for each mixture at a 0.28%
strain level were calculated for better clarity. The percent increases in the average
CDPSE at a 0.28% strain level for AAD-1 mixed with limestone, AAD-1 mixed
with hydrated lime, and AAM-1 mixed with hydrated lime were 133, 588, and
442%, respectively, thus demonstrating the unique effects of HL.

Fig. 5.18 Typical hysteresis
stress pseudostrain behavior
a without damage and b with
damage. After Kim et al.
(2003)
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The effect of filler addition on fatigue life can be easily verified by studying
Fig. 5.20. Filled systems show greater damage accumulation capability than do
unfilled systems. It is also evident that hydrated lime is a better material than
limestone filler in terms of fatigue resistance under the strain-controlled mode of
loading. The percent increase in average CDPSE at the 0.28% strain level cited

Fig. 5.19 Log-linear plots
of: a dissipated pseudostrain
energy and b cumulative
dissipated pseudostrain
energy versus number of
loading cycles. After Kim
et al. (2003)

Fig. 5.20 Cumulative DSPE
at fatigue failure for each
mixture at different strain
levels. After Kim et al. (2003)
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previously further infers that the degree of interaction and the effectiveness of
hydrated lime are dependent on the type of bitumen with which it is used. Hydrated
lime is more effective with bitumen AAD-1 than bitumen AAM-1. This is con-
sistent with results from Lesueur and Little (1999).

5.6.6 Effect of Hydrated Lime on Microstructural Model
of Asphalt

Past work (Plancher and Petersen 1976; Petersen et al. 1987a, b, c, d) clearly
demonstrates that the interaction of hydrated lime with asphalt is different from that
of typical mineral fillers. Although HL exhibits the typical filler effect, which
increases asphalt stiffness, it also chemically reacts with asphalt components to alter
both the physical state of the dispersed microstructure (related to the asphaltene
component of asphalt) and the component compatibility of the asphalt. As a result,
hydrated lime produces changes in the flow properties of asphalt that are different
from those produced by typical mineral fillers. Thus, to understand the fundamental
mechanisms involved in the asphalt-lime reaction, attention must be focused on the
physicochemical composition of the asphalt at the molecular or nanoscale level.

At this point it is instructional to briefly review the microstructural model of
asphalt as proposed by Petersen et al. 1987a, b, c, d and by Lesueur et al. 1997.
Asphalt can be considered as a dispersion of highly associated molecular
agglomerates (loosely referred to as asphaltenes and associated resins) in a sol-
vating phase. The basic building block of this dispersed microstructure is a cluster
of very strongly associated, highly aromatic molecules that form the “hard core”
nuclei of the associated species. These nuclei are kept dispersed in the solvating
phase by adsorption of polar resinous components of the asphalt. When these
dispersed molecular agglomerates are in low concentration (asphalts with low
asphaltene content) and do not significantly interact with one another, the asphalt
tends to exhibit Newtonian flow characteristics. However, when the concentration
and/or the size of the molecular agglomerates increases to where they begin to
interact with one another, larger agglomerated networks are formed, which cause
the asphalt to exhibit non-Newtonian flow characteristics. This change in flow
behavior is the result of interactions or weak bonding between the microstructural
units within the network structure creating a resistance to flow. These interactions
must be disrupted to permit flow within the asphalt matrix. When the interactions
between microstructural units become sufficiently strong through an increase in
microstructure concentration and/or size, a more stable, three-dimensional struc-
tured network is formed. Microfracture can then occur within this network under
sufficient shear stress. Lowering the temperature increases the interactions within
the microstructure. It is proposed that, if this nanoscale microstructure does not
self-heal through interaction with the solvating phase, macrocracks will form and
propagate from the interconnecting of microcracks, leading to fracture failure of the
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asphalt. This proposed sequence of events might manifest itself in an asphalt
pavement mixture as, for example, fatigue cracking.

5.6.7 Hydrated Lime: Chemical and Physicochemical
Interactions

The discussion that follows focuses on how hydrated lime reacts with asphalt to
reduce the interactions between the microstructural units in the asphalt, thus
decreasing the deleterious effects of microstructure on the flow properties of the
asphalt.

Unlike typical mineral fillers, HL is highly reactive chemically and is of rela-
tively low molecular weight; thus, it has a high relative concentration of reactive
chemical functionalities. It is also chemically a relatively strong base that causes
acidic materials such as carboxylic acids to form calcium salts that are virtually
insoluble. Thus, carboxylic acids and related chemical functionalities such as
2-quinolone types in asphalt react irreversibly with the HL. Because the HL is
insoluble in the asphalt, this reaction removes these acidic components from the
asphalt phase of the matrix by their adsorption on the surface of the HL particles.
Data in Table 5.7 from the study by Petersen et al. (1987a, b, c, d) show the results
of the analysis of components that were irreversibly adsorbed from a Boscan
asphalt onto the surface of the HL particles. The HL particles containing the
adsorbed components were separated from a sample of the lime-treated asphalt by
dissolving the asphalt in toluene, followed by filtering and washing the lime
particles.

The remaining adsorbed components were separated from the lime by carefully
dissolving the lime with dilute hydrochloric acid. As seen in the table, the adsorbed
components comprised about 5% of the asphalt. The chemical data in the table
show high concentrations of carboxylic acids and 2-quinolone types. The ability of
lime to remove these components from the asphalt is evidenced by their very low
concentration in the remaining 95% of the asphalt not adsorbed by the lime.

Table 5.7 Analysis of components of Boscan asphalt adsorbed and not adsorbed on hydrated
lime. Based on data from Petersen et al. (1987a, b, c, and d)

Asphalt fraction Percent of
total asphalt

Concentration, mol/1,000 g

Carboxylic acids 2-Quinolone types

Adsorbed on high-calcium lime 5.6 0.83 0.15

Adsorbed on dolomitic lime 4.7 0.80 0.23

Not adsorbed on
high-calcium lime

94.4 <0.005 <0.005

Not adsorbed on
dolomitic lime

95.3 <0.005 <0.005
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Next, it is instructive to consider the question of what effect adsorption of the
asphalt components containing carboxylic acid and 2-quinolone types might have
on the physical properties of the remaining unadsorbed asphalt. Insight regarding
this question is gained by considering the data in Fig. 5.21. The data in this figure
are taken from a model thermodynamic study of the hydrogen bonding interactions
of cyclohexanecarboxylic acid and 2-quinolone (Petersen 1971). Note in the figure
that both the carboxylic acid and 2-quinolone form hydrogen-bonded dimers, and
they also interact with each other to form a mixed dimer. Both the dimers and the
mixed dimer show strong associations, with hydrogen bond strengths of about
10 kcal/mol and equilibrium constants for dimer formation ranging from
3.84 � 103 to 3.34 � 104. As evidence of the strength of this dimer association in
asphalt, Petersen et al. (2011) observed that the acid dimer of naturally occurring
carboxylic acids in asphalt is only about 50% dissociated after a 2,000-fold dilution
of the asphalt in carbon tetrachloride.

Fig. 5.21 Model study illustrating strong hydrogen bonding interaction of carboxylic acids and
2-quinolone types in asphalts (based on data from Petersen 2011)
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It logically follows that the location within the asphalt microstructure of the
molecules containing the strongly associating carboxylic acids and 2-quinolone
types is of great importance, because microstructure plays a major role in deter-
mining the viscoelastic and flow properties of the asphalt. This subject is addressed
by the ion-exchange chromatography (IEC) data shown in Fig. 5.22. These data
were obtained at Western Research Institute (WRI) by J.F. Branthaver (Branthaver
et al. 1993) during the Strategic Highway Research Program (SHRP). The data show
that, for SHRP asphalt AAD-1, 60% of the carboxylic acids and more than 90% of
the 2-quinolone types were found in the so-called amphoteric IEC fraction. The term
amphoteric denotes asphalt components that have both acidic and basic chemical
functional groups within the same molecule or indivisible unit. Thus, these poly-
functional molecules can link or bind together associated molecular agglomerates to
form larger associations. Because asphalt viscosity is directly related to the size of
the agglomerated microstructural units (Petersen et al. 1993), the amphoterics, which
contain the 2-quinolone types and the majority of the carboxylic acids, should play a
major role in determining the rheological properties of the asphalt. This conclusion is
supported by data in Fig. 5.22 for SHRP asphalt AAD-1.

It is evident from Fig. 5.22 that removal of the amphoteric fraction (28% of the
whole asphalt) reduced the viscosity of the asphalt by about 1.5 orders of magni-
tude. It was clearly demonstrated during the SHRP research (Branthaver et al. 1993)
that the amphoteric fraction of asphalt contains the highly associated components of
the microstructure, is a major contributor to the asphaltene fraction (heptane
insoluble fraction), and is primarily responsible for the elastic component of the
dynamic shear modulus. Thus, reducing the effects of this fraction by its partial
removal from the asphalt by adsorption on the surface of the HL particle should
increase the tan d (ratio of the viscous/elastic moduli), yielding an asphalt phase that
has a greater ability to dissipate shear stress through viscous flow. It logically
follows that this should also increase the asphalt’s ability to heal during repeated
load cycling, thus increasing its resistance to fatigue damage.

Fig. 5.22 Effect of removal
as amphoteric fraction from
asphalt AAD-1 on dynamic
shear viscosity. Based on data
from Branthaver et al. (1993)
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5.6.8 Other Literature to Support Lime–Bitumen Interaction

Plancher and Peterson (1976) found that 4–6% of the bitumen, consisting almost
exclusively of asphalt components containing the carboxylic acid and 2-quinolone
type chemical function groups, was irreversibly adsorbed onto the surface of the
lime particles. This adsorbed component was also found to be primarily a com-
ponent of the asphaltene fraction of the bitumen (Petersen et al. 1976, 1987a, b, c,
d). Removal of this component from the bitumen matrix by adsorption on the HL
particle increased the component compatibility of the bitumen and reduced its
sensitivity to viscosity increase upon oxidative aging. In the 1976 study, the HL
with its adsorbed components was removed from the bitumen prior to the aging
studies to facilitate investigation of the mechanisms of the reaction of HL and its
effects on bitumen properties. The 1987 mastic study further verified the results of
the previous work. These studies demonstrated that the unique action of HL was
highly asphalt source (composition) dependent, with the more polar, high
asphaltene-content asphalts generally being most responsive to the action of the HL.
Hydrated lime was also shown to have unique effects not exhibited by LS of a
similar particle size distribution, the most significant of which were increasing the
tan d and improving low-temperature flow properties and aging characteristics, as
previously discussed.

The work by Petersen and Plancher and Petersen is supported by the work of
Hoffman et al. (1998), who also concluded that HL interacts with bitumen and that
this interaction depends on the chemical composition of the bitumen. Hoffman and
coworkers established this interaction using size exclusion chromatography, which
indicated that the larger molecular agglomerates in the asphalt interacted with the
HL surface. Further documentation of the interaction was established by Hoffman
using light absorption methods. Also in agreement with the earlier work of Petersen
et al. (1987a, b, c, d), they concluded, based on a study of two bitumens, that HL
interacts more intensively with bitumen than LS filler at the same percentage and
with a similar overall size gradation. They also stated that the lime–bitumen
interaction may result because of an increase in specific surface, the nature of the Ca
(OH)2, or a combination of both. Hoffman et al. (1998) even suggested the pos-
sibility of larger molecules entering the pores of HL. This effect was established by
Johannson (1998). Finally, Hoffman et al. (1998) further confirmed the results of
Plancher and Peterson (1976) and Petersen et al. (1987a, b, c, d) that bitumen
composition significantly affects the interaction between HL and bitumen.
Vanelstraleter and Verhasselt (1998) also evaluated LS and HL fillers of similar
gradation. They concluded that the HL was an “active filler” as compared to the LS
of comparable size and grading, thus supporting the work of other researchers. The
active filler was much more effective in increasing the ring and ball softening point
and increasing high-temperature stiffness (based on complex modulus). The HL
system was slightly less susceptible to the effects of construction aging than was the
system containing LS filler. The authors further stated that low-temperature rheo-
logical effects (complex modulus) were much less pronounced because of the active
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HL filler when compared with high-temperature effects. These data are in line with
those of Johansson (1998) and Little (1996).

Buttlar et al. (1999) used particulate composite micromechanics models to
investigate three reinforcement regimes in asphalt mastics: volume filling, physic-
ochemical interactions, and particle interactions. The fundamental nature of their
modeling approach allowed the examination of physicochemical stiffening effects
through an equivalent rigid layer modeling technique. This technique showed that
the development of a rigid adsorbed layer with a thickness of just 2–10 Å can
account for differences between the volume-filling reinforcement prediction and the
measured values at lower volume concentrations. Buttlar et al. further concluded
that physicochemical reinforcement effects are now believed to play a dominant
role throughout the range of filler-to-asphalt ratios encountered in practice. Some of
the stiffening effects that were originally thought to be a result of particle interaction
reinforcement were shown to be largely explained by physicochemical reinforce-
ment. Buttlar et al. (1999) further stated that HL showed a much higher level of
physicochemical reinforcement than fillers consisting of baghouse fines, which
concurs with previous research. Johansson (1998) have also reported the unique-
ness of HL. They concluded that its potential to interact with bitumen is expected
on the basis of its rugose surface and very high specific surface area. Johansson and
Isacsson (1996) prepared blends of limestone fines and HL in different bitumens.
They found that 20% HL and 20% CaCO3 greatly increased initial creep stiffness
for each bitumen, but had no apparent effect on the rate or magnitude of physical
hardening. They used a Burger model to quantify dissipated energy during bending
beam rheometer (BBR) testing. Dissipation of energy at low temperatures through
deformation is viewed as a positive effect, because it reduces the potential for
fracture.

Little (1996) and Vanelstralete and Verhasslet (1998) reported similar trends in
that the filler effect of HL in bitumen at high temperatures is much more pro-
nounced than at low temperatures, and that at low temperatures, the effect of HL
does not appear to significantly diminish the ability of the binder to relax. Craus
et al. (1978) reported that, in comparative calorimetric tests, the heat released during
mixing with bitumen was eight times higher for HL than for any other filler
evaluated. Johansson (1998) believes that this is caused by not only release of
interfacial heat but also chemical interaction. WRI (1996) documented the forma-
tion of organic salts from the reaction of carboxylic acids in the bitumen with
calcium in the lime. WRI recommended conversion of carboxylic acids to insoluble
salts (e.g., calcium) before use in pavement mixtures to prevent adsorption of
water-sensitive free acids on the aggregate. This infers a chemical reaction between
a component of the bitumen and the surface of the HL. Several other studies
describe the effects of HL as it interacts with bitumen to reduce the effect of age
hardening (Petersen et al. 1987a, b, c, d; Elder et al. 1985; Wisneski et al. 1996;
Johansson et al. 1995, 1996; Johansson and Isacsson 1996).
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5.7 Polymer Modification

During the past 40 or so years polymer modification of asphalt has become popular.
Both plastomers including polyethylene (PE), ethylene vinyl acetate (EVA),
ethylene butyl acrylate (EBA) and thermoplastic elastomers including styrene-
butadiene-styrene (SBS), styrene-isoprene-styrene (SIS), and styrene-ethylene/
butylene-styrene (SEBS) have been shown to improve asphalt properties. Perhaps
the most important step in determining whether or not a polymer can improve the
properties of the binder is to determine whether the polymer is compatible with the
asphalt binder. This compatibility depends on the structure of asphalt. Many believe
that polymers and asphalt should be considered as multi-phase, viscoelastic
emulsions consisting of polymers, asphaltenes and maltenes (Lesueur 2009;
Lesueur et al. 1999). Others consider asphalt to be a homogeneous, continuous
molecular solution (Redelius 2009).

Zhu et al. (2014) compared advantages and disadvantages of plastomers and
thermoplastic elastomers and explained why, based on how the balance favored the
use of the elastomer styrene-butadiene-styrene (SBS) over most other polymers. In
short it disperses well in asphalt, compared with other polymers, and produces good
improvements in rutting resistance without deterioration of fracture properties.
However, regardless of the polymer, the controlling factor is normally the base
asphalt binder because it dominates in the weight percentage of the blend, making
up over 90% of the blend by weight. In general, high asphaltene contents tend to
decrease compatibility between asphalt binder and polymer and the maltene fraction
should fall within a certain range as well. The SARA (saturates, aromatics, resins,
and asphaltene) composition is a good reference for this.

5.7.1 Plastomers

A popular plastomer for asphalt modification has been low-density polyethylene
(LDPE). This is primarily due to availability and relatively low cost. When added to
asphalt these polyolefins usually swell by light components from the asphalt
forming a biphasic structure with a polyolefin-dispersed phase and a continuous,
asphalt matrix phase. With an increase in the concentration of the polyolefin, a
phase inversion takes place. The interaction of these two phases is critical to the
response of the mixture. Two interlocked continuous phases may prove an ideal
structure for this polymer-modified system (Zhu et al. 2014). However, the per-
formance of asphalt modified with polyolefins has proven to be somewhat disap-
pointing in improving elasticity and in maintaining adequate storage stability. This
is in part due to the susceptibility of regular, long chains to pack closely and
crystallize. This leads to a lack of “interaction” with the asphalt and therefore
instability in the system. One can also make a case for the crystallized domains of
the polyolefins leading toward a more brittle system.

224 5 Modifiers and Fillers



Ethylene vinyl acetate (EVA) and ethylene butyl acrylate (EBA) are more
widely used plastomers compared to polyethylene. The presence of polar acetate in
the case of EVA disrupts the ability to closely pack crystalline microstructures and
reduces the degree of crystallization. When the vinyl acetate content is too low, the
degree of crystallization is high and the properties of the EVA are similar to those
of LDPE. Higher vinyl acetate contents lead to a biphase microstructure: crystalline
phase and a rubbery, vinyl acetate-rich phase. Once EVA is added to the asphalt
light molecular components of the asphalt swell the polymer. When the EVA
content is low, a dispersed EVA-rich phase develops within a continuous asphalt
matrix. With increase in the EVA content, phase inversion ultimately occurs
making the EVA-rich phase the continuous phase (Fig. 5.23).

EVA tends to provide resistance to rutting due to the tough and rigid interlocking
network that can develop with the appropriate EVA content. However, EVA is not
very effective in improving elastic recovery and low-temperature properties, which
are heavily dependent on the EVA network, are not significantly improved
(Champion et al. 2000).

5.7.2 Thermoplastic Elastomers

The most popular elastomers are SBS copolymers and SIS copolymers. SBS
copolymers comprise SBS triblock chains with a biphase morphology of rigid
polystyrene (PS) domains (dispersed phase) in the flexible polybutadiene
(PB) matrix (continuous phase) (Fig. 5.24).

At normal pavement temperatures PS blocks provide elasticity due to their
rubbery response. The incompatibility of the PS and PB blocks makes it possible to
physically crosslink PS blocks as uniformly distributed domains by intermolecular
forces at ambient temperatures. This aggregation of PS blocks disappears at high

Fig. 5.23 Fluorescent images of EVA modified asphalt with various EVA contents by weight.
After Airey (2002)
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temperatures when kinetic energy of molecular thermodynamic movement is
greater than the energy of intermolecular forces. According to Zhu et al. 2014
several interactions are proposed to happen once SBS is introduced into asphalt:

1. PB blocks interact with positively charged groups in asphalt through their p-
electrons; PS blocks interact with electron-rich groups in asphalt through aro-
matic protons.

2. PS blocks in SBS copolymers absorb some saturated branches and a few rings in
light components of asphalt, which leads to swelling of PS blocks and the
hardening of the asphalt.

3. As SBS concentration increases, phase inversion begins.
4. The ideal microstructure is the formation of two interlocking continuous phases.

Within the SBS-rich phase, there are two subphases: a bitumen rich phase and
essentially poor PS domains.

5. Once the SBS-rich phase forms, a rubbery supporting network is created in the
modified asphalt. This results in increased complex modulus and viscosity,
improved elastic response, and enhanced cracking resistance at low
temperatures.

Zhu et al. (2014) report that polymer-modified asphalt is susceptible to oxidative
aging and poor storage stability. They report several technical developments aimed
toward improving aging resistance and storage stability including sulfur vulcan-
ization, use of antioxidants, use of hydrophobic clay minerals, and functionaliza-
tion. Sulfur vulcanization is a chemical process used in the rubber industry where
sulfur works to chemically crosslink polymer molecules to asphalt through sulfide
and/or polysulfide bonds (Wen et al. 2002). Antioxidants work through retarding

Fig. 5.24 Structure of styrene-butadiene-styrene (SBS) and schematic of reversible crosslink in
SBS. After Zhu et al. (2014)
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the impact of oxidation by working as scavengers of free radicals and/or decom-
posing the hydroperoxides that are generated in the process of oxidation (Ouyang
et al. 2006; Li et al. 2010). Hydrophobic clay minerals work to improve aging
resistance by forming barrier properties using the disperse clay colloid platelets.
Storage capacity is also enhanced by decreasing the density difference between
polymer modifiers and the asphalt (Sadeghpour Galooyak et al. 2011).
Functionalization of reactive polymers refers to adding specific functional groups to
the polymer to obtain specific functions of the polymer-modified asphalt.

Lesueur et al. (1999) explain how polymer modification works from the per-
spective of the Palierne emulsion model and by knowing the mechanical properties
of each phase. This model was developed to describe linear viscoelastic properties
of an emulsion made of viscoelastic spherical inclusions in a viscoelastic matrix
(Brahimi et al. 1991). Palierne (1991) showed that the complex modulus, G� of an
emulsion can be written as

G� ¼ G�
mP

� k�;Ca�;/ð Þ ð5:10Þ

where G�
m is the complex modulus of the matrix and P� is a complex function of the

ratio k� of the complex moduli (which is a generalization of the viscosity ratio k
introduced by Taylor), of Ca�, which is the complex capillary number, and /,
which is the volume fraction of the dispersed phase:

k� ¼ G�
i

G�
m
;Ca� ¼ G�

m
a
c
; ð5:11Þ

where c is the interfacial tension and a is the radius of an inclusion. In the
semidilute case (more than 10 volume % of dispersed phase), Palierne showed that
P� is given by

P� ¼ 1þ 1:5 E�
D� /

1� E�
D� /

ð5:12Þ

E� ¼ 2 k� � 1ð Þ 19k� þ 16ð Þþ 8
5k� þ 2
Ca�

; ð5:13Þ

D� ¼ 2k� þ 3ð Þ 19k� þ 16ð Þþ 10
k� þ 1
Ca�

ð5:14Þ

Lesueur et al. (1999) used the Palierne emulsion model to explain how as a
consequence of the colloidal nature of asphalt including a solid phase called
asphaltenes and a dispersed phase called the maltenes the mechanical properties of
asphalt can be improved through polymer modification. Their explanation is simple
and direct and suggests that the improvement occurs for two reasons. First, the
polymer swells causing a decrease in the lower molecular weight maltene fraction
of the matrix. This leads to an increase in the asphaltene content of the matrix
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compared to its original condition and a subsequent increase in modulus. Second,
the presence of the dispersed phase comprising the swollen polymer modifies the
rheology of the material. If the result is a highly swollen polymer, this creates a hard
matrix with a high volume fraction of soft inclusions. If the result is a lightly
swollen polymer, this generates a blend with a matrix similar to the original asphalt
with a low volume fraction of harder polymer particles. This means that the
swelling of the polymer controls the ultimate rheological properties of the blend.
Figure 5.25 from Lesueur et al. (1999) shows the morphology of a ultraviolet
fluorescence microscope of a polymer-modified asphalt.

Figure 5.26 shows the impact of the real and imaginary shear modulus of an
asphalt binder with and without modification with styrene-butadiene copolymer

Fig. 5.25 Morphology of
ultraviolet fluorescence
microscope of a
polymer-modified asphalt
(x1000). The bright inclusions
are the polymer-rich dispersed
particles. The matrix,
enriched in asphaltenes,
remains dark. After Lesueur
et al. (1999)

Fig. 5.26 Real (G’) and imaginary (G”) of complex modulus at 10 rad/s versus temperature for
the neat asphalt cement and the matrix of the corresponding asphalt modified with 6% by weight of
styrene-butadiene copolymer. After Lesueur et al. (1999)
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(6% by weight). The effect is to substantially improve binder properties at the
higher temperatures to resist plastic deformation with a lesser effect at the lower
temperatures. Nevertheless, some general stiffening across the spectrum of service
temperatures in some cases may lead to increased fracture potential, and this must
be monitored. However, certain multi-phase effects may also reduce the potential
for microcrack development such as crack pinning and improved fracture
toughness.

5.8 Summary

A number of additives can be used to enhance the properties of asphalt including:
extenders such as sulfur, fillers such as aggregate finer than 75 microns, polymers,
fibers, and antistripping agents. This chapter reviews various models used to
explain how fillers and polymers react with bitumen and how bitumen chemistry
along with a realistic phenomenological models can be used to understand how the
additive impacts the rheological properties of the bitumen and how bitumen
chemistry impacts this interaction and, in turn, why some asphalts respond favor-
ably with certain additives while others do not.

This chapter focuses on sulfur as primarily an extender but also to some extent as
a modifier. The same may be said for hydrated lime, where the fine hydrated lime
filler extends and stiffens the bitumen but often with a much greater impact than
traditional fillers. Because of the unique properties of hydrated lime and its ability
to encapsulate bitumen within it smaller particles and internal voids together with
its unique ability to sorb selected polar components of some bitumen, hydrated lime
is a “reactive” filler and not an inert filler. Other benefits of hydrated lime are
discussed including its ability to reduce the impact of oxidative aging and the ability
to form durable, calcium-based organic salt bond between the bitumen and the
aggregate surface to reduce moisture sensitivity.

The role of amine additives to reduce moisture sensitivity is explained, and some
simplified models are provided to help explain the mechanism of filler bitumen
reactions.

This chapter concludes with a brief description of the mechanism of interaction
between plastomers and elastomers and bitumen and a general description of why
some bitumen is more compatible with a selected polymer than other. The reader
should conclude with a general understanding of how a polymer added at a rate of
less than about six percent can form a continuous phase with some asphalts.
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5.9 Exercises

5:8:1 Use the Palierne model to describe how a suspension in an asphalt matrix
can add viscosity to the mixture and how this model may be used to
explain how particles with an aspect ratio that defines them as nonspherical
may increase the intrinsic viscosity of the suspension.

5:8:2 Describe the mechanisms by which sulfur added to asphalt binder extends
the binder and alters the rheology of the asphalt binder during the mixing
process and after the asphalt mixture has been compacted and reaches and
equilibrium conditions due to a period of curing of about one month.

5:8:3 Describe the interaction between silanol groups and carboxylic acid in the
asphalt binder. How can hydrated lime impact this reaction? Using
Fig. 5.8, describe how amine groups can alter this reaction to provide a
stronger and more durable bond, which is more resistant to moisture
damage.

5:8:4 Explain how the addition of hydrated lime has a profound effect on
dynamic modulus of asphalt mixtures high test temperatures but a much
smaller or even almost indistinguishable effect at temperatures less than
about 20 °C.

5:8:5 Figure 5.13 describes the active filler effect of hydrated lime in two very
different asphalt binders. What is the compositional difference between
asphalt binders AAD and AAM in this figure and as described in the text,
and how does this compositional difference impact the relative effect of
hydrated lime on these two binders as illustrated in Fig. 5.13.

5:8:6 Using Fig. 5.22 as a basis, describe the impact of the amphoteric fraction
of the binder on the dynamic shear viscosity of the asphalt binder over the
range of test temperatures.

5:8:7 Describe how Lesueur et al. (1999) used the Palierne model to explain the
two reasons why the mechanical behavior of asphalt is improved by
polymer modification.

5:8:8 What criteria would you use to select a filler or modifier to achieve a target
resistance to (a) fatigue cracking or (b) plastic deformation, rutting?

5:8:9 Using Fig. 5.3 as a basis, describe the rheological changes asphalt binder
goes through as temperatures changes during the mixing, compaction and
services stages of the asphalt pavement.

5:8:10 Prepare a binder specification of an asphalt binder with a EVA polymer
additive.
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Chapter 6
Mastics and Mortars

6.1 Introduction

From a practical standpoint, agencies responsible for pavement construction and
maintenance typically control the quality of the asphalt mixture by enforcing tests
and specifications for the two main ingredients (asphalt binder and aggregate) as
well as the composite (asphalt mixture). Chapters 2 and 3 were focused on the two
main ingredients in an asphalt mixture: asphalt binder and aggregates. The subse-
quent chapter, Chap. 7, will focus on the optimal proportioning of these two
ingredients (and air voids) to produce a durable asphalt mixture. The focus of this
chapter is to discuss the properties and relevance of the mastic and mortar (also
referred to as the fine aggregate matrix or FAM for short).

Mastics and mortars can be considered as materials at the two intermediate
length scales between the binder and the asphalt mixture. Recall that in general, a
composite has typically two components: matrix and inclusions. The matrix is
usually the continuous or interconnected component that binds discrete particles of
the inclusion. Based on this generally accepted definition, in the context of an
asphalt mixture, asphalt binder is the matrix and aggregate particles are the inclu-
sion. Assuming all particles are fully coated with the asphalt binder (which is
generally the case for a good mix), the asphalt binder would form a continuous
matrix that binds discrete aggregate particles with each other through a film of the
binder in between them.

One approach to fully understand the behavior of asphalt mixtures would be to
treat it as a two-component composite comprising binder and aggregate particles.
Strictly speaking, air voids must also be regarded as the third component. However,
aggregate particles vary in size that span over three orders of magnitude.
Therefore, it would be extremely complex and challenging task to understand the
behavior of asphalt mixtures as a composite with aggregate particles that vary from
micrometers (e.g., fines or filler) to millimeters (e.g., coarse aggregate particles).
Such a task would require integrating different dominant particle-to-particle and
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binder-to-particle interaction mechanisms at different length scales (discussed later
in more detail). For this reason, in many scenarios it is more practical to evaluate
mastics and mortars at two separate intermediate length scales that fall between the
asphalt binder and full asphalt mixture.

Mastics are generally defined as a mixture of asphalt binder and aggregate filler
or fines, i.e., aggregate particles passing the number 200 sieve and typically finer
than 75 µms in size. Mortars, also referred to as fine aggregate matrix or FAM, are
generally defined as a mixture of asphalt binder and fine aggregates. In this case,
fine aggregates are typically (but not always) defined as aggregates of all sizes that
pass the number 16 sieve or are finer than 1.18 mm. In other words, mastic can be
considered as a composite that comprises the binder as the matrix and aggregate
fines (passing number 200 sieve) as the filler particles. At a slightly higher length
scale, one can interpret mortar or FAM as a composite that comprises the mastic as
the matrix and fine aggregate particles as the inclusion. Finally, one can treat the
asphalt mixture as a composite that comprises the mortar or FAM as the matrix and
the coarse aggregate particles as the inclusion. Note that from a practical standpoint,
as of this writing, most agencies do not enforce or require specifications that are
based on test methods or evaluation of the mastics or mortars. This is simply
because contractors producing an asphalt mixture purchase asphalt binder and
aggregates to produce a mixture, whereas mastics or mortars are neither procured
nor produced in these isolated forms for pavement construction purposes.

Despite the fact that mastics and mortars do not exist in isolation in practice, it is
impossible to develop a better understanding of the behavior of asphalt mixtures
without fully appreciating the mechanisms of load transfer and distress resistance
(or evolution) at these length scales. For example, mastics and mortars can be used
to evaluate the performance of new materials, efficiently design modifiers and
additives, better understand the mechanisms of failure, and predict the performance
of full asphalt mixtures. For all of these reasons, it is important to understand and
evaluate the behavior of these two intermediate scaled composites. This chapter will
discuss the behavior of mastics and mortars and their relevance to the overall
mixture performance.

6.2 Mastics

As mentioned before, mastic refers to asphalt binder combined with aggregate
fillers or fines (passing number 200 or 75 µm size sieve). The significance of
aggregate fillers to increase the stiffness of the asphalt mixture and influence the
overall performance of the mix was recognized as early as the 1940s (Rigden 1947).
Mineral fillers interact with the binder in two different ways. First, since filler
particles are significantly stiffer than the binder, they tend to increase the mastic
stiffness. Second, the specific surface area of mineral fillers (i.e., area per unit mass
of the material) is much higher due to the extremely small size of the filler particles.
As a result, several physicochemical interactions are possible at the filler–binder
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interface that dominate the overall behavior of the asphalt mixture. In fact, certain
types of fillers can result in significant changes to the binder chemistry; such fillers
are referred to as “active fillers” (e.g., hydrated lime) and were discussed in more
detail in Chap. 5 of this book.

6.2.1 Mechanical Role of Filler Particles in Mastic

Intuitively, it is evident that increasing the ratio of filler particles to asphalt binder
will result in a significant increase in the stiffness of the composite. However, an
optimal level of physical stiffening is desirable to ensure that the resulting mix is
both durable and resistant to typical distresses such as rutting and cracking. The
concept of physical stiffening of the mastic due to the filler particles is best
explained on the basis of Rigden air voids (Rigden 1947). Rigden air voids refer to
the volume of air voids that remain after compacting the mineral filler. Rigden air
voids are determined by compacting a sample of dry aggregate fines to their
maximum density.

Rigden (1947) proposed that when asphalt binder is mixed with fillers, a portion
of this binder is consumed to fill up these air voids and is referred to as the fixed
binder. The binder that remains after filling these voids is referred to as the free
binder. Figure 6.1 illustrates this concept in the form of a phase diagram and also
shows a typical device used to measure the Rigden air voids.

Based on the concept of fixed and free asphalt binder, it is evident that mastic
with binder volume that is less than the fixed volume of asphalt would be dry, stiff,
and prone to degradation. Similarly, mastic with a relatively much higher volume of
free asphalt would be more workable and provide more binder for coating the larger
aggregate particles in the mix. Of course, an increase in the free volume of the
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Fig. 6.1 A phase diagram showing the concept of fixed and free volume (left); a typical brass
mold and a drop hammer used to determine Rigden air voids (right)
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binder beyond an optimum will result in an overall reduction in the composite
stiffness. Conversely, one could also visualize the importance of the physical
properties of the filler on the fixed and free asphalt binder. For the same overall
asphalt content, filler particles that result in higher Rigden voids will reduce the free
binder and adversely affect the workability and durability of the mix and vice versa.
In fact, earlier studies have shown that when finer filler particles are used in a mix,
the mixture properties are very sensitive to changes in the binder content (Anderson
et al. 1982).

One example of a case study where Rigden air voids were used to explain
improved workability was in the case of a particulate additive used to produce
warm mix asphalt. In this case, the particulate additive was added to the mix with
notable improvements in mixture workability and compaction at reduced temper-
atures (Arega and Bhasin 2012). A more detailed investigation revealed that the fine
particles of the additive that were added to the mix resulted in reduced Rigden
voids. As a result, the proportion of free asphalt available for this mix was greater
than the control mix and consequently resulted in improved workability even when
the production temperatures were slightly lowered (Arega and Bhasin 2012). In
summary, Rigden voids (and concomitant fixed and free asphalt) are a simple
concept that can provide significant insights into mixture proportioning and
understanding the filler–binder interaction in a mix.

Several studies over the past few decades have employed the concept of Rigden
voids or something similar to better understand the role of filler particles in mastic
and mixture performance. The goal of most of these studies was to develop an
effective method to measure the stiffening effect of the filler particles and incor-
porate limits on the increase in stiffness during the mixture design process.
A summary of findings and recommendations from some of these studies is dis-
cussed here.

Common methods to measure the increase in stiffness or stiffening ratio of the
binder due to addition of filler are based on measurement of Rigden air voids in
fillers, increase in viscosity, increase in temperature of the ring and ball test, and
decrease in the penetration index. Other rheological tests (e.g., DSR and BBR as
discussed in Chap. 2) can also be used to quantify the stiffening ratio of asphalt
binders due to the addition of fillers (Cooley et al. 1998; Rayner and Rowe 2004).
Irrespective of the method of measurement, almost all studies have consistently
demonstrated that the stiffening effect and other mechanical properties of the mastic
are dependent on the type and concentration of fillers. Particularly, the performance
of asphalt mastics at high temperatures is influenced by both the concentration and
type of mineral filler, whereas the performance of asphalt mastics at low temper-
atures is generally influenced by the concentration of the mineral filler (Brown et al.
1997).

Another interesting observation from some of the previous studies is that while
the stiffness of the mastic increases with an increase in the concentration of the
filler, in most cases the phase angle of the mastic was relatively less sensitive to the
concentration of filler particles (Cooley et al. 1998). This has been demonstrated
based on experimental measurements conducted by the Federal Highway
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Administration (Shashidhar and Shenoy 2002) as well as analytical and computa-
tional models of asphalt mastics (Abbas et al. 2005; Buttlar et al. 1999; Shashidhar
and Shenoy 2002; Dukatz and Anderson 1980). However, it must also be noted that
these conclusions are typically true for fillers that are mostly inert and not active
fillers. Active fillers, such as hydrated lime, that interact chemically or have strong
physicochemical interactions with the binder can show behaviors that do not follow
this trend. For example, one study has shown that the phase angle of mastics was
very sensitive to the filler concentration when hydrated lime was used as partial
replacement for some of the inert filler (Kim et al. 2004). The influence of active
fillers on the properties of the mastic will be discussed in subsequent subsections
with a more detailed discussion of mechanisms in Chap. 5.

There are a number of different models that are available for use to theoretically
estimate the stiffening effect of filler particles in the mastic. A number of these
models are derivatives of the Einstein’s model for particles in a diluted solution.
One particular example is the Marion-Pierce approach that has been used by several
researchers (Heukelom 1965; Lesueur and Little 1999; Faheem and Bahia 2010).
According to this model, the property of the mastic Kmastic can be estimated based
on the property of the binder Kbinder, volume fraction of the filler /, and the
maximum packing fraction of the dry filler based on the Rigden voids /m as
follows:

Kmastic ¼ Kbinder 1� /
/m

� ��2

ð6:1Þ

In Eq. 6.1, the property of interest Kmastic could be the viscosity of the mastic or
the complex modulus. However, it must be noted that the above model and other
similar models are only accurate at lower volume concentrations of the filler
(Lesueur and Little 1999). At higher volume concentrations, the interaction between
the filler particles is more dominant and not accounted for by these models resulting
in an underestimated prediction.

In addition to the stiffening effect of fillers, several studies have evaluated per-
formance of the mastic in terms of its fatigue cracking or fracture resistance and
correlated it to the performance of the mixture. Examples include the use of
dynamic mechanical analysis (DMA) to measure fatigue cracking and plastic
deformation (Y. Kim et al. 2003; Airey et al. 2007) and the use of double edge
notched test or DENT to measure essential work of fracture (Andriescu et al. 2006).
These studies have shown that the tensile strength of the mastic typically increases
with an increase in volumetric concentration of the filler up to approximately 55%
(Cooley et al. 1998; Huschek and Angst 1980; Kandhal 1981). The primary
mechanism for this increase in the tensile strength and fracture resistance has been
shown to be crack pinning by the filler particles in the asphalt mastic (Smith and
Hesp 2000). In simple terms, mechanisms such as crack deflection or crack pinning
cause a growing crack front or tip to be deflected to either follow a more tortuous or
energy intensive path or to be arrested, respectively.
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Figure 6.2 illustrates a photograph of the crack pinning mechanism in a soft and
weaker matrix with rigid and stronger particle inclusions analogous to the mastic.
Figure 6.3 illustrates that in most cases, the measured fracture toughness of various
mastics lies within the theoretical boundaries predicted by the crack pinning
mechanism for fillers that interact with the binder and fillers that do not interact with
the binder (Smith and Hesp 2000).

Fig. 6.2 A schematic
showing the pinning and
deflection of crack fronts in a
soft matrix such as asphalt
binder as it approaches the
rigid inclusion particles
(Reproduced from Polymer
Science and Engineering, Sue
(1991), with permission from
John Wiley and Sons)
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In summary, the increase in stiffness and fracture properties of the mastic due to
the addition of filler particles can largely (but not completely) be explained based on
the concepts of Rigden voids (fixed and free asphalt) and fracture toughening
mechanisms such as crack deflection and crack pinning. From the discussion above,
it is also clear that there is an optimum binder to filler ratio that will result in a
cohesive mix with good workability and resistance to both rutting or permanent
deformation and cracking. Binder proportions with low volume fractions of the free
asphalt will result in workability and durability issues. Binder proportions with
higher volume fractions of the free asphalt (low volume fraction of the particles)
will compromise the stiffness of the composite resulting in issues related to per-
manent deformation and reduced fracture resistance.

6.2.2 Physicochemical Interactions of Filler Particles
in Mastic

In the previous section, we discussed the role of filler particles to mechanically
increase the stiffness and fracture resistance of the mastic. Several studies were able
to demonstrate a good correlation between the physical properties such as Rigden
voids and volume concentration of the filler particles to the stiffness of the mastic
(Anderson et al. 1982; Kandhal 1981; Harris and Stuart 1995). Other studies further
refined these correlations to include factors such as coefficient of uniformity,
fineness modulus, and specific surface area of the filler particles (Harris and Stuart
1995). However, a few studies have also demonstrated that in some cases the
physical properties of the fillers were not adequate to explain the stiffening effect of
the filler in the mastic (Craus et al. 1978) or in some cases the improved fracture or
fatigue cracking resistance of the mastic (Y. Kim et al. 2003). This was particularly
true for active fillers (e.g., hydrated lime, certain types of slag, fly ash) that
chemically or physico-chemically interacted with the asphalt binder. Such inter-
actions are dependent on the nature of the filler particles as well as the chemical
composition of the asphalt binder.

As an example, one study quantified the effect of such interactions using the
Marion-Pierce model as shown in Eq. 6.1 (Lesueur and Little 1999). In this study,
the maximum packing fraction measured on the dry filler /m was not determined
based on Rigden voids but was rather back-calculated based on measured properties
to quantify the effect of the filler. For example, for hydrated lime with asphalt
binder AAM it was reported that /m ¼ 0:63. This value was typical for most
asphalt binders. However, with another asphalt binder AAD this value was reported
as /m ¼ 0:20 indicating that hydrated lime acts as a chemically active filler with
AAD and essentially is three times as effective as a filler compared to AAM. This
study also found that at lower temperatures, the stiffening effect of hydrated lime in
asphalt binders AAD and AAM was similar. In other words, although hydrated lime
behaved as active filler in asphalt AAD at high temperatures, it behaved as a
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traditional inert filler in this binder at low temperatures. This filler-temperature
effect was verified using a number of asphalt filler systems. Note that the binders
AAM and AAD used in the above-mentioned study were also used in several other
studies that helped the development of the Superpave performance grade
(PG) binder specification. Readers interested in finding out more about these and
other binders used in the SHRP can refer to the catalog report by Jones et al. (1993).

Physicochemical and chemical interactions between the filler particles (partic-
ularly active filler particles) and the binder have also been shown to influence the
aging characteristics of the asphalt binder and moisture damage resistance of the
mastic. Studies have evaluated the influence of different binder-filler pairs on the
short-term and long-term aging characteristics of using unmodified and polymer
modified asphalt binders (Plancher et al. 1976; Verhasselt 2004). These studies
have demonstrated that the aging susceptibility was highly dependent on the nature
of the filler and the asphalt binder. To illustrate the impact of these interactions
consider the results from a study conducted by Plancher et al. (1976). Plancher et al.
evaluated the aging susceptibility of different binders after allowing them to interact
with fine particles of different mineral aggregates as well as active fillers (in their
case hydrated lime). They quantified aging susceptibility in terms of a hardening
index, which was the ratio of the viscosity of the binder after aging to the viscosity
of the binder before aging. Results for 16 different pairs of binders and mineral fines
with and without an active filler (hydrated lime) are shown in Table 6.1. Results
from this table clearly show that different binders have different aging character-
istics depending on the type of filler. For example, Binder C was extremely sen-
sitive to interactions with the minerals and demonstrated aging indices that varied
from 69 to 195. This variation is attributed to the differences in the physicochemical
and chemical interactions between the filler particles and the binder. Such inter-
actions are significantly exaggerated with active fillers such as hydrated lime. In this
example, addition of hydrated lime reduced the aging index by 29–75% depending
on the type of binder and mineral fines in the mix. The hypothesized mechanism for
this reduction was that hydrated lime interacts with some of the polar functional
groups that form during aging and disrupt the viscosity-building associations
between molecules (see previous Chap. 5 for more details).

In addition to aging, the interactions between the binder and the filler particles
are also responsible for determining the resistance of the mastic and the mixture as a
whole to moisture-induced damage. For example, the physicochemical interactions
between the mineral filler and the binder are responsible for the interfacial adhesion
between these two components as well as the resistance of these interfacial bonds to
moisture-induced damage. Studies based on binder chemistry have identified
specific functional groups in the asphalt binder that strongly adsorb onto mineral
aggregate surfaces to promote adhesion. For example, nitrogen-based functional
groups (e.g., amines) from the binder have been shown to adsorb strongly to
mineral surfaces and form moisture-resistant bonds (Petersen and Plancher 1982).
Some other functional groups from the binder such as carboxylic acids have also
been shown to adsorb strongly and adhere to mineral surfaces; however, these
bonds have also been shown to be less resistant to debonding in the presence of
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moisture (Petersen and Plancher 1982). Some other studies have evaluated the
moisture damage resistance of the binder-mineral bond based on the principles of
physical chemistry and thermodynamics of the interface. This approach typically
entails the measurement of surface free energy (also referred to as surface tension)
of different asphalt binders and minerals. The surface energy values of these
materials, along with the surface free energy of water, are then used to compute the
work of adhesion between the binder and the mineral as well as the energy to
promote debonding between these two materials in the presence of water. This
approach can be used to identify the binder-mineral pair that is inherently most
resistant to moisture-induced damage. Additional details on this approach are dis-
cussed in Chap. 4.

Note that other than debonding, in certain cases moisture damage may be
concentrated in the mastic due to inherent deficiencies in the filler itself. For
example, presence of excess clay or plastic fines in the filler material can render the
mastic inherently susceptible to moisture damage. In summary, the physicochem-
ical and chemical interactions between the filler particles and the binder can sig-
nificantly affect the properties of the mastic in terms of its stiffness, aging
characteristics, and resistance to distresses such as cracking and moisture-induced
damage. It must also be noted that although the mechanisms related to the inter-
actions between the filler and binder that influence stiffness, aging, and moisture
damage resistance cited in this subsection were based on binders and mineral fillers
in a mastic, these same mechanisms are also applicable for interactions between the
binder and the coarse aggregates in the mixture. The main difference is that the

Table 6.1 Influence of binder and mineral interaction on aging of the binder

Binder Mineral Hardening index

Untreated With hydrated lime filler Percent reduction

Binder A Limestone A 37 17 54

Limestone B 31 12 61

Quartzite 42 19 55

Granite 41 21 49

Binder B Limestone A 28 9 68

Limestone B 20 6 70

Quartzite 28 10 64

Granite 31 14 55

Binder C Limestone A 129 43 67

Limestone B 69 17 75

Quartzite 135 44 67

Granite 195 38 81

Binder D Limestone A 39 21 46

Limestone B 23 17 26

Quartzite 25 17 32

Granite 32 16 50
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mastic incorporates fine aggregate particles with very high specific surface areas
that exacerbate the effects due to the filler-binder interactions. Such interactions are
particularly important in the case of active fillers such as hydrated lime and were
discussed earlier in Chap. 5 (Little and Petersen 2005; Lesueur and Little 1999).

6.2.3 Considerations During Mixture Design

While the mechanisms that influence mastic and mixture properties due to the
mechanical and physicochemical interactions between the binder and filler particles
are well understood in the literature, putting these ideas into practice in the form of
standard methods to design asphalt mixtures has been a challenge. This is primarily
because of two reasons.

First, there are a variety of fillers with different physical and chemical charac-
teristics that are encountered in practice. As a result, it is sometimes cost prohibitive
to evaluate these characteristics each time a mixture design is to be carried out.
Second, different types of asphalt mixtures have different sensitivities to the
properties of the asphalt mastic. For example, one study has reported that addition
of 2% excess fines to an already fine-graded mixture without changing the optimum
asphalt content resulted in increased rutting but no change in fatigue cracking as
observed in the field. Another study has reported that coarse-graded mixtures are
more sensitive to small variations in filler content compared to fine-graded mixtures
(Sebaaly et al. 2004). For stone matrix asphalt (SMA), a stiff binder-filler matrix is
generally required to support the high stress concentrations that occur at
stone-to-stone contact points within the mixture. It is common to use higher filler to
aggregate ratios for SMA mixtures. However, excess fines may reduce the work-
ability and result in a crack susceptible mixture.

In terms of current practice, the Superpave mix design method (from SHRP)
recommends specification limits based purely on volumetrics (use of 0.6 to 1.2
filler-aggregate ratio). Many European specifications are based on both volumetrics
and measurement of the stiffening ratio of the mastic due to addition of the filler.
For example, the current European standard requires measurement of Rigden voids
(values to be between 28 and 55%) (EN 1097-4) and measurement of stiffening as
the increase in ring and ball test temperature of the mastic with respect to the binder
(values to be between 8 and 25 °C) (EN 13179-1). Another example is the German
filler test based on the amount of filler required to form a noncohesive mass when
thoroughly mixed with a standardized amount and type of oil.

A more recent study supported by the National Cooperative Highway Research
Program (NCHRP) revisited the recommendations for incorporating mastic prop-
erties while designing asphalt mixtures (reference). Some of the key conclusions
from this study are summarized below.

The NCHRP study demonstrated that Rigden voids and viscosity of the mastic
have a strong influence on the mixture workability (when all other factors are
constant). Consequently, this study also proposed tentative limits for mastic
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viscosity to ensure that the mixture workability was not compromised. In order to
enforce this requirement, one would have to directly measure the mastic viscosity as
an additional test or measure the Rigden voids for the filler and use a regression
model that relates mastic viscosity to the Rigden voids and binder viscosity. The
aforementioned study also demonstrated that the mastic properties influenced per-
formance of mixtures in terms of resistance to rutting, fatigue cracking,
low-temperature cracking and moisture-induced damage. However, in the case of
mixture performance, several other factors in addition to filler-binder interactions
were found to be significant. For example, in the case of rutting resistance both the
coarse aggregate gradation and the type of binder play a more important role in the
mixture behavior.

In summary, mastics or fillers are not very often evaluated and used during the
mix design process. This is due to the fact that (1) mastics are never used in
isolation in pavement applications and (2) testing and screening mastics during the
mixture design process would entail an additional resource consuming design
step. However, it is equally important to remember that evaluating mastics in
isolation are an extremely important tool when evaluating active fillers or other
innovative materials that may be considered for incorporation in asphalt mixtures.

6.3 Mortars or Fine Aggregate Matrix

Asphalt mortars or fine aggregate matrix (FAM) are generally regarded as a mix of
asphalt binder and fine aggregate particles, typically finer than 1.18 mm (or passing
the #16 sieve size). As discussed earlier, FAM can be treated as a homogenous
matrix (hence the name) that binds the coarse aggregate particles together in an
asphalt mixture. As in the case of asphalt mastics, asphalt mortars do not exist in
isolation in a pavement structure but only as a part of an asphalt mixture. The only
exception to this is perhaps extremely fine mixes that approach the particle size and
gradation similar to that of the mortar or FAM. Consequently, FAM mixes are
designed and studied to better understand the mechanisms of damage evolution in
asphalt mixtures. This section will discuss two specific aspects of FAM mixes:
(1) The methods that are used to design a FAM mix for evaluation and testing and
(2) examples of case studies, wherein FAM was used as an evaluation tool and
possibilities for similar use in the future.

6.3.1 Applications of Fine Aggregate Matrix

Some of the reasons that make it more efficient to evaluate FAM specimens are as
follows: First, the resources (time and manpower) required to evaluate FAM mixes
are significantly lower than the resources required to test full asphalt mixtures; as a
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result for specific problem types (discussed later,) it is more efficient to evaluate
FAM compared to full asphalt mixtures.

To explain this further, consider the fact that FAM mixes are usually tested in the
form of a cylindrical test specimen that is typically 50 mm in height and 10–12 mm
in diameter. Note that the specimen diameter is typically 8–10 times the maximum
particle size, which is typically 1.18 mm. This allows for the test specimen to serve
as a representative volume of the FAM mix. In other words, the specimen to particle
ratio is large enough to allow the treatment of the FAM as a homogenous medium
or continuum, wherein the properties of the individual particles, interfaces, and
interparticle layers are not of interest; rather the focus is on the behavior of the
composite as a whole. The smaller test specimen requires much less time and effort
to fabricate compared to a full asphalt mixture. Also, the smaller test specimen
allows the FAM to be evaluated using a smaller loading frame or testing device
compared to a full asphalt mixture. In fact, most studies involved with FAM have
been conducted using a dynamic shear rheometer (DSR) very similar to the one
used to evaluate asphalt binders. Figure 6.4 illustrates a typical FAM test specimen
along with the setup used to evaluate such specimens using a dynamic shear
rheometer.

The four major forms of distress in asphalt materials in a flexible pavement are
rutting, fatigue cracking, low-temperature cracking, and moisture-induced damage.
Of these, distresses such as fatigue cracking, low-temperature cracking, and
moisture-induced damage are mostly concentrated in and dictated by the mortar
portion of the asphalt mixture. For example, rutting or resistance to permanent
deformation is strongly influenced by the coarse aggregate particles (e.g.,
particle-to-particle contact, interlocking, etc.). Distresses, such as cracking, pri-
marily originate and grow in the FAM portion of the asphalt mixtures. In this case,
the coarse aggregates play a role in dictating local stress distribution in the matrix or

Torque 
applied 
at top

Fixed 
bottom

Temperature 
control 
chamber

Fig. 6.4 A typical FAM test specimen (extreme left corner) cored out of a larger six inch diameter
specimen compacted using a gyratory compactor; the specimen is typically evaluated using a
dynamic mechanical analyzer (middle) with temperature controls (With permission from TRB
through the National Academy of Sciences, (Little et al. 2006)
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FAM, but for a given scenario or coarse aggregate type and distribution, it is
ultimately the FAM portion of the mix that will resist crack nucleation and growth.

Similarly, owing to the high specific surface area of the smaller sized particles
and the presence of the binder in the FAM, mechanisms related to moisture-induced
damage such as softening of the binder and loss of interfacial adhesion (or strip-
ping) are also concentrated in the FAM portion of the mix. Consequently, the
second advantage of using FAM as a test material is that it allows the investigation
of distresses such as fatigue cracking and moisture-induced damage at a much
higher resolution. In other words, by investigating FAM it is possible to amplify
and investigate the evolution of these distresses at higher sensitivity as opposed to
using a full asphalt mixture.

There are several computational models that are focused on modeling and pre-
dicting the behavior of the asphalt mixture as a composite. In most of these models,
the material geometry and property are required as an input (see Chap. 15). For a
full asphalt mixture, geometry would entail details pertaining to the size and spatial
distribution of individual aggregate particles, asphalt binder film between such
particles and air voids. As discussed previously, aggregate particle dimensions can
vary over orders of magnitude (75 lm–25 mm) in a typical mix. This makes it
computationally untenable to recreate all the individual particles in a large repre-
sentative volume of the mix. However, the problem can be alleviated by treating the
asphalt mixture as a composite comprising of only coarse aggregate particles bound
together by a homogenous matrix, i.e., the FAM. The third main advantage of
evaluating FAM is that its properties can be used as an input to develop compu-
tational models to predict the behavior of full asphalt mixtures.

The following paragraphs discuss some of the case studies from the literature,
where FAM was employed as a material of choice owing to one or more of the
above reasons. The subsequent subsection discusses the methods that can be used to
design FAM mixes and fabricate test specimens.

One of the earlier studies that involved the use of an asphalt mortar was to
evaluate the fatigue cracking resistance of asphalt binders in the form of a composite
(Y.R. Kim et al. 2003). In this case, the mortar was a mix of the asphalt binder and
Ottawa sand. Although Ottawa sand is naturally mined, it is comprised of rounded
particles of almost pure quartz that are very uniform in size and consistency. Owing
to these properties, Ottawa sand is commonly used in laboratory experiments with
hydraulic cement. In the study cited above, the goal was to evaluate the properties of
the asphalt binder with this relatively standard form of natural sand.

In a subsequent study (Little et al. 2006), the focus was to evaluate the rela-
tionship between the surface free energy of asphalt binders and aggregates, and
concomitant thermodynamic parameters such as work of adhesion and debonding to
the moisture damage resistance, cracking, and self-healing properties of asphalt
composites. In this study, it was necessary to experimentally measure the moisture
damage resistance, fatigue cracking resistance, and self-healing properties of sev-
eral different combinations of asphalt binders and aggregates along with their
surface free energies. Since the goal was to isolate the role of material properties,
specifically surface free energies, while all other factors remained constant (e.g.,
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gradation, binder content, etc.), the researchers used mortars to evaluate the
aforementioned performance characteristics of different mixes. Note that unlike the
previous study (Y.R. Kim et al. 2003), in the latter study (Little et al. 2006) the
interaction of the binder with the mineral aggregate was important and as such the
Ottawa sand could not be used. Consequently, the latter modified the previous
approach and produced mortars or FAM mixes using fine aggregates from typical
full asphalt mixtures in lieu of the Ottawa sand. Owing to the efficiency of testing
FAM specimens, researchers were able to conduct performance tests on several
mixes to demonstrate that surface free energy played an important role in dictating
the resistance of asphalt mixes to moisture-induced damage and also its self-healing
properties.

FAM mixes have also been used as the material (and length scale) of choice to
solve several other interesting problems, some of which are discussed below. Most
of these applications can be classified into three broad categories:

1. As a tool by which to evaluate the influence of material properties and factors
(e.g., additives, binder aging, mineral characteristics) on performance
characteristics.

2. As the matrix to develop composite computational models for full asphalt
mixtures.

3. As an efficient medium by which to develop analytical methods to evaluate
composite performance, which can then be extended to full asphalt mixtures.

The following paragraphs present a few examples from each one of the above
three categories of applications.

6.3.1.1 Use of FAM to Evaluate Influence of Material Properties
and Other Factors on Performance

Several studies have used FAM as the length scale and material of choice to
evaluate the influence of material properties or other factors on the performance of
asphalt composites. Three examples are presented here to demonstrate the use of
FAM to answer specific performance-related questions.

One of the studies involving FAM was to quantify the impact of granite and
limestone fillers on moisture-induced damage and also to find effective solutions to
reduce the impact of granite fillers on moisture-induced damage by either blending
such fillers with limestone fillers and/or hydrated lime (Caro et al. 2008). In this
study, researchers used FAM mixes with different combinations of fillers to
quantify the impact of moisture-induced damage by conducting fatigue tests on dry
and moisture conditioned FAM test specimens. Although FAM does not represent a
full asphalt mixture, it does contain fine aggregates and fillers with the same
mineralogy as the full asphalt mixture. Also fine aggregate particles and fillers have
a much higher specific surface area compared to coarse aggregate particles and
therefore represent a section of the mix, wherein the damage is highly concentrated.
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More importantly, the use of FAM allowed the researchers to conduct tests on
several replicates (with much less effort compared to testing full asphalt mixtures),
which in turn improved confidence in the final test results.

In another similar study, researchers were investigating the most efficient pairing
of different asphalt binders (from different refineries and crude sources) with dif-
ferent mineral aggregates (Bhasin et al. 2006). In this case, researchers were able to
test FAM mixes using different combinations of mineral aggregates and asphalt
binders to demonstrate the role of material properties such as surface free energy
and aggregate angularity on the moisture sensitivity of asphalt composites. They
were able to benchmark and validate their results against known field performance
of several mixes in the field. As before, the use of FAM mixes allowed the
researchers to efficiently evaluate a number of different mixes with significantly
fewer resources.

As the third example, FAM was used to evaluate the impact of warm mix
additives and long-term oxidative aging on the fatigue cracking resistance of
asphalt composites (Arega et al. 2013). In this case, researchers were interested in
evaluating two different binders with five different warm mix additives before and
after long-term oxidative aging. This test matrix would entail running fatigue tests
on 24 different mixes including control specimens. However, since the question of
interest was the relative fatigue cracking resistance of these mixes before and after
aging (all other factors such as aggregate gradation being the same), researchers
were able to conduct these tests much more efficiently using FAM mixes in lieu of
full asphalt mixtures. Recall that even in a full asphalt mixture, crack nucleation and
growth primarily occur in the mortar or FAM portion of the mix. Therefore, the use
of FAM mixes was a much more efficient path to answer this research question as
opposed to running traditional fatigue tests on full asphalt mixtures. Interestingly,
researchers demonstrated that the rank order for the fatigue cracking resistance of
different mixes did not change considerably after long-term aging compared to the
rank order before long-term aging.

6.3.1.2 Use of FAM to Obtain Properties Useful in Computational
Modeling

The second category of applications for FAM mixes is in the area of multi-scale
computational modeling. Computational models such as discrete element model or
finite element model are used to predict the behavior of the material when subjected
to any arbitrary loading condition. Depending on the problem of interest, such
models may be developed at different length scales. For example, at the mixture
level the problems of interest might include the following:

1. Conducting a parametric analysis on the influence of coarse aggregate particle
gradation (or particle angularity) on the stiffness and damage resistance of
asphalt mixtures,
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2. Conducting a parametric analysis on the influence of air voids distribution on
the stiffness of an asphalt mixture, and

3. Investigating the nature and rate of damage evolution in asphalt mixtures.

As discussed earlier, in all of the above studies, it is not feasible to model the
precise geometry and spatial distribution of every single aggregate particle (ranging
from finer than 75 lm to several millimeters in size) while recreating the structure
of the asphalt mixture. Such an effort would require imaging or simulating the
spatial distribution of all fine and coarse aggregate particles over a large volume
using a very precise method that spans different length scales (micrometers to
millimeters). Instead of recreating every single coarse and fine aggregate particle, it
is significantly more advantageous to treat the mortar phase of the asphalt mixture
(fine aggregate particles and the binder) as a single homogenous matrix that binds
coarse aggregate particles together. This approach has been used in several studies
to evaluate different issues of interest. For example, Freitas et al. (2006) were
interested in modeling the evolution of microcracks within the asphalt mixture to
simulate fracture or fatigue damage. To this end, they measured the fracture
resistance of FAM using a well-defined geometry and then used that as a property
input in a composite model of the full asphalt mixture comprising of coarse
aggregates bound together using FAM.

As another example, Caro et al. (2010) conducted a parametric study using
computational models to evaluate the influence of air voids distribution on the
stiffness and moisture damage resistance of full asphalt mixtures. As before, they
recreated the asphalt mixture as a composite of coarse aggregates and FAM,
wherein the properties of FAM (e.g., viscoelastic behavior, damage resistance in
dry and moisture conditioned states) were measured using simple geometries and
used as a property input in the computational model.

The above and other similar studies are extremely useful because they provide
valuable insight into mixture behavior using an efficient combination of compu-
tational and experimental methods. Figure 6.5 illustrates the typical decomposition
of a full asphalt mixture into a matrix (FAM) and coarse aggregate particles used for
computational models.

6.3.1.3 Use of FAM to Develop Constitutive Models for Material
Behavior

The third and last category of applications for FAM mixes is to develop constitutive
models for material behavior. Since FAM mixes present behavior that is very
similar to full asphalt mixes (e.g., viscoelastic response and rate or frequency
dependent fatigue cracking), they could be used as a more efficient alternative to
develop constitutive models for material behavior. For example, Castelo-Branco
et al. (2008) used FAM mixes to develop methods to quantify the fatigue cracking
resistance of asphalt mixtures. More specifically, they developed a crack growth
index that was dependent on the damage resistance of FAM specimens and surface
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free energy of its components materials (i.e., mineral aggregates and binder). In
another study, Karki et al. (2015) used FAM mixes to develop an experimental and
analytical method to evaluate the fatigue cracking resistance and self-healing
characteristics of asphalt composites. In this case, researchers were not only
interested in fatigue damage and self-healing of asphalt mortars or FAM but were
also interested in developing a method that could be applied to full asphalt mix-
tures. However, since the development of a method using full asphalt mixtures
would require significant time and resources, it was more efficient to use FAM
mixes instead and then propagate and apply the findings to full asphalt mixtures
with any minor adjustments as needed.

6.3.2 Design of Fine Aggregate Matrix

The previous section demonstrated the different ways in which FAM mixes can be
used as a diagnostic tool to evaluate the influence of material-related factors (e.g.,
additives and aging) on its behavior, or as a medium to develop computational or
analytical models that describe the behavior of full asphalt mixtures. For the reader
interested in using FAM in a similar or different application, the next natural
question would be how to design and fabricate FAM mixes and test specimens,
respectively. As far as the mix design is concerned, FAM mixes must be designed
based on the application in mind. This section outlines a few of the most commonly
used methods to design a FAM mix.

Fine aggregate matrix treated as a 
homogenous portion with properties
measured separately; FAM is typically
treated as a viscoelastic solid. 

Coarse aggregate particles
are the inclusions in this
composite and are typically
treated as an elastic solid. 

Fig. 6.5 A typical cross section of an asphalt mixture with coarse and fine aggregates (left) and a
typical reduced geometry (right) used for computational modeling wherein the material is reduced
to a composite of coarse aggregates (dark regions) and a matrix of FAM (clear space). Note that
particles smaller than approximately 1 mm in size are not visible in the image on the left due
limitations of image resolution and the fact that such particles are masked by a film of the asphalt
binder during specimen sectioning
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The first step to establish a mix design for FAM is to establish a maximum
particle size or the sieve size through which 100% of the particles pass through. In
most studies, this is selected to be 1.18 mm (or passing the #16 sieve size). Initially,
the motivation for selecting this size was that particles smaller than this size are not
typically detected without loss of detail using imaging techniques such as digital
scanning of saw cut surfaces or X-ray computed tomography of full asphalt mix-
tures. Other studies (Underwood and Kim 2011) have suggested that a more
rationale approach to select the maximum particle size is based on something
similar to the Bailey method that was discussed in Chap. 3. Recall that in the Bailey
method, the coarse and fine aggregate fractions are not defined based on an arbitrary
cutoff size. Rather coarse aggregates are defined as aggregates that create voids
when packed together, and fine aggregates are aggregates that fill these voids. Also,
in this case a primary control sieve is defined to differentiate between coarse and
fine aggregates, where the size of this sieve is 0.22 times the nominal maximum
aggregate size. This approach can also be used to define the maximum aggregate
size for the FAM mix.

Once the maximum aggregate size for the FAM mix is established, the gradation
of the mix is simply reproduced to replicate the relative proportions of different
aggregate sizes from the representative full asphalt mix (Fig. 6.6). The next
important question has to do with the binder content.

There are two different approaches that are commonly used to determine the
binder content in the FAM:

1. By assuming that all the binder in the mix is a part of the fine aggregate matrix,
and the fine aggregate matrix holds coarse aggregate particles together as a
composite, or
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Fig. 6.6 Gradation of a typical full asphalt mixture (left) is used to determine the gradation of a
FAM mix (right) after establishing a maximum aggregate size

254 6 Mastics and Mortars



2. By assuming that the coarse aggregate particles are coated by a thin film of the
pure binder, and such coated coarse aggregate particles are held together by the
fine aggregate matrix.

Determining the binder content for the first approach is fairly straightforward.
The percentage of binder by weight of the aggregates in the full mix is simply
expressed as the percentage of binder by weight of the fine aggregates in the mix.
When following this approach, one important correction that must be considered is
aggregate absorption, i.e., binder absorbed by coarse aggregates must be discounted
in computing the overall binder content. As needed (particularly for absorptive
aggregates), this correction can be determined by conducting a simple volumetric
analysis of coarse aggregates mixed with sufficient amount of the binder.

Determining the binder content for the second approach requires that the binder
film coating the coarse aggregate particles also be discounted from the binder
content determined using the previous procedure. This can be done analytically or
experimentally.

The analytical approach requires that the user makes some assumptions
regarding the surface area of the coarse aggregates and the thickness of the binder
film coating the aggregate particles (Branco 2008; Zollinger 2005). The binder
content coating coarse aggregate particles can also be determined experimentally.
This is typically done by producing a sample of the loose full asphalt mixture,
separating the coarse aggregate particles from the rest of the mix, and finally
determining the binder content in the coarse aggregate particles by using an ignition
oven or other methods.

The choice between the two methods mentioned above is dictated by the
objective of the exercise. For example, the former method can be used for studies
involving the effect of asphalt binder type, chemical or polymer modifiers, aging,
anti-strip agents, etc., on the performance of the composite. Either method can be
used when the properties of FAM mixes are being measured for use as an input in a
computational model that is specifically developed to comprise coarse aggregate
particles held together by the fine aggregate matrix OR coarse aggregate particles
with a binder film held together by the fine aggregate matrix.

Finally, the last variable in the production of FAM specimens is air voids. As
before, the final objective of using the FAM will dictate the level of compaction
used to produce FAM specimens. For studies involving investigation of fracture,
fatigue, and healing characteristics as a function of material-related factors (e.g.,
binder type, modifier, aging), a fully compacted specimen with minimal or no air
voids may be appropriate. If such studies were to include assessment of
moisture-induced damage by conditioning the test specimens, then the FAM
specimens can be compacted to 90–95% of their maximum density, allowing some
room for air voids that will facilitate the moisture transport and conditioning pro-
cess. Finally, if the objective is to measure FAM properties as an input for a
computational model (similar to the one illustrated in Fig. 6.5), then the choice of
whether or not to incorporate air voids in the FAM test specimens will be dictated
by the approach used to create the model. In other words, if the computational
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model explicitly includes air voids, FAM, and coarse aggregate particles, then the
FAM specimens must be fabricated with minimal or no air voids and then used for
measurement of material properties. On the other hand, if the computational model
assumes that air voids are distributed within the FAM, then the FAM specimens
must be fabricated accordingly for measurement of their properties.

6.4 Summary

In this chapter, we looked at two particular length scales of interest that lie between
the component materials (asphalt binder and aggregate particles) and the full asphalt
mixture: asphalt mastics and asphalt mortars or Fine Aggregate Matrix (FAM).
Although mastics and FAM do not exist by themselves in an asphalt mixture, the
evaluation of materials at these length scales offers a very cost- and time-effective
pathway to:

1. investigate the effect of mineral aggregate interaction while designing liquid
anti-strip agents,

2. design and determine optimal dosage of polymer and/or chemical modifiers,
additives, extenders, softening agents etc. for use with different asphalt binders
to enhance performance characteristics such as improved resistance to fatigue
cracking, fracture, moisture damage resistance and improved healing,

3. determine the effect of long-term aging on the performance characteristics of
different binder types while also being able to account for mineral-binder
interactions,

4. conduct forensic analysis of material failures, and
5. develop computational mixture models that can simulate the behavior of full

asphalt mixtures under a variety of different boundary conditions.

Finally, this chapter also discussed various ways in which such materials can be
designed and produced in a laboratory to meet the objectives listed above.

6.5 Exercises

6:1. The table below gives the gradation of an asphalt mixture with an optimum
binder content of 5.4% by weight of the mix. Determine the gradation and
binder content of a mortar or Fine Aggregate Matrix that is representative of
this mixture. Consider that no binder is absorbed in the coarse aggregate
particles, and the FAM represents the matrix that binds the coarse aggregate
particles (i.e., there is no additional binder between the FAM and the coarse
aggregate surface).
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Sieve size Percentage passing

19.5 mm 0

9.5 mm 15.0

No. 4 40.0

No. 8 64.9

No. 30 84.3

No. 50 88.4

No. 200 96.4

6:2. Scenario A: The asphalt mixture can be modeled (e.g., in a computational
finite element model) as a three component composite comprising coarse
aggregate as inclusion, FAM as the matrix, and air voids as the third com-
ponent dispersed within the FAM. Scenario B: The asphalt mixture can also be
modeled as a two-component composite comprising coarse aggregate as
inclusion and FAM as the matrix with air voids being an integral part of the
FAM itself. You have been asked to determine the engineering properties of
the FAM mix similar to the one described in question 6.1. using laboratory
fabricated test specimens. Describe in detail how your specimen fabrication
procedure would differ if you were modeling using Scenario A versus
Scenario B.

6:3. Filler particles when added to an asphalt mix generally increase the stiffness of
the mastic and hence the stiffness of the mix. In some rare cases, it is possible
to add filler particles and observe that the stiffness of the mixture has reduced.
Explain the possible reasons for this [Hint: Study the concept of Rigden voids
in more detail].
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Chapter 7
Asphalt Mixtures

7.1 Introduction

An asphalt mixture is a composite material that comprises mineral aggregates,
asphalt binder, and air voids. Although, as discussed earlier, it is sometimes ben-
eficial to treat an asphalt mixture as a composite of coarse aggregates bound
together by an asphalt mortar (i.e., the binder, air voids, and fine aggregates are
treated as a single component). Asphalt mixtures can be broadly classified into two
groups: structural mixes and surface mixes. As the name suggests, structural mixes
are mixes that provide structural capacity to the pavement, and their primary
function is to effectively transfer loads from the vehicles to the pavement foun-
dation (via the base and subbase). Surface mixes are mixes that are specifically
designed to meet surface requirements such as adequate skid resistance, reduced
vehicle–pavement noise, and effective water drainage. Generally, surface mixes are
placed as a thin or very thin layer on top of an existing structural mix. In many
cases, structural mixes also fulfill the role of a surface mix. Recall the discussion on
the different types of aggregate gradations in Chap. 3. Aggregate structures that
result in a dense-graded or gap-graded mix (the latter is also referred to as stone
matrix asphalt or SMA) are typically used as structural mixes. Aggregate structures
that result in an open-graded mix (also referred to as open-graded friction course or
OGFC) are typically used as a surface mix.

Asphalt mixtures need to be tailored and designed for each specific geographic
location and application. Different geographic locations have different climatic
conditions, and the type of binder used should be selected such that it is appropriate
for the climatic conditions at the construction site. More importantly, the mineral
aggregates used in asphalt mixtures can differ significantly from one geographic
region to another. As discussed in Chap. 3, since aggregates comprise about 95%
by weight of the asphalt mixture, it is economically important to procure such
aggregates locally. The two ingredients, i.e., the asphalt binder and the mineral
aggregates, are produced by nature and processed by humans for engineering
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applications. As a result, there are significant differences in the chemistry and
performance of these materials over time, even when they are procured from the
same source.

Even within the same geographic region, the intended use of the asphalt mixture
will dictate the design of the asphalt mixture. For example, the requirements and
economic constraints to design an asphalt mixture for a major interstate highway are
obviously going to be very different from that of a rural road that runs in the vicinity
of the highway. On account of these differences, there are no standard asphalt
mixture designs that can be adopted universally. Instead, the current engineering
practice is to establish procedures for the design of different kinds of asphalt
mixtures. The expectation is that engineers can use such procedures to design
mixtures for specific applications and geographic locations.

The end goal of a mixture design procedure is to determine:

1. the appropriate type of binder (Chap. 2),
2. the aggregate gradation or skeleton structure (Chap. 3), and
3. the optimum binder content (percent binder by weight of the mixture) such that

the final mix demonstrates acceptable performance over its service life.

Chapters 2 and 3 have covered in detail the science and practice of selecting
asphalt binders and aggregate structures, respectively. The focus of this chapter is
on the third step, i.e., to understand the process of estimating the optimum binder
content for an asphalt mixture for a given application.

The generic steps to determine the optimum binder content in a typical mixture
design procedure are as follows:

1. The first step is to select the binder grade that is appropriate for the specific
project. In some cases, it is possible that there is more than one producer that can
supply the same binder grade to the specific location. In such cases, it may be of
interest to run a comparative mix design for the binder of the same grade from
different producers. Recall from Chap. 2 that although two binders may have the
same grade, it does not imply that the two binders have a similar chemical
makeup or will result in similar long-term performance characteristics. In fact,
there is anecdotal evidence from highway agencies that certain mix designs
performed much better merely by switching to a binder with a similar grade
from a different producer.

2. The second step is to select the type of aggregate skeleton that is to be used for
the specific application. Recall from Chap. 3 that several different types of
aggregates structures can be created, and there are an infinite number of pos-
sibilities to arrive at a gradation that meets typical boundaries established as
specification limits. However, techniques such as the Bailey method can help
reduce this open-ended problem and provide a systematic way to arrive at a
specific gradation (or two) for mixture design purposes.

3. The third step is to prepare aggregate and binder blends with varying mass
fractions of the binder or simply binder contents. This step typically starts with
an educated “guess” or estimate for the optimum binder content, expressed as
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percent binder by weight of the mix. This is followed by preparation of blends
that mix the mineral aggregate with the binder at the estimated value as well as
0.5 and 1% points above and below the estimate value. For example, if the
estimated value for the optimum binder content (say from prior experience) is
4% binder by weight of the mix, then trial blends are prepared using 3, 3.5, 4,
4.5, and 5% of asphalt binder by weight of the mix.

4. The fourth step is to compact test specimens using the blends prepared in the
previous step using some kind of a compaction device.

5. The fifth step is to evaluate the test specimens fabricated in the previous step to
determine the optimum asphalt content that will result in a satisfactory mixture
performance over the service life of the pavement.

The last two steps are the most crucial in ensuring that the final product used in
pavement construction is durable and will result in satisfactory pavement perfor-
mance. In fact, the last two steps are so important that they have been the subjects
of several research studies over the past five decades all over the world. The last
step, i.e., a method to evaluate the expected field performance of laboratory-
compacted test specimens is still a subject of ongoing research across several
institutions globally. Also, perhaps in the near future, computational modeling tools
can further facilitate the process of finding an optimal gradation and binder content
in steps 3 through 5. The following sections will discuss in detail aspects related to
the last two steps.

7.2 Methods to Fabricate Laboratory Specimens

In most cases, an asphalt mixture is designed and validated for field performance in
a laboratory environment. The final ratified mixture design or job mix formula (i.e.,
aggregate gradations and binder content) is then supplied to the contractor pro-
ducing the asphalt. Therefore, it is absolutely important that the test specimens
fabricated in the laboratory during the mixture design process replicate as closely as
possible the mixture that is placed in the field not only in terms of the proportions of
the ingredients but also more importantly in terms of the internal structure of the
asphalt mixture. In other words, two mixture specimens that have the same com-
ponent materials in the exact same proportions can still have significantly different
internal structure of aggregate particles and distribution of air voids resulting in
vastly different performance characteristics. Therefore, one of the cornerstones of
establishing a sound methodology to design an asphalt mixture is to incorporate a
procedure to fabricate test specimens such that the internal structure of the test
specimens is as similar as possible to the internal structure of the mixture com-
pacted in the field during construction and service.

It is also important to highlight here that typically laboratory compaction
methods to fabricate test specimens are intended to replicate the internal structure of
the asphalt mixture towards the end of its design life. In this sense, the laboratory
compaction method not only simulates densification during construction, but also
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densification that occurs during the service life of the pavement following con-
struction. Several different laboratory-based devices have been developed over the
decades to accomplish this. This section will present a brief background on some of
these methods.

One of the earliest methods to compact asphalt mixture specimens for laboratory
design was developed by Bruce Marshall for the Mississippi Highway Department
in the USA in late 1930s. The US Army core of engineers began to study and use
this device for the design of mixtures for airfield pavements during World War II.
Figure 7.1 illustrates a schematic of the device along with a photograph of a
Marshall compactor.

In summary, the Marshall compaction method involves the use of a hammer that
drops from a fixed height into a mold with the loose asphalt mixture and compacts
it. The hammer weighs about 10 lbs or 4.54 kg, and the cylindrical specimen is
about 4 in. or 100 mm in diameter. The number of drops or blows typically ranges
from 35 to 75 on each side of the specimen and is determined based on the volume
of traffic expected during the design life of the pavement. The specimens fabricated
using the Marshall compactor are used with the Marshall mix design method to
determine the optimum binder content. This method will be briefly described in the
following section. The biggest advantage of the Marshall compactor is that it is a
relatively simple and a low-cost device. In fact, the manual compactor is nothing
more than a guide rod with a weighted hammer designed to fall from a fixed height
into a steel mold. On the other hand, the biggest criticism of the Marshall compactor

Mold
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loose
asphalt

mix

Fig. 7.1 A schematic
showing the Marshall
compaction method (left) and
a photograph of automated
Marshall compactors (right)
(Image courtesy of Gilson
Company Inc., USA)
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is that the compaction method is very unrealistic and does not accurately represent
the compaction that occurs in the field using a steel wheel roller during construction
or under traffic during service. In case of the latter, the material experiences a
“kneading” action under the rolling wheel that results in a very different aggregate
internal structure.

In the years that followed the introduction of the Marshall compactor,
researchers and practitioners realized the need to develop a laboratory compaction
method that produced test specimens that more accurately represent
field-compacted mixes. At this point, one may argue that the best way to achieve
this would be to use a rolling compactor and compact loose asphalt mixture into a
slab to produce test specimens. However, such a procedure would be highly
impractical to produce several test specimens in a short period of time for the
purposes of routine mixture design.

One of the methods to produce laboratory-compacted samples that are similar to
field-compacted samples is the kneading compactor. Francis Hveem in the 1920s
developed a device to compact specimens that were about 4 in. or 100 mm in
diameter using a kneading compactor. The kneading compactor applies a vertical
compaction force to the loose mix in a mold via an approximately triangular-shaped
foot that covers only a portion of the specimen face. Compaction is achieved by
“tamping” the free face of specimen uniformly at different points. This process
compacts only a part of the exposed surface of the mix in the mold, and the particles
are allowed to move relative to each other creating a kneading action to densify the
mix. Different versions of the kneading compactor have been developed based on
this principle. One slightly different variation is the linear kneading compactor that
comprises a loaded wheel or similar part that runs over a rectangular mold filled
with loose mix and metal shims on top of the loose mix to transfer the load. The
linear kneading compactor (LKC) and Arizona kneading compactor are examples
of this approach. Figure 7.2 illustrates a schematic and photograph of the Hveem
compactor.

Compared to the Marshall compactor, the specimens compacted using the
kneading compactor are a much better representation of a field-compacted mix.
However, despite this advantage, kneading compactors were not very common in
practice. This is on account of the fact that such compactors are typically more
expensive and require more space and resources to produce laboratory-compacted
specimens.

The third category of compactors is the gyratory compactor. The advantage of
the gyratory compactor is that it replicates the kneading action experienced by the
mix using a device that has a much smaller footprint and can easily be used in a
laboratory setting. An early form of the gyratory compactor was developed in Texas
in the 1930s (Fig. 7.3). The Texas gyratory compaction method involves the use of
a four-inch-diameter mold with two end plates. The mold itself is tilted at about 6°.

To prepare a test specimen, the mold is loaded with the loose mix, and a vertical
pressure is applied to the specimen. The mold is then gyrated three times, thus
inducing a kneading-type compaction of the sample. Since the vertical pressure is
applied using a reaction frame, reduction in the specimen height due to compaction
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Fig. 7.3 A schematic showing the Kneading compaction method (left) and a photograph of
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Fig. 7.2 A schematic showing a schematic of the kneading compaction method (left) and a
photograph of automated Hveem compactor (right) (Image courtesy of James Cox and Sons, USA)
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relieves the vertical pressure. After the three gyrations, the vertical pressure is
adjusted again to the target value, and three more gyrations are applied. This
process is repeated until the specimen is compacted to a point where it would create
a specific amount of resistance to the vertical pressure. Use of this method clearly
requires a certain level of skill and practice before one can produce specimens with
acceptable levels of repeatability.

The Texas gyratory compactor triggered the development of the French gyratory
compactor in the 1950s. In the following decades, the French gyratory compactor
was subjected to extensive research that involved evaluating the influence of factors
such as aggregate gradation and filler content on the densification of the mixture.
Subsequently, during the SHRP research, the gyratory compactor was finally
adopted as the standard method to produce laboratory specimens to design and
evaluate asphalt mixtures. This final form of the gyratory compactor was referred to
as the Superpave gyratory compactor (SGC). The SGC allows the user to compact
six-inch or four-inch-diameter specimens. The mold is typically operated at a
constant vertical pressure of 600 kPa and 30 gyrations per minute. The angle of
gyration is typically 1.25°, although the use of different angles depending on the
type of the mixture will result in different compaction efforts (Button et al. 2006;
Blankenship et al. 1994). The number of gyrations in the compactor is a function of
the expected traffic on the pavement for which the mixture is being designed. Recall
that during mixture design, the goal is to produce a test specimen that represents the
mix density and state toward the end of its intended service life.

One of the most important features of the SGC is a displacement transducer that
continuously records the height of the sample versus number of gyrations as the
loose mix is being compacted (Fig. 7.4). This information, referred to as the den-
sification curve, can provide meaningful insights into the stability of the mixture. For
example, asphalt mixtures that densify very easily during the initial stages of
compaction are tender mixes that tend to be unstable and also have a problem with
segregation during construction. On the other hand, asphalt mixtures that continue to
densify even after a significant number of gyrations (implying compaction effort) are
also unstable and tend to have rutting problems during the service life of the
pavement. The densification curves are therefore used as an integral part of the
volumetric design of an asphalt mixture, which will be discussed in more detail later.

One obvious question at this stage is, how do we know that the specimens
compacted using the SGC closely represent the internal structure and characteristics
of the mix compacted in the field? Several studies have been conducted to answer
this question; a few of these are briefly discussed here. In one study, Consuegra
et al. (1989) evaluated the ability of five different compaction methods to produce
mixtures with engineering properties nearest to those determined from field cores.
The compaction methods that they compared were the mobile steel wheel simulator,
Texas gyratory compactor, California kneading compactor, Marshall impact ham-
mer, and Arizona vibratory kneading compactor. They used resilient moduli,
indirect tensile strength and strain at failure, and tensile creep data as the basis to
compare laboratory-compacted specimens (using different devices) to field cores.
Their study demonstrated that the Texas gyratory compactor, which was also the
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precursor to the SGC, provided the best match between laboratory-compacted
specimens and field cores. Test specimens compacted using the Arizona vibratory
kneading compactor and the Marshall impact hammer had the poorest match
compared to the field cores. Despite these results, it must be noted that the gyratory
compactor is not a perfect method that always produces the best results (in this case
best implying the closest match with field compaction). Their study also indicated
that there was no single laboratory compaction method that always provided the
best match compared to the results of the field cores.

In a subsequent study, Button et al. (1994) also evaluated the ability of four types
of compaction methods to produce specimens with engineering properties similar to
field cores. Similar to the previous study, Button et al. (1994) compared test
specimens produced using the Exxon rolling wheel compactor, Texas gyratory
compactor, rotating base Marshall hammer, and Elf linear kneading compactor to
field cores. They also used mechanical properties of mixtures measured using
tensile and shear modes of loading as the evaluation criteria. Similar to the previous
study, these authors also concluded that the gyratory method provided the best
match when compared to the results from the field cores. Also, the Marshall rotating
base compactor provided the poorest match compared to the results from the field
cores. The third example is from another study that investigated gyratory com-
pactor, kneading and rolling wheel compaction procedures (Harvey et al. 1994). In
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Fig. 7.4 A schematic showing the Superpave gyratory compactor (left) and a typical densification
curve obtained during the compaction of a test specimen (right) (Compactor image courtesy of
Gilson Company Inc., USA)
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this case, the gyratory compactor was found to place excessive emphasis on the
asphalt binder and to inaccurately portray the role of asphalt–aggregate interaction
in the performance of properly constructed pavements. These authors suggested that
the rolling wheel compaction produces specimens that match the best with
field-compacted specimens and recommended that such a device be used for the
preparation of asphalt mixture specimens in the laboratory.

In summary, a large-scale rolling wheel compactor is perhaps the closest to
replicating the compaction process that is experienced in the field. However, this
approach and device naturally require a relatively much larger volume of the
mixture to be compacted and are therefore highly resource intensive for use on a
routine basis in a laboratory environment. The gyratory compactor, or the SGC in
its most recent form, presents an optimal trade-off wherein the specimens com-
pacted are similar to field samples and yet the device can be used to compact
smaller test specimens that can be used for mixture design and testing purposes.
Finally, on the subject of compaction, it is also worth pointing out that there have
been studies undertaken to simulate the compaction of loose mixtures in an asphalt
pavement. Reports and publications from such studies can be found under addi-
tional reading material (Masad et al. 2010).

7.3 Design for Optimal Binder Content

7.3.1 What is Optimal Binder Content?

The goal of the mixture design process is to determine the optimal binder content,
i.e., optimal binder-to-aggregate or binder-to-mixture weight ratio that will result in
optimum performance of the mixture in terms of its resistance to rutting and fatigue
cracking. Recall the five steps in the generic mixture design procedure that were
discussed earlier in this chapter. The first four steps involved selecting an aggregate
gradation, binder type, preparing several different batches of mixtures with different
binder–aggregate ratios, and finally compacting test specimens for each binder–
aggregate ratio (discussed in the previous section).

This section will discuss, the last and the most important step, i.e., to determine
the optimal mass percentage of the binder that will result in a mixture that is durable
without any performance issues. A short discussion on the significance of accu-
rately determining the optimal binder content is important here. Consider the fol-
lowing two extreme hypothetical scenarios. On the one extreme, it is possible to
imagine a mix that has very little to no binder in it. Such a mix would obviously not
be durable and would very easily fall apart under the action of traffic loads. From a
simplistic viewpoint, one can say that such a mix would tend to crack and ravel
easily. On the other extreme, one can imagine a mix that has extremely high binder
content. For the purpose of this hypothetical example, consider a mix with 50%
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binder by weight of the mix. Such a mix would obviously be prone to significant
plastic deformations and stability issues (not to mention extremely expensive since
binder is typically 20–30 times more expensive than aggregate). Therefore, it stands
to reason that somewhere between these two extremes is a binder content that will
result in a mixture that is stable, durable, and resistant to cracking and raveling. It is
also important to highlight here that the optimal binder content is highly dependent
on the aggregate gradation, binder type, and grade and compaction effort. The
optimal binder content for a given mix is a very sensitive parameter. For example, a
change in the binder content by just one percentage point from its optimum in a
mixture (higher or lower) can result in a mixture that fails prematurely (due to
rutting or durability issues). Simply put, the determination of optimum binder
content entails using the test specimens fabricated at different mass percentages of
binder by weight of the mix with some criterion or criteria to determine the opti-
mum mass percentage of binder.

Several different mix design methods have emerged over the last few decades
that specify different criteria to determine the optimum binder content. Most of
these methods determine the optimum binder content based on mixture volumetrics
and/or a combination of mixture volumetrics with one or more mechanical tests that
measure indicators of mixture performance. A positive trend in the industry is to
promote the use of and rely more on the performance indicators rather than mixture
volumetrics. Before discussing a couple of examples on the mixture design method,
it is important to briefly discuss mixture volumetrics.

7.3.2 Mixture Volumetrics

The term mixture volumetrics refers to a number of different volumetric properties
of the mix. Although volumetric properties are not direct measures of engineering
properties such as stiffness or resistance to plastic deformation or cracking, these
properties serve as approximate indicators of expected performance. Also, given the
fact that these properties can be measured very easily in a laboratory and require
very little capital equipment, mixture volumetrics are often used as the sole basis for
mixture design for many smaller scale projects. Finally, mixture volumetrics are
also important because this information can be used for quality control purposes to
ensure that the optimal “recipe” developed in the laboratory during mixture design
is replicated in the field. In this section, we will limit our discussion to enlisting
these properties and briefly describing what they reflect in terms of mixture
behavior. Readers interested in learning more about the specific laboratory methods
to measure mixture volumetrics and relevant formulas involved can find this
information in documents listed in the additional reading material (references).

Mixture volumetrics refers to mass and volume relationships of the three com-
ponents in an asphalt mixture, i.e., air, binder, and aggregate. The most commonly
used parameters in this context (along with the typical notation in parenthesis) are
as follows:
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1. percentage of binder in the mix ðPbÞ,
2. maximum specific gravity of the asphalt mixture ðGmmÞ,
3. bulk specific gravity of the compacted mix or specimen ðGmbÞ,
4. percentage air voids in the compacted mix,
5. percentage of absorbed binder ðPbaÞ, and effective binder ðPbeÞ in the mix,
6. voids in mineral aggregate (VMA), and
7. voids filled with asphalt (VFA).

The percentage of binder in a mix, ðPbÞ, typically refers to the percentage of
binder by weight of the mix (binder + aggregate). While this is the most common
definition of the percentage of binder, some agencies may choose to define this as the
percentage of binder by weight of the aggregate. As mentioned before, the ultimate
goal of any mixture design process is to determine the optimum percentage of binder.

The maximum specific gravity of the mix refers to the mass per unit volume of
the mix without any air voids. This is a very important property that must be
measured as accurately as possible because all other properties are computed using
Gmm as the basis. Note that during the mix design process, samples of loose asphalt
mixtures at different binder contents are split into two parts. One part of the loose
mixture (at each binder content) is used to measure the maximum specific gravity of
the mixture, and the other part of the loose mixture (at each binder content) is used
to compact test specimens. The maximum specific gravity of a mix will vary with
the binder content (for a given binder type and aggregate type and gradation).

The bulk specific gravity and percentage of air voids are properties of the
compacted specimen and in addition to the binder content depend on the extent of
compaction effort applied to the specimen. The percentage of air voids is simply the
ratio of bulk to maximum specific gravity subtracted from 100 ði:e:100�
ðGmb=GmmÞÞ.

The percentage air voids is perhaps one of the most important parameters used in
mixture design. Typically, it is expected that a dense-graded asphalt mixture in a
newly constructed pavement will be compacted to approximately 93% of its
maximum specific gravity ðGmmÞ or 7% air voids and would densify due to traffic
to approximately 96% of Gmm or 4% air voids toward the end of its life.
Consequently, typical mixture design procedures define optimum asphalt content as
the binder content in the compacted specimen that will result in 4% air voids when
the specimen is compacted using a compaction effort that indirectly reflects the
influence of expected traffic volume over the service life of the pavement. This
percentage of air voids is also referred to as the design air voids content. This 7–4%
range is also considered as optimum because a higher upper limit would entail
earlier densification of the mix and premature rutting. Similarly, a lower value of
the design air voids content would result in a mix that has very little room for binder
movement due to temperature changes and as a result can result in flushing and
bleeding of the mix. Also, quality control procedures during construction and often
payment bonuses and penalties toward the contractors are also tied to the ability of
the contractor to place and compact the asphalt mixture to approximately 93% of
Gmm or 7% air voids.
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A couple of important things to note regarding the definition of optimum binder
content at 4% air voids. First, there are obvious exceptions to the 4% design air void
content approach. For example, porous or open-graded asphalt mixtures are
designed and compacted at a much higher air void content. Second, ideally the
optimum binder content should be the binder content that optimizes the rutting and
fatigue cracking characteristics of the mixture. However, this would require run-
ning multiple mixture performance tests for each trial mix or binder content. While
this may be worth the effort for larger scale projects, it may not be best suited for
smaller projects. Consequently, although the volumetric definition of optimum
binder content (i.e., binder content that results in 4% air voids at ultimate com-
paction levels) is less than ideal, it is less expensive to use and is therefore more
commonly used particularly for smaller scale projects.

Returning back to the discussion on the volumetric properties, certain kinds of
mineral aggregates are known to have some degree of porosity. In such cases, a
small fraction of the asphalt binder tends to get “absorbed” into the aggregate close
to the surface. This so-called absorbed binder does not effectively contribute to the
function of the binder, i.e., to act as an interfacial adhesive layer binding aggregate
particles together, and as such is not counted as effective binder. The term absorbed
binder Pba refers to this absorbed binder, and effective binder Pbe is the total binder
content after discounting for the absorbed binder.

The absorbed binder has a couple of important implications related to the design
of asphalt mixtures. First, since binder contributes significantly to the cost of the
mix, a higher percentage of absorbed binder would tend to increase cost of the mix
without adding any significant benefit. Second, some studies suggest that depending
on the composition of the asphalt binder and aggregate, only some chemical
fractions of the binder are preferentially absorbed into the mineral aggregate leaving
the residual binder in the mix with properties different from the bulk.

As an illustration, consider the saw-cut specimens from two different mixtures
shown in Fig. 7.5. These two mixture specimens were prepared using the same
aggregate gradation, aggregate type, and binder content and compacted to achieve
similar densities. The only difference between the two specimens was the type of
the binder. The specimen to the left used a stiff PG76-22 binder, whereas the
specimen to the right used a softer PG64-22 binder. On careful observation, one can
see the discoloration of the aggregate particles along the interface between the
binder and mastic. This discoloration is more prominent for the softer binder,
qualitatively indicating a higher degree of absorption compared to the stiffer binder.
The discoloration is also more prominent at the center of the specimen than the
edges, most likely because the center of the specimen cools more slowly, allowing
the mix to remain at elevated temperatures and accelerating the absorption process.
Also, when the complex moduli of the uncut specimens for these two mixtures were
measured, the mixture with the stiffer binder (PG76-22) had slightly lower stiffness
compared to the mixture with the softer binder (PG64-22). Given that the two
mixtures were identical in every other respect and also that the bulk properties of
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the PG76-22 indicated that it was stiffer than the PG64-22 at the same test tem-
perature, the only likely explanation was that the stiffness for the mix containing the
PG64-22 binder was artificially being enhanced due to some fractions of the binder
being absorbed by the aggregate particles (Arega and Bhasin 2012).

Finally, a short discussion about the VMA and VFA is important. Voids in
mineral aggregate (VMA) reflects the percentage of volume occupied by air voids
and asphalt binder in a compacted asphalt mixture specimen. In other words, the
percentage VMA reflects the combined volume of air voids and asphalt binder in
the mix. A higher percentage of VMA indicates that the mix contains a high
percentage of air voids, or asphalt binder or both. Consequently, a mixture with a
very high VMA indicates that the mixture may be susceptible to rutting and may
also be unstable and prone to segregation. Similarly, a mixture with a very low
VMA would indicate that the mixture has very low asphalt binder content or has
been compacted to have very little room for air voids or both. Therefore, such a
mixture may be prone to cracking due to lower durability and also to flushing and
bleeding. The VMA for a mix can be computed using its other volumetric prop-
erties as 100� ðGmbPs=GsbÞ, where, Gmb is the bulk specific gravity of the mix, Ps

is the percentage of aggregate (s stands for stone) in the mix by weight of the mix,
and Gsb is the bulk specific gravity of the aggregate.

Based on the above explanations, most agencies involved with specifying
mixture designs have determined an optimum range of VMA that results in satis-
factory performance for different types of asphalt mixtures. In this sense, VMA can
be considered as the simplest form of performance indicator that can be incorpo-
rated into the mixture design procedure (although it is not necessarily the most
accurate or robust). Note that the VMA indicates the volume percentage of binder
and air voids put together in the asphalt mixture. In some cases, it is important to
further determine the split of the VMA into air voids and asphalt binder. To this
end, the parameter voids filled with asphalt or VFA is commonly used to indicate
the fraction of the VMA that is made up of asphalt binder. VFA is typically

Fig. 7.5 Saw cut cross
sections of two asphalt
mixture specimens with same
binder content, aggregate type
and gradation but different
binder types; the specimen on
the left shows less absorption
in the aggregates compared to
the specimen on the right; the
absorption can be seen in the
form of discoloration of the
aggregate particles at its
interface with the binder
(Photograph by A Bhasin)
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computed using the VMA and volume of air voids as 100 ð1� ðVair=VMAÞÞ. Also,
since VFA is dependent on two other volumetric properties (air voids and VMA)
that are controlled or specified during the mixture design process, the use of the
VFA to control the mix design is sometimes considered redundant.

7.3.3 Examples of Methods to Determine Optimum
Binder Content

As discussed in the introductory section, the mixture design process typically
involves five steps. The third and fourth steps involve preparing batches of loose
mixes with different binder contents and compacting these mixes to produce rep-
resentative specimens of the asphalt mixtures at these binder contents. The last step
during the mixture design process is to use these representative specimens at dif-
ferent binder contents and determine the so-called “optimum” binder content. A few
examples of methods to determine this optimum binder content are discussed in this
subsection.

One of the oldest mixture design methods is the Marshall mix design method.
Considering the fact that as of this writing, this method is still in use by several
agencies across the world, it is important to at least briefly discuss this method here.
In this method, batches of asphalt mixtures are prepared at different binder contents
by weight of the mix. Each batch is separated into two parts; one part of the loose
mix is used to determine the maximum specific gravity ðGmmÞ, and the other part is
used to compact test specimens using the Marshall compaction method as discussed
earlier. Mixture volumetrics for the compacted specimens (VMA and percentage air
voids) at each binder content are determined using mass and volume measurements.
Readers are referred to additional reading material for more information on the
detailed laboratory methods used to make these measurements and calculate the
mixture volumetrics. In addition to these volumetric measurements, the Marshall
mix design method also relies on some very simple performance indicators to make
the final determination of the optimum binder content.

These performance indicators, Marshall stability and flow, are obtained by
conducting a test referred to as the Marshall stability test. The Marshall stability test
entails loading the sample diametrically by applying a displacement controlled load
typically at a rate of 2 in. per minute using the Marshall stability apparatus
(Fig. 7.6); the reaction load is continuously recorded during this process. Note that
the load is applied using a collar that transmits the normal reaction force to a
significant fraction of the circumference of the specimen. Marshall stability cor-
responds to the value of the maximum reaction load that the specimen experiences
during the loading process. Marshall flow, measured in one-hundredths of an inch,
is the total deformation of the mix when it reaches the maximum load. Together, the
stability and flow serve as indicators of expected performance of the mix. For
example, a mix with either a very low or very high binder content would either be
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prone to disintegration or rutting, respectively. Similarly, a very low flow value
would indicate that the mix lacks ductility and could be susceptible to cracking and
low durability, whereas a very high flow value would indicate that the mix is tender
and is susceptible to flow and permanent deformation or rutting.

Mixture volumetrics as well as the Marshall stability and flow values are
examined as a function of the different binder contents. This information is then
used to determine the optimum binder content. A couple of different approaches can
be conceived to achieve this. The first approach would be to define the optimum
binder content based on one specific property and criterion and then verify whether
this optimum binder content would fall within an established range for each of the
other properties and criteria. Some of the generic steps based on this approach
would be as follows:

1. Define the optimum binder content based on one criterion (a typical example is
binder content at which the mixture has 4% air voids).

2. Determine the optimum by examining the relationship between percent air voids
and binder content.

3. Determine the expected VMA, stability, and flow values at the optimum binder
content using the respective relationships of these properties with respect to the
binder content.

4. Finally, examine whether the VMA, stability, and flow at the optimum binder
content are within certain acceptable limits. If these requirements are met, the
mix design is complete. If not, the aggregate gradation will have to be changed
and the mix will have to be redesigned.

Fig. 7.6 Schematic (left) and the photograph (right) of the Marshall stability apparatus used with
the mix design method (Image courtesy of Gilson Company Inc., USA)
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The second approach is to define the optimum binder content as an average
value of the binder contents that correspond to specific values for two or more
properties. For example, in this case the optimum asphalt content can be defined as
the average of the binder content that results in a certain percentage of air voids and
the binder content that results in a specific value of stability.

The first approach is the most commonly used method to determine optimum
asphalt content, i.e., by defining optimum (at typically 4% air voids) and then
checking whether other properties at this binder content fall within a specified range.

In the remainder of this section, we will briefly discuss the Superpave mix design
method that was developed as a result of the Strategic Highway Research Program
(SHRP) in the USA during the 1990s. The Superpave mix design method was
originally proposed to have three levels. The Level 1 design involves the use of
volumetric methods to determine the optimum binder content combined with just
one test to examine the moisture damage resistance of the asphalt mixture. The
Level 2 design involves the use of volumetric methods to determine the optimum
binder content supplemented by mixture performance tests conducted using the
Superpave Shear Tester or SST for short. The Level 3 mix design is similar to Level
2 except that the performance tests are conducted at multiple temperatures using the
Superpave Shear Tester.

In the years that followed the development of the Superpave mix design method,
the Level 1 mixture design method gained the most momentum and was adopted by
several different highway agencies in some form. On the other hand, the Level 2
and Level 3 mixture design procedures did not gain much traction primarily owing
to the fact that these methods involved the use of the Superpave Shear Tester
(SST) to measure mixture performance. The SST has two actuators that are per-
pendicular to each other and capable of applying a normal and a shear force to a
cylindrical test specimen simultaneously. This allowed for conducting tests on
specimens that would combine normal and direct shear stresses simultaneously.
However, this hardware configuration also required testing equipment that had a
much larger laboratory footprint as well as higher initial and operating costs. The
cost of the equipment eventually became an impediment toward the adoption of the
SST in the mixture design process. In the years since the development of the
Superpave mix design method, several researchers have focused on the develop-
ment of “Simple performance tests” with an intent to replace the SST. Our dis-
cussion here will be limited to the Superpave volumetric mix design method.

The basic steps of the mixture design process are the same as discussed in the
introductory section of this chapter. Just to recap, the process involves selecting the
appropriate binder grade for a specific location, selecting a trial aggregate gradation
(or more than one trial aggregate gradation), and preparing batch mixes at different
binder contents that typically vary by 0.5% by weight of binder. The batches of
loose mixes are cured in a convection oven for typically 2h at the mixing tem-
perature as determined by testing the binder. This 2-h curing period is intended to
simulate short-term aging of the mix that occurs as the mix is produced in a hot-mix
plant and transported to the construction site, placed, and compacted. Similar to the
Marshall mix design method, after short-term aging, each batch is split into two
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parts: One part is used to determine the maximum specific gravity Gmm, and the
other part is used to compact two or more cylindrical specimens at each binder
content.

As discussed in the previous section, one of the most distinguishing features of
the Superpave mix design method is the use of the Superpave gyratory compactor
(SGC) to produce compacted specimens to estimate the optimum binder content
and the ability of the SGC to record the height of the specimen as a function of the
compaction effort. Recall that by knowing the height and maximum specific gravity
of the mix, it is possible to determine the percentage air voids as a function of the
compaction effort. Specifically, the density or air voids content of the specimen are
of interest at three different levels of compaction: initial number of gyrations Ninið Þ,
design number of gyrations ðNdesignÞ, and maximum number of gyrations ðNmaxÞ.
These three levels are defined based on the expected traffic volume for which the
mixture is being designed. For example, a traffic volume of 0.3–3 million equiv-
alent single axle loads (ESALs) would require that the loose mix be compacted
using 115 gyrations of the SGC wherein the initial, design, and maximum number
of gyrations are 7, 75, and 115. The specified values for these three parameters for
different traffic volumes can be found in the additional reading material (Huber et al.
1994).

In the Superpave volumetric mix design method, the optimum binder content is
defined as the binder content at which the percentage air voids in the mix is 4% at
the design number of gyrations Ndesign. The optimum binder content is determined
typically by examining a plot of the binder content versus number of air voids at
Ndesign. Once the optimum binder content is determined based on this definition, it
must then be verified for the following volumetric criteria before the mixture design
can be fully established:

1. the percentage of air voids at the initial number of gyrations ðNiniÞ and at the
optimum binder content must be above a minimum required value,

2. the percentage of air voids at the maximum number of gyrations ðNmaxÞ and at
the optimum binder content must be above a minimum required value,

3. the voids in mineral aggregate (VMA) at the optimum binder content must be
above a minimum required value,

4. the voids filled with asphalt (VFA) at the optimum binder content must be
within a specified range of values, and

5. the filler-to-binder ratio must be within a specified range of values.

The rationale for checking the aforementioned volumetric properties is discussed
below.

Typically, a good mix design should not result in a tender mix that is prone to
segregation or early deformation even during construction. In other words, a good
mix should offer some level of resistance to compaction. Mixes that are too easy to
compact are also prone to segregation during construction and early deformation.
A good indicator of this behavior is the percentage of air voids in the mix during the
early stages of compaction in the SGC. A very low percentage of air voids very
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early during compaction (specifically at Nini) would indicate a tender mix.
Therefore, the mix design procedure stipulates that at the optimum binder content
the mix should have more than a certain percentage of air voids (or the density
should be less than a certain percentage of the maximum density) at Nini.
Specifically, the requirement in the Superpave method is that the mix has more than
8.5%, 9.5%, and 11% air voids at Nini for mixes designed for traffic volumes of less
than 0.3, between 0.3 and 3 and more than 3 million ESALs.

On the other extreme, it is also desirable that mixes reach a certain percentage of
their maximum density during their service life and do not continue to densify
under extended traffic loading (which would suggest prolonged susceptibility to
rutting). The density at the maximum number of gyrations, Nmax, is a good indicator
of this behavior. Specifically, the requirement in the Superpave method is that the
mixture retains at least 2% air voids at Nmax at its optimum binder content.

As discussed earlier, the voids in mineral aggregate or VMA is a volumetric
indicator of the volume occupied by the air voids and asphalt binder together in the
mix. As such, a low VMA would indicate that the mixture is either deficient in
asphalt binder or air voids or both and therefore could result in problems such as
poor durability, cracking, or bleeding. Therefore, the mix design method requires
that the asphalt mixture should have a minimum value of the VMA at the optimum
binder content. The required minimum value varies with the nominal maximum size
of the aggregate. For example, a mixture with a 19 mm nominal maximum
aggregate size must have a VMA that is above 13%. Since VMA is a measure of the
volume occupied by the binder and air voids together within the mineral aggregate
matrix, there is also a requirement for voids filled with asphalt or VFA to ensure
that a certain fraction of the VMA corresponds to the asphalt binder. For example, a
mixture that is designed for a traffic volume of 3–10 million ESALs is required to
have a VFA between 65 and 78%. Finally, there is also a volumetric requirement
that the filler-to-binder ratio in the mix be restricted to 0.6–1.2. A detailed
description on the role of fillers and this requirement was presented in Chap. 6.

In summary, the volumetric mix design method is the simplest and most com-
mon method used to design asphalt mixtures. It cannot be overemphasized that
although this method is the simplest, it is not the most robust. The biggest
advantage of this method is that beyond mass and volume measurements, this
method does not require any elaborate testing. The only exception to this is the
requirement to measure moisture damage resistance of the asphalt mixtures at their
optimum asphalt content using the tensile strength ratio (this will be discussed in a
later chapter). Also, the most important capital equipments required in this process
are the SGC and a convection oven to heat the asphalt mixtures.

The working assumption for this methodology is that if the mixture volumetrics
are within a certain range, the mixture will not be susceptible to premature failure.
While this may be an economically reasonable approach for several small-scale or
low-value projects, in many cases materials and pavement engineers also require
some form of a mechanical test to ensure that the mixture is not susceptible to
premature distresses such as rutting, fatigue cracking, or moisture-induced damage.
The lack of adoption of the Superpave Shear Tester (SST) led to the creation of an
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industry of asphalt researchers who focused on the development and implementa-
tion of performance tests that could fulfill this requirement. The following chapters
will discuss the various tools that are available for materials and pavement engi-
neers to assess mixture performance.

As a final remark, the goal of performance tests is to evaluate possible mixture
design combinations (different aggregate gradations, binder contents etc.) for dis-
tresses such as rutting and cracking and determining the mixture design that
demonstrates acceptable resistance to both rutting and cracking at the lowest cost.
Performance testing or laboratory evaluation to search for an optimal mix with such
large number of variables can easily become a very expensive proposition. It is
precisely for this reason that we believe that in the years to come, mechanics based
and computational methods will emerge and serve as screening tools to facilitate
performance based mixture design.

7.4 Summary

As of this writing, two of the many commonly used mix design methods are the
Marshall mix design method and the Superpave Level 1 or volumetric mix design
method (or some variation of these methods modified by road agencies for their
local conditions). As discussed earlier, both methods require very little capital
equipment and minimal material testing to establish the optimum binder content.
Also, both methods are based on the premise that if the volumetric requirements for
the mixture are met, then the mixture will not be susceptible to premature damage
due to rutting or cracking. While this is a reasonable approach for small-value
projects, material and pavement design engineers often require a higher degree of
confidence on the durability of the proposed mixture designs for most high-value
projects. This is even more important in light of the fact that during the last couple
of decades, there have been several advances in additives and chemical modifiers
that can be used to modify binder and mixture properties and production methods
(e.g., chemical additives using Warm Mix Asphalt or WMA technology). The effect
of such modifiers and processes on long-term mixture performance cannot be
adequately captured through volumetric properties. In order to address this need,
several mixture performance tests and concomitant parameters have been intro-
duced in the past few years.

Chapter 8 of this book will discuss the mechanisms for the most common forms
of distresses as well as the test and analytical methods that are used to quantitatively
assess the susceptibility of different mixtures to these distresses.

7.5 Exercises

7.1. The maximum specific gravity of a mix is determined by taking a sample of the
loose mix in a pycnometer, filling it with water and applying vacuum to displace
any air voids trapped in the loose mix, and finally weighing the pycnometer with
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the sample and water filled to the top with water. The weight of the pycnometer
filled with water (without the sample) is also known. This allows the user to
determine the volume of the mix without any air voids and determine the maximum
specific gravity or Gmm. The bulk specific gravity is relevant for a compacted
specimen and is measured by using the weight of the specimen and its volume.
Given, the following information:

percent binder by weight of mix = 4.2%
specific gravity of binder Gb = 1.003 and aggregate Gsb = 2.61

Measurements with loose mix:
weight of loose mix in air = 1501.3 g
weight of pycnometer + water = 3002.4 g
weight of pycnometer + water (partially displaced by loose mix) + loose
mix = 3895.2 g.

Measurements with compacted specimen:
weight of a compacted sample in air = 2970.1 g
weight of a compacted sample in water = 1680.9 g
weight of saturated surface dry (SSD) sample after removing from
water = 2997.2 g.

Recall from basic physics that difference in the SSD weight and weight of
sample in water are used to determine the weight of the water displaced and
consequently volume using Archimedes’ principle.

Use the above information to calculate:

1. maximum specific gravity of the mix ðGmmÞ
2. bulk specific gravity of the compacted specimen ðGmbÞ
3. percent volume of air voids in the compacted specimen.

7.2. Given the cost of binder at $500 per metric ton and aggregate at $30 per
metric ton, what is the total cost of the materials that you estimate for the con-
struction of an overlay 4-in. thick, 24′ feet (typical two lane with no median), 1 mile
long to be constructed at 7% air void content.

7.3. Should the maximum specific gravity of the mix, Gmm, change with binder
content? Why or why not?

7.4. The table below is information collected from preparation of specimens to
determine optimum binder content using the Superpave volumetric mix design
method:

Binder content Gmb Gmm

Nini Ndes Nmax

4.5% Replicate 1 2.151 2.383 2.416 2.483

4.5% Replicate 2 2.158 2.388 2.421

4.0% Replicate 1 2.152 2.379 2.410 2.505
(continued)
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(continued)

Binder content Gmb Gmm

Nini Ndes Nmax

4.0% Replicate 2 2.157 2.382 2.415

3.5% Replicate 1 2.115 2.338 2.373 2.550

3.5% Replicate 2 2.117 2.341 2.376

Also, the expected traffic for this mix is 3–30 million ESALs, and the maximum
nominal size of the aggregate is 19 mm.

References

Arega, Z., & Bhasin, A. (2012). Binder rheology and performance in Warm Mix Asphalt. Austin,
TX: University of Texas at Austin, Center for Transportation Research.

Blankenship, P. B., Mahboub, K. C., & Huber, G. A. (1994). Rational method for laboratory
compaction of hot-mix asphalt. Transportation Research Record, 1454.

Button, J. W. et al. (1994). Correlation of selected laboratory compaction methods with field
compaction. Transportation Research Record, (1454). Retrieved May 7, 2015, from http://trid.
trb.org/view.aspx?id=424725.

Button, J. W., Chowdhury, A., & Bhasin, A. (2006). Transitioning from texas gyratory compactor
to Superpave gyratory compactor. Transportation Research Record: Journal of the
Transportation Research Board, 1970(1), 106–115.

Consuegra, A. et al. (1989). Comparative evaluation of laboratory compaction devices based on
their ability to produce mixtures with engineering properties similar to those produced in the
field. Transportation Research Record, (1228). Retrieved May 7, 2015, from http://trid.trb.org/
view.aspx?id=308779.

Harvey, J. et al. (1994). Effects of laboratory specimen preparation on aggregate-asphalt structure,
air void content measurement and repetitive shear test results. Transportation Research
Record, (1454). Retrieved May 7, 2015, from http://trid.trb.org/view.aspx?id=424717.

Huber, G. A., Kennedy, T. W., & Anderson, M. (1994). The superpave mix design manual for new
construction and overlays, Washington, D.C.

Masad, E. A. et al. (2010). Modeling of hot-mix asphalt compaction : A thermodynamics-based
compressible viscoelastic model, Washington, D.C.

7.5 Exercises 281

http://trid.trb.org/view.aspx?id=424725
http://trid.trb.org/view.aspx?id=424725
http://trid.trb.org/view.aspx?id=308779
http://trid.trb.org/view.aspx?id=308779
http://trid.trb.org/view.aspx?id=424717


Chapter 8
Failure Mechanisms and Methods
to Estimate Material Resistance to Failure

8.1 Introduction

In the previous section of this book, we discussed the most important elements of
designing an asphalt mixture. These elements include (1) identifying and selecting
component materials for the specific application (i.e., asphalt binder and mineral
aggregate), (2) selecting an appropriate gradation for the mineral aggregate, and
(3) identifying an optimal ratio of the binder and mineral aggregate such that the
resulting mixture, when used in a specific pavement structure, will result in an
acceptable performance. The next reasonable questions to ask are, how is perfor-
mance measured? and what is an acceptable level of performance?

The overall performance or condition of a pavement is often quantified in terms
of a pavement condition index (PCI). The PCI (or other similar metrics used by
different highway agencies) reflects the overall condition of the pavement in terms
of its ride quality and distresses such as rutting, cracking, raveling, flushing (or
bleeding), and pothole formation. Some of the most common distresses in asphalt
mixtures that influence the serviceability of a pavement are:

1. Rutting or permanent deformation
2. Fatigue cracking (and self-healing that reverses fatigue cracking)
3. Transverse, low-temperature, or more generally thermal cracking
4. Bleeding or flushing
5. Moisture-induced damage

In addition to the above distresses, asphalt binder in the mixture continuously
undergoes aging (as discussed in Chap. 2). As a result, the mechanical properties of
the mixture as well as the rates at which distresses evolve in the mixture also
continuously change with time.

The focus of this chapter is to discuss the mechanisms of these distresses at the
material level and also to introduce some of the common and more advanced
methods that are used to quantify the resistance of a given material to these
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distresses. Note that the mechanisms discussed in this chapter are from a phe-
nomenological point of view. The mathematical representations of these phenom-
ena using principles of mechanics are presented in second part of this book. Readers
must recognize that it is important to carefully understand both of these aspects
(phenomenon and mathematical modeling) to be able to fully and accurately model
and predict the behavior of a material. Perhaps this is best reflected in an expla-
nation provided by Malvern (1969), “There may be exact mathematical solutions to
the equations formulated in elasticity or in other branches of continuum mechanics,
but the equations themselves are not exact descriptions of nature”.

8.2 Understanding the Role of Pavement Versus Materials
in Distress Evolution

Before we discuss the mechanisms that drive the different failure processes in an
asphalt pavement, we need to briefly discuss the sources of different failures.
Understanding the differences in failure at different length scales is the most
important step in being able to understand and design durable asphalt mixtures
and pavements. The ideas presented in this section are straightforward and simple
but are very important. Readers are encouraged to review this section very carefully
because it provides a basis to better understand the origins of different distresses.

Failure in a pavement structure can occur by design at the end of a pavement’s
intended service life or it could be premature because of improper design or con-
struction. In a very broad sense, failure of a pavement can be attributed to failure of
one or a combination of the following factors:

• component material selection (binder and aggregate),
• mixture design (aggregate gradation and binder content),
• pavement structure design (or thickness design of different layers), and
• construction.

Let us briefly discuss each one of the above factors. Component materials refer
to the two main ingredients that constitute the asphalt mixture used in pavement
construction, i.e., asphalt binder and mineral aggregate. In this context, chemical
additives, polymers and other modifiers can be broadly considered to be a part of
the binder. It is obvious that the use of poor quality raw materials will not result in a
high-quality or durable asphalt mixture. Chapters 2 and 3 of this book discuss the
attributes of asphalt binders and aggregates, respectively, that dictate the perfor-
mance of the asphalt mixture as a whole. For example, consider a pavement
intended to be built in a location that has generally warm weather for most of the
year. An asphalt binder that has a very low stiffness at high temperatures would be a
poor component choice for such a scenario. Such a binder would result in excessive
deformations during the high-temperature summer months.

Selection of high-quality ingredients is necessary but not sufficient to ensure that
the mix and pavement structure will perform well. In other words, selection of the

284 8 Failure Mechanisms and Methods to Estimate Material Resistance …



best ingredients does not guarantee the best end product. Mixture design is the next
most important step to ensure that the ingredients are combined in optimal pro-
portions such that the resulting composite has an optimal performance; this involves
selecting the optimal gradation for the mineral aggregate and binder content by
weight of the mix. Continuing the example from the previous paragraph, let us
consider a scenario wherein one selects an asphalt binder that is appropriate for a
pavement in a warm weather location. In this example, proper selection of the
binder does not guarantee that the mixture and pavement will perform well. Using
higher than optimal percentages of the binder in the mixture will result in excessive
deformations and premature failure. Similarly, using lower than optimal percentage
of the binder will result in durability issues.

The third source of failure is the design of the pavement structure. The design of
a pavement structure involves determining the different pavement layers (subbase,
base, HMA, etc.) and their thickness such that the stresses from the vehicles are
transferred efficiently to the pavement foundation. Continuing with the previous
example, let us now imagine that the component materials were selected and the
mixture was designed such that the resulting asphalt mixture was of a very high
quality and resistant to most distresses. However, the pavement structure could still
fail if the thicknesses of the asphalt layer and/or the foundational layers beneath it
are such that the stresses are not adequate to efficiently transfer the load from the
vehicles. In other words, the performance of any material can ultimately only be
interpreted in the context of the structure within which the material is used. Even
the highest quality material will fail in a poorly designed structure. To further
reinforce this idea, consider a simple-framed steel structure. Even when the highest
quality steel is used in the structure, it can still fail if adequate cross sections are not
provided to accommodate the applied loads. Summarily, even the best and superior
performing asphalt mixtures can fail if used in an inadequate pavement structure. A
corollary to this is that with proper engineering and design it is possible to take
advantage of superior performing mixtures in reducing the layer thickness and
economizing the pavement design OR to use relatively poor performing but low cost
mixtures by adjusting the layer thickness in the pavement design.

The last and final source of distress evolution is construction. Even the best or
most optimal component material selection practices, mixture design, and pavement
thickness design will not result in satisfactory pavement performance if the pave-
ment structure is not built properly. Sound construction practices are required to
ensure that the asphalt mixtures are produced and pavement structures are built
according to specifications.

8.3 Failure Mechanisms

In this section, we will discuss the mechanisms of the different kinds of failures that
are most commonly encountered in flexible pavements. These mechanisms will be
discussed from the point of view of the four different sources of distress discussed

8.2 Understanding the Role of Pavement Versus Materials … 285



in the previous section. In each of the following subsections, we will discuss the
mechanism of failure, the role of pavement structure, mixture design, and com-
ponent material selection in driving the failure mechanism. For the purposes of this
section, we will not consider the role of construction practices in driving these
forms of failure.

8.3.1 Rutting

Rutting is the result of accumulation of plastic strains or permanent deformation
that occurs in the different layers of the pavement structure due to the action of
repeated traffic loads. The component materials, mixture design, and structural
design of the pavement dictate rutting or permanent deformation along wheel path.

In terms of the pavement structure, rutting that is visible on the pavement surface
is due to the accumulation of plastic strains in all the layers of the pavement
structure, i.e., plastic strains in the subgrade, subbase, base (stabilized or unstabi-
lized), and the asphalt layers. Consider a scenario where rutting is the primary cause
of premature pavement failure. In this case, rutting is evident from the examination
of the pavement surface (Fig. 8.1). However, based on an examination of the
surface alone, it is impossible to discern whether such failure is predominantly
concentrated in the asphalt layer or whether it is a reflection of the excessive
permanent deformation that has occurred in one or more of the foundation layers of
the pavement structure or a combination of the two. In the example shown in
Fig. 8.1, a trench was used to examine the pavement cross section. The examination
revealed that the topmost layer of the asphalt pavement failed in rutting, whereas
the other asphalt layers beneath it were almost free of any deformation. In this case,
rutting is attributed to the top asphalt layer. For the remainder of this section, we

Rutting or permanent 
deformation along the 
wheel path

Fig. 8.1 Photograph of an asphalt section cut out of a pavement showing rutting in the asphalt
layer along one of the wheel paths (Photograph by D Little)
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will restrict our discussion to rutting that occurs in the asphalt layer and examine the
mechanisms associated with the component materials and mixture design that
dictate rutting.

There are two different mechanisms that drive permanent deformation in
the asphalt mixture: densification and plastic or permanent shear deformation. As the
name suggests, densification occurs due to an overall change in the volume of the
material due to the repeated action of the wheel load. Asphalt mixtures are typically
compacted to approximately 92–94% of their maximum density when placed in the
field. In other words, after being placed in the field, asphalt mixtures have 6–8% air
voids. These air voids typically get compacted due to the repeated action of the
traffic wheel loads over the course of time. As such, the density of the asphalt
mixture increases to approximately 96% with a corresponding change in the volume
of the material. Since this change in volume occurs predominantly along the wheel
paths, it will reflect in the form of rutting. However, the contribution of densifi-
cation to the overall permanent deformation of an asphalt mixture is typically small.

The permanent deformation due to accumulation of plastic strain has a much
more significant contribution to rutting observed in asphalt pavements. The accu-
mulation of permanent deformation in the asphalt mixture is driven by several
factors related to the component materials as well as the mixture design. The most
significant factors are:

• shape, angularity, gradation, and to some extent toughness of the aggregate
particles,

• the resistance of the asphalt binder to plastic deformation (as a function of
temperature and age), and

• binder content in the asphalt mixture.

Note that the materials design engineer can manipulate most of the aforemen-
tioned variables to ensure optimal resistance to permanent deformation. We will
briefly discuss the role of each of the above factors below.

The aggregate skeleton plays a very important load in transferring the loads from
the asphalt layer to the pavement foundation. From a macroscopic viewpoint, the
asphalt mixture can be treated as a homogenous material with certain mechanical
properties that facilitates such load transfer. Assuming that the asphalt mixture is a
homogenous mixture greatly facilitates the design of a pavement structure (i.e., to
determine adequate layer thickness). However, in order to better understand the
mechanism of distresses, it is important to examine and treat the asphalt mixture as
a heterogeneous composite with a well-defined microstructure. In this context, the
term microstructure is defined as the spatial distribution of the different component
materials in the mixture. As discussed in chap. 6, an asphalt mixture can be treated
as a composite of coarse mineral aggregate particles bound together by a continuous
matrix of mastic or mortar (i.e., asphalt binder mixed with fine aggregate particles).
Considering the internal structure of the mixture, the load applied to the surface of
the mix is distributed via a series of stress transfers from one aggregate particle to
its immediate neighboring aggregate particles either via direct contact or via a
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mastic or mortar interface between the particle (Fig. 8.2). With this general
understanding of the load transfer mechanism, it is now possible to develop a better
understanding of the factors that lead to rutting or permanent deformation.

In an asphalt mixture, permanent deformation is a manifestation of the perma-
nent change in its internal structure due to external loads. Properties of the
aggregate such as shape, angularity, and gradation dictate the propensity of the
mixture to withstand such changes under the action of the external load. For
example, an aggregate skeleton that is made up of cubical and angular aggregate
particles will have a much higher internal friction and resistance to deformation as
compared to a mix that is made up of rounded and smooth aggregate particles
(Fig. 8.3). As a result, aggregate particles that are cubical and angular will in
general provide higher resistance to both recoverable and permanent deformation.
Chapter 3 of this book discusses in more detail the methods and metrics that are
used to quantitatively assess and compare the angularity of aggregate particles.

Fig. 8.2 Schematic showing
transfer of loads within the
asphalt mixture (Reprinted
from Construction and
Building Materials (Hu et al.
2015), with permission from
Elsevier, copyright © 2015)

Fig. 8.3 Schematic showing the differences in angle of repose or internal friction for rounded and
angular aggregate particles (McGennis et al. 1994)
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In addition to the shape and angularity of individual aggregate particles, the
distribution of these particles, i.e., the aggregate gradation is also important in
dictating the efficiency of load transfer from one particle to another. Chapter 3 of
this book has a discussion on the different types of aggregate gradations; of these,
the dense and gap-graded aggregate skeletons are the most commonly used in
structural mixes. The dense-graded mix relies on creating an aggregate skeleton that
has close to the maximum possible density. This is achieved by filling in voids
created by larger sized aggregate particles with successively smaller sized aggregate
particles. Such a gradation would transfer loads from one large aggregate particle to
another via a densely packed structure of successively smaller aggregate particles.
The gap-graded mix relies on direct stone-to-stone load transfer between coarse
aggregate particles creating a more efficient and direct pathway with least defor-
mation through the mix. Recall from Chap. 3 that due to the high contact stresses in
such a gradation, it is important that the gap-graded mix only be used with very
high-quality and tough aggregates. Note that in the dense-graded mix, the mortar
and the mastic incorporates the fine fraction of aggregate particles that play an
important role in load transfer and resisting deformation. Whereas in the gap-graded
mix, the asphalt mortar or mastic has less dominant role and is primarily responsible
for holding the aggregate matrix together. In either case, the aggregate gradation is
critical in dictating the efficiency of load transfer within the mixture, which in turn
dictates both the elastic and permanent deformation in the mixture when subjected
to an external load.

The properties of the asphalt binder also play an important role in resisting
permanent deformation. As discussed in the previous paragraph, in a typical
dense-graded mixture, load is transferred between coarse aggregate particles via the
asphalt mastic or mortar that is made up of binder and finer aggregate particles.
Therefore, in addition to the aggregate skeleton, the inherent ability of the binder to
resist permanent or plastic deformation will also influence the overall rutting
resistance of the asphalt mixture. Recall from Chap. 2 that asphalt binder is a time-
and temperature-dependent viscoelastic material. When subjected to an external
load the asphalt binder will deform with time. Depending on the magnitude and
duration of the load, as well as the temperature of the pavement, a part of this
deformation will recover but the remaining will be permanent. The composition of
the binder strongly dictates its ability to resist plastic deformation. As a result, a
binder that is typically more resistant to plastic deformation is desirable to produce
a rut-resistant mixture. One notable difference with asphalt binders is that, unlike
aggregate structures, the total deformation in the binder is not necessarily directly
related to the overall deformation. Rather, only the permanent deformation of the
binder contributes to rutting. For example, some highly polymer modified binders
have relatively low stiffness and result in high total deformations for a given load,
but most of this deformation is recoverable and not permanent.

Finally, the percentage of binder in the mix also governs the overall resistance of
the mixture to permanent deformation. With the exception of very low temperatures
(close to freezing or below), the stiffness of the binder is orders of magnitude lower
than the stiffness of the aggregate particles. As a result, under general operating
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conditions, the asphalt binder acts as the weak link in the internal load transfer
process. A mix that has the ideal binder and aggregate, i.e., a binder with relatively
very low propensity to accumulate permanent deformation and an aggregate that is
cubical, angular with an efficient gradation, can still be prone to permanent
deformation if the mass percentage of binder in the mix is higher than optimal.

In summary, a mix with rounded aggregates that does not provide efficient
particle-to-particle and/or a mix with an aggregate gradation that does not provide
an efficient pathway for internal distribution of stresses will be prone to higher
recoverable or elastic deformations as well as permanent deformations. Also a mix
with an asphalt binder that has a higher propensity to accumulate permanent
deformation and/or with higher than optimal mass percentage of the binder will be
more prone to permanent deformation.

8.3.2 Fatigue Cracking

Fatigue cracking is the result of nucleation of microcracks that grow and coalesce
with each other to form larger macroscopic cracks due to the repeated action of
wheel loads. Fatigue cracking is also referred to as alligator cracking on account of
the fact that it manifests itself on the pavement surface in the form of a network of
cracks along the wheel path (Fig. 8.4). As in the case of rutting, premature fatigue
cracking of the pavement can also be attributed to issues related to component
materials, mixture design, or pavement design.

In terms of the pavement structure, premature fatigue cracking can occur if the
thickness of the asphalt and underlying layers is such that it induces unacceptable
levels of tensile stresses in the asphalt mixture. Also, unlike rutting, fatigue
cracking occurs only in the asphalt layer while the base and subbase layers of the
pavement structure are assumed to be incapable of handling any tensile stresses or
developing fatigue cracks. The only exception to this is in the case of cement or
asphalt stabilized base. A couple of important things to note are as follows. First, an
“unacceptable level of tensile stresses in the asphalt mixture” is a highly
material-dependent property as will be discussed in more detail in the following
paragraphs. Second, although fatigue cracks occur in the asphalt layer, the thickness
and properties of all the pavement layers (base, subbase, etc.) dictate the state of the
stress and resulting strain in the asphalt layer and ultimately the rate at which
fatigue crack growth is likely to occur in the pavement. In other words, the mag-
nitude of strain in the asphalt layer is a function of the applied load, stiffness of the
materials used in different layers (including base and subbase), and the thickness of
each layer. The fatigue life of the pavement is then dictated by the inherent fatigue
cracking resistance of the asphalt mixture at that strain level. Therefore, the growth
of fatigue cracks is very intimately connected with both the inherent resistance of
the asphalt mixture to cracking as well as the pavement structure within which such
an asphalt mixture is used.
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As a side note, in most cases, pavement design methods do not establish or take
advantage of this connection and evaluate the fatigue cracking resistance of com-
ponent materials, mixtures, and pavement structures in isolation from one another.
Also this is mostly due to logistical issues rather than technical limitations. For
example, the thickness design of the pavement is often times carried well in
advance of component material and mixture design for bidding and letting pur-
poses. In this case, the designer assumes typical values for the fatigue cracking
resistance for the type of asphalt mixtures that are expected to be used. This
approach (of designing pavement thickness not tailored to properties of a specific
mix) inherently precludes the designer to take advantage of materials and mixtures
with very high tolerance to fatigue cracking and reduce the pavement thickness and
associated cost for a given design life.

For the sake of simplicity, and consistent with common practice as of this writing,
let us isolate pavement structure from the component material selection and mixture
design process. In other words, we now focus on the role of component materials and
mixture design (i.e., percentage of binder and aggregate gradation) on the fatigue
cracking resistance of an asphalt mixture for a given pavement structure. Recall that
in the case of rutting, both aggregate and asphalt binder played an important role in
resisting permanent deformation; perhaps it is not inaccurate to say that aggregate

Fig. 8.4 Typical fatigue
cracks on a pavement section
along the wheel path
(Photograph by A Bhasin)
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properties and aggregate skeleton play a more dominant role when it comes to
rutting. However, in the case of fatigue cracking, asphalt binder is the primary
component that resists crack growth. For a given load, the aggregate structure sur-
rounding the binder dictates the stresses experienced by the binder, but it is the
ultimately the fatigue resistance of the binder that will inhibit the nucleation and
growth of fatigue cracks. Therefore, in terms of component material properties, the
properties of the binder are very important in dictating the ability of the mixture to
resist fatigue crack growth. A comprehensive review on the measurement of fatigue
resistance of binder can be found in the literature (Hajj 2017). The mechanism of
fatigue crack growth and the role of component material properties and mixture are
discussed in the following paragraphs.

The main characteristic of fatigue cracking is that the crack nucleation and growth
does not occur precipitously but rather incrementally over several load cycles
(typically hundred thousands or millions). In order to understand the mechanism of
fatigue crack growth in asphalt pavements, it is more convenient to start with a
review and a simplified understanding of the fatigue crack process in elastic mate-
rials. One of the basic properties of an elastic material is its tensile strength.
A material fails if the applied stress exceeds the tensile strength or capacity of the
material. For example, consider a simple cylindrical rod made up of a material with a
tensile strength of 100 psi. For the purposes of this example, we will also ignore the
variability associated with the measurements of such properties. Now, if we were to
design the cross section of this bar for a given load such that the tensile stress is no
more than 50 psi, we would expect that the bar will not fail because the applied
stresses are well below the strength of the material. It is important to emphasize here
the two different terms that we are using in this discussion: stresses experienced by
the material and tensile strength of the material. The former is dictated by what we do
with the material and is dependent on the geometry of the material in a given
structure and the applied load. Whereas, the latter, i.e., the tensile strength is a
material property and treated as a constant (for a given set of conditions). Therefore
in this example, our hypothetical bar will not fail when used with a size and sub-
jected to a load that results in a tensile stress of 50 psi the first time such a load is
applied. However, when the load is cyclically applied and removed several times
(perhaps a few hundred thousand or few million depending on the type of material),
the bar eventually cracks and fails even though none of the load repetitions ever
exceeded the original tensile strength of the material. This form of failure is referred
to as fatigue cracking, and it is well recognized in several areas of engineering for
over a century and is an area of specialization in itself.

In our simple example, the next logical question would then be: Why does the
material fail over several cycles when the applied load in any given cycle does not
exceed the tensile load of the material? To answer this question, we must consider the
microscopic nature of the material and the concept of localized versus far field
stresses. First, materials are heterogeneous. This is either by design (e.g., composites)
or in the case of homogeneous materials heterogeneity is due to microscopic defects
or flaws (Griffith 1921). As a result of the heterogeneity and/or the presence of defects,
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when amaterial specimen is subjected to a certain level of external stress, the localized
stresses at vulnerable locations within the material can be significantly higher than the
average stresses experienced by the material far away from the defect. Figure 8.5
illustrates the localized amplification of stresses in the immediate vicinity of a
microscopic defect. Also revisit Fig. 2.13 from Chap. 2 that shows the localized
stress amplification in an asphalt binder sample at a microscopic length scale. Such
localized increases in stresses enable the nucleation of microscopic cracks or new
defects or cause the existing defects to grow in size. This process gradually occurs
over multiple load cycles until macroscopic cracks form and coalesce leading to
eventual material failure. A more mathematical description of this process can be
found in the second part of this book in Chap. 14. Some basic methods to quantify
fatigue cracking will be discussed in the subsequent subsections.

8.3.3 Transverse Cracking

Transverse cracking, as the name suggests, manifests in the form of cracks that
occur transversely across the pavement section. In most cases, such cracks also
occur periodically. Typically, transverse cracks in asphalt surfaces occur due to one
of two reasons. First, the asphalt layer may be an overlay on top of an existing
jointed or concrete pavement. In this case, cracks in the underlying pavement
structure can create stress localization on the surface immediately above the crack.
This in turn results in the creation and propagation of a crack on the overlaid
surface, reflecting the crack beneath it. For this reason, such cracks are also com-
monly referred to as reflective cracking. Reflective cracks can be mitigated by a
variety of different methods such as the use of interfacial layers or mixes that are
specifically designed to resist the growth of such cracks. Also, reflective cracks are
primarily driven by deficiencies in the structure. The second reason or form of
transverse cracking is more relevant to this context of this book and chapter and is
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Fig. 8.5 Defects and local stresses in a material
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referred to as low-temperature cracking. In the remainder of this section, we will
restrict ourselves to this particular form of cracking Fig. 8.6.

Transverse, or low-temperature cracking is primarily dictated by the material
properties. Unlike fatigue cracking, this form of cracking can occur more precipi-
tously. To understand the mechanism that drives transverse cracking, let us first
start by examining the behavior of an elastic material in a pavement structure.
A segment of a continuous pavement without any joints can be treated as a
geometry with fixed ends. In this case, when the temperature drops, the material in
this segment would shrink. The thermal strain in this case would be aDT1, where a
is the coefficient of thermal expansion and DT1 is the change in temperature.
However, due to the fixed ends, this deformation is not allowed to occur and instead
the segment develops a tensile stress, EaDT1, that is dependent on the material
stiffness, E. For an elastic material, this tensile stress will remain until the segment
reverts back to its original neutral stress temperature. Also, if the temperature were
to drop further by DT2 after some time, say an hour, then the tensile stress would
increase by EaDT2. As the temperature drops, the tensile stress would continue to
increase until (Fig. 8.7) it gets a point where it exceeds the tensile strength of the
material; at this temperature, the material will fracture creating a transverse crack to
relieve the thermal stress. This same process occurs in a viscoelastic material such
as an asphalt mixture with one significant difference, i.e., a viscoelastic material
tends to relax over time relieving and preventing the stresses from exceeding the
strength of the material. Figure 8.7 shows a schematic of these stresses being
relieved as the temperature decreases. However, an asphalt material that has a very
high stiffness at low temperatures and/or a slow rate of relaxation will not relax
effectively resulting in a build up of stresses that ultimately exceed the strength of
the material and cause it to crack.

This mechanism can now be used to explain the role of mixture and component
materials in driving low-temperature cracking. In terms of mixture properties, the
binder content and aggregate gradation will dictate the internal state of stress of the
binder and govern the growth of thermal cracks. Properties of the component
materials, particularly the binder, are very important in dictating the propensity

Fig. 8.6 Typical transverse
cracking (Photograph taken
by A Bhasin)
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toward low-temperature or transverse cracking. For example, the coefficient of
thermal expansion of both these materials will dictate the magnitude of thermal
strain that is developed in these materials per degree of drop in temperature. More
importantly, the stiffness, rate of relaxation, and strength of the binder are critical in
determining the resistance of the mix to thermal cracking. Recall that it is the
asphalt binder in the mixture that will ultimately resist the thermally induced tensile
stresses (unbound aggregate particles do not have the ability to withstand any
tensile stresses) and also relax to relieve these stresses. This also explains why an
ideal binder would have low stiffness, high rate of relaxation and high tensile
strength at low temperatures. A low stiffness would imply that for a given thermal
strain, the tensile stresses are low. A high rate of relaxation would result in faster
relaxation of the thermally induced stresses and a high tensile strength would ensure
that the thermal stresses are well below the strength of the material reducing the
chances of thermally induced fatigue.

One final note in the context of low-temperature-induced transverse cracking is
that it is not just the lowest pavement temperature that dictates this distress but the
rate at which temperature drops in the pavement that is equally, if not more,
important. In other words, low-temperature cracking can also occur if the tem-
perature in a particular geographic region drops precipitously due to fast moving
weather patterns. In such cases, the build up of stresses in the pavement can occur at
a much faster rate than the ability of the material to relax ultimately leading to a
scenario where the stresses exceed the strength of the material and result in a
transverse crack. Finally, significant diurnal temperature changes over several
months or years can also induce a fatigue type failure following a similar
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Fig. 8.7 Typical thermal
stresses in elastic versus
viscoelastic material; the
schematic shows a
step-by-step decrease in
temperature for clarity and
simplicity whereas
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continuous
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mechanism. Therefore the term thermally induced cracking may be more appro-
priate compared to low-temperature cracking.

8.3.4 Moisture-Induced Damage

In addition to rutting and cracking, moisture-induced damage is also one of the
most common forms of pavement distress. The most common visible form of
moisture-induced damage is evident in the form of potholes. By some estimates, the
repair of potholes costs agencies billions of dollars in maintenance; users of road
ways pay even more money toward the maintenance of their vehicles due to
damage caused by potholes (Cohen et al. 1997). While potholes are the most
evident form of moisture-induced damage, moisture can act as a catalyst to exac-
erbate other forms of distress such as rutting and cracking. All three factors, the
pavement structure, mixture design, and selection of component materials, play a
very important role in the ability of the pavement to withstand the impact of
moisture. Before we address the role of each of these factors, we must first try to
understand the mechanism that drives moisture damage. Note that while moisture
can also influence the properties of the pavement foundation (e.g., granular base or
fine subgrade materials), for the purposes of this discussion, we will focus on the
influence of moisture on the asphalt layer of the pavement structure (Fig. 8.8).

The moisture damage process begins with the presence of moisture gradients
across the pavement section. For example, moisture may be available to the
pavement due to naturally occurring rainwater on the surface. In this case, gravity,
capillary action, and the stresses exerted by the vehicle tires on the pavement
surface can force the moisture into the asphalt layer. Alternatively, moisture may
also make its way to the asphalt layer through the foundation or embankment that
may have higher moisture contents compared to the surface. In this case, the
moisture gradients and capillary action can cause moisture to make its way into the
asphalt layer.

Once the moisture makes it to the asphalt layer, it is transported within the
asphalt mixture via the capillaries or interconnected air voids in the mixture.
Moisture present in the voids and capillaries of the asphalt mixture can deteriorate
the mixture by “erosion” of these capillaries. This phenomenon is particularly more
exaggerated in open graded mixes that have much more open pathways and cap-
illaries for the moisture to travel. In this case, the movement of vehicles can create a
pumping action of the moisture within these capillaries causing the material around
the capillaries to erode and deteriorate. Readers can refer to additional literature for
a more detailed description of this phenomenon (Kringos et al. 2008).

Moisture trapped in the capillaries and voids of the mixture diffuses through the
bulk of the mastic, albeit at a much slower rate, eventually making its way to the
mastic- or binder-aggregate interface. During this process, the presence of the
moisture in the mastic can soften and weaken the material. This process is referred as
loss of cohesion in the mastic or the binder. Finally, once the moisture reaches the
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interface, the interfacial forces between the water, binder, and aggregate surface cause
the water to strip the aggregate surface of the binder. This process is also referred to as
stripping or loss of adhesion between the binder and the aggregate surface. At this
point, the binder is not effective at holding the aggregate particles together. As a
result, the aggregate particles break loose and are dislodged from the mixture
eventually creating a pothole. An analogy to understand this process is that of a grease
covered frying pan. In an attempt to clean such a pan, it is often convenient to leave it
soaked under water for a while. Water (being a highly polar liquid) diffuses through
the grease and eventually separates it from the substrate or the surface of the pan.
Adding hot water can accelerate this process and so does addition of soap to the
process. In the case of an asphalt mixture, the surface of the pan is somewhat similar
to the surface of the aggregate and the grease is similar to the asphalt binder. A more
detailed description of this interfacial process is discussed in Chap. 4 of this book.
Also, readers are referred to additional literature for a more rigorous breakdown of the
different physical, mechanical, and chemical processes that result in cohesive and
adhesive failure (Hefer et al. 2005; Caro et al. 2008) Fig. 8.9.

Based on the above mechanism, we can now discuss the role of the pavement
structure, mixture design and component materials in dictating moisture-induced
damage. In terms of the pavement structure, it is absolutely critical that the

Fig. 8.8 Typical example of
a pavement section with
severe moisture induced
damage (Photograph by A
Bhasin)
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pavement is designed in a way that allows all moisture to be transported and
drained away from the pavement structure. The pavement geometry and design of
drains along the pavement are absolutely critical to ensure the durability and
longevity of the pavement structure. As of this writing a significant research study
was underway to identify and document best practices to achieve this. Readers
interested in more details on this can find additional information in NCHRP Project
01-54.

In terms of the mixture design, the role of air voids and interconnected air voids
is critical in dictating the susceptibility of the mixture to moisture-induced damage.
Studies have shown that, all other factors being the same, a mixture with very large
or open and interconnected air voids is relatively less prone to moisture damage.
This is because the mixture will allow moisture to not only enter the matrix easily,
but also exit the matrix easily. Similarly, a mix with very small air voids that are not
well connected is also relatively less prone to moisture damage. In this case, it is
very difficult for the moisture to enter the bulk of the mixture and cause serious
damage. However, an intermediate level of air voids may be the least desirable in
terms of resistance to moisture damage. In this case, the air voids may be just
sufficient for moisture to slowly migrate into the bulk of the mix over time and
possibly accelerated by the action of loads but not allow the moisture to escape
easily. As a result, moisture is trapped in the mix and deteriorates it over time.
Figure 8.10 is based on the results from a study (Arambula et al. 2007) investi-
gating the influence of air void distribution on moisture-induced damage. As can be
seen from the figure, there is a pessimum air void size at which the extent of
moisture damage is highest. Readers must keep in mind that the relationship
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Fig. 8.9 A schematic showing the different stages involved in the moisture damage process
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between the size of air voids and total volume percent of air voids is not
straightforward. Many factors such as particle size and gradation will dictate the
size distribution of a specific volume of air voids. For example, a mixture with 4%
air voids can have a few large air voids that are spatially dispersed or depending on
the aggregate size and gradation, it could also have several smaller dispersed air
voids. Tools such as X-ray tomography are often used to better understand such
correlations and establish the connection between percentage volume of air voids,
void size distribution, and ultimately propensity to moisture damage.

8.3.5 Aging

The properties of an asphalt mixture inherit the changes that occur in the properties
of the asphalt binder due to oxidative aging over time. Aging of asphalt binders and
consequently that of asphalt mixtures is not a distress by itself but it does have a
significant influence on the rate of evolution of all the distresses discussed above. In
some cases, such as permanent deformation or rutting, aging can help improve the
ability of the asphalt mixture to resist the distress. In other cases, aging can amplify
or have a mixed influence on the distress evolution. Since aging is not a form of
distress by itself but rather affects the rate of evolution of other forms of distress; in
this section, we will not discuss the role of pavement, mixture, or component
materials, but restrict our discussion to the impact of aging on rutting, fatigue
cracking, low-temperature cracking, and moisture-induced damage.

As discussed in Chap. 2 of this book, asphalt binder undergoes oxidative aging
during the service life of the pavement. Aging results in the formation of more polar
molecules that form agglomerates or more associated structures which in turn
increases the stiffness of the binder and consecutively the stiffness of the asphalt
mixture. An increase in stiffness also tends to increase the resistance of the material
to plastic deformation. Therefore, over time aging helps improve the resistance of
the asphalt mixture to permanent deformation or rutting. In fact, this is also the
reason why rutting is more of a concern during the early years of a pavement life.
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Fig. 8.10 Results from a
study showing the impact of
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Also, mixture production technologies such as warm mix asphalt (WMA) that use
lower production temperatures tend to reduce the extent of oxidative aging in
asphalt binders and increase the susceptibility of asphalt mixtures to rutting during
the early years of the pavement. On the other hand, use of reclaimed asphalt
pavement (RAP) that contains not only aggregates, but also significantly aged
asphalt binder in combination with virgin materials results in a mixture that is
relatively more stiff and resistant to rutting. In many cases, both WMA and RAP are
used in combination with each other to balance the effects of reduced oxidation in
the virgin binder due to reduced mixing temperature and effects of the aged binder
from the RAP.

While aging may increase resistance to rutting, it tends to have a mixed impact
on fatigue cracking and low-temperature cracking. Let us first discuss the impact of
aging on fatigue cracking. Studies on asphalt binders and mastics have shown that
although aging tends to increase their stiffness and reduce their ductility, aging also
tends to increase the strength and resistance to cracking, up to a certain extent
(Arega et al. 2013; Sultana and Bhasin 2014). However, since the ductility of the
binders reduces with aging, the nature of crack formation and growth also changes.
The binder becomes increasingly more susceptible to brittle failure, albeit at a
relatively higher stress level. The overall impact of aging on the rate of crack
growth is therefore governed by the relative change in these properties and failure
modes.

As discussed before, in order to resist low-temperature or thermal cracking the
binder must have (1) a low stiffness, which would result in reduced thermal stresses,
(2) high rate of relaxation, which would prevent the stresses from building up as the
temperature drops, and (3) high tensile strength, which would ensure that the
accumulated stresses remain below the strength of the material to prevent cracking.
With aging, the stiffness of the binder increases and it reduces its ability to relax,
which makes the binder more susceptible to low-temperature cracking. At the same
time the tensile strength of the binder may also increase. This would partially offset
the negative impact of increase in stiffness and reduction in relaxation rate. It is the
relative change in the magnitude of these properties that will ultimately dictate the
ability of the binder and the mixture to resist low-temperature cracking.

8.3.6 Bleeding or Flushing

In some cases, a very thin layer of excess asphalt binder oozes to the surface of the
pavement along the wheel paths. This type of distress is often clearly visible to the
naked eye in the form of a slick reflective surface that forms along the wheel path
(Fig. 8.11). Bleeding typically occurs when the asphalt mixture has insufficient air
voids and/or higher than optimal binder content. These factors in combination with
consolidation due to traffic loads cause some of the binder to rise to the top of the
pavement surface along the wheel paths. The excess binder significantly reduces the
pavement texture and creates a very unsafe riding surface. Although bleeding is not
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as common as other forms of distress, it can create a significant safety hazard in
terms of reduced skid resistance. Finally, based on this description it is easy to
recognize that bleeding is more of a mixture design problem rather than a com-
ponent material or pavement structure related problem.

8.4 Terminology and Typical Approaches to Characterize
Distresses

In the previous section, we developed a basic understanding of the most common
forms of distresses that ultimately cause pavement failure. In this and the following
sections, we will discuss some general approaches and commonly used test
methods to measure the resistance of any given asphalt mixture to these distresses.
We will first start by introducing some broad level ideas and terminology related to
the characterization of asphalt materials.

8.4.1 Measuring Performance Indicators and Material
Properties

In the asphalt industry, the business of evaluating component materials or asphalt
mixtures for their resistance to one or more forms of distress is based on two broad
approaches with some overlap: (1) indicator type or torture tests and (2) mechanistic

Fig. 8.11 Typical example of a pavement section with bleeding (Photograph taken by A Bhasin)
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tests that measure material properties. Each of these approaches has certain
advantages and disadvantages. Understanding the philosophical differences
between these two approaches is critical not only for remainder of this chapter and
book, but also more importantly for the future evolution of the asphalt materials and
pavement industry.

We will first start with a very simple definition of material property, because we
will use this term several times in the remainder of this chapter. In the simplest sense,
material property is a property that belongs to the material and is not influenced by
the geometry or other extraneous conditions used to measure the property. Consider
a scenario where we measure the tensile strength of a steel bar. We can take such as
steel bar and affix it to a universal testing machine (UTM) and apply a tensile load
while measuring its deformation. The maximum load that the steel bar can withstand
before it breaks is a measure of its tensile strength. But the load itself is only an
indicator and not a material property. The material property would be the maximum
tensile stress at failure, which is calculated by measuring the diameter of the rod and
dividing the load by the area of cross section. We can use indicators to compare the
strengths of different grades of steel. For example, a grade of steel with higher failure
load than the other can be considered to be stronger in tension. We can also use
indicators as a quality control tool, i.e., we can sample steel rods as they are being
manufactured, run the test, record the maximum load, and use it as an indicator of
quality and consistency. In fact, if an indicator is all that is needed for a specific
purpose, then one can envision several different surrogates for an indicator test that
do not necessarily require a sophisticated universal testing machine.

There are several advantages of using an indicator compared to a material
property. For example, we only need to measure the maximum load before failure
and we need not measure the diameter of the steel rod. This saves time because
there is one less measurement to make and also some hardware cost because we do
not need an extra device to measure the rod diameter. We also save time and
expertise by not having to conduct calculations of stress. On the other hand, there
are also several disadvantages of using an indicator compared to a material prop-
erty. First, any variability in the cross-sectional area will add to the variability in the
measured maximum load. If we were using the maximum tensile stress at failure,
this variability would be accounted thereby increasing our confidence on the test
results. Second, the indicator has no practical value from a design or prediction
point of view. In contrast, the maximum tensile stress can be used to assess the
possibility of tensile failure of an arbitrary cross section subjected to external loads.
Also, this information can used to economize the design of a cross section. For
example, if a specific grade of steel has higher than typical maximum tensile stress
it is possible that you would need a smaller cross section for this specific grade thus
economizing the cost of the project.

The above example is a simplistic illustration of the differences between mea-
suring an indicator for simple comparison, material screening, or quality control
purposes versus measuring a material property that can also achieve the same
benefits and much more (e.g., predicting performance, optimizing design, and being
able to accommodate changes in material types). While the latter has several
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advantages, it also requires additional time, resources and expertise to accomplish.
These two broad approaches of measuring a simplistic indicator and measuring
material properties define the backdrop against which most of the tests are
developed to assess component material performance and asphalt mixture per-
formance. Note that these two approaches are not distinct and there is some
overlap. Finally, it is important to recognize that similar to simplistic material
indicators, fundamental material properties can also be used for screening materials,
quality control and other purposes. However, the opposite is not true, i.e. material
indicators cannot be used to design materials, structures, or predict pavement
performance or life. We hope that over time the industry evolves towards being
more focused on the measurement and use of fundamental material properties for
materials and pavement design. Researchers and industry experts have developed
hundreds of tests, if not more, to evaluate susceptibility of materials and mixtures to
different distresses based on one or a combination of these approaches. While a
comprehensive list of all of these tests (assuming it were feasible to produce one) is
beyond the scope of this chapter and book, a few examples are discussed in the
following section. But before we visit a few examples of these tests, we need to
discuss a couple of terms that are also often used in this context.

8.4.2 Concept of Continuum

The term continuum is often times used in the context of measuring material
properties and evaluating their resistance to specific forms of distress. Readers can
refer to Part II of this book for a more detailed description. This section briefly
discusses this idea here because of its importance in the different test methods that
are used to evaluate material performance.

The term continuum is very commonly used in mechanics to describe how a
material is being treated for the purposes of measuring and modeling its behavior. It
basically means that the material is being treated as a continuous entity without any
discrete boundaries or discontinuities. If one were to cut out a infinitesimally small
portion of such a material from a larger specimen, this small portion would be
exactly the same as every other infinitesimally small portion of the material. For
example, if we were to treat an asphalt mixture as a continuum, we would not
consider that the mixture has discrete aggregate particles floating around in a matrix
of asphalt binder or mortar. Rather we could treat the mix as a homogenous con-
tinuous medium without any discontinuities. Even when the material experiences
distresses such as fatigue crack growth, we would not be interested in the specific
location and size of the different cracks but rather we would be interested in the
overall impact of these cracks on the material specimen. In other words, the con-
tinuum approach smears the influence of aggregate particles, cracks, etc. on the
entire specimen and it is the overall response averaged over the entire specimen that
is of interest to us. Similarly, in the case of evaluating an asphalt binder, the binder
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can also be treated as a continuum without regards to the spatial distribution of
individual molecules.

It is very important to note that the treatment of a material as a continuum does not
imply that the internal structure of thematerial is not important. It only implies that for
the specific purpose, the overall response of the material is of interest rather than the
specificmechanisms of the components within the material that result in the response.
For example, in the treatment of an asphalt mixture as a continuum, it does not imply
that distribution of cracks, aggregate particles, or aggregate size is not important. In
fact, it is precisely these factors that will dictate the behavior and performance of the
entire mixture as a continuum.However, for the purposes of characterizing the overall
performance of the mixture, it can be treated as a homogenous continuum. Similarly,
the microstructure and molecular fabric of the binder dictate the properties of the
binder but for the purposes of evaluating the behavior of a specific binder, it can
treated as a continuum. One important note in this context is the idea of a represen-
tative volume element. The specimen for any material that is evaluated using
mechanical tests and treated as a continuum must be much larger than the largest
discrete entity in the material. Using the example of an asphalt mixture, the smallest
dimension of a test specimen must be at least several times larger than the largest
aggregate particle in order to serve as a representative for measurement of material
properties.

8.5 Examples of Test and Analytical Methods
to Characterize Properties and Distresses

In this section, we will discuss a few typical test methods that are used to char-
acterize the properties of an asphalt mixture as well as its resistance to different
forms of distresses. As introduced before, some of these tests are merely torture
tests or tests that only provide simple indicators of expected performance. Other
tests are more fundamental in nature and are focused on measuring material
properties that are related to performance rather than simplistic indicators. The
intent of this section is to introduce readers to the philosophy and broad approaches
to characterize asphalt mixtures through some common examples.
A comprehensive list of all test methods or a detailed step-by-step description is
beyond the scope of this book, but adequate references are provided along with the
descriptions for readers interested in more details.

8.5.1 Complex Modulus

Before we discuss tests that are focused on measuring different forms of distress, we
will first discuss the measurement of the most fundamental material property, that is
the stiffness of the material in an undamaged state. Let us first consider a material
such as steel that can be approximated as a linearly elastic isotropic material. The
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elastic modulus of steel, along with Poisson’s ratio, are the most basic properties
that are required to compute the stresses and strains in any given steel structure.
Without this very fundamental piece of information, there is practically no engi-
neering design or prediction exercise that can be meaningfully carried out. The
same is true for asphalt mixtures; a measure of stiffness is the most basic piece of
information that is required to estimate the deformation of a pavement structure
under external loads and to rationally design a pavement structure. The only dif-
ference is that the asphalt mixture is not linearly elastic. Recall from Chap. 2 that
the stiffness of the asphalt binder is dependent on the time history of loading,
temperature, and age of the binder. The asphalt mixture inherits all of these char-
acteristics. As a result, the modulus of the asphalt mixture is also dependent on the
rate of loading, temperature, and age.

An asphalt mixture does not have a single number that can be used to describe its
modulus. The time or rate dependency of the mixture is accommodated by char-
acterizing the stiffness of the mixture as a function of time using either creep
compliance DðtÞ or relaxation modulus EðtÞ or as a function of loading frequency
using complex modulus E�ðf Þj j. The term E�j j denotes the magnitude of the
complex modulus, also referred to as dynamic modulus. The creep compliance,
relaxation modulus, and complex or dynamic modulus are the same as discussed in
Chap. 2 for asphalt binders. The only difference in this case is that these properties
are measured for an asphalt mixture, typically subjected to small compressive
strains or deformations. Also, as in the case of asphalt binders from Chap. 2,
temperature dependency of the material is accommodated using the concept of
time–temperature superposition and developing a master curve. The complex
modulus of an asphalt mixture is the most important mechanical property of any
asphalt mixture that is required for any rational method to design the pavement
structure.

The measurement itself is typically carried out using a cylindrical specimen that
is 100 mm in diameter and 150 mm in height (typically obtained by coring and
sawing a superpave gyratory-compacted specimen that is 150 mm in diameter and
about 175–200 mm in height). The device typically used is a loading frame that is
capable of applying sinusoidal loads to the test specimen at different frequencies.
The load is applied to achieve 50–70 microstrains in the specimen at varying
frequencies (e.g., 25, 10, 5, 1, and 0.1 Hz) and different temperatures (e.g., −10, 4,
25, 38, and 54 °C). At any given frequency, a fixed number of load cycles are
applied and the complex modulus is determined using the data from the last few
cycles to avoid the influence of initial transients on the data collected. Also the test
is typically conducted by using the same test specimen starting with the lowest
temperature and testing at all frequencies (from highest to lowest) at each tem-
perature. This particular progression of applied loads ensures that the test specimen
is evaluated at its highest stiffness first before proceeding to conditions where the
stiffness of the specimen reduces (i.e., higher temperatures and/or lower frequen-
cies). This progression ensures that the test specimen accumulates minimal per-
manent deformation and change to its internal structure during the test process. For
the same reason, the applied loads are such that the strain amplitude in the specimen
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typically does not exceed 50–70 microstrains. Higher microstrains would cause the
material to behave nonlinearly and induce damage. The choice of this range of
microstrains is important because higher deformations could induce damage and
smaller deformations would not generate a clear measurable response.

Figure 8.12 shows a schematic of the test set up used to measure complex or
dynamic modulus of asphalt mixtures. Readers are referred to additional literature
for a more detailed description on the research associated with the development of
this test and a step-by-step description of the test procedure (American Association
of State Highway and Transportation Officials 2005; Witczak et al. 2001). One
interesting variation of this test method is to measure the dynamic modulus of a
cylindrical test specimen that is about 150 mm in diameter and 50 mm in height by
applying a compressive load diametrically across the specimen. This specific
method was developed to be able to measure the modulus of specimens cored from
the field, where it was not possible to have a height of 150 mm in all cases.
Additional information about measuring dynamic modulus in this mode of loading
can be found in the literature (Kim et al. 2004).

Finally, we should briefly discuss the typical results from measuring the complex
modulus of an asphalt mixture and developing a master curve. Figure 8.13 shows
the typical raw data collected from the measurement of complex modulus at dif-
ferent frequencies or loading times and temperatures. The abscissa on Fig. 8.13
shows the loading time (inverse of test frequency) on a log scale. The ordinate
shows the modulus of the complex modulus on a log scale.

The asphalt mixture inherits the thermorheologically simple behavior of the
asphalt binder as discussed in Chap. 2. Recall that a thermorheologically simple
material is one that demonstrates a simple scalable relationship between the time-
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capable of going from -10C to 60C

Typical 100 mm diameter sample of 
150 mm height cored from a 
compacted cylinder of 150 mm 
dismeter and 200 mm height

Displacement of strain gauges 
mounted on the specimen with 100 
mm gauge length typically 

Fig. 8.12 Schematic of the set up and loads applied to measure complex or dynamic modulus of
asphalt mixtures (Photograph by A Bhasin)
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and temperature-dependent properties of the material. For the purposes of this
example, let us define the reference temperature as 21.1 °C, which is the inter-
mediate temperature at which all the data were collected. Now, one can observe
from Fig. 8.13 that all the data from temperatures higher than the reference can be
shifted to the right and all the data from temperatures lower than the reference
temperature can be shifted to the left to form a single contiguous or smooth curve.
In fact, as an exercise, readers can graphically conduct this exercise as follows.
Each point from the temperature immediately below the reference temperature
(4.4 °C in this case) can be shifted to the left to overlap with the existing data at the
reference temperature. The “simple” part of the thermorheologically simple
behavior is that the same horizontal shift is used for all the points at 4.4 °C to merge
with (and also extend) the data at the reference temperature. This process of hor-
izontal shifting blends data from the 4.4 °C temperature to the reference tempera-
ture and also extends the span of the data at the reference temperature. Next, the
process is repeated with data from the next lower temperature, i.e. −10 °C in this
case, extending the data at the reference temperature even more. Finally, the process
is repeated for the two highest temperatures, except this time the horizontal shift is
in the opposite direction. The final step is to plot the magnitudes of the four
horizontal shifts (one each for −10, 4.4, 37.8, and 54.4 °C) against the temperature
to produce the shift factor versus temperature relationship as shown in Fig. 8.14.

In practice, the process described above is not conducted manually but rather
programmatically. Similar to the case of the asphalt binder, the master curve for the
complex modulus of the mixture, E�j j, is defined as shown in Eq. 8.1.

log E�j j ¼ dþ a
1þ exp b� c log nð Þ ð8:1Þ

In Eq. 8.1, a, b, c, and d are parameters that define the shape of the master curve.
The term n refers to the reduced time, which is defined as the ratio of the true
loading time (inverse of the frequency) to the shift factor as shown in Eq. 8.2.
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Fig. 8.13 Typical raw data
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n ¼ t
aðTÞ ð8:2Þ

In Eq. 8.2, the term t is the loading of time of interest and aðTÞ is the shift factor
at the temperature of interest T. The concept of reduced time is central to the idea of
a master curve. Simply put, the modulus of the material at any temperature and any
duration of loading can be transformed to the modulus at the reference temperature
at a reduced time of loading. Note that the term reduced time may be slightly
misleading because depending on whether the temperature of interest is higher or
lower than the reference temperature, the reduced time may in fact be greater than
or less than the true time of loading of interest, respectively.

Once the complex or dynamic modulus data at multiple temperatures and fre-
quencies are collected (five frequencies and five temperatures in this example), it is
then used to determine the four shape parameters in Eq. 8.1 and the values for the
four shift factors corresponding to each temperature: að�10Þ, að4:4Þ, að37:8Þ, and
að54:4Þ. Note that the shift factor at the reference temperature is 1.0 by definition.
These eight parameters (four shape parameters and four shift factors) are deter-
mined simultaneously by fitting the measured data to Eq. 8.1 to create a smooth
master curve as shown in Fig. 8.13.

A couple of other observations regarding the master curve as shown in Fig. 8.13.
First, the modulus of the mixture from the master curve at very small loading times
(or high frequencies) at the reference temperature is an indicator of the behavior at
very low temperatures and typical intermediate rates of loading. Similarly, the
modulus at long loading times (or very low frequencies) at the reference temper-
ature is an indicator of the behavior of the mixture at very high temperatures and
typical intermediate rates of loading. Second, the curve has a distinct shape with
two asymptotes at very low loading times (or high frequencies) and very long
loading times (or low frequencies). These asymptotes are of course a reflection of
the choice of sigmoidal function (Eq. 8.1) that was used to develop the master
curve. However, readers must note that the choice of the sigmoidal function is
based on the experimental observation of such asymptotes from testing. The phe-
nomenological origins of these two asymptotes can be explained as follows. The
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asymptote at very small loading times (or high frequencies) is because at very high
loading rates and/or low temperatures, the behavior of the binder approaches that of
an elastic material with little or no change in its modulus with a further increase in
rate of loading or decrease in temperature. In fact, as discussed before, below a
certain temperature referred to as the glass transition temperature, the asphalt binder
behaves as a “glassy” elastic solid. A direct consequence of this is that below a
certain temperature and/or above a specific rate of loading the modulus of the
mixture is no longer affected by the temperature and rate of loading and its value
reaches an asymptote. This behavior is also observed in the binder master curve. On
the other extreme, at very slow rates of loading and/or high temperatures, the binder
behaves as a fluid. Therefore, beyond a certain point an additional decrease in the
rate of loading or an increase in the temperature does not change the contribution of
the binder to the stiffness of the mixture. In fact, at this lower asymptotic value the
binder makes very little to no contribution to the stiffness of the mixture and the
modulus is mostly due to the particle-to-particle interaction in the aggregate
skeleton. This asymptote is distinctly absent in the case of asphalt binders without
any aggregates. Readers are encouraged to go through the accompanying example
and carry out the exercise of developing and using a master curve to make pre-
dictions for the modulus of the material at different combinations of temperatures
and frequencies.

8.5.2 Rutting

As discussed previously, rutting is one of the most common forms of distress in
asphalt pavements. In this section, we restrict our discussion to some examples of
methods that can be used to characterize the rutting resistance of asphalt mixtures.
We will briefly discuss (1) simplistic methods that are based on measuring some
kind of a performance indicator for materials screening purposes, and (2) methods
that are based on measuring fundamental properties that can be used for materials
screening purposes and performance prediction.

8.5.2.1 Simplistic Torture Tests to Compare Rutting Resistance
of Materials

One example of a simple performance indicator or torture test is the wheel tracking
test. Several variations of the wheel tracking test exist. In most cases, the test
involves the use of a loaded wheel that cyclically tracks over a laboratory com-
pacted test specimen at high temperatures. A couple of examples are the Hamburg
wheel tracking device (HWTD) and the asphalt pavement analyzer (APA). The
former has a loaded steel wheel that is in direct contact with the asphalt specimen
typically submerged under water at high temperatures and the latter has a loaded
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grooved wheel that runs over a pressurized hose on top of the test specimen either
in dry or wet conditions at multiple temperatures.

The HWTD is discussed here in some more detail and is one of many different
variations of a wheel tracking test. The HWTD is commonly used by some state
agencies in the USA as a go-no go or pass/fail test to screen asphalt mixtures
susceptible to rutting (Fig. 8.15). The test is performed by oscillating an approxi-
mately 200 mm diameter and 47 mm wide steel wheel loaded with about 72 kg
weight over a laboratory compacted asphalt mixture specimen that is about 65 mm
in height submerged in water at high temperatures (typically at 50–60 °C). The
permanent deformation of the specimen is recorded with reference to the number of
passes of the loaded wheel. The test is typically conducted for 20,000 passes or
until the specimen reaches a specified maximum deformation (e.g., 10 mm).
Mixtures showing excessive susceptibility to moisture damage tend to undergo
stripping and usually exhibit a sudden second change in the slope of the curve for
rut depth versus number of passes after a certain number of cycles. Figure 8.16
shows typical deformation curves for samples that do and do not exhibit significant
moisture damage in a HWTD test. The rutting resistance of a mixture is expressed
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Fig. 8.15 An image of a typical Hamburg wheel tracking device (Photograph by A Bhasin)

-16 

-14 

-12 

-10 

-8 

-6 

-4 

-2 

0 
0 5000 10000 15000 20000 

R
ut

 D
ep

th
 (

m
m

)

Number of Load Cycles

Left Right

Fig. 8.16 Typical results
obtained from the HWTD test

310 8 Failure Mechanisms and Methods to Estimate Material Resistance …



in terms of the observed rut depth at a specific number of load cycles or in terms of
the number of load cycles required to reach a specific rut depth. Either parameter
can be used as a pass/fail specification for mixtures to meet a design requirement.
The presence of an inflection point can indicate the susceptibility of mixtures to
moisture-induced damage and can also be used as a pass/fail requirement.

Torture or indicator type tests such as the HWTD have the same advantages and
drawbacks as discussed earlier. To recap, the advantages are evident, i.e., these tests
are easy to conduct, the results are straightforward to interpret, and the results can
easily be incorporated into a specification requirement. On the other hand, such
tests do not really measure a material property, the loading and torture conditions
are unrealistic and most importantly the results from these tests do not have any
predictive value. To further explain the last point, consider the results from the
HWTD test. The results cannot be used to predict the actual rutting in the asphalt
mixture in a pavement under any arbitrary set of conditions (traffic loads, traffic
speeds, and temperatures). Also the results cannot be used in any meaningful way
to guide pavement design for efficient materials. For example, if a mixture had
extremely high resistance to rutting, there would be no effective method to use this
information from a HWTD to optimize the thickness of the asphalt layer. A possible
solution to overcome these shortcomings is to evaluate the damage evolution in the
material using a more rigorous approach.

8.5.2.2 Robust Methods to Measure and Quantify Rutting Resistance
of Materials

Before discussing a few methods to do so, it is important to briefly discuss how we
quantify permanent deformation or the evolution of permanent deformation. We
will only discuss this idea of quantifying permanent deformation in more simplistic
terms here as an introduction to more mechanistic methods of measuring rutting in
asphalt mixtures. Readers interested in more in-depth modeling can refer to
Chap. 14 of this book for more details.

In simplistic terms, the total strain in the material can be decomposed as a sum of
the recoverable strain and plastic strain (similar to Eq. 14.3) as shown in Eq. 8.3.
Note that for a time-dependent material such as asphalt mixture (or binder), these
strains are functions of time and the term recoverable strain also includes strain that
ultimately recovers over a period of time after the load is removed. Similarly, the
plastic strain is also time dependent, i.e., in addition to the magnitude of the load,
the time history of the load also affects the magnitude of permanent deformation.
Therefore, for a time-dependent material, such as an asphalt mixture, the total strain
is decomposed as a sum of viscoelastic or recoverable strain ðeveÞ and viscoplastic
or time-dependent plastic strain ðevp).
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eTotal ¼ eve þ evp ð8:3Þ

Experimentally, such an accumulation of plastic strain can be observed from a
simple repeated load test. Consider a cylindrical specimen of an asphalt mixture
subjected to repeated cycles of a compressive load. For the purposes of this
example, each load cycle can comprise of a step load lasting for a fixed duration of
time followed by a dwell time for which the load is entirely removed and the
specimen is allowed to recover.

Figure 8.17 illustrates such a sequence of input loads as well as the typical
deformation or strain measured on the specimen. The strain from any given cycle
has a recoverable component (instantaneous as well as time dependent) and a
permanent component (plastic strain). The bottom part of Fig. 8.17 also illustrates
the total accumulated plastic strain over time. Such curves are commonly used in
the flow time and flow number tests to evaluate the resistance of asphalt mixtures to
permanent deformation (discussed in more detail in a later section).

Two important things to consider in this simplistic schematic are as follows.
First, it is possible that in some cases the time-dependent strain might not have
recovered completely at the end of the dwell time. As a result, strictly speaking, the
residual strain at the end of the dwell time is not plastic strain but rather plastic
strain with some residual recoverable strain that is still in the process of recovering.
Second, the plastic strain measured here is for the specific duration and magnitude
of loading. Also plastic deformation is a highly history-dependent phenomenon,
i.e., the rate of accumulation of plastic strain depends on the history of loading and
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previously accumulated plastic strain. This is due to strain hardening of the mixture.
Due to these factors, the evolution of plastic strain as shown in the bottom part of
Fig. 8.17 is not a material property that represents plastic strain evolution in the
mixture but rather results from one specific loading magnitude and history. As such,
these results (bottom part of Fig. 8.17) cannot be used to predict permanent strains
with any arbitrary loading history. However, the results from such a loading history
can serve as an indicator for rutting susceptibility; this will be discussed soon.

The two aforementioned gaps can be corrected by the use of appropriate
mathematical models. For the first part, by knowing the linear viscoelastic prop-
erties of the mixture (such as creep compliance, relaxation or complex modulus),
and the use of proper convolution integrals, it is possible mathematically separate
the time-dependent recoverable strain from the irrecoverable or plastic strain at the
end of the dwell time. This can be used to get a more accurate estimate of the
accumulated plastic strain. The detailed mathematical description of this process
can be found in Chap. 14.

The second gap was that the results as shown in Fig. 8.17 cannot be generalized
to any arbitrary loading history (different rates or durations and temperatures). It is
possible to address this shortcoming by using an appropriate and comprehensive
model for viscoplasticity that captures the behavior of the material while accounting
for different rates of loading. Such a model typically incorporates three
components:

• an overstress function or a stress-based criterion that dictates the conditions
under which the material exceeds its plastic limit and viscoplastic flow occurs
accruing permanent deformation,

• a flow rule that defines the rate at which viscoplastic strain is accumulated, and
• a hardening or softening function that captures the history dependence of the

material.

A more detailed description of these models can be found in Chap. 14 of this
book. Readers are also referred to a chapter by Scwhartz and Kaloush on their
treatment of this subject for more details (Schwartz and Kaloush 2009).

The parameters required to calibrate a comprehensive model, such as the one
described above, are usually obtained from a test similar to the one illustrated in
Fig. 8.17 but by subjecting the test specimens to different confining stresses and
measuring both axial and radial deformations. In addition, linear viscoelastic
properties and temperature-dependent behavior are obtained from a dynamic
modulus test similar to the one described in the previous section.

A couple of simpler variations of the test shown in Fig. 8.17 are worth briefly
mentioning here. These variations are referred to as the flow number and flow time
tests. These involve testing a specimen at one temperature in unconfined conditions.
Typically, the test specimen is 150 mm in height and 100 mm in diameter and is
obtained from cutting and coring a 175–200 mm high and 150 mm diameter lab-
oratory compacted specimen. In the flow number test, the specimen is subjected to
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cyclic loads of a fixed amplitude following a haversine form (instead of the step
load shown in the figure). The time period for the haversine load form is 0.1 s and
dwell time is 0.9 s. The accumulated strain response from the test is recorded with
respect to time or number of load cycles and is similar to the bottom schematic in
Fig. 8.17. The response is divided into three zones: primary, secondary, and ter-
tiary. The number of cycles at which the tertiary zone begins, identified by the
change in the accumulated strain rate, is defined as the flow number value for
the material (at the specific loading conditions). The flow time test is very similar to
the flow number test, except that the applied load is not cyclic, but rather remains
constant over time. The response from the flow time test is very similar to the flow
number test and the time at which the flow of the specimen occurs (beginning of the
tertiary zone) is referred to as the flow time. Readers interested in more details can
refer to additional literature (Witczak et al. 2001; Bhasin et al. 2003).

An interesting feature of the flow time and flow number test is that when used in
the simplistic manner described above, these tests can serve as simple indicator
tests. In other words, flow number or flow time (obtained for a specific magnitude
of load and temperature conditions) can be used as an indicator to compare the
rutting resistance of different asphalt mixtures or as a screening tool to qualify
asphalt mixtures for construction. A mixture with a relatively high flow number or
flow time value would have a relatively higher resistance to rutting. However, these
tests can also be modified to incorporate the effects of confinement and multiple
loading conditions (magnitude and duration) to obtain parameters for a more fun-
damental viscoplastic model, which can then be used to predict the rutting behavior
of asphalt mixtures under a variety of different conditions. From this point of view,
a transition from torture tests to these more basic tests is an important step forward
in advancing the state of knowledge and practice in this area. The use of flow time
and flow number tests would allow the agencies responsible for building road ways
to use a simple test with indicators to screen and qualify materials and at the same
time it would also create a stepping stone to incorporate advanced modeling and
mechanistic tools into future practice.

8.5.2.3 Summary

To summarize, we have looked at three broad categories of tests that can be used to
assess rutting susceptibility of asphalt mixtures. The first category was that of
torture tests, such as the wheel tracking tests. Such tests are repeatable, easy to
perform and provide results that are straightforward to interpret. However, results
from torture tests do not measure material properties, can sometimes be misleading
(if the test conditions and stress states are very different from that of the pavement
structure), and have very limited predictive value. The second category is that of
tests such as the flow time and flow number tests. Such tests are simple and can be
used to provide a performance indicator that can be used by road way agencies to
screen and qualify materials for use on a routine basis. More importantly, with a
few minor modifications and additional data collection these tests lead us into the
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third category, i.e., tests and resulting data that can be used with viscoplasticity
models to extract a fundamental material property related to the rutting character-
istics of the material. Similar to a performance indicator, a basic material property
can be used to compare the relative rutting resistance of different types of mixtures
when used in the same structure and subjected to the same load and temperature
history. However, unlike performance indicators, basic material properties can also
be used to predict the performance of the material in the context of any given
pavement structure and for any arbitrary loading and temperature history.

8.5.3 Fatigue Cracking

Fatigue cracking is also one of the most common forms of distress in asphalt
pavements. Similar to the previous section on rutting, we will briefly discuss some
simplistic methods to produce a performance indicator that can be used to rank the
fatigue cracking resistance of different asphalt mixtures or qualify mixtures for
construction purposes. We will also discuss some more fundamental approaches to
characterize fatigue cracking resistance that can be used to predict the cracking
resistance of asphalt mixtures in any given pavement structure subject to any
arbitrary loading history.

Analogous to the torture tests used to evaluate rutting of asphalt mixtures, there
are some simple tests that can be used to produce indicators that compare fatigue
cracking or fracture resistance of different asphalt mixtures. Also as in the case of
rutting, there are some tests and concomitant analytical methods that can provide
both indicators of fatigue cracking resistance as well as a fundamental material
property for this distress evolution with predictive capabilities. Before we discuss a
few examples, it is important to recognize that there are several different types of
tests that can be found in standards or literature. Most of these tests are indicator
type tests and can be described using the following four main parameters:

(i) test specimen geometry,
(ii) loading input type,
(iii) loading form type, and
(iv) resulting parameter.

We will briefly discuss the variations in each of the above parameters that are
typically used in developing and implementing a test method. We will then discuss
a few specific examples in a bit more detail.

8.5.3.1 Typical Test Geometries Used for Fatigue and Fracture Tests

Regarding the first parameter, i.e., geometry, in order to subject a test specimen to
tensile loads, the specimen must be typically gripped or glued to the ends with
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appropriate fixtures and attached to a loading frame (try to imagine applying a
uniaxial tensile load to a specimen without gluing or gripping it in some form). The
process of gluing or gripping the ends requires some additional work to accomplish
the test and also creates some unwanted stresses near the ends of the specimen. Not
withstanding these limitations, test methods such as the direct tension test and the
overlay test utilize test specimens that are glued to fixtures used in loading frames to
conduct fatigue or fracture tests. The direct tension test typically involves the use of
a cylindrical laboratory compacted test specimen with both ends of the cylinder
glued to metal plates (Fig. 8.18). The overlay test involves the use of a prismatic
specimen cut out of a cylindrical compacted specimen or core. Note that the overlay
test was intended to measure the rate of crack growth emanating from the bottom of
an asphalt layer placed on top of a rigid jointed pavement. However, this test is also
used as an indicator or torture test to measure fatigue cracking resistance of asphalt
mixtures for conventional applications.

A few geometries that allow users to create a tensile stress without the need for
gluing or gripping the specimen ends are by loading a beam in flexure (consider a
simple three point or four point beam specimen) or by loading a cylinder diamet-
rically to create an indirect tensile stress along the diameter (Fig. 8.18). In fact,
owing to this convenience in sample preparation and handling, the beam fatigue test
and indirect tensile test (IDT) are still used to measure fatigue and fracture prop-
erties of asphalt mixtures. The latter is more preferred on account of the fact that
asphalt mixture specimens are typically prepared in the laboratory in the form of
cylinders (about 150 mm in diameter or smaller) or cored from the field (again in
the form of cylinders). A variation of the beam fatigue is the semicircular bending
test that creates tensile stresses in a semicircular specimen that is simply supported
on two ends of its flat side (for more details see Ozer et al. 2016).

Fig. 8.18 Schematic showing typical geometries used to evaluate fatigue and fracture of asphalt
mixtures
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8.5.3.2 Typical Loading Modes and Forms Used for Fatigue
and Fracture Tests

The second and third parameters are the loading input type and form. Fatigue or
fracture tests are typically conducted in one of the following two modes of loading:
displacement or strain controlled mode and load or stress controlled mode. In case
of the former, the test equipment is commanded to change the displacement or
strain following a predefined load form and the reaction load or stresses in the
specimen are monitored over time. The latter is just the opposite, i.e., the test
equipment is commanded to change the load or stress following a predefined load
form and the resulting deformation or strains are recorded over time. The loading
forms that are typically used in fatigue or fracture tests are monotonically increasing
at a certain displacement or loading rate, cyclic following a sinusoidal waveform, or
cyclic following a triangular wave form. In some cases, users may also use a cyclic
loading following a haversine form with a rest or dwell time after each cycle.
Figure 8.19 is a schematic that shows the different loading input types and forms.
The specific values must also be predefined for any given loading mode and form.
For example, if a monotonically increasing displacement-controlled test is to be
performed, then the rate at which the displacement is applied must be predefined as
a test parameter. Similarly, if a sinusoidal cyclic displacement-controlled fatigue
test is performed, then the frequency of the cyclic load as well as the magnitude of
loading in each cycle must be predefined as a test parameter.

8.5.3.3 Typical Simplistic Metrics to Quantify Fatigue Resistance
and Their Limitations

The fourth parameter in the fatigue or fracture tests is the metric that is extracted out
of the test results to serve as an indicator for the fatigue or fracture resistance of the
material. Several different metrics can be extracted depending on the type of test.
For example, in the case of a simple monotonically increasing load or
displacement-controlled test, the maximum load or displacement at failure can serve
as an indicator of the fracture resistance of the material. For a cyclic test, the
number of load cycles to failure can be used as an indicator. In these cases, failure
itself is defined when the specimen is physically ruptured or in some cases when the
specimen reaches 50% of its initial stiffness. Note that the failure criterion itself can
be a subject of debate. One can argue that if a material is only 50% of its original
stiffness it can be considered as “failed” because of the significant change in its
properties. On the other hand, several binders have a significant fatigue life until
physical macro cracks are formed much after the modulus has reduced by 50%. In
short, the failure criterion itself must be considered carefully when evaluating
material resistance to fatigue cracking. Although, it is tempting to use these simple
indicators (number of cycles to failure) as a measure of the fatigue cracking
resistance of asphalt mixtures, these metrics can easily be misinterpreted or mis-
leading. The major drawback of using simple indicators (e.g., load cycles to failure)
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to rank order the fatigue cracking resistance of different mixtures is that the rank
order may change if fatigue cracking resistance of different mixtures are compared
using: (i) using different amplitudes of loading, (ii) different frequencies or rates of
loading, and (iii) different modes of loading.

Let us consider the first two drawbacks, i.e., the rank orders for the fatigue
cracking resistance of asphalt mixtures can change by simply using different stress
(or strain) amplitudes or frequencies while conducting the test. For example,
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Fig. 8.19 Schematic showing typical loading modes and forms used in fatigue and fracture
testing of asphalt mixtures

318 8 Failure Mechanisms and Methods to Estimate Material Resistance …



consider two mixtures A and B that are evaluated for their fatigue cracking resis-
tance by applying cyclic loads following a sinusoidal waveform at a frequency of
10 Hz and an amplitude of 50 kPa (the numbers here are just hypothetical for the
example). Based on a simplistic indicator for the number of load cycles until failure,
material A has higher number of load cycles to failure compared to material B and
as a result A ranks better than B. It is now entirely possible, that this rank order will
reverse if the test were to be conducted using different load amplitude and/or a
different loading frequency. This apparent contradiction is neither unexpected nor
unusual but does shed light on the fact that the use a simple fatigue life indicator
can be misleading at times and most certainly cannot be used to assess the fatigue
life of the mixture in the context of a pavement structure.

Similar apparent contradictions also arise from using different modes of loading.
For example, typically a stiff mixture when tested in a controlled strain or dis-
placement mode of loading will fail at lower number of load cycles as compared to
a softer mixture. This is because for the same displacement or strain amplitude, the
stiffer mixture will result in higher stresses. In contrast, if these mixtures were tested
in a stress or load controlled mode, then typically the softer mix will fail at lower
number of load cycles to failure because for a given load level it experiences much
larger deformations. Therefore, the rank order of fatigue cracking resistance of two
different mixtures can easily be reversed if evaluated using two different modes of
loading. Of course, this example is only an illustration and not universally true, but
it does highlight one of the most critical shortcomings of using simple indicators to
evaluate fatigue cracking resistance.

In summary, as we have discussed before, simple indicators are not material
properties but rather reflections of the material response under one specific set of
loading conditions. These shortcomings can be overcome by using a correct
combination of material testing protocol with appropriate damage model-based
parameter. For example, continuum damage mechanics or energy-based parameters
can be used to characterize fatigue damage resistance of asphalt mixtures as a
material property that is independent of the loading mode, amplitude or rate.

8.5.3.4 Robust Methods to Characterize Fatigue Cracking Resistance

In this section, we will only visit some of the basic ideas to quantify fatigue
cracking resistance of materials. Advanced and more mechanistic methods are
covered in Chap. 14 of this book. As before, we will start developing our under-
standing based on a simple elastic material in which the rate or frequency of loading
does not make a difference to the results.

The classical method to characterize fatigue cracking resistance of elastic
materials is by means of a Wohler curve or simply referred to as the S-N curve.
Figure 8.20 shows a schematic of a Wohler curve with two hypothetical materials
A and B. The ordinate of this graph illustrates a stress ratio, i.e., the ratio of the
applied stress to the ultimate stress or strength of the material and the abscissa in log
scale shows the number of load cycles to failure. It is expected that if the applied
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stress were the same as the strength of the material, the material would fail in the
very first cycle. However, as this ratio reduces, the number of load cycles to failure
increases until we reach a point where the relationship becomes asymptotic. This
point is referred to as the endurance limit, i.e., the limiting strain below which the
material is not expected to fail due to fatigue. This limit may or may not exist for all
materials. This limit is known to exist in asphalt mixtures and is used in the design
of “perpetual pavements”; this will be briefly revisited at the end of this section.
Another point to note in the context of asphalt mixtures is that, tests such as the
beam fatigue test are often times conducted using multiple strain amplitudes to
generate a full S-N curve for each mixture type. Developing the S-N curves
overcomes the first limitation discussed earlier and allows the user to examine the
fatigue response of different materials at several different amplitudes as opposed to
using the fatigue life at a single stress amplitude. The schematic shown in Fig. 8.20
also illustrates a scenario in which the rank order of the two different mixtures
changes depending on the stress amplitude.

Another commonly used metric to quantify the fatigue cracking resistance of a
material is based on the stress intensity factor, typically denoted as KI in mode-I
cracking (for a more detailed description readers are referred to Chap. 14). This
approach is particularly beneficial in predicting crack growth if the geometry of the
flaw or defect is known or can be approximated. The stress intensity factor is related
to the applied stress and geometry of the flaw. Paris and his co-workers experi-
mentally demonstrated that the rate of crack growth denoted as da=dN, where a is
the crack size and N is the number of load cycles, follows a power function with
respect to the change in the stress intensity factor DK (Paris and Erdogan 1963;
Broek 1982). This relationship is shown in Eq. 8.4; the parameters of this power
law function, C and n, are constants that are unique to the material. This form,
typically referred to as Paris’ law, is a phenomenological or empirical observation
that is used as the basis for several forms of mechanistic models (in some sense
analogous to the use of an elastic modulus to describe the stress–strain relationship
of a material Fig. 8.21).
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Fig. 8.20 Typical Wohler
curve used to characterize the
relationship between the
tensile strength and fatigue
life of a material
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dN

¼ C DKð Þn ð8:4Þ

Note that the above discussion was primarily based on idealized elastic mate-
rials. We will try to use this as a basis to appreciate the challenges in being able to
characterize the fatigue cracking resistance of asphalt mixtures that are time (or
rate), temperature and age-dependent. First, let us consider time or rate dependency
of asphalt binders and mixtures. Rate dependency would imply that the material
response or fatigue cracking resistance of the material would not only depend on the
magnitude of stress or strain, but also on the rate at which the magnitude is reached.
As discussed before, fatigue tests are typically conducted by applying loads with a
predetermined stress (or strain) amplitude following a sinusoidal wave form and
monitoring the strain (or stress) response of the material until failure. In the case of
an ideal elastic material, the frequency of this sinusoidal waveform would make
very little difference (as long as the rate is not too high to create excess thermal
changes in the test specimen). However, in case of asphalt mixtures, by changing
the frequency of loading with the same stress (or strain) amplitude, one would get
very different results. Similarly, asphalt materials are highly temperature dependent.
Therefore, the fatigue life of the material would not only depend on the magnitude
and rate of loading, but also on the temperature! Finally, all of these properties
would change with oxidative aging of the material. In summary, even a simple
two-dimensional S-N relationship would evolve into a multi-dimensional rela-
tionship to account for rate, temperature, and aging. Fortunately, there are
mechanistic-based models and methods that can be used to simplify this
complexity.

The variations in the fatigue cracking behavior due to frequency, amplitude, and
mode of loading can be filtered to extract a single unique material property using
different mechanistic approaches. Chapter 14 of this book presents a more detailed
description of the mechanistic methods to characterize fatigue and fracture. A few
highlights are briefly discussed here.
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Fig. 8.21 Typical
relationship between stress
intensity factor and rate of
crack growth
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Let us first discuss reconciling the differences in fatigue test results for the same
material that are due to the use of different rates of loading or frequencies. Recall
that we are reconciling these differences in order to get to a material property that is
independent of such external factors. In the case of asphalt materials, the same
material results in different fatigue lives for different modes of loading because
unlike elastic materials, asphaltic materials have a time-dependent response. The
effect of this factor can be eliminated by transforming the response of the material
into a “pseudoelastic” domain. Simply put, the stress–strain–time behavior of the
time-dependent viscoelastic material subject to loading is mathematically trans-
formed to a pseudostress–pseudostrain behavior of a hypothetical elastic solid.
These transformations are made using correspondence principles and the only input
required to carry out these transformations is the linear viscoelastic property of the
material (e.g., any one of creep compliance, relaxation modulus, or complex
modulus). The transformation (and subsequent inverse transformation of the solu-
tion) allows the user to apply the solutions and methods applicable for elastic
materials to viscoelastic or time-dependent materials thereby filtering out the effects
of rate or frequency of loading.

For the purposes of illustration, Eqs. 8.5 and 8.6 show one of the ways to
transform stress and strain to pseudostress and pseudostrain denoted with a
superscript R. Equation 8.7 shows the inverse transformation from pseudostrain to
strain (note that the stress and pseudostress are the same in this form of transfor-
mation). In Eqs. 8.5 and 8.6, E tð Þ and DðtÞ are the relaxation modulus and creep
compliance of the material, respectively, and ER is the elastic modulus of the
hypothetical elastic material (typically treated as 1). In the transformed pseu-
dodomain, although the pseudostress and pseudostrain are functions of time, the
ratio of these two parameters is the reference elastic modulus. Simply put, pseu-
dostress and pseudostrain can be treated as stress and strain of an elastic material.
A more detailed description of this transformation can also be found in the literature
(Schapery 1984; Bhasin and Motamed 2011).

rR ¼def r ð8:5Þ

eR ¼def 1
ER

Z t

0

E t � sð Þ @e
@s

ds ð8:6Þ

e ¼def ER
Z t

0

D t � sð Þ @e
R

@s
ds ð8:7Þ

The variations in test results due to the use of different loading magnitudes or
modes of loading can be reconciled using energy-based methods or continuum
damage mechanics. In a very broad sense, the energy-based methods are based on
the premise that failure of a specimen due to fatigue crack growth is based on the
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total energy consumed to create microcracks that nucleate and coalesce to form
macro cracks. For a given material, the total energy consumed in this process would
be the same (after discounting for time-dependent effects) irrespective of the path
taken, i.e., irrespective of whether it takes relatively more number of cycles at a low
stress magnitude or fewer number of cycles at a higher stress magnitude. Several
different methods based on this dissipated energy concept have been proposed.
A detailed discussion of these approaches is beyond the scope of this chapter.
However, readers interested in a comparative discussion of some of these methods
can refer to Bhasin et al. (2009). Another excellent example on the use of the
energy-based methods in conjunction with the indirect tensile test to assess fatigue
cracking resistance of asphalt mixtures can be found in Roque et al. (2004).

The continuum damage mechanics-based approach can also be used to reconcile
the differences in fatigue life of the same material due to different modes or
magnitudes of loading. This approach was initially developed by Schapery (1981)
for solid rocket propellants, which also have a time-dependent behavior similar to
asphalt materials. This was then refined and applied to asphalt materials by Kim and
co-workers (Park et al. 1996, Lee and Kim 1998, Daniel and Kim 2002,
Underwood et al. 2010). In this sense, characterizing damage growth in asphalt
mixtures is to some extent, literally rocket science. The continuum damage
approach is based on three basic ideas.

First, it is assumed that the nucleation and growth of several microcracks or
damage due to cyclic loading is well distributed and occurs uniformly throughout the
test specimen being used to evaluate the fatigue life of the material. Therefore,
damage to the specimen is not treated as a collection of microcracks but rather treated
as a parameter that is distributed or smeared uniformly throughout the specimen
volume. This parameter, based on its origins in thermodynamics, is also referred to as
a state variable of damage and often denoted by the letter S in the literature. One can
perhaps think of another common state variable, temperature, that is used to describe
the state of the material. In this case, external work or heat supplied to a body will
change its temperature state. Similarly, one can envision that the extent of damage to a
body due to external work is quantified by a state variable S.

Second, the evolution of damage is quantified in terms of a reduction in the
stiffness of the specimen. For example, if the stiffness were denoted as C, then it is
reasonable to consider that this stiffness is a function of the state of damage, CðSÞ.
Higher the state of damage, lower the overall stiffness of the specimen.

Third, based on the observation of several different materials behavior, it was
proposed that the rate of evolution of damage has a unique power law relationship
with the rate of change of strain energy density, W, as shown in Eq. 8.8. Of course,
the strain energy density is related to the stiffness of the material as shown in
Eq. 8.9. In Eq. 8.8, the term a in the power is a unique material property and in
Eq. 8.9, the term e is the strain. One important note is that Eq. 8.9 is applicable for
elastic materials and can only be used with asphalt materials after the measured
responses have been transformed into pseudoelastic domain.
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¼ � @W
@S

� �a

ð8:8Þ

W ¼ 1
2
CðSÞe2 ð8:9Þ

By replacing W from Eq. 8.9 in Eq. 8.8, it is possible to establish a unique
relationship between the change in stiffness and the change in state of damage of the
material. The premise (and the most powerful feature) of the continuum damage
approach is based on this unique relationship. In practice, if one can determine this
relationship using one experimental condition (rate and mode of loading), it would
then be possible to use this relationship to predict damage evolution for any arbi-
trary mode and rate of loading. Figure 8.22 illustrates the results from an experi-
mental study using two different materials. Several specimens of each material were
tested under a variety of different loading amplitudes and rates. The figure shows
that the relationship between the relationship between stiffness and damage is
unique for a given material (and different from one material to another) for different
fatigue testing and loading conditions. Readers are directed to additional reading to
better understand and apply this methodology (Park et al. 1996; Lee and Kim 1998;
Daniel and Kim 2002; Underwood et al. 2010).

8.5.3.5 Endurance Limit, Perpetual Pavements and Self-healing

Before, we conclude our discussion on fatigue damage and typical methods to
quantify fatigue, we will briefly discuss three additional topics: (1) endurance limit,
(2) perpetual pavements and (3) self-healing. Recall the schematic shown in
Fig. 8.20. Material B in this schematic shows an asymptotic behavior in the S-N
relationship at very low stress (or strain) amplitudes. This asymptote suggests that if
the material experiences stresses (or strains) that are lower than this asymptotic value
then the theoretical expected fatigue life would be infinite. The asymptotic value is
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Fig. 8.22 Stiffness
(C) versus damage
(S) relationship for two
different materials; the curves
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and different for each material
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referred to as the endurance limit. Simply put, fatigue crack growth is not expected to
occur as long as the material is within its endurance limit. The concept of endurance
limit is not unique to asphalt materials; in fact, endurance limit is commonly used in
designing metal parts subjected to cyclic loading to resist fatigue cracking. The
concept of endurance limit takes us to the next idea, that is of a perpetual pavement.
A perpetual pavement or pavement with limiting strain is a pavement structure that is
designed so that the stresses or strains at the bottom of the asphalt layer remain below
the endurance limit. As a result, there is no cracking that grows from the bottom of
the pavement making its way upwards to the surface and eventual pavement failure
(referred to as bottom-up cracking). Readers must note that in some cases the term
“perpetual pavement” only suggests that the pavement is designed not to fail due to
bottom-up cracking but may experience failure due to other forms of cracking or
plastic deformation. For example, fatigue cracking can still occur near the surface of
the pavement and close to the tires; this type of cracking is referred to as near surface
cracking (more details in Wang and Al-Qadi 2009). However, in the case of near
surface cracking, the distress easily manifests itself on the pavement surface and is
relatively easier to repair (compared to bottom-up cracking).

The third topic of self-healing needs a bit more background. Most conventional
materials have a well-defined temperature at which they change phase from solid to
liquid (simplest example is that of water). However, at typical service temperatures,
asphalt binders are viscoelastic materials that do not have a well-defined temper-
ature above which they behave as liquids and below which they behave as elastic
solids. In fact, asphalt binders, and by inheritance of properties asphalt mixtures,
behave as viscoelastic solids when they are in a broad range of temperature. It is
only at very low temperatures (of the order of −10 °C or below) that asphalt binders
approach a behavior similar to that of elastic solids. Above such temperatures, the
binder is typically a viscoelastic solid with molecules that have more mobility
compared to stiff elastic solids; in fact, higher the temperature, greater the mobility.
This mobility provides the asphalt binder the ability to self-heal microcracks at
typical service temperatures. This essentially reverses some of the fatigue crack
growth and increases the overall fatigue cracking life of the mix.

In the context of asphalt mixtures, self-healing can be defined as the process by
which the crack growth in asphalt binders, which occurs due to repeated loading, is
partially or completely reversed. For example, cracks may develop in an asphalt
mixture due to repeated traffic loads. However, if the pavement is allowed to remain
without the application of external load (or even when the applied load is very small)
for a duration of time, crack-based damage is often partially recoverable due to the
self-healing nature of the asphalt binders. The self-healing ability of asphalt binders
has been demonstrated through several laboratory and field studies. The most
important findings from these studies is that different asphalt binders have different
abilities to self-heal and in some cases this ability is not necessarily tied to the binder
stiffness. One implication of this finding is that it is possible to chemically engineer
an asphalt binder that has excellent self-healing characteristics and can therefore
resist or reverse fatigue crack growth at a material level. The second implication of
this finding is that fatigue lives of asphalt mixtures predicted using typical laboratory

8.5 Examples of Test and Analytical Methods … 325



tests (that do not provide the opportunity for the material to self-heal) can signifi-
cantly underestimate the actual fatigue cracking life of the mix and potentially
incorrectly rank the realistic fatigue cracking resistance of different mixtures.

The self-healing of asphalt binders and mixtures is still a subject of ongoing
research with several research studies focused on different aspects related to
self-healing. For example, some studies have focused on understanding the mech-
anisms that drive nucleation and growth of microcracks at a molecular to a
micrometer length scale as well as the relationship between the chemical makeup of
the asphalt binder and its ability to resist cracking and self-heal. The current
understanding from these studies is that the microstructure of the binder creates
localized hot spots where fatigue cracking is likely to nucleate and grow. Further, a
microcrack can self-heal in a two-step process that occur continually and in suc-
cession over time: crack surface wetting, i.e., the closing of the two surfaces of a
microcrack, and interfacial strength gain, i.e., the process of gaining strength across a
closed crack surface. Other studies have focused on the measurement of the intrinsic
healing properties of the asphalt binder or the healing properties of an asphalt
composite. For example, Fig. 8.23 shows a protocol to measure both fatigue life and
healing (quantified as the percent reversal in damage) for an asphalt composite as a
function of the duration of the rest period as well as a function of the extent of
damage (quantified as the reduction in modulus compared to undamaged material)
preceding the rest period. These results are typical representations of the self-healing
phenomenon that illustrate what is intuitively expected, i.e., the amount of
self-healing increases with an increase in the duration of the rest period and also that
the amount of self-healing for a given rest period decreases if the extent of damage is
higher preceding the rest period. The findings from these studies have further
reinforced the idea that the self-healing characteristics of the asphalt mixture sig-
nificantly influence its overall fatigue life and that such characteristics are dependent
on the properties of the binder and its chemical makeup. (Bazin et al. 1967, Bhasin
et al. 2008, Karki et al. 2016, Kringos et al. 2011).

8.5.3.6 Summary

To summarize, fatigue tests can be conducted using different geometries (e.g., three
or four point bending, direct tension, indirect tension) and testing conditions (e.g.,
stress or strain controlled, frequencies, load amplitudes). The simplest parameter
that can be obtained from such tests is the number of cycles it takes for a specimen
to fail (where failure is defined as 50% of initial modulus or formation of macro
cracks). It is tempting to use this simple and intuitive metric to compare perfor-
mance of different mixes or qualify mixes for field use, however, it can also be
misleading. This is because the number of load cycles to failure is not a material
property but rather an indicator of a material property that is also dependent on the
conditions (mode of loading, amplitude of loading, temperature, etc.) at which the
indicator was obtained. Ranking mixtures for their resistance to fatigue cracking
resistance based on such a simple indicator can be misleading because the rank
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order may change if the materials were evaluated using a different set of test
conditions. This shortcoming highlights the importance of using a more robust
means to quantify fatigue cracking resistance. For elastic materials, one example for
such a relationship is the Wohler curve that describes the fatigue life as a function
of stress or strain amplitude. However, for viscoelastic materials such as asphalt
mixtures, a robust measure must also be able to account for the influence of loading
rate on the fatigue life and possibly also the influence of self-healing. To this end,
approaches such as the continuum damage model can be extremely useful in using
results from typical test methods to extract a fundamental material property that is
related to fatigue cracking. The most significant advantage of extracting fatigue
properties in this manner is that it can be used to predict the performance of the
material (1) when it is subjected to any loading condition, (2) used in pavement
structures with different layer thickness, and (3) when the influence of self-healing
or endurance limit needs to be incorporated and used in the design of a pavement.
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Fig. 8.23 Typical loading protocol with rest periods to measure both fatigue cracking and
self-healing of asphalt composites as a function of the extent of damage preceding the rest period
and duration of the rest period (top) and typical results for a composite (bottom) (Karki et al. 2015)
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The use of such approaches should clearly be the cornerstone to evaluate the
performance of materials in the near future.

8.5.4 Low Temperature Cracking

We have discussed the mechanism of low-temperature cracking in an earlier sec-
tion. Recall that as the pavement temperature drops, the asphalt mixture tries to
contract, but since there are no shrinkage/expansion joints in a flexible pavement,
this results in tensile stresses that are developed in the asphalt mixture. At the same
time, the viscoelastic nature of the asphalt binder allows it to relax and relieve these
stresses. However, broadly speaking, an improper material selection for a climatic
condition can result in a scenario in which the buildup of tensile stresses due to drop
in pavement temperatures can occur faster than the rate at which the binder can
relax or relieve these tensile stresses. In such cases it is possible that the tensile
stresses exceed the strength of the material and result in transverse cracking. This is
simply natures’ way of creating an expansion/shrinkage joint if the engineer fails to
properly account for the material properties. As before, in this section, we will very
briefly discuss a simplistic indicator type or torture test to evaluate the resistance of
a mixture to low-temperature cracking as well as a more robust way based on
material properties to do the same. As a side note, this same process can also occur
over multiple cycles due to daily temperature changes resulting in thermal fatigue.

8.5.4.1 Simplistic Torture Tests to Compare Low-Temperature
Cracking Resistance of Mixtures

One example of a simple performance indicator or torture test is the thermal stress
restrained specimen test (TSRST). Figure 8.24 shows a schematic of this particular
test method. In this test method a prismatic asphalt mixture specimen is restrained
from two ends in an environmental chamber. The temperature in the chamber is then
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Fig. 8.24 A schematic showing the TSRST and typical results
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gradually reduced. A feedback system is used to ensure that the length of the specimen
does not change over time due to shrinkage in the loading frame or fixtures. The
tensile load developed in the specimen is measured over time as the temperature drops
at a predetermined rate. The test is continued until the tensile stresses in the specimen
exceed its capacity or strength and the specimen fails. The temperature at which this
failure occurs is referred to as the critical temperature; a lower critical temperature is
an indicator of improved resistance to low-temperature cracking.

As in the previous cases with rutting and cracking, a simple indicator such as the
critical temperature of failure is appealing to compare the performance of different
materials or use as a material qualification parameter for pavement construction.
However, as before, a simple indicator does not really measure material properties
nor does it have the capability of predicting what would happen under any arbitrary
set of external conditions. A standard simulation type test such as the TSRST can
simulate only one condition, which may or may not represent the realistic condi-
tions for any given job. For example, how would different materials react if the rate
of cooling were slightly different from the rate of cooling that was used in the
TSRST test? Such questions cannot be answered without using the basic material
properties that drive a particular form of distress.

8.5.4.2 Robust Methods to Quantify Low-Temperature Cracking

As of this writing a significant amount of ongoing research is being conducted to
measure properties related to low-temperature cracking of asphalt mixtures.
A significant amount of work has been done to very precisely model crack growth
in asphalt layers induced by low-temperature events, particularly when a sharp
initial crack exists at the bottom of the asphalt layer from an existing jointed
concrete pavement structure. Readers are referred to additional reading material for
more details on work in this area (Dave and Buttlar 2010; Ahmed et al. 2013). In
this subsection we will only briefly discuss the properties and phenomenological
approach to model and predict the growth of low-temperature cracks. A more
detailed discussion on the mathematical modeling would require the background
from Part 2 of this book.

The rate at which tensile stresses develop in the asphalt pavement are dependent
on four factors: (1) the rate at which the air temperature drops on the pavement
surface (2) the rate at which the temperature in the pavement structure drops, (3) the
coefficient of thermal expansion of the material, and (4) stiffness and the rate of
relaxation of the material. First, the rate at which the air temperature drops is an
extraneous factor that is dictated by the geographic location in which the pavement is
constructed. Second, the rate at which the temperature in the pavement structure
drops as well as the temperature of the asphalt layer at different depths depends on
the thermal properties of the pavement material (e.g., thermal conductivity) as well
as the temperature profile above and below the asphalt layer. In other words, once the
thermal properties of the asphalt mixture and the temperature boundary conditions
above and below the asphalt layer are known, it is possible to determine the
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temperature of the asphalt layer at different depths. In fact, empirical models for such
determinations have already been developed using the long term pavement perfor-
mance (LTPP) database in the USA. Equation 8.10 shows one such equation, where
T is the pavement temperature, H is the depth to surface in mm, Lat is the latitude of
the section in degrees, and Tair is the low air temperature (Mohseni 1998).

T ¼ �1:56þ 0:72 Tair � 0:004 Lat2 þ 6:26 log10 Hþ 25ð Þ ð8:10Þ

Once the change in temperature in the asphalt layer is known, it can be combined
with the coefficient of thermal expansion of the material to compute the thermal
stress. Recall that for a simple elastic material with a coefficient of thermal expansion
a and elastic modulus E experiencing a temperature drop of DT ; the thermal strain is
DTa and if the material is restrained, then the tensile stress is EDTa. However, for a
viscoelastic material, the rate at which the temperature drops is very important
because it influences the strain rate, which in turn influences the stress evolution in
the material. In addition, as we have discussed before the properties of the binder and
by inheritance the properties of the asphalt mixture are temperature dependent.
Therefore, the properties of the material that dictate the basic stress–strain–time
relationship are also continuously changing with temperature.

Despite the multilayered complexity of this problem, it is possible to compute the
stress evolution over time by knowing the basic time- and temperature-dependent
material properties, coefficient of thermal expansion and the external rate at which
the temperature changes over a period of time. For a more detailed description of this
procedure, readers are referred to additional literature (Morland and Lee 1960; Muki
and Sternberg 1961; Li et al. 2015), but a brief description of the basic approach is
described here. Basically, the thermal stress at any point in time can be calculated
using the same convolution form discussed before. However, in order to accom-
modate for the fact that properties of the material are also changing with temperature,
this operation is carried out using reduced time. The thermal stress in reduced time n
is given by the convolution integral:

rðnÞ ¼
Zn

0

Eðn� n0Þ @eðn
0Þ

@n0
dn0 ð8:11Þ

where, n0 is the variable of integration and eðn0Þ is the thermal strain history in
reduced time. The reduced time is defined as before and obtained by using the
transformation:

nðtÞ ¼
Z t

0

a Tðt0Þ½ �dt0 ð8:12Þ

where, T(t) is the change in temperature T with time t. Equations (8.11) and (8.12)
can be used to calculate the accumulated thermal stress as the temperature
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T changes with time t following any form given by TðtÞ. The elegance of this
approach is that it only requires the user to know the basic material properties, i.e.,
the relaxation modulus, reduced time versus temperature relationship (or
time-temperature shift factor), and coefficient of thermal expansion, in order to
compute the evolution of stresses in the material for any given arbitrary change in
temperature over time. Finally, it is important to note that in order to predict failure,
one needs to map the change in stress over time (or temperature) to the tensile
strength of the material (which is also rate and temperature dependent) to determine
the point of failure at which the stress exceeds the strength of the material.

8.5.4.3 Summary

To summarize, thermal cracking typically occurs when the material is trying to
shrink due to a drop or reduction in the temperature but is unable to do so because
of the absence of any expansion or contraction joints. The amount of stress that
builds up in the material is a function of its coefficient of thermal expansion,
stiffness, and change in temperature. Strictly speaking since viscoelastic materials
are sensitive to the rate of loading or more generally the loading history, it is the
rate at which temperature changes that is just as important as the magnitude of
change in temperature. Since asphalt mixes are viscoelastic materials there are two
competing time-dependent responses: (i) the build up of stresses over time that
occurs due to a reduction in the temperature with time and the tendency of the
material to contract and (ii) the relaxation of stresses over time due to the inherent
ability of the material to relieve these stresses. A thermally restrained specimen test
can be used to experimentally and empirically determine the rate of evolution of
these stresses at a specific rate of cooling as well as the fracture point, i.e., the
temperature at which such stresses exceed the strength of the material resulting in
tensile failure. Although such a test is easy to conduct and results are straightfor-
ward to interpret, the results cannot be generalized and extended to predict failure at
any arbitrary thermal history. To this end, basic material properties along with
time-temperature superposition can be used to estimate the evolution of stresses
within the asphalt for any thermal history.

8.5.5 Moisture-Induced Damage

In the pervious section, we had discussed that moisture damage is not only a
mechanism that results in pavement failure (e.g., formation of potholes), but it also
reduces material integrity and amplifies other forms of failure. We also discussed
the mechanism of moisture damage in terms of moisture transport into the asphalt
mixture, softening of the matrix (binder, mastic or mortar) and ultimately stripping
of the binder from the aggregate surface. As we have done with other distresses, in
this section, we will discuss some empirical ways to quantify the susceptibility of

8.5 Examples of Test and Analytical Methods … 331



materials and mixtures to moisture damage as well as some more fundamental
methods to do the same.

8.5.5.1 Simplistic Torture Tests to Evaluate Sensitivity of Asphalt
Materials and Mixture to Moisture-Induced Damage

One of the most direct methods to empirically estimate the moisture sensitivity of a
given combination of asphalt binder and aggregate is referred to as the boil test. As
the name suggests, the boil test involves the use of coarse aggregate particles that
are coated with the asphalt binder and then subjected to accelerated moisture
damage by placing these coated particles in boiling water for a specified period of
time. The aggregates are then qualitatively examined to identify whether or not
there was stripping of the binder from the aggregate surface. Such a test is clearly
very easy to perform and requires very little capital equipment. At the same time, it
is also easy to see that the results from this test are subjective indicators at best and
not entirely robust to false negatives or positives. For example, the stiffness of the
binder under such harsh conditions can influence the results from the test. Recall
that the Hamburg wheel tracking test discussed earlier in this chapter is also used as
an indicator of moisture damage by subjecting the mix to such harsh conditions
(although in this case it is the compacted mixture specimen that is tested and the
temperatures are far below boiling).

A more common approach or indicator to evaluate moisture sensitivity of dif-
ferent mixes is the ratio or percentage of a mechanical property in dry condition to
the same property after moisture conditioning. Typically, a number of specimens of
the mixture are compacted in the laboratory. Half the specimens are evaluated as it
is using a mechanical test and the other half are subjected to a moisture conditioning
process and then evaluated using the same mechanical test. The indicator for
moisture sensitivity is then obtained as = 100 * (Mechanical property of moisture
conditioned specimens/Mechanical property of dry specimens). In this sense, if the
mixture is completely unaffected by moisture, then the moisture conditioned
specimens would have the same property (value) as the dry or unconditioned
specimens and result in a ratio of 100%. If the mixture is extremely sensitive to
moisture, then the moisture conditioning process would deteriorate its mechanical
property resulting in a very small ratio.

The generic method described above has two main variables: (1) the process
used to achieve moisture conditioning and (2) the mechanical property that is
measured using the test specimens before and after moisture conditioning. There are
several different processes that can be used to moisture condition the test speci-
mens. For example, test specimens may be subjected to a fixed number of freeze–
thaw cycles. Another method to moisture condition the specimens is by first vac-
uum saturating the specimen under water and then leaving it under water at room or
at an elevated temperature for a certain period of time. There are a number of
different mechanical properties that can be measured using the dry and moisture
conditioned specimens to assess the extent of moisture-induced damage. Indirect

332 8 Failure Mechanisms and Methods to Estimate Material Resistance …



tensile strength, complex modulus in tension or compression, fatigue life are just a
few examples. By using different combinations of moisture conditioning procedures
and mechanical tests, it is possible to conceive a multitude of different ways by
which the moisture sensitivity of the mix can be quantified in terms of a ratio.

The two main advantages of this approach are that: (1) it is simple to conduct
and easy to interpret, and (2) this methodology measures the net impact of moisture
on the mixtures’ mechanical properties including the moisture transport process
within the mixture, cohesive softening of the binder or mastic, and adhesive
stripping of the binder from the coarse and fine aggregate particles. In fact, owing to
these advantages, the use of moisture sensitivity ratio is very commonly used as a
screening and mixture design verification tool by several highway agencies and also
to some extent by researchers.

Despite its advantages, there are some drawbacks associated with the use of
moisture sensitivity ratio as a measure of moisture damage resistance for asphalt
mixtures. First, this methodology implicitly assumes that the accelerated moisture
conditioning process (e.g., freeze thaw cycles or vacuum saturation followed by
conditioning) is a realistic representation of what happens in the field, which may or
may not be true in all cases. Second, the biggest advantage of this methodology,
i.e., capturing the net affect of all the mechanisms that drive moisture-induced
damage is also its biggest disadvantage. Simply put, if a particular mixture is
deemed to be moisture sensitive, it is nearly impossible to discern using this
methodology the reason that makes the mix moisture sensitive, which in turn makes
it nearly impossible to figure out a solution to fix the problem. Based on the several
different mechanisms, discussed earlier in this chapter, one can speculate that a mix
that is identified as being moisture sensitive could have an air void structure that
allows water to be trapped within the bulk of the material, or a binder that allows
faster diffusion of water through it and is more prone to softening in the presence of
moisture, or an aggregate-binder pair that is thermodynamically less compatible and
therefore prone to stripping, or an aggregate that has extremely low specific surface
area providing poor mechanical bonding with the binder or a combination of any of
the above. Unless the predominant cause for the moisture sensitivity of the material
is known, it would not be possible to recommend a solution to address the issue.
From this point of view, the methodology based on the moisture sensitivity ratio
leaves the materials engineer simply guessing for solutions upon encountering a
problematic mix.

The solution to the above shortcoming is that the components of a mixture and
the mixture itself can be evaluated for material properties that drive moisture
damage based on the mechanisms that were discussed earlier. This is discussed in
the following subsection. While this approach may be apparently time consuming,
it can result in significant cost savings for regions that frequently encounter issues
related to moisture-induced damage.
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8.5.5.2 Fundamental Methods to Evaluate Sensitivity of Asphalt
Materials and Mixture to Moisture-Induced Damage

Moisture damage is a process that involves several different mechanisms including
moisture transport through macroscopic interconnected voids in the mixture,
pumping and scouring of the mastic on the pavement surface, diffusion of the
moisture through the asphalt binder or mastic, softening or increased susceptibility
of the binder or mastic to failure in the presence of moisture, migration of moisture
to the binder-aggregate interface, and subsequent stripping. Each of these mecha-
nisms can be modeled using specific material properties. For example, moisture
transport through the mix can be modeled using geometry of the interconnected air
voids, surface tension of water, and moisture gradients at the boundaries of the
pavement or the macroscopic diffusivity of the moisture through the mix. Similarly,
moisture transport through the binder or the mastic can be modeled by knowing the
diffusivity of moisture through these materials. The propensity to cohesive and
adhesive failure can be modeled by knowing the traction–separation behavior of the
binder and the binder-aggregate surface in the absence and presence of moisture.
Ultimately, in order to predict the overall moisture sensitivity of a mixture, all of
these properties can be integrated into a comprehensive mathematical or compu-
tational model that predicts the behavior of the mixture in the presence of moisture.
Readers interested in examples of different computational models and approaches
that have been used to evaluate the moisture sensitivity of different mixtures are
referred to additional literature (Kringos et al. 2008; Kringos 2007; Caro et al. 2010;
Copeland 2007). Figure 8.25 illustrates the results from a typical computational
simulation of a small section of an asphalt mixture; the results compare the results
of the mix in dry state to two different mixes with different moisture diffusion rates.
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Fig. 8.25 Typical results from a computational model showing the influence of different durations
of moisture exposure on the properties of the mix; the results show the maximum stress before
crack initiation under dry condition and after moisture conditioning for 20 days for two different
mixes with different rates of moisture diffusion (With permission from ASCE, Caro et al. 2010)
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An alternative to a comprehensive mathematical model is to focus on one or
more of the specific mechanisms and measurement methods that drive moisture
damage, if such issues are identified a priori through experience or a process of trial
and error. For example, in some cases, a highway agency may have identified
certain binders or aggregates or binder-aggregate pairs to be problematic in terms of
their high susceptibility to stripping. In this case, potential solutions would involve
screening binder-aggregate pairs that have optimal resistance to moisture damage in
terms of stripping. Such screening can be accomplished through the use of a more
fundamental approach such as by measuring the surface free energies of the dif-
ferent binders (with and without any modifiers that could potentially be used) and
aggregates and using this information to compute the potential for moisture sen-
sitivity for all the different possible combinations of the aggregate-binder pairs. As
another example, if certain mixes are more prone to moisture damage, despite the
high inherent resistance of the binder-aggregate pairs to moisture-induced damage,
then the moisture transport properties of the mix may be more closely examined
(e.g., in terms of the void structure). Readers are directed to additional literature on
the methods to measure and model different process that drive moisture-induced
damage in asphalt mixtures.

8.5.5.3 Summary

To summarize, moisture-induced damage is a process that involves several different
mechanisms including moisture transport at multiple length scales, scouring,
cohesive damage, and adhesive damage. In this sense, moisture-induced damage
can act as an amplifier to other forms of distress such as fatigue cracking. One
holistic approach to quantitatively estimate the moisture sensitivity of any given
mix is in terms of the moisture sensitivity ratio. This ratio can be determined in
several different ways but it typically involves preparing a batch of mixture spec-
imens, dividing the batch into two groups, using one group as a control, moisture
conditioning the second group, measuring one or more mechanical properties of the
control and conditioned group, and expressing moisture sensitivity of the mix as the
ratio of the property for the moisture conditioned specimens to the control speci-
mens. This holistic approach is simple to execute but incapable of identifying the
dominant mechanisms of failure, if any. The alternative approach is focused on
individual mechanisms. For example, one can measure rate of moisture transport
through the mixture and binder and the degradation of adhesive and cohesive
properties as a function of the moisture content. This information can be used in
isolation to evaluate and compare the individual mechanisms of moisture-induced
damage OR combined using a numerical or computational approach to examine the
combined effect of all mechanisms in a specific mixture.
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8.6 Exercises

8:1. Locate and image an asphalt pavement with distress (rutting, fatigue cracking,
thermal cracking or surface damage). Discuss the failure observed and
specifically address the potential causes for the distress in terms of materials
(component materials and mixture design), structure, and construction as
applicable. Exercise caution and beware of traffic and avoid stepping onto the
road way.

8:2. Compute the minimum pavement temperature for your geographic location
using air temperature data from the nearest available weather station at dif-
ferent pavement depths. To be conservative for the design and selection of
materials resistant to low-temperature cracking, would you use the air tem-
perature as the basis or the pavement temperature you have computed above?

8:3. For your local area (county, city, state), research and determine whether any
mixture performance qualification tests are typically required. What are these
tests? Would you categorize these tests as indicator type tests or fundamental?
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Part II
Mechanics



Chapter 9
Mechanics of Continuous Solids

9.1 Introduction

The subject of this text is the study of the mechanics, thermodynamics, and
chemistry of flexible road ways. In most cases, these concepts are deployed herein
within the context of an idealization termed continuum mechanics, wherein it is
assumed that there exists mass at every point in the object of interest. This
assumption is approximate, but is nevertheless shown to be accurate for the purpose
of modeling the thermomechanical response of many objects, especially where
deformations and fracture are to be predicted, as in the case of road ways. An object
that is modeled using this methodology is called a continuum or a continuous body.
Augustin-Louis Cauchy (1789–1857) is regarded as the father of modern contin-
uum mechanics. In a memoir presented to the Paris Académie on September 30,
1822, he introduced the concept of stress based on the assumption that a body is
everywhere continuous (Maugin 2014). This may be regarded to be the funda-
mental underlying assumption common to the design and failure analysis of all
macroscopic structural components today, including flexible pavements.

9.2 Mathematical Preliminaries

In order to construct scientifically based models for predicting the performance of
flexible road ways, it is necessary to employ certain advanced mathematical con-
cepts. This section introduces those concepts and the notation necessary to utilize
those tools. Toward this end, Table 9.1 lists some mathematical terms that will be
employed at various times within Part II of this text.
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9.2.1 Index Notation

The study of flexible pavements utilizes the concepts developed within the field of
continuum mechanics. A necessary consequence of the assumption that a body is
continuous is that the body is modeled via differential and integral calculus,
invented more or less simultaneously by Isaac Newton (1642–1727) and Gottfried
Leibniz (1646–1716). Furthermore, the predictive methodologies are developed for
three-dimensional objects that undergo changes in space and time.

Toward this end, consider an arbitrary three-dimensional continuous body with
interior, V, and boundary, S, as shown in Fig. 9.1. For purposes of convenience, the
entire body is denoted as V þ S, and the spatial description of the body is con-
structed in terms of the position vector, ~x, which in many practical circumstances
may be written in Cartesian (mutually perpendicular, rectilinear, and right handed)

Table 9.1 Mathematical terminology

Mathematical symbol Meaning

8 (right) all (right)

(left) 2 (right) (left) in (right)

(left) ) (right) (left) implies that (right)

(left) , (right) ) and (right) implies that (left)

(left) iff (right) (left) is true if and only if (right)

(left) � (right) (left) is defined to be equivalent to (right)

(left) k (right) (left) is parallel to (right)

; a null set

(left) \ (right) (left) intersected with (right)

(left) • (right) vector dot product of (left) with (right)

fj j magnitude of f

fk k determinant of f

const constant

Gs¼t
s¼0ff ðsÞg function of the entire history, a functional

Fig. 9.1 Depiction of a
three-dimensional continuum
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coordinates (after René Descartes (1596–1650)) in this text, and is described in
terms of components, xi, and unit base vectors in the three coordinate directions,~ei.

Thus, an arbitrary position vector,~x, may be written as follows, as shown in the
figure:

~x ¼ x1~e1 þ x2~e2 þ x3~e3 ¼ xi~ei ð9:1Þ

Note that in the above Einstein notation has been utilized (after Albert Einstein
(1879–1955)), commonly called index notation, and the following range and
summation conventions have been employed:

(1) Range Convention: a subscript that is not repeated in a product is termed a free
index, and it is interpreted to represent the entire range (3, unless otherwise
noted) of its possible indices; and

(2) Summation Convention: a subscript that is repeated within a product is implied
to be summed over its entire range (also 3, unless otherwise noted).

The above notation will be utilized extensively in this text. Thus, for example,
according to the summation and range conventions:

aibi � a1b1 þ a2b2 þ a3b3 ð9:2Þ

Furthermore,

cjj � c11 þ c22 þ c33 ð9:3Þ

In addition, the following simplified notation is utilized throughout this text:

fi;j � @fi
@xj

ð9:4Þ

Thus, utilizing (9.3) and (9.4) together implies that

fk;k � @f1
@x1

þ @f2
@x2

þ @f3
@x3

ð9:5Þ

A special symbol that will be used throughout this text is called the Kronecker
delta (after Leopold Kronecker (1823–91)), defined as follows:

dij � 0; if i 6¼ j
1; if i ¼ j

� �
ð9:6Þ

The Kronecker delta has some interesting properties, such as the following:

~ei � ~ej ¼ dij ð9:7Þ
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In addition, the Kronecker delta is sometimes called the substitution operator
(with respect to free indices) due to the following property:

aidij ¼ aj ð9:8Þ

9.2.2 Scalars, Vectors, and Tensors

One of the reasons that index notation is used in this book is due to the fact that
coordinate transformations are easily performed with this notation. To see how this
works, consider the position vector, ~x, shown in Fig. 9.1. Suppose that this same
vector is written with respect to another set of Cartesian coordinates originating at
the same point but rotated with respect to the coordinates shown in Fig. 9.1, and
this coordinate system is distinguished from the first by the use of primed super-
scripts, as shown in Fig. 9.2.

Fig. 9.2 Two different
Cartesian coordinate systems
used to define the position
vector~x
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Thus, it can be seen that

~x ¼ x0i~e
0
i ¼ xi~ei ð9:9Þ

The above equation may be used to determine the relationship between the
components of~x in the unprimed and primed coordinate systems by taking the dot
product with a generic base vector in the primed coordinate system:

x0i~e
0
i � ~e0j ¼ xi~ei � ~e0j ð9:10Þ

Note that, due to Eqs. (9.7) and (9.8), the above may be simplified to the
following:

x0j ¼ aij0xi , xi ¼ aj0ix
0
j ð9:11Þ

where the direction cosine tensor, aij0 , is defined as follows:

aij0 �~ei � ~e0j ¼ cosð~ei;~e0jÞ ð9:12Þ

It is apparent that Eq. (9.12) relates the two coordinate systems via the angles
between the base vectors, assumed to be known a priori. Thus, if the components of
the vector~x are known in the unprimed coordinate system, Eq. (9.11) can be used
to calculate the components of~x in the primed coordinate system.

The direction cosine tensor should be utilized carefully. For example, due to
definition (9.12), the direction cosine tensor is symmetric, that is:

aij0 ¼ aj0i ð9:13Þ

On the other hand, the following can be verified from definition (9.12):

aij0 6¼ aji0 ð9:14Þ

A variable that transforms from one Cartesian coordinate system to another
(rotated) one via a single multiplication with the direction cosine tensor, aij0 , is thus
called a vector, or equivalently, a first-order tensor. An example is the position
vector,~x, as is proven by Eq. (9.11). A variable that transforms without multipli-
cation by the direction cosine tensor is called a scalar, or a zero-order tensor. An
example is temperature.

Alternatively, a variable that transforms from one Cartesian coordinate system to
another via two multiplications by the direction cosine tensor is called a
second-order tensor. An example is the Kronecker delta, which can be shown to be
a second-order tensor by using Eqs. (9.7) and (9.11) as follows:

9.2 Mathematical Preliminaries 345



dij ¼~ei � ~ej ¼ ðaip0~e0pÞ � ðajq0~e0qÞ ¼ aip0ajq0dp0q0 ð9:15Þ

The reader may by now have become suspicious that the number of subscripts
attached to a variable determines the tensor order of that variable. Unfortunately,
this is not always the case, as will be demonstrated in due course. Therefore, the
reader is cautioned to always ensure that the order of a variable is determined by the
number of multiplications by the direction cosine tensor required to transform from
one Cartesian coordinate system to another.

There are also tensors of higher order than two, as will also be shown in
Chap. 11.

9.2.3 Linearity

When one variable, R, called the response, depends on another, I ¼ IðtÞ, called
the input, at a given time, t, it is called a function, and the function is denoted as
R tð Þ ¼ R IðtÞð Þ. Conversely, when the response variable depends on the entire
time history of the input variable, it is termed a functional, and it is denoted as
R tf g ¼ R IðsÞf g, where �1� s� t.

Given an input functional, I , and a response functional, R, a linear equation is
defined to be one that satisfies the following conditions:

Superposition:

R I1 þI 2f g ¼ R I1f gþR I2f g ð9:16aÞ

Homogeneity:

R cIf g ¼ cR If g c ¼ const ð9:16bÞ

where I is the input, and R is the output. Note that, since functions are special
cases of functionals, Eqs. 9.16a and 9.16b also apply to functions. Accordingly, an
equation, whether of algebraic, differential, or integral type is linear iff the above
two conditions are satisfied. The concept of linearity will play an important role in
the development of models for predicting road way performance.

9.2.4 Laplace Transforms

Laplace transforms (after Pierre-Simon Laplace (1749–1827)) can often be used to
perform mathematical operations involving differential and integral equations such
as those to be encountered in this text. Thus, the Laplace transform, Lff ðtÞg, of a
function, f(t), is defined as follows:
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L f ðtÞf g ¼ �f ðsÞ �
Z1
0

e�stf ðtÞdt ð9:17Þ

It can be seen from the above definition that the Laplace transform changes the
independent variable from t (normally time in this text) on the left-hand side of
Eq. (9.17) to s on the right-hand side. Furthermore, the properties of the Laplace
transform are such that ordinary differential equations in t are converted to algebraic
equations in s. The inverse Laplace transform, L�1 �f ðsÞ� �

, of a function, �f ðsÞ, can
oftentimes be obtained from the following formula:

L�1 �f ðsÞ� � ¼ f ðtÞ ¼ 1
2pi

lim
T!1

Zcþ iT

c�iT

est�f ðsÞds ð9:18Þ

Laplace transforms of commonly used functions can be found in reference books
on the subject, and inversion of a typical function �f ðsÞ to the time domain can be
accomplished by using these tables in reverse, or by employing a math software
package such as MATLAB (Gilat 2008). Many of the Laplace transform pairs used
in this text are listed in Table 9.2.

Table 9.2 Laplace
transforms pairs

Equation
no.

f ðtÞ �f ðsÞ

1 dðtÞ 1

2 HðtÞ 1
s

3 t 1
s2

4 t2 2
s3

5 tn ðn ¼ 0; 1; 2; . . .Þ n!
snþ 1

6 tn ð8n[ � 1Þ Cðnþ 1Þ
snþ 1

7 e�at ða ¼ constÞ 1
sþ a

8 1
a 1� e�atð Þ ða ¼ constÞ 1

sðsþ aÞ
9 t

a � 1
a2 1� e�atð Þ ða ¼ constÞ 1

s2ðsþ aÞ
10 e�at cosðbtÞ ða; b ¼ constÞ sþ a

ðsþ aÞ2 þ b2

11 e�at sinðbtÞ ða; b ¼ constÞ b
ðsþ aÞ2 þ b2

12 e�attn ða ¼ const;8n[ � 1Þ Cðnþ 1Þ
ðsþ aÞnþ 1

13 f ðt � t0ÞHðt � t0Þ ðt0 ¼ constÞ e�st0�f

14 Rt
0
f ðt � sÞgðsÞds

�f � �g
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9.2.5 Carson Transforms

Carson transforms (after John R. Crenshaw (1886–1940)) are sometimes preferable
to Laplace transforms for mathematical operations involving the materials to be
discussed herein. The Carson transform is, therefore, defined as follows:

~f sð Þ � s~f sð Þ ð9:19Þ

9.2.6 The Heaviside Step Function

The Heaviside step function (after Oliver Heaviside (1850–1925)), Hðt � t1Þ, is
defined as follows:

Hðt � t1Þ � 0 if t � t1\0
1 if t � t1 � 0

� �
ð9:20Þ

where t is the generic variable of interest (normally time in the present text), and t1
is a particular value of the variable, t. Thus, the Heaviside step function may be
plotted graphically as shown in Fig. 9.3.

The Heaviside step function will be utilized extensively in this text.

9.2.7 The Convolution Integral

Sometimes it is convenient to employ hereditary integrals in time to model the
behavior of continuous media. To see how this works, consider an object subjected
to an kinetic input, IðtÞ, of the following form:

IðtÞ ¼I0HðtÞ I0 ¼ const ð9:21Þ

Fig. 9.3 Graphical depiction
of the Heaviside step function
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The object is observed to produce a kinematic output denoted, RðtÞ, such that the
compliance function, C(t), may be defined as follows:

CðtÞ � RðtÞ
I0

ð9:22Þ

Now, suppose that Eq. (9.22) is subsequently shown to satisfy linearity condi-
tions (9.16a and 9.16b), thus implying that the response, RðtÞ, is linear with respect
to the input, IðtÞ. Suppose furthermore that the object is now subjected to a series of
stepwise inputs given by

IðtÞ ¼
Xn
i¼1

IiHðt � tiÞ Ii ¼ const ð9:23Þ

as shown graphically in Fig. 9.4.
It then follows that since the response is linear, superposition holds and

R tð Þ ¼
Xn
i¼1

C t � tið ÞDIi
Dti

Dti )

R tð Þ ¼ lim
Dti!0;n!1

Xn
i¼1

Cðt � tiÞDeiDti
Dti ) R tð Þ ¼

Z t

0

Cðt � sÞ @I
@s

ds

ð9:24Þ

where the generic timescale has been changed to s.
The above hereditary integral is called a convolution integral and is also a

variation of a Boltzmann integral (after Ludwig Boltzmann (1844–1906)). Thus, it
can be seen that if the object is linear, the response to a complicated function of
time can be calculated by time convoluting the compliance obtained from the
simple input represented by Eq. (9.20) against the rate of change of the input over
time. This important fact will become important when viscoelastic media are
introduced in Chaps. 10 and 12.

Fig. 9.4 Depiction of
multiple steps of the input,
IðtÞ
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Similarly, it can be shown that an inverse convolution integral may be con-
structed as follows:

I tð Þ ¼
Z t

0

D t � sð Þ @R
@s

ds ð9:25Þ

where D(t), called the modulus, is convoluted against the input kinematic history,
RðtÞ, to produce the output kinetic history, IðtÞ.

It will be shown later that the convolution integral is often useful for modeling
the material behavior of road way media.

9.2.8 The Dirac Delta Function

Suppose that the input similar to Eq. (9.21) is applied. According to Eq. (9.24), the
resulting response will be given by

RðtÞ ¼
Z t

0

Cðt � sÞ @ I0Hðs� t1Þ½ �
@s

ds ð9:26Þ

It can be seen that in the above integral the derivative of the Heaviside step
function is undefined at the time s ¼ t1, and zero for all other times. Despite this
discomforting revelation, it turns out that the integral of the function still exists and
is (usually) single-valued. This fact will not be proven herein for the sake of time,
but the theorem will be simply stated herein. To do this, first define the Dirac Delta
Function (after Paul Dirac (1902–84)), dðs� t1Þ, as follows:

dðs� t1Þ � @Hðs� t1Þ
@s

ð9:27Þ

The sifting property is now stated as follows:

ZtþDt

t�Dt

f ðsÞdðs� tÞds ¼ f ðtÞ ð9:28Þ

It therefore follows from Eq. (9.28) that Eq. (9.26) simplifies to the following:

RðtÞ ¼ Cðt � t1ÞI0 ð9:29Þ

thereby recovering the form described in Eq. (9.22).
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9.2.9 The Divergence Theorem

The fundamental theorem of calculus states that, given a function, f = f(x), that is
continuous on the range x1 � x� x2, then

Zx2
x1

df
dx
dx ¼ f ðxÞjx2x1 ð9:30Þ

It can thus be seen that the change in the function, f(x), between two arbitrary
points can be evaluated without recourse to integral calculus if the value of f(x) is
known at the limits x1 and x2. The above theorem can be used via careful
manipulation of each coordinate direction to produce a three-dimensional version of
the fundamental theorem of calculus. This result, called The Divergence Theorem
or Gauss’ Theorem (after Johann Carl Friedrich Gauss (1777–1855)), is stated
without proof herein as follows (see Problem 9.6). Given a vector-valued bounded
function of three-dimensional coordinates,~f ð~xÞ, the following identity must hold for
any volume, V, with boundary, S, in a continuous body:

Z
V

fi;idV ¼
Z
S

finidS ð9:31Þ

where ni are the components of the unit outer normal on the boundary, S. The above
theorem will be used repeatedly throughout this text.

9.2.10 The Reynolds Transport Theorem

The Reynolds transport theorem states that, given a scalar-, vector-, or
tensor-valued function, Fð~xÞ, (after Osborne Reynolds (1842–1912) (Malvern
1969):

d
dt

Z
V

qFdV ¼
Z
V

q
dF
dt
dV ð9:32Þ

The above form of the Reynolds transport theorem may not be familiar to some
readers (such as fluid mechanists), and that is because it is written herein in a
Lagrangian description (the approach to be employed herein), as opposed to an
Eulerian description, to be discussed in detail in the following section.

This completes the prerequisite mathematical tools necessary to assimilate the
materials in this text.
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9.3 Kinematics and Strain

Consider once again a three-dimensional object with interior, V, and boundary, S, as
shown in Fig. 9.1. The primary objective of mechanics is to predict the motions at
all points both within a continuum and on its boundary due to externally applied
loads as a function of the spatial coordinates, xi, and time, t. The variables xi and
t are called the independent variables. Kinematics deals with the study of the
motion of objects without regard to the external loads that produce these motions.

The objective is therefore to produce a model that is capable of predicting the set
of output variables that are necessary to predict the motions of an arbitrary con-
tinuum as functions of these independent variables, as well as any input variables,
including loads, geometry, and material properties. In order to accomplish this
objective, consider the set of output variables (also sometimes called dependent or
field variables) that are necessary to predict the motions of a continuous body.
When mechanics problems involving road ways are considered, deformations come
to mind first and foremost, where deformable motions are defined to be any motions
that result in a change in the initial shape of the continuous body.

Toward this end, first define the displacement, ui, of an arbitrary material point
A in the body to be the difference between the location of point �A in the deformed
configuration ðt ¼ t1; 8t1 [ t0Þ and the location of that same point in the initial
(undeformed) configuration ðt ¼ t0Þ, denoted A, as shown in Fig. 9.5. For reasons
that will become clear below, a second arbitrary point B (denoted �B in the deformed
configuration) is also shown in the figure.

It is self-evident that the continuous object is deformed iff the distance between
any two arbitrary points A and B is a function of time, t. Otherwise, the object is
termed a rigid body. Toward this end, consider Fig. 9.6, wherein a nomenclature is
constructed pictorially describing the kinematics of the arbitrary points A and B.

It can be seen from the figure that the components of the coordinates of material
points in the initial configuration are denoted by ai (as distinguished from the
direction cosine tensor, aij0 , which contains two subscripts). Furthermore, the dis-
placement of material points from their initial positions is described in terms of their
initial locations, that is,

Fig. 9.5 Displacements of
two arbitrary points A and
B in a three-dimensional
continuum
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xi � xiðaj; tÞ ð9:33Þ

Such a description of the displacement field is termed a Lagrangian description
(after Joseph-Louis Lagrange (1736–1813), or Giuseppe Luigi Lagrangia in his
native Italy), as opposed to an Eulerian description (after Leonhard Euler (1707–
83)), described as follows:

ai � aiðxj; tÞ ð9:34Þ

These two different ways of viewing the displacement field may be distinguished
by considering a practical example. Suppose that a vehicle is traveling down the
highway. If the velocity of the vehicle is measured as a function of time, it is termed
a Lagrangian description. On the other hand, if a highway patrolman is sitting in a
vehicle on the side of the road and is measuring vehicular speeds with a radar
device, the device is measuring velocities of passing vehicles at a fixed coordinate
location on the highway. This perspective is termed an Eulerian description. In the
case of asphaltic binder, each material point possesses memory, as we will see in
Chap. 12. For this reason, the Lagrangian (or material) description will be utilized
exclusively in this text.

The challenge here is to determine whether the object has undergone deforma-
tion in time, implying that the distance between any two arbitrary points changes as
a function of time. To determine whether this is the case, first take the square of the
difference (squaring obviates the possibility of negative numbers) between the line
connecting points A and B in the displaced configuration and subtract the initial
square of this length as follows:

AB
�� ��2� ABj j2¼ DxiDxi � DaiDai ð9:35Þ

By utilizing Eq. (9.33), together with the chain rule of differentiation, and taking
the limit as Dxk ! 0 in the above equation, it can be seen that

AB
�� ��2� ABj j2¼ lim

Dxm!0
DxiðajÞDxiðajÞ � DuiDui
� � ¼ @xi

@aj

@xi
@ak

� djk

	 

dajdak ð9:36Þ

Fig. 9.6 Kinematics of the
points A and B
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where it should be noted from Fig. 9.6 that

xi ¼ ui þ ai ð9:37Þ

Thus, substituting Eq. (9.37) into Eq. (9.36) results in:

AB
�� ��2� ABj j2¼ 2Eijdaidaj ð9:38Þ

where Eij is the Lagrangian strain tensor (once again, after Joseph-Louis
Lagrange), defined as follows:

Eij � 1
2

@ui
@aj

þ @uj
@ai

þ @uk
@ai

@uk
@aj

� �
ð9:39Þ

where the first-order terms are components of the displacement gradient. Note that
it can be shown that the above is in fact a second-order tensor (see Problem 9.7),
and that while the Lagrangian strain tensor is symmetric, it is necessarily nonlinear
due to the quadratic term in the above equation. Nonetheless, it can be seen that if
all components of this tensor are zero everywhere in a continuous body, the body is
clearly moving (including both translation and rotation) as a rigid body. Thus,
evaluating the Lagrangian strain tensor at every point in a continuous body may be
seen to be a means of determining whether a continuum is deforming. This will
become important when the process of constructing constitutive equations is
developed in Chaps. 10–13.

While road ways can and often do undergo very large deformations, there are
practical circumstances wherein all of the components of the displacement gradient
are small compared to unity. Under this restriction, Eq. (9.39) simplifies to the
following, called the small strain tensor:

eij � 1
2

@ui
@xj

þ @uj
@xi

� �
ð9:40Þ

due to the fact that the deformed and undeformed coordinates become indistin-
guishable. Equations (9.40) are called the strain-displacement equations. Note that
they are linear equations and that the small strain tensor is symmetric.

Although some components of the displacement gradient may become large
compared to unity in flexible pavements, it will be assumed in the remainder of this
text that the small strain tensor is sufficiently accurate to model the response of road
ways. This assumption is made for the sake of mathematical simplicity rather than
accuracy, since including the second-order terms introduces considerable mathe-
matical complexity into the problem.

The displacement field, ui, and the strain field, eij, are both output-dependent (or
field) variables, and they are also termed kinematic variables because they are
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associated with motions of the body of interest. It will be shown later that both of
these variables must be known at all points and for all times within and on the
boundary of a continuous body in order to predict the motions of the body.

9.4 Kinetics and Stress

Kinetics deals with the effects of mechanical loads acting on bodies. In order to
construct a complete model capable of describing the motion of the continuum
shown in Fig. 9.1, it is necessary to describe the kinetics associated with these
motions. In order to do this, first consider an arbitrary point B within a continuous
body. Suppose that an imaginary and arbitrarily oriented plane P is passed through
the body at point B, as shown in Fig. 9.7.

Note that the orientation of the plane P is defined by the unit outer normal vector
to this plane, ~n, described by

n!¼ n1~e1 þ n2~e2 þ n3~e3 ¼ ni~ei ð9:41Þ

9.4.1 The Traction Vector

Now suppose that a small area, DA, that is coplanar with plane P is chosen to
surround the point B, as shown in Fig. 9.7. Suppose furthermore that there is a
force, D~F, acting on this area. Note that the force is not necessarily normal to plane
P. The traction vector,~tð~nÞ, is now defined as follows:

Fig. 9.7 Continuum with an
imaginary plane P passed
through it at an arbitrary point
B
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~tð~nÞ � lim
DA!0

D~F
DA

ð9:42Þ

Note that the traction vector may be written in component form as follows:

~tð~nÞ ¼ t1~e1 þ t2~e2 þ t3~e3 ¼ ti~ei ð9:43Þ

It can be seen that the traction is described in units of force per unit area.
Note also from Fig. 9.7 that a force is necessarily applied to the opposing face of

the continuum on the plane P at the point B, and that the traction on this plane at
point B is denoted by~tð�~nÞ. It can be shown by deploying the conservation of
linear momentum (see below) that:

~tð�~nÞ ¼ �~tð~nÞ ð9:44Þ

In other words, the tractions acting on opposite faces at any point in a continuum
are always of equal magnitude and opposite in sign. This theorem, called Cauchy’s
Lemma, was proven by Augustin-Louis Cauchy (1789–1857) (Cauchy 1822). It is a
generalization of Newton’s Third Law (after Isaac Newton (1642–1727)), which
states that objects in contact exert equal and opposite forces on one another
(Newton 1687). Cauchy’s Lemma takes this law one step further, ensuring that not
only are these forces equal and opposite, but the distribution of these forces, or
tractions, are also of equal magnitude and opposite sign. Though this is a small
theorem (thus termed a lemma), it is nevertheless an important theorem in con-
tinuum mechanics, as will be seen in the next section.

9.4.2 The Stress Tensor

Now suppose that the arbitrary point B in Fig. 9.7 is examined in further detail. As a
thought experiment, suppose that three planes could be passed through the object,
each normal to one of the coordinate axes, and the vertex of these three planes is
just a tiny perpendicular distance removed from point B, denoted Dh. The result of
this thought experiment is the depiction shown in Fig. 9.8.

It can be proven using Euclidean geometry (after Euclid (third century BCE))
that the areas of the three faces associated with the coordinate axes are related to the
area of the exposed face, A, as follows:

Ai ¼ niA ð9:45Þ

where ni are the components of the unit outer normal to plane P, as described by
Eq. (9.41). By employing conservation of linear momentum for the object shown in
Fig. 9.8 and taking the limit as Dh ! 0, it can be shown that (together with
Cauchy’s Lemma!):
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~tð~nÞ ¼ n1~tð~e1Þþ n2~tð~e2Þn3~tð~e3Þ ¼ ni~tð~eiÞ ð9:46Þ

Now define the components of the Cauchy stress tensor (Cauchy 1822), rij, such
that:

~tð~eiÞ ¼ rij~ej ð9:47Þ

The components of the stress tensor may, therefore be depicted on three
orthonormal planes at the point B as shown in Fig. 9.9. Note that the stress is
termed a tensor because it can in fact be shown that the stress transforms from one
Cartesian coordinate to another via two multiplications by the direction cosine
tensor, and this will be shown in the next section.

Note also that the components of the stress tensor with identical subscripts are
normal to the planes on which they act, and for that reason they are called normal
stresses. The remaining components of stress are termed shear stresses.

Substituting Eqs. (9.43) and (9.47) into Eq. (9.46) results in the following
equation:

ti ¼ rjinj ð9:48Þ

The above all-important theorem was also first proven by Augustin-Louis
Cauchy (Cauchy 1822), for which he is often called The Father of Stress. This is
due to the fact that Eq. (9.48), called Cauchy’s formula, proves that in a continuum
there are exactly nine components of the stress tensor that must be known at each
and every point within that continuum in order to completely specify the state of
kinetic loading within the continuum. Thus, it can be seen that the stress tensor, a
kinetic variable, will have to be included in the list of dependent output (or field)
variables (along with the kinematic variables displacement and strain described
above) necessary to describe the mechanics of a continuous body.

Fig. 9.8 Depiction of three
additional planes passed near
to point B and normal to the
coordinate axes
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It can be shown using conservation of angular momentum that the stress tensor is
symmetric, that is, rij ¼ rji, when there are no body moments in the continuum (see
below). It will be assumed that there are no body moments in the materials modeled
in this text, so that there are six unique components of stress to be determined at
every point in a continuum.

There are quite a few important properties of the stress tensor that will become
significant in the course of this text. Thus, before moving on to the important issues
dealing with how to predict the stress at every point within a continuum, it is first
propitious to discuss these properties in some detail.

9.4.3 Stress Transformations

Over the course of the succeeding two centuries since the definition of the Cauchy
stress tensor, it has been found by experimental observation that the predicted stress
in a continuous body can be used as a tool to predict failure of the body by fracture.
Thus, it may be possible to avoid failure by fracture if the stresses in a body can be
predicted accurately. Furthermore, the planes on which fracture occur seem to also
be related to the stresses on these planes, so that it is desirable to determine the
stress on the fracture planes. Since these planes are not usually known a priori, the
coordinate system chosen by the structural analyst oftentimes does not align with
the planes on which fracture occurs. It is, therefore, often necessary to transform the

Fig. 9.9 Depiction of the components of the Cauchy stress tensor at point B in a continuum
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predicted stresses at a given point in the object from one Cartesian coordinate
system to another that is rotated with respect to the one used to perform the
predictions of the stresses in the body of interest, as shown in Fig. 9.10.

In order to construct a mathematical formula for carrying out a transformation of
the stress at a given point from one Cartesian coordinate system to another, first
recall Cauchy’s formula, given by Eq. (9.48). Thus, in the rotated (primed) coor-
dinate system, Cauchy’s formula would be described as follows:

tp0 ¼ rq0p0nq0 ð9:49Þ

where nq0 are the components of the unit outer normal of the plane of interest in the
primed coordinate system. In addition, since the traction, ~t, and the unit outer
normal, ~n, are vectors, it follows that they both transform according to Eq. (9.11),
that is,

tp0 ¼ aip0 ti ð9:50Þ

and

nj ¼ aq0jnq0 ð9:51Þ

Now, substitute Eq. (9.50) into Eq. (9.49), Eq. (9.48) into this result, Eq. (9.51)
into that result and employ symmetry property (9.13), thus producing the following
equation:

Fig. 9.10 Depiction of the components of the stress tensor in two different coordinate systems at
point O in a continuous body
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aip0rjiaq0jnq0 ¼ rq0p0nq0 ) ðaip0aq0jrji � rq0p0 Þnq0 ¼ 0 ð9:52Þ

Since the components of the unit outer normal vector need not be null, it follows
from the above that

rq0p0 ¼ aq0jap0irji ð9:53Þ

The above equation proves that stress is a second-order tensor. This is due to the
fact that unlike the traction vector (a first-order tensor), which is composed of
components that are not necessarily perpendicular and parallel to the plane on
which it acts, the components of the stress tensor must by definition be perpen-
dicular or parallel to the planes of interest, thereby requiring an additional multi-
plication by the direction cosine tensor. This is one of the primary properties of
stress that make it a physically complicated variable.

9.4.4 Principal Stresses

One of the important properties of the stress tensor is that at each material point in a
continuous body, there are planes on which there are no components of stress
parallel to these planes (as pointed out by Cauchy in his 1822 memoir). These
components of stress are termed principal stresses, and the planes on which they act
are called principal planes (a terminology introduced by Cauchy himself).

It can be shown that the normal stress attains its maximum (and minimum) on
one of these planes at each material point. Thus, it is not surprising that experi-
mental evidence has supported the supposition that the normal stress components
on these planes, as well as the orientations of these planes, may be related to both
fracture and inelastic deformations.

It is, therefore, propitious to develop a mathematical technique for determining
these stress components, as well as the orientations of the planes on which they act.
In order to formulate this technique, consider a plane at a material point on which
there are no components of shear stress. In this circumstance, it is also the case that
the traction vector is perpendicular to this plane, that is,

~t ~nk )~t ¼ r~nj j ) ti ¼ rni ð9:54Þ

where r is according to the definition above the value of the principal stress on that
plane. On the other hand, Cauchy’s formula, Eq. (9.48), applies at this selfsame
material point. Thus, equating (9.48) and (9.54) and utilizing Eq. (9.8) results in the
following:

ðrji � rdjiÞnj ¼ 0 ð9:55Þ
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The above is a classical eigenvalue problem. There are three eigenvalues of r,
denoted r1; r2, and r3 that satisfy Eq. (9.55). Since the components of the stress
tensor are all real and symmetric, it can be shown by using Cardano’s method (after
Gerolamo Cardano (1501–76), although the formula was apparently discovered due
to the combined efforts of Scipione del Ferro (1465–1526) and Niccolò Tartaglia
(1499/1500–1557)) that all three of these roots are real, thus resulting in three
principal stresses at each point in a continuous body. The values of these three
principal stresses can be determined by solving for the roots of the determinant of
the parenthetical term in Eqs. (9.55). This cubic equation is given by

rij � rdij


 

 ¼ 0 )

r11 � r r12 r13
r21 r22 � r r23
r31 r32 r33 � r














 ¼ 0 ) �r3 þ I1r

2 � I2rþ I3

¼ 0

ð9:56Þ

where

I1 � r11 þ r22 þ r33 ¼ rii ð9:57Þ

I2 ¼ 1
2

I21 � rijrji
� � ð9:58Þ

I3 ¼ 1
3

3I1I2 � I31 þ rijrjkrki
� � ð9:59Þ

where I1; I2, and I3 can be shown to be invariant with respect to coordinate rotation,
and for this reason they are called stress invariants. For example, multiplying
Eq. (9.53) by the Kronecker delta and employing Eq. (9.15) results in the
following:

dp0q0rp0q0 ¼ dp0q0ap0iap0jrij ¼ dijrij ) rp0p0 ¼ rii ð9:60Þ

The above proves that I1 is invariant with respect to coordinate rotation.
A similar approach may be employed to prove that I2 and I3 are invariants (see
Problem 9.13).

Thus, it can be seen that if the components of stress are known at a given point in
a continuous body with respect to an arbitrary set of Cartesian coordinate axes,
Eqs. (9.57)–(9.59) may be employed to calculate the stress invariants, and these
may subsequently be substituted into Eq. (9.56), thereby providing a means of
calculating the three principal stresses at that material point. Furthermore, once the
principal stresses are calculated, the resulting values may be successively substi-
tuted back into Eq. (9.55) to determine the components of the unit outer normal
vector for each principal stress. It can be shown that since the three principal
stresses are real, the three unit outer normal vectors are mutually perpendicular, thus
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implying that the principal planes at any material point in a continuous body lie on
the faces of a cube passing through the material point.

A similar line of reasoning may be utilized to determine the maximum shear
stresses at a material point, and the planes on which they occur with respect to the
base Cartesian coordinate system.

9.4.5 Deviatoric Stresses

As mentioned above, Cardano’s method may be utilized to solve the cubic
Eq. (9.56) (see Problem 9.11). In order to employ this method, it is necessary to
construct a transformation of the stress tensor. This is accomplished by first defining
the average hydrostatic stress as follows:

r0 � rii
3

¼ I1
3

ð9:61Þ

The above derives its name from the fact that if a block of material is subjected
uniquely to hydrostatic pressure, p, the value of r0 will be equal to the negative of
this pressure, which is defined to be positive in compression. The average hydro-
static pressure will turn out to be an important physical parameter in the course of
developing constitutive models in Chap. 13. Note that due to its relation to the
stress invariant I1, it can be seen that r0 is also a stress invariant.

For reasons that will become clear below, a transformation of the stress tensor is
now introduced. Define the deviatoric stress tensor as follows:

r0ij � rij � r0dij ð9:62Þ

Note that the above implies that there must necessarily also exist three deviatoric
principal stresses, defined by

r0i � ri � r0 ð9:63Þ

The determination of these three deviatoric principal stresses proceeds by direct
correspondence to the method for determining the principal stresses discussed in the
previous section. Thus, Eq. (9.56) is transformed to the following:

r0ij � r0dij



 


 ¼ 0 )

r0ij � r0 r012 r013
r021 r022 � r0 r023
r031 r032 r033 � r0














 ¼ 0 ) �ðr0Þ3 � J2r

0 þ J3

¼ 0

ð9:64Þ

362 9 Mechanics of Continuous Solids



where due to the definition of the deviatoric stress, Eq. (9.62)

J1 � r0ii ¼ ðrij � r0dijÞdij ¼ rii � 3r0 ¼ 0 ð9:65Þ

Furthermore, by similarity to Eqs. (9.58) and (9.59)

J2 ¼ 1
2
r0ijr

0
ij ð9:66Þ

and

J3 ¼ 1
3
r0ijr

0
jkr

0
ki ð9:67Þ

Note that due to the similarity between the above two equations and (9.58) and
(9.59), respectively, J2 and J3 are also invariant with coordinate rotation (see
Problem 9.13). They are, therefore, termed deviatoric stress invariants. It is also
convenient to define an additional physically based quantity called the octahedral
shear stress, s0, as follows:

s0 �
ffiffiffiffiffiffiffiffi
2
3
J2

r
ð9:68Þ

Note that the above is by definition also an invariant.
Lest the reader forget, the primary objective at the moment is to calculate the

principal stresses. However, a slight detour is warranted at this point. The deviatoric
stress, r0ij, is a very important concept in the modeling of deformable fluids, wherein
the deviatoric stress is a function of the rate of deformation. As such, deviatoric
stress has great physical significance when dealing with fluids. Of course, the
subject of this text is flexible pavements, and such structures are subjected to
moisture (which is a fluid when in either the liquid or gaseous state) ubiquitously.
Furthermore, the asphalt binder utilized in flexible pavements is a fluid in the
unprocessed state. Thus, the concept of deviatoric stress will become very impor-
tant from a physical standpoint later in this text.

For now, however, the deviatoric stress tensor may be used as a tool to calculate
the principal stresses at a material point in a continuous body. To see how this may
be accomplished, first assume that the state of stress has been predetermined at the
material point of interest. Table 9.3 (Cardano’s method) may then be used to cal-
culate both the principal stresses and the components of the unit outer normals to
the principal planes.

While the above technique provides a means of calculating the principal stresses
and principal planes in terms of the stress components at any given material point, it
is cumbersome, whereas the graphical technique to be described below is not only
straightforward, it provides added physical insight.
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9.4.6 Stress Analysis Using Mohr’s Circle

In many practical circumstances either analysis or experimentation will reveal that
the significant components of stress at a material point lie in a plane, called plane
stress, as shown in Fig. 9.11a. If there is a component of normal stress perpen-
dicular to the plane described in Fig. 9.11b, then the state of stress is called gen-
eralized plane stress, and for purposes of simplicity, we have defined that plane to
be the x1 � x2 plane. For the case of generalized plane stress, there is a simplified
technique for performing transformations of stress from one coordinate system to
another that is rotated about the x3-axis (Allen 2013). Note that generalized plane
stress includes as a special case plane strain (in which the three components of
strain on the plane normal to the x3 coordinate direction are zero).

Now, suppose that we want to determine whether the state of stress in the primed
coordinate system is equivalent to the stress in the unprimed coordinate system for
the case of generalized plane stress (note that the x3 coordinate direction is the same
in both depictions), as shown in Fig. 9.12. In order to determine the relation
between the stress components in the primed and unprimed coordinate systems, first
pass a cutting plane through the stress block in the unprimed coordinate system
rotated an angle h about the x3 axis, as shown in Fig. 9.13.

Table 9.3 Procedure for calculating principal stresses

Step 1: Use the predetermined stress components rij to calculate the deviatoric
stress state:

r0ij � rij � r0dij (9.62)

Step 2: Use r0ij to calculate the deviatoric stress invariants and s0:

J2 ¼ 1
2r

0
ijr

0
ij (9.66)

J3 ¼ 1
3r

0
ijr

0
jkr

0
ki (9.67)

s0 �
ffiffiffiffiffiffiffi
2
3 J2

q
(9.68)

Step 3: Substitute J2 and J3 into Eq. (9.60). Define the following:

u � cos�1
ffiffiffi
2

p
J3
s30

� �
(a)

Step 4: Calculate the three roots of Eq. (9.60) as follows:

r01 ¼
ffiffiffi
2

p
s0 cos

u
3

� �
(b)

r02 ¼
ffiffiffi
2

p
s0 cos

u
3 þ 120�

� �
(c)

r03 ¼
ffiffiffi
2

p
s0 cos

u
3 þ 240�

� �
(d)

Step 5: Use the deviatoric principal stresses to calculate the principal stresses:

ri � r0i þ r0 (9.63)

Step 6: Substitute each of the principal stresses, ri, recursively to calculate the
three components of the three unit outer normal vector for each of the
principal stresses:

ðrji � rdjiÞnj ¼ 0 (9.55)
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Using the free body diagram resulting from this cutting plane, as shown in
Fig. 9.13, we will now sum forces in the x01 coordinate direction, recalling that the
stresses must be multiplied by the area over which they act in order to produce
forces. In order to do this, the area of the face normal to the x01 axis is denoted as A.
This results in the following (since r21 ¼ r12Þ:

Fig. 9.11 Plane stress and generalized plane stress

Fig. 9.12 Planar stress Transformations
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X
Fx01 ¼ 0 ¼ r1010A� r11 cos hða cos hÞ � r22 sin hða sin hÞ

� r12 sin hðA cos hÞ � r12 cos hðA sin hÞ
ð9:69Þ

Rearranging terms and dividing through by A results in

r1010 ¼ r11 cos2 hþr22 sin2 hþ 2r12 sin h cos h ð9:70Þ

Similarly, summing forces in the x02 direction will result in

r1020 ¼ �ðr11 � r22Þ sin h cos hþr12ðcos2 h� sin2 hÞ ð9:71Þ

Equations (9.70) and (9.71) can be used to calculate the components of stress in
the primed coordinate system as functions of the stress components in the unprimed
coordinate system for any given value of h (Fig. 9.14).

Unfortunately, Eqs. (9.70) and (9.71) are cumbersome to utilize for purposes of
stress analysis. A more convenient graphical technique was introduced by Karl
Culmann (Culmann 1866). This technique was later expanded and used to great
effect for the prediction of failure by Otto Mohr (1835–1918), from whence comes

Fig. 9.13 Cutting plane in primed coordinate system passed through the stress block in the
unprimed coordinate system
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the name applied to this technique—Mohr’s circle (Mohr 1868). In order to con-
struct this graphical technique, first recall the following trigonometric identities:

cos2 h ¼ 1þ cos 2h
2

sin2 h ¼ 1� cos 2h
2

2 sin h cos h ¼ sin 2h ð9:72Þ

Substituting the above identities into Eqs. (9.70) and (9.71) and rearranging will
result in the following two equations:

r1010 � r11 þr22

2

� �
¼ r11 � r22

2

� �
cos 2hþr12 sin 2h ð9:73Þ

r1020 ¼ � r11 � r22

2

� �
sin 2hþr12 cos 2h ð9:74Þ

Squaring and adding the above two equations will result in the following:

r1010 � r11 þr22

2

� �h i2
þ r1020 � 0½ �2¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r11 � r22

2

� �2
þr2

12

r" #2

ð9:75Þ

It can be seen that the above equation is equivalent to the general equation of a
circle, shown in Fig. 9.15, and given by:

Fig. 9.14 Free body diagram of stress block with cutting plane
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½x� a�2 þ ½y� b�2 ¼ ½c�2 ð9:76Þ

where, by comparison of Eqs. (9.75) and (9.76), the following transformation of
variables is apparent:

x ! r1010

y ! r1020

a ! r11 þr22

2
b ! 0

c !
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r11 � r22

2

� �2
þr2

12

r
ð9:77Þ

Applying the above transformations to the circle shown in Fig. 9.15 results in
the graphical representation shown in Fig. 9.16.

Note that all possible orientations for a plane stress state at a given material point
in an object that are rotated about the z-axis lie on the circle shown in Fig. 9.16.
Furthermore, because the trigonometric half angle formulas in Eq. (9.72) have been
employed, angles shown in Fig. 9.16 are exactly twice as large as angles depicted in
the real world.

Fig. 9.15 General equation
of a circle

Fig. 9.16 Mohr’s circle for
plane stress
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Fig. 9.17 Mohr’s circles for generalized plane stress
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It can be shown that for the case of generalized plane stress, the depiction of
Mohr’s circle shown in Fig. 9.16 can be generalized to produce three circles, as
shown in Fig. 9.17.

Mohr’s circle was created nearly a century and a half ago, in a time when
graphical techniques were the most powerful mathematical tools for many engi-
neering applications. An early example (in 1867) of the physical power of this
method is demonstrated in Fig. 9.18 (Culmann 1866; Meyer 1867; Wolff 1870;
Thompson 1917). The figure shows the predicted lines of principal stresses in a
crane analyzed by Culmann on the left. On the right is a depiction by Wolff of the
experimentally observed trabecular alignment in the proximal femur of a human.
This impressive demonstration of the importance of principal stresses is said to have
occurred by coincidence when Professor Culmann visited the dissecting room of his
colleague Hermann Meyer in Zurich. Upon seeing a section of bone, Culmann is
said to have cried out, “That’s my crane!” (Thompson 1917).

Today it is no longer necessary to utilize such antiquated graphical methods due
to the power of computers. Nonetheless, there is much information to be extracted
from a careful study of Mohr’s circles that is physically significant with respect to
the failure of solids. Several important deductions are given in Table 9.4.

Fig. 9.18 Lines of principal planes (Left) in a curved crane compared to the trabecular alignment
in a human proximal femur (Right) (Culmann 1866; Meyer 1867; Wolff 1870; Thompson 1917)
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Table 9.4 Properties of
stress deduced from Mohr’s
circles

Important deductions from Mohr’s circles

• The three circles subtend the horizontal axis at points labeled
r1
p;r

2
pand r

3
p

• These normal stresses are called principal stresses because
the shear stresses on the planes are zero

• A vertical diameter of the largest circle subtends the circle at
the top and bottom, where the shear stress attains it maximum,
rmax
s

• The angle (in Mohr space) between the x1 (or x2Þ face and a
horizontal diameter of the circle is twice the angle from the x1
(or x2Þ face to a principal plane in the real world (denoted as
2hp on Mohr’s circle)

• Since principal planes and planes of maximum shear stress
are always normal to one another in Mohr space, they are
exactly 45 degrees apart in the real world

• For the case wherein r1p � r2p � r3p, it follows that r
max
s ¼

r1p � r3p

� �
=2 is the radius of the largest circle

Table 9.5 Procedure for
drawing Mohr’s circles

Procedure for Plotting Mohr’s Circles

(1) Plot the coordinates of the x1 face ðr11;	r12Þ and the x2
face ðr22;
r12Þ using the sign convention that shear
stresses that cause a clockwise couple are positive, and
shear stresses that cause a counterclockwise couple are
negative

(2) Draw a straight line connecting these two points

(3) The intersection of the line drawn in step 2 and the
horizontal axis is the center of the circle. Use a compass to
draw the circle that passes through the two points drawn in
step 1

(4) Label the diameter of the circle that ends at the two points
plotted in step 1 as the x1-face and x2-face as appropriate

(5) Label the three principal stresses, including the out-of-plane
normal stress (even if it is zero!), and draw the two
remaining circles, as depicted in Fig. 9.17

(6) Label the maximum shear stress at the top of the largest
circle, rmax

s , and calculate the value of the angle 2hp, also
depicted in Fig. 9.17
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Currently, there are several open-source software programs available on the
Internet that may be utilized for the purpose of constructing Mohr’s circles for a
given state of stress (at no cost to the user). By importing the values of the stress
components for a given material point in an object with respect to an arbitrary set of
coordinate axes, Mohr’s circles are produced by the software. In addition, there are
a few software programs that will even construct diagrams of the material point,
with the stress components labeled on the diagrams. It is therefore far less difficult
to perform analysis of stress at a given material point than in former times, when
computer algorithms were not available for this purpose.

For those who prefer to take the time to construct their own Mohr’s circles
graphically, Table 9.5 presents the procedure for doing so.

Example Problem 9.1
Given: Suppose that one or more of the models developed in this text have been
used to predict the state of stress as a function of location in an object with known
loads, geometry, and material properties, and this analysis has resulted in the stress
state shown below at a point in the object identified by the designer as a critical
point where failure of the object may be initiated.

Required:

(a) Plot Mohr’s circles and determine the principal stresses and the maximum shear
stress

(b) Draw sketches of the principal planes and the plane of maximum shear stress,
showing the stress components on these planes

Solution:

(a) Mohr’s circles
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(b) Sketches in the real world
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9.5 Conservation Laws

In the previous section, the concept of the stress tensor, rij ¼ rijðxk; tÞ, was
introduced. Since this new variable is symmetric, when it is appended to the
components of the deformation vector, ui ¼ uiðxk; tÞ, and the components of the
strain tensor, eij ¼ eijðxk; tÞ, it becomes apparent that it is necessary to know fifteen
field variables at every point in a continuum in order to characterize the mechanics
of the object of interest.

It would seem self-evident that the successful prediction of these variables will
necessarily require that a model be developed that contains no less than fifteen
equations at every point in a continuous body. As will be shown later, this is indeed
the case, and these equations are termed field equations. Where do these equations
come from? The answer to this question is in reality contained within a history
lesson. Our forefathers have developed a set of universal laws for this purpose. In
modern terms, these are called conservation laws, and these are listed below:

(1) Conservation of Mass
(2) Conservation of Charge
(3) Conservation of Momentum
(4) Conservation of Energy
(5) Entropy Production Inequality

There are other laws of nature that exist, but they either do not apply to the
mechanics of continua, or they are not universal in nature. An example is the pro-
foundly important Darwin’s law, which applies to evolution, but within the context
of this text, it does not apply to mechanics (it is also not known whether Darwin’s
Law is a universal law, whereas scientists are relatively certain that those listed
above do in fact apply throughout the universe). These conservation laws have been
postulated in a variety of ways historically, including via the method of “fluxions”
invented by Isaac Newton, the variational formulations proposed by the Bernoullis
(principally John Bernoulli (1667–1748) and Daniel Bernoulli (1700–1782)) and
expanded by Jean Le Rond d’Alembert (1717–1783) and Joseph-Louis Lagrange,
not to mention via Noether’s Theorem (Emmy Noether (1882–1935)).

Newton’s method of fluxions, having been more or less replicated (and in some
cases even expanded upon) simultaneously by Gottfried Leibniz, became one of the
two competing approaches that are still in common practice today, the other being
the variational approach. Following the method deployed by Cauchy (not to
mention his monumental contributions to the development of the theory of fluxions
into modern integro-differential calculus), we will develop the above list of con-
servation laws using Newton’s (and Cauchy’s more detailed) approach. Later, in
Chap. 14, we will see that these may in fact be converted into the variational
approach, which is preferable for the purpose of constructing computational solu-
tion procedures such as the finite element method.
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9.5.1 Conservation of Mass

As it turns out, for the purpose of predicting the response of flexible pavements, the
conservation of mass is normally trivially satisfied so long as there are no chemical
reactions or ablation of mass. It will be assumed that this is the case in this text
(except when dealing with the effects of moisture in Chaps. 10 and 14, as well as
aging in Chap. 12). Thus, the conservation of mass is satisfied by assuming that the
mass density of the road way, q ¼ qðx; tÞ, does not change in time. This may be
stated mathematically as follows:

qðxk; tÞ ¼ qðxk; 0Þ ð9:78Þ

where qðxk; 0Þ is a necessary initial condition. It will be assumed that the initial
mass density of the road way is known at all points in the road way, so that the
conservation of mass is satisfied trivially herein. Thus, in this text (except when
dealing with aging and/or moisture change), it will be assumed that the mass
density is a material property that is known a priori. The case wherein moisture is a
significant effect will be discussed in detail in Chaps. 10 and 14. In Chap. 14, it will
be shown that the conservation of mass may be used to predict the temporal and
spatial distribution of moisture in pavement, a necessary component of modeling
the effects of moisture on pavement performance.

9.5.2 Conservation of Charge

The conservation of charge is also negligible assuming that there is no coupling
between mechanical and electromagnetic phenomena. It will be assumed that this is
the case for normal road way applications. Thus, for the applications considered in
this text, the conservation of momentum, the conservation of energy, and the
entropy production inequality are the only nontrivial conservation laws necessary
for the purpose of modeling flexible pavements (except when considering the
effects of moisture and/or aging, as noted in the previous section). These are
constructed in the following sections.

9.5.3 Conservation of Momentum

Conservation of Momentum is a modern name for Newton’s Second Law of Motion
(after Isaac Newton (1642–1727)), which states the following (Newton 1687):

The change of motion is proportional to the motive force impressed: and is made
in the direction of the right line in which that force is impressed.
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Our modern interpretation of the above is as follows (Malvern 1969):
The time rate of change of the total momentum of a given set of particles equals

the vector sum of all the external forces acting on the particles of the set.
Note that the above law must be applied for both linear and angular momentum.

In order to construct a statement of conservation of momentum for a continuous
body containing a fixed set of material points, consider once again Fig. 9.1. For
convenience, the body is reconstructed in Fig. 9.19, and generic descriptors for the
types of forces acting on the body are shown in the figure.

It is shown in the figure that the traction vector,~t, acts on an area, dS, on the
boundary of the body, S. In addition, there are body forces per unit mass,~f , acting
on a volume, dV, in the interior of the body, V. Conservation of linear momentum
therefore requires that the following be true (Malvern 1969):

Z
S

~tdSþ
Z
V

q~f dV ¼ d
dt

Z
V

q~vdV ð9:79Þ

where the derivative d=dt is the material derivative (Malvern 1969), and ~v is the
velocity vector, given by

~v ¼ d~u
dt

ð9:80Þ

Dotting the above with the base vector~ei will thus result inZ
S

tidSþ
Z
V

qfidV ¼ d
dt

Z
V

qvidV ð9:81Þ

Substituting Cauchy’s formula, Eq. (9.48), into the above and applying the
Divergence Theorem, Eq. (9.31), as well as the conservation of mass, Eq. (9.78),
and the Reynolds Transport Theorem (9.32) will result in the following:

Fig. 9.19 Depiction of a
continuous body with forces
acting both on the interior and
the exterior
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Z
V

rji;j þ qfi � q
dvi
dt

	 

dV ¼ 0 ð9:82Þ

The above is a global statement of the conservation of linear momentum in the
body, V þ S. Since the volume is arbitrary, the above also implies that

rji;j þ qfi ¼ q
dvi
dt

8~x 2 V þ S ð9:83Þ

The above is a local statement of conservation of linear momentum for all points
in the body called The Cauchy Equations of Motion (Cauchy 1822). In cases
wherein the loads are applied to the body sufficiently slowly that the rate of change
of the velocity (acceleration), d~v=dt, is negligibly small, the above reduces to the
differential equations of equilibrium:

rji;j þ qfi ¼ 0 8~x 2 V þ S ð9:84Þ

For many commonly encountered applications in road ways, it can be assumed
that the acceleration term in Eq. (9.83) may be neglected. This includes cyclic
loadings applied to the road way by vehicular traffic, but does not include the effects
of impact loading. Unless stated otherwise, equilibrium Eq. (9.84) will be utilized
for the purpose of modeling flexible pavements in the remainder of this text.

Note that the above represents three equations in the nine unknown components of
the stress tensor. As such, these equations are statically indeterminate, that is, they are
insufficient to calculate the stress in a general body. In the few special cases wherein
they are sufficient for this purpose, the problem is called statically determinate.

Without proving it herein, it can be said that conservation of angular momentum
is satisfied at every point in the body iff (Malvern 1969) (see Problem 9.10):

rij ¼ rji 8~x 2 V þ S ð9:85Þ

Thus, satisfying the conservation of momentum has supplied six equations that
must be satisfied at every point in a continuous body for the purpose of determining
the nine components of the stress tensor. Equivalently, one can view the stress
tensor as symmetric due to Eq. (9.85), and in this case, there are three equilibrium
Eqs. (9.84) and six unknown components of the stress tensor. This is the viewpoint
that will be taken in the remainder of this text.

9.5.4 Conservation of Energy

Within the context of flexible pavements, the conservation of energy is a very
important concept that is essential to a complete understanding of pavement

378 9 Mechanics of Continuous Solids



performance. This is due to the fact that pavement undergoes numerous forms of
energy dissipation throughout the life of the road way. This can be due to the flux of
heat, the creation of cracks, chemical changes, and material dissipation. The laws of
thermodynamics must necessarily be utilized in order to understand and predict the
effects of such phenomena.

The Conservation of Energy is a modern name used for The First Law of
Thermodynamics, which states the following (Clausius 1850):

In a thermodynamic process involving a closed system, the increment in the
internal energy is equal to the difference between the heat accumulated by the
system and the work done by it.

Within the context of the above law, the modern interpretation for a collection of
material points in a continuous body is as follows (Malvern 1969):

The rate of change of the internal work is balanced by the sum of the heat added
to the body and work done on the body.

A mathematical statement of the above is given by:

dU
dt

¼ dQ
dt

þ dW
dt

ð9:86Þ

where U is the internal energy of the body, Q is the heat contained within the body,
and W is the work performed on the body. In order to apply the above to an
arbitrary continuous object, consider the object consisting of a fixed set of material
points, as shown in Fig. 9.20, where ~q is the heat flux per unit area, and r is the
internal heat source per unit mass.

The application of Eq. (9.86) results in the following equation for the object,
V þ S:

d
dt

Z
V

qudV ¼ �
Z
S

qinidSþ
Z
V

qrdV þ
Z
S

tividSþ
Z
V

qfividV ð9:87Þ

where u is the internal energy per unit mass. The Divergence Theorem (9.31), the
Cauchy equations of motion (9.83), the conservation of angular momentum, and the

Fig. 9.20 Depiction of a
continuous body subjected to
various forms of energy
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Reynolds transport theorem (9.32) may be employed to convert the above to the
following form:

Z
V

q
du
dt

þ qi;i � qr � rij
deij
dt

� �
dV ¼ 0 ð9:88Þ

The above is a global statement of the conservation of energy in the body, V þ S.
Since the volume is arbitrary, the above also implies that

q
du
dt

¼ rij
deij
dt

� qi;i þ qr 8~x 2 V þ S ð9:89Þ

The above is a local statement of conservation of energy for all points in the
body. Note that while it does indeed supply one additional equation, several new
unknowns have been introduced, so that satisfaction of the conservation of energy
necessarily adds significant complication to the problem of modeling flexible
pavements.

9.5.5 The Entropy Production Inequality

The Entropy Production Inequality is a modern name used for The Second Law of
Thermodynamics (also called The Clausius-Duhem Inequality, after Rudolph
Clausius (1822–88) and Pierre Duhem (1861–1916)), which states the following
(attributed to Sadi Carnot (1796–1832) (Clausius (1850):

The entropy in an isolated system can never decrease.
Within the context of the above law, the modern interpretation for a collection of

material points in a continuous body is as follows:
The rate of change of the entropy within an isolated body is never negative.
A mathematical statement of the above is given by:

d�S
dt

� 0 ð9:90Þ

where �S is the entropy contained within the body. It should be noted that the total
rate of change of entropy in the body is mitigated by the rate of entropy input to the
body, where the entropy input to the body is changed by the addition of heat. Once
again referring to Fig. 9.20, the application of Eq. (9.90) results in the following
equation for the body, V þ S:

d
dt

Z
V

qsdV þ
Z
S

qini
T

dS�
Z
V

qr
T
dV � 0 ð9:91Þ
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where s is the entropy per unit mass and T is the temperature, defined by The Zeroth
Law of Thermodynamics (attributed to James Clerk Maxwell (1831–79)) (Maxwell
2001):

If two systems are each in thermal equilibrium with a third system, they are also
in thermal equilibrium with each other.

Equation (9.91) is a global statement of the entropy production inequality. By
employing the divergence theorem (9.31) and the Reynolds transport theorem, it
may be restated as follows:

q
ds
dt

þ qi;i
T

� qr
T

� 0 8~x 2 V þ S ð9:92Þ

The above is a local statement of the entropy production inequality for all points
in the object. Note that while it does indeed supply one additional constraint, it also
introduces two new variables (the entropy and the temperature), so that, as in the
case of conservation of energy, the entropy production inequality necessarily adds
significant complication to the problem of modeling flexible pavements.

The equations and inequality derived in Sect. 9.5 comprise all of the information
available from universal laws for the purpose of modeling the response of flexible
pavements.

9.6 Summary

In this chapter, notation has been introduced along with some mathematics that is
necessary for the purpose of modeling flexible pavements. The independent vari-
ables~x and t have been introduced, and field variables have been introduced for the
purpose of modeling the performance of flexible pavements. These variables which
depend on the independent variables ~x and t within the road way are shown in
Table 9.6:

Table 9.6 List of field variables required to predict performance of flexible pavements

Field variable name Variable symbol Number of components

Displacement vector ui 3

Strain tensor eij 6

Stress tensor rij 6

Body force per unit mass fi 3

Internal energy per unit mass u 1

Heat flux vector qi 3

Heat source per unit mass r 1

Entropy per unit mass s 1

Temperature T 1

Total 25
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Note that while certain additional variables have been introduced, such as the
traction vector,~t, and the velocity vector,~v, they are not included in the above list
because they can be obtained from the variables listed via the use of simple
ancillary equations ((9.48) and (9.80), respectively). In addition, the mass density,
q, is treated as a known material property, thereby satisfying the conservation of
mass Eq. (9.78). Thus, in this chapter, twenty-five field variables have been
introduced that are necessary to model the performance of flexible pavements.

This chapter has also introduced a number of field equations that must be sat-
isfied in order to predict the performance of flexible pavements. These are listed in
Table 9.7.

Note that at this point, the model consists of 10 equations (plus one inequality) in
25 unknowns. Thus, the introduction of the conservation laws has resulted in the
problem being significantly underposed (implying that there are not enough
equations to model the unknowns). Therefore, it is apparent that additional infor-
mation will be required to construct a complete model for flexible pavements. Such
equations are called constitutive equations. The construction of these equations will
be the subject of Chaps. 10–13.

9.7 Problems

Problem 9.1
Given: The following matrix:

bij
� � � b11 b12 b13

b21 b22 b23
b31 b32 b33

2
4

3
5 ¼

1 2 4
2 4 5
3 1 9

2
4

3
5

Table 9.7 List of field equations necessary to model flexible pavements

Equation name Formula Equation
number

No. of
equations

Strain-displacement
Equations

eij � 1
2

@ui
@xj

þ @uj
@xi

� �
(1.40) 6

Equations of motion rji;j þ qfi ¼ q dvi
dt 8~x 2 V þ S (1.83) 3

Conservation of energy q du
dt ¼ rij

deij
dt � qi;i þ qr (1.89) 1

Entropy production
inequality

q ds
dt þ qi;i

T � qr
T � 0 (1.92) 0 (inequality)

Total 10 + 1
inequality
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Required:

(a) Evaluate dijbij and bii
(b) Evaluate bijbij and bijbji
(c) Evaluate bijbjkbki
(d) Evaluate ci ¼ eijkbjk and ci ¼ ejkibkj
(e) Evaluate dij ¼ bikbkj and dij ¼ bjkbki

Problem 9.2
Given: Two coordinate systems are constructed relative to one another as shown
below.

Required:

(a) Evaluate the components of aij0 and aji0 in terms of h
(b) Evaluate aip0ajq0dp0q0 using the results in a)

Problem 9.3
Given: The principles of superposition and linearity must be satisfied in order for a
function or functional to be linear.
Required: Determine which of the following are linear.

ðaÞ f1ðtÞ ¼ a0 þ a1x1 þ a2ðx1Þ2 þ a3x1t

ðbÞ f2ðxÞ ¼ xþ dx
dt

þ x
d2x
dt2

ðcÞ f3 eðsÞf g ¼
Z t

0

Eðt � sÞ @eðsÞ
@s

ds

ðdÞ f 4 gðtÞf g ¼
Z1
0

e�stgðtÞdt

Problem 9.4
Given: The definition of the Laplace transform, Eq. 9.17.
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Required: Prove the following lines of Table 9.2.

(a) Line 1
(b) Line 2
(c) Line 3
(d) Line 4
(e) Line 7

Problem 9.5
Given: A kinetic variable, R, is a functional of a kinematic variable, I, as follows:

RðtÞ ¼
Z t

0

E1e
ðt�sÞ @IðsÞ

@s
ds

Required: Evaluate R(t) for each of the following kinematic input histories (as-
suming I1; t1, and x are constants):

ðaÞ IðsÞ ¼ I1HðsÞ

ðbÞ IðsÞ ¼ I1Hðs� t1Þ

ðcÞ IðsÞ ¼ I1sHðsÞ

ðdÞ IðsÞ ¼ I1 sinxsHðsÞ

Problem 9.6
Given: The fundamental theorem of calculus, Eq. (9.30).
Required: Prove the divergence theorem, Eq. (9.31).

Problem 9.7
Given: The Lagrangian strain tensor, Eq. (9.39).
Required:

(a) Prove that it is a second-order tensor.
(b) Prove that it is nonlinear

Problem 9.8
Given: The rotation tensor is defined as follows:

xij � 1
2

@ui
@xj

� @uj
@xi

� �
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Required:

(a) Prove that

AB
�� ��2� ABj j2¼ 2 eij þ 1

2
ðeki � xkiÞðekj � xkjÞ

	 

daidaj

(b) Prove that

eij ¼ 0 ! AB
�� ��2� ABj j2¼ 0

Problem 9.9
Given: Newton’s First Law (summation of forces), Cauchy’s Lemma, and
Eq. (9.47).
Required:

(a) Prove Eq. (9.44).
(b) Prove Eq. (9.46).
(c) Prove Eq. (9.48)

Problem 9.10
Given: Newton’s First Law (summation of moments)
Required: Prove that the stress tensor is symmetric in the absence of body
moments

Problem 9.11
Given: The deviatoric stress tensor is defined by Eq. (9.62).
Required: Prove that deviatoric stress is a second-order tensor.

Problem 9.12
Given: The stress state at a given material point with respect to an arbitrary set of
Cartesian coordinates ðx1; x2; x3Þ is found to be as follows (measured in MPa):

rij ¼
0:10 0:20 0
0:20 0:30 0:10
0 0:10 �0:20

2
4

3
5

Required:

(a) Find~tð~nÞ on a plane that does not intersect the x3 axis and intersects the x1 axis
at the coordinate location x1 ¼ 1:0 and the x2 coordinate axis at x2 ¼ �1:0.

(b) Rotate (normal to the x3 axis) the coordinate axes to this new plane and find the
components of the stress tensor with respect to the new axes
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Problem 9.13
Given: The stress state described in Problem 9.12.
Required: Use Cardano’s equation to find the following:

(a) Find the stress invariants, I1; I2; I3; J2 and J3.
(b) Find the principal stresses, r1;r2, and r3.
(c) Find the unit normal vectors to the planes of the principal stresses, ~n1;~n2, and

~n3, respectively, with respect to the Cartesian coordinate system ðx1; x2; x3Þ
described in Problem 9.12.

Problem 9.14
Given: Eqs. (9.58), (9.59), (9.66), and (9.67).
Required:

a) Prove that I2 and I3 are invariants.
b) Prove that J2 and J3 are invariants.

Problem 9.15
Given: An engineer has performed a stress analysis of the object below using the
unprimed coordinate axes shown. That analysis has produced the state of stress
shown in the diagram at Point O. All stress components are in MPa.

Required:

(a) Calculate the stress components rx0x0 ; rx0y0 ; ry0y0 in the primed coordinate system
assuming that the primed coordinate system is rotated 30° counterclockwise
about the z-axis as shown in the diagram.

(b)

(1) Draw the three Mohr’s circles at point O on a piece of graph paper using a
compass.

386 9 Mechanics of Continuous Solids



(2) Label the points rxx; rxy
� �

; ryy; rxy
� �

, and rzz; 0ð Þ on the graph.
(3) Label the x- and y-planes on the circle.
(4) Label the three principal stresses on the graph and calculate their values.
(5) Label the maximum shear stress on the graph and calculate its value.
(6) Label the face rotated thirty degrees counterclockwise from the x-face and

calculate the state of stress on this face.

(c)

(1) Draw sketches showing the principal planes.
(2) Draw a sketch showing the plane of maximum shear stress.

Problem 9.16
Given: The Lagrangian form of conservation of mass given by Eq. (9.78).
Required: Derive an Eulerian form of conservation of mass.

Problem 9.17
Given: Eq. (9.79).
Required: Convert to Eq. (9.82).
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Chapter 10
One-Dimensional Constitutive Theory

10.1 Introduction

In Chap. 9, the mechanics of continuous solids was reviewed, and it was shown that
the conservation laws are insufficient to model the mechanical response of solids.
This implies that there must be additional information included in any cogent model
for predicting the performance of flexible pavements. Because the conservation
laws are independent of the material considered, it stands to reason that the addi-
tional information required should somehow be capable of distinguishing between
the material constitution in different road ways. For that reason, the additional
equations that are necessary to complete the model are called constitutive equations.

The development of constitutive theory may be said to have begun with Da
Vinci’s experiment, in which Leonardo Da Vinci (1452–1519) described the first
material experiment known to us. His description, written around the year 1500,
reads as follows (Da Vinci 1972; Parsons 1939):

The object of this test is to find the load an iron wire can carry. Attach an iron wire 2
bracchia (about 1.3 m) long to something that will firmly support it, then attach a basket or
any similar container to the wire and feed into the basket some fine sand through a small
hole placed at the end of a hopper. A spring is fixed so that it will close the hole as soon as
the wire breaks. The basket is not upset while falling, since it falls through a very short
distance. The weight of sand and the location of the fracture of the wire are to be recorded.
The test is repeated several times to check results. Then a wire of one-half the previous
length is tested and the additional weight it carries is recorded, then a wire of one-fourth
length is tested and so forth, noting each time the ultimate strength and the location of the
fracture.

This experiment is still used today to characterize the mechanical response of
many materials. Still later, around 1660, Robert Hooke (1635–1703) performed
experiments on a variety of springs, as shown in Fig. 10.1 (Jardine 2005).

As a result of these experiments, he postulated Hooke’s Law: ut tensio sic vis (as
the load, so the displacement), as given by the following equation:
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Fig. 10.1 Depiction of Robert Hooke’s experiments
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F ¼ kd ð10:1Þ

where F is the magnitude of the force applied to the spring, d is the measured
displacement of the spring in the direction of the applied loading, and k is called the
spring constant. This rather pithy Latin statement may be said to be the beginning
of the science of constitutive theory, and just as in the case with many develop-
ments in science, the field of constitutive theory has taken a rather circuitous path
right up to recent times.

Materials often have a way of behaving badly, that is, their constitutive behavior
can be simple, or it can be quite complex. As a result, the mathematical complexity
of the resulting constitutive model for a given class of materials can in turn be
straightforward, or it can be quite challenging. Therefore, since the remaining field
equations (described in Chap. 9) are identical for all materials, it has become
customary to initiate the process of constructing the mechanics model by first
assuming the general character of the constitutive equations, and subsequently
subdividing the resulting solution methodology according to the mathematical
complexity anticipated for the particular material model described by the chosen set
of constitutive equations. Thus, for example, in the field of fluid mechanics,
materials are subdivided into Newtonian and non-Newtonian (to be discussed
below), and in the field of solid mechanics, materials are subdivided into linear
elastic, nonlinear elastic, viscoelastic, elasto-plastic, viscoplastic, and so on. Several
of these models will be introduced briefly in this chapter.

Fortunately, over the past half century, a fairly rigorous methodology has
developed for constructing constitutive equations that is capable of aiding in the
prediction of the mechanical response of objects. On the other hand, this
methodology, as well as the mathematical form of the resulting equations, can be
quite cumbersome and complex. As a result, it is instructive to begin the discussion
of this subject on a somewhat simplistic level, thereby preparing the reader for the
approaching complexity. In order to accomplish this simplification, this chapter will
begin with a discussion of constitutive theories in one spatial dimension.

10.2 One-Dimensional Constitutive Experiments

A simple test not unlike those performed by Da Vinci and Hooke serves the purpose
of introducing one-dimensional constitutive models. This test is described as fol-
lows. Consider a prismatic (constant shape of the cross section in the x1 coordinate
direction) test specimen subjected to slowly applied colinear and self-equilibrating
forces, ~F and �~F, respectively, via a set of (relatively) rigid platens, as shown in
Fig. 10.2.

For convenience, a Cartesian coordinate system is used, and the x1 coordinate
direction is selected to be collinear with the applied forces. The magnitude of the
forces, F, is determined by measuring the displacement in an inline Hookean spring
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(called a load cell) and deploying Eq. (10.1). Due to conservation of linear
momentum (quasi-static case), the magnitude of this force is equivalent to the
magnitude of the force applied to the top and bottom surfaces of the specimen. In
order to extract material properties directly, it is necessary that the material prop-
erties within the test specimen to be spatially homogeneous (at least macroscopi-
cally). For reasons that will become clear below, this test is called a uniaxial test.

Fig. 10.2 Depiction of a uniaxial test

392 10 One-Dimensional Constitutive Theory



Note that in the test, the force is assumed to be applied in compression. This is
due to the fact that road way materials are normally subjected to compressive
loading. Furthermore, road way materials typically do not perform well in tension,
demonstrating much lower strength in tension than in compression. Indeed, in many
base and sub-base materials, the specimen will fail immediately upon application of
uniaxial tensile loading.

If the platens are lubricated so that no lateral forces are applied to the specimen
during testing, then it can be shown (using conservation of momentum) that the
forces applied to the specimen by the plattens will be (approximately) evenly
distributed on the top and bottom of the test specimen, and it follows from
Eq. (9.42) that the resulting boundary traction,~tð~e1Þ, can be calculated using the
following equation:

~tð~e1Þ ¼ t1~e1 ¼ �F
A
~e1 ð10:2Þ

where A is the area of the top (or bottom) surface of the test specimen. Furthermore,
using Cauchy’s formula, Eq. (9.48), it can be shown that at every point on the top
surface, the uniaxial stress is given by

r � r11 ¼ t1 ¼ �F
A

ð10:3Þ

Thus, it can be seen that the uniaxial stress is spatially homogeneous on the top
surface of the test specimen. A similar process will lead to the same value of the
stress on the bottom surface of the specimen. Furthermore, if the body force is
negligible compared to the applied force, F, and the load is applied sufficiently
slowly for the momentum terms to be negligibly small, then it can be shown using
the conservation of linear momentum, Eq. (9.83), that the stress component, r11, is
independent of x1, x2 and x3 at every point within the specimen, and that all of the
remaining components of stress within the specimen are identically zero. It has
therefore been proven that in this test, the stress is everywhere uniaxial, spatially
homogeneous, and equivalent to the stress on the boundary, given by Eq. (10.3).

The above proof is significant since it can be seen from Eq. (10.3) that the stress
at all points in the specimen can be calculated simply by knowing the applied force
and the surface area of the test specimen. Note that the subscripts on the uniaxial
stress have been dropped for notational simplicity. This simplification will be uti-
lized for convenience throughout the current chapter.

As shown in Fig. 10.2, it is also possible to measure the relative displacement in
the x1 coordinate direction between the top and bottom surfaces of the specimen,
u1ðhÞ, where h is the longitudinal dimension of the specimen. Assuming that the
strain in the test specimen is also spatially homogeneous (to be elucidated below), it
follows from strain-displacement Eq. (9.40) that the axial strain is spatially constant
at every point within the specimen and can be determined from the boundary
displacement as follows:
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e � e11 ¼ u1ðhÞ
h

ð10:4Þ

Note that although there will necessarily be other components of strain that are
nonzero in this experiment, the determination of these components will not be
necessary in order to determine the relationship between the uniaxial stress and the
axial strain. Note also that because the stress and strain are spatially homogeneous
in this test, it is sometimes called a spatially homogeneous boundary value problem
(whereas the displacement field in fact varies linearly in coordinates).

Thus, in this experiment, it is possible to measure from boundary and load train
displacements both the uniaxial stress, r, and the uniaxial strain, e, as functions of time
at all points within and on the boundary of the test specimen. Such a circumstance
is unusual and stems from the following special circumstances during the test:

(1) The loads are applied normal to two coplanar flat boundaries;
(2) the test specimen is prismatic in the loading direction;
(3) the loads are applied slowly enough that the momentum terms can be neglected;
(4) the loads are applied in such a way that the tractions on the boundary are

spatially homogeneous;
(5) the material properties within the specimen are spatially homogeneous; and
(6) the loading is large compared to the gravitational forces applied to the test

specimen.

If any of the above assumptions is violated, then the state of stress (as well as the
strain) within the specimen will not necessarily be spatially homogeneous.

More importantly, from this experiment, it is possible to determine the mathe-
matical relationship between the uniaxial stress and strain. Such an experiment is
therefore called a constitutive experiment.

The above experiment is also mathematically one-dimensional because a single
component of the stress, r ¼ r11, can be related mathematically to a single com-
ponent of the strain, e ¼ e11. This test then serves as the setting for this chapter,
entitled One-Dimensional Constitutive Theory. The purpose will be to develop
mathematical models that accurately reproduce the relationship between the uni-
axial stress and strain. It will be assumed throughout this chapter that the material
models developed herein refer to this (or a similar) uniaxial test. The
one-dimensional mathematical models discussed below are observed in many cases
to be accurate when compared to actual experiments on road way materials.

10.3 Elastic Material Model

Perhaps the simplest realistic one-dimensional constitutive model capable of cap-
turing the mechanical response of road way materials is the elastic material model.
For this class of materials, the stress at a given coordinate location,~x, and time, t, is

394 10 One-Dimensional Constitutive Theory



defined to be a single-valued function of the strain at that coordinate location and
time. This class of material model is therefore described mathematically as follows:

rð~x; tÞ � r eð~x; tÞð Þ ð10:5Þ

where the parentheses signify “a function of.” It is essential to recognize that a
given material may or may not perform in accordance with the elastic material
model. In order to determine if a material can be described by the elastic material
model, it is necessary to perform a few experiments, although these will not nec-
essarily guarantee that the material is elastic. A set of experiments to determine
whether a material is elastic would typically include the following:

(1) A uniaxial test, normally performed in load control and at constant loading rate,
_r0, as shown in Fig. 10.2;

(2) the specimen tested in (1) should also be unloaded at the same unloading rate;
and

(3) the uniaxial test performed in (1) and (2) should be performed at several dif-
ferent loading rates.

Fig. 10.3 Uniaxial test
showing elastic and inelastic
response
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As shown in Fig. 10.3, the results of the above experiments, when output on a
cross-plot stress–strain diagram, would necessarily have to be single valued in order
to satisfy Eq. (10.5). Note that for the inelastic case, there are two different possible
values of the stress for the same value of strain, thus violating Eq. (10.5). Note also
that the results for various loading rates should fall on the same stress–strain curve
both for loading and unloading in order to ensure that the material does not exhibit
loading rate dependence, as this would also violate the elastic material model
described by Eq. (10.5). Although the above experiments would not guarantee that
the material is elastic, it is normally observed experimentally that materials that
exhibit uniqueness of the relationship between stress and strain for this suite of
experiments is at least approximately elastic for uniaxial stresses up to the value _r0t.

In the special case wherein the above stress–strain curve is linear, the material is
called linear elastic or Hookean (after Robert Hooke). In accordance with Hooke’s
law, Eq. (10.1), a mechanical analog—a spring—is used to depict the Hookean
material model, as shown in Fig. 10.4.

Thus, uniaxial Hookean material behavior, similar to Eq. (10.1), is modeled by

r ¼ Ee , e ¼ Dr ð10:6Þ

where E is a material property called Young’s modulus (after Thomas Young 1773–
1829). Also, D = 1/E is called the uniaxial compliance. Linear elastic material
behavior is observed in most solids in which the primary cause of deformation is
molecular bond stretching. In this case, the material dissipates little if any energy due
to mechanical loading, so that this stored energy, called strain energy, is completely
recovered when the specimen is unloaded (see below). Such mechanical behavior is
typically observed in rock used as aggregate in road ways, as well as some types of
soil, not to mention metals, such as the steel used in concrete reinforcement.

If the cross-plot stress–strain curve shown in Fig. 10.3 is not a straight line, but
Eq. (10.5) is nevertheless satisfied, the material is called nonlinear elastic. Some
materials (such as rubber) sometimes demonstrate nonlinear elastic material
behavior. For these materials, a higher order algebraic expression is required for
Eq. (10.5) in order to accurately reflect the experimentally observed relation
between stress and strain. For example, one might utilize the following power law:

Fig. 10.4 One-dimensional
Hookean material behavior
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r ¼ Aen ð10:7Þ

where A and n are material properties that are curve fit to the experimental results.
Indeed, where rubber is used as a toughener in asphalt binder, a nonlinear elastic
material model may be appropriate.

Aggregates (see Chap. 4) utilized in asphalt concrete are observed to behave
elastically up to the onset of slip and/or fracture. Unfortunately, the elastic material
model does not reflect the actual material behavior of most road way materials for
typical loadings that road ways are subjected to by vehicular traffic. This revelation
should be self-evident due to the fact that the elastic material model disallows
permanent deformation, whereas anyone who has ever driven a road way is well
aware that they invariably undergo significant (sometimes even catastrophic) per-
manent deformations. For these materials, models that are more mathematically
complicated are required in order to accurately reproduce the observed mechanical
material behavior. Therefore, it is propitious to consider some of these so-called
inelastic material models.

10.4 Viscous Material Model

A viscous material is defined to be one in which the stress is a single-valued
function of the rate of strain (or velocity gradient). This class of materials is
described mathematically as follows:

rð~x; tÞ � r _eð~x; tÞð Þ ð10:8Þ

where the dot above the strain implies the time derivative of the strain.
Consider, for example, three viscous specimens subjected to constant strain rate,

as shown in Fig. 10.5. As depicted in the figure, the resulting stress–strain curve
will yield little information, since the absence of strain in the above definition
implies that the stress is independent of the strain. Thus, it is more appropriate to
cross-plot the stress versus the rate of strain, as shown in the figure.

In the special case wherein the resulting cross-plot of stress versus rate of strain
curve is linear, as shown in Fig. 10.6, the material is called Newtonian after Isaac
Newton, who was apparently the first person to derive this relationship for fluids,
including both gases, such as air, and liquids, such as water. In this case, a
mechanical analog called a dashpot (a simple shock absorber) is used to depict the
material behavior, as shown in the figure.

Thus, one-dimensional (most commonly, pure shear) Newtonian material
behavior is modeled by
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r ¼ g_e ð10:9Þ

where g is a material property called the viscosity.
When the curve obtained by plotting the stress versus the rate of strain is

nonlinear, the material is called non-Newtonian, and in this case, it is necessary to
expand Eq. (10.8) in higher order terms in the rate of strain in order to accurately
model the mechanical response of the material. For example, one might utilize the
following power law:

Fig. 10.5 One-dimensional
testing of a viscous material

Fig. 10.6 One-dimensional Newtonian material behavior
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r ¼ A_en ð10:10Þ

where A and n are material properties that are curve fit to the experimental results.
A typical non-Newtonian viscous road way material is bitumen at elevated
temperatures.

The viscous material model is accurate only for modeling fluids, in which a
significant portion of the molecular bonds within the material is broken (without
load application) at the current temperature. Since definition (10.8) implies that a
viscous material will deform continuously under constant loading, road way
designers should avoid using viscous materials as structural components in road
ways. This type of material model would, therefore, seem to be inappropriate for
modeling road ways. However, asphalt that comes from the wellhead is usually a
liquid (see Chap. 2), not to mention the water that is deployed with Portland cement
to make it a useful binder. Furthermore, moisture due to climate is virtually
unavoidable within road ways.

Thus, despite the rather dubious structural properties of viscous materials, it
would seem that the viscous material model discussed in this section will play a
necessary role in road way design. It will be shown in later chapters that this is
indeed the case.

10.5 Viscoelastic Material Model

Sometimes materials exhibit constitutive behavior that is neither elastic nor viscous.
Obvious examples occur when a solid is embedded in a liquid (or vice versa), such
as partially saturated soils, Portland cement, asphalt (both the binder (see Chap. 2),
embedded with fines (see Chap. 5), and the concrete embedded with aggregate (see
Chaps. 6 and 7)), soft biologic tissue, and even such exotic materials as cooked
pasta. One class of materials that responds in this way is termed a viscoelastic
material, in which it is assumed that the stress is a single-valued functional of the
strain, defined mathematically as follows:

rð~x; tÞ � Es¼t
s¼0 eð~x; sÞf g ð10:11Þ

where the generic timescale has been changed to s in order to clarify the meaning of
the modulus functional, E{}, which maps the entire history of strain into the value of
the stress at the current time, t. The above mathematical formulation is called a
strain (or modulus) formulation because the strain is the input and the stress is the
output variable. A stress (or compliance) formulation is given by the following
form:
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eð~x; tÞ ¼ Ds¼t
s¼0 rð~x; sÞf g ð10:12Þ

where D{} is termed the compliance functional.
The decision as to which of the above two formulations the modeler chooses to

use normally depends on the particular problem to be solved. Since the mathematics
necessary to predict the mechanical response of viscoelastic materials is notoriously
complicated, this complexity will often dominate the choice of formulation.
Fortunately, in most practical circumstances, there exists a mapping between the
functionals E{} and D{}, so that only one needs to be formulated and characterized
experimentally (see Chap. 12).

In order to introduce to the reader the nuances of viscoelastic material behavior,
consider, for example, a uniaxial creep test, defined as follows:

rðtÞ ¼ r0H t � t0ð Þ r0 ¼ const ð10:13Þ

As shown in Fig. 10.7, a typical viscoelastic material is observed to undergo
time-dependent deformation under constant loading. Of course, this type of test is
entirely unnecessary if the material is elastic, since materials that are elastic do not
exhibit time dependence, therefore obviating creep with time. In addition, as shown
from the figure, the material deforms instantaneously on application of the load,
also obviating the viscous material model. Thus, it can be seen from this test that
neither the elastic nor the viscous material model described above will accurately
reproduce the constitutive response of this material.

Note that the curve of strain versus time in Fig. 10.7 is nonlinear, but does this
imply that the material is nonlinear? The answer is—not necessarily—and this is
confusing to most newcomers to viscoelasticity. In order to understand this issue, it

Fig. 10.7 Uniaxial creep test

400 10 One-Dimensional Constitutive Theory



is necessary to refer to the definition of linearity discussed in Chap. 9. Toward this
end, Eqs. (9.16a) and (9.16b) are recast here in terms of the input variable, rðtÞ, and
the output variable, eðtÞ, thus implying a viscoelastic stress formulation, as depicted
in Eq. (10.12). Accordingly, the two conditions for linearity are written as follows:

Superposition: eðtÞ ¼ Ds¼t
s¼0 r1ðsÞþ r2ðsÞf g ¼ Ds¼t

s¼0 r1ðsÞf gþDs¼t
s¼0 r2ðsÞf g

ð10:14aÞ

Homogeneity: eðtÞ ¼ Ds¼t
s¼0 crðsÞf g ¼ cDs¼t

s¼0 rðsÞf g ð10:14bÞ

In order to check experimentally for linear viscoelastic material response, it is
therefore necessary to choose a specific experiment, i.e., a particular form for the
mapping, D{}. Accordingly, suppose that the simple creep test described is chosen,
that is, let

crðsÞ ¼ r0HðsÞ ð10:15Þ

In order to check for linearity, both (10.14a) and (10.14b) must be experimen-
tally observed to be satisfied. Suppose that homogeneity, Eq. (10.14b), is checked
first. To do this, substitute Eq. (10.15) into Eq. (10.14b) as follows:

eðtÞ ¼ Ds¼t
s¼0 r0HðsÞf g ¼ r0D

s¼t
s¼0 HðsÞf g ? ð10:16Þ

The above must be satisfied in order for the homogeneity test to be passed. To
perform this check, first define the creep compliance observed in the creep test as
follows:

D tð Þ � eðtÞ
r0

ð10:17Þ

The above implies that

DðtÞ ¼ Ds¼t
s¼0 HðsÞf g ð10:18Þ

Thus, it can be seen from Eq. (10.16) that the creep compliance must be inde-
pendent of the loading, r0, applied in the creep test in order for the homogeneity
condition to be satisfied. Therefore, to check for satisfaction of the homogeneity
condition, the usual set of tests is to subject several specimens to creep tests, each
with an increase in the applied loading, as shown in Fig. 10.8.

As shown from Fig. 10.8, for this particular example, the creep compliance is
approximately the same for the first three input stress levels, but the compliance
increases dramatically at the fourth stress level. Therefore, the material can be said
to have passed the homogeneity test up to the stress level r3, thus implying that the
material may be linear viscoelastic up to this stress level, but is definitely nonlinear
for stress levels greater than r4.
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Since the superposition principle has not yet been checked, it is premature to
assume that the material displays linear response. Nonetheless, some modelers do
not perform a superposition check, perhaps because they perceive that this exper-
iment is not as simple to perform as the homogeneity check. However, there is one
fairly straightforward experiment that can be performed as a check for superposi-
tion, and that is a creep and recovery test, as described by the following:

rðtÞ ¼ r0HðtÞ � r0Hðt � t1Þ ð10:19Þ

Substituting the above into the superposition condition, Eq. (10.14a), will thus
result in the following (assuming that homogeneity has already been checked and
verified):

eðtÞ ¼ Ds¼t
s¼0 r0HðsÞ � r0Hðs� t1Þf g ¼ Ds¼t

s¼0 r0HðsÞf g � Ds¼t
s¼0 r0Hðs� t1Þf g?

) eðtÞ ¼ r0DðtÞ � r0Dðt � t1Þ 8t[ t1 ?

ð10:20Þ

Fig. 10.8 Testing a
viscoelastic material for
homogeneity condition
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The above implies that in order for superposition to hold in this experiment, for
times greater than t ¼ t1, the time at which the loading is removed, the experi-
mentally measured strain, eðtÞ must be equal to the strain that would have been
observed in a creep test begun at time t ¼ 0, denoted r0DðtÞ in accordance with
Eq. (10.17), minus the strain observed in the same creep test, except that the value
subtracted is for time t � t1, denoted r0Dðt � t1Þ. The procedure for checking
whether superposition holds in this experiment is thus depicted in Fig. 10.9,
wherein the two vertical dotted lines in the creep diagram denote the two terms on
the right-hand side of Eq. (10.20). If the difference between these two values is not
equivalent to the observed strain in the creep recovery test, then superposition is not
satisfied and the material is necessarily nonlinear at this level of stress. In this case,
a nonlinear viscoelastic material model must be utilized. This subject will be dis-
cussed further in Chap. 12.

For the moment, it will be assumed that the experiments on the material of
interest pass both the superposition and the homogeneity tests, implying that the
material is linear viscoelastic. In this case, it is still necessary to construct a precise
mathematical representation of the functional model described by Eq. (10.11).
Various possibilities have, in fact, been proposed by numerous researchers over the
past 150 years.

Early attempts (beginning in the 1860s) took a quite simplistic approach with the
thought in mind that the more complicated the mathematical expression, the more
difficult would be the resulting mathematical technique necessary to obtain solu-
tions with the model. For example, consider the case of placing a single dashpot in
parallel with a single spring, called the Voigt model (originally introduced by
Oskar E. Meyer (1834–1909), but named after Woldemar Voigt (1850–1919), who
reintroduced it in 1892 (Leaderman 1943)), as depicted in Fig. 10.10, where DV �
1=EV is the spring compliance, which is assumed to be constant in time.

Fig. 10.9 Testing a
viscoelastic material for
superposition condition
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In order to construct the constitutive equation governing the behavior of the
above mechanical analog, it is treated as a heterogeneous continuum and the
resulting mathematical problem is solved and homogenized. Toward this end, it is
assumed that the load is applied slowly, so that the inertial effects can be neglected.
Furthermore, it is assumed that the horizontal bar is constrained to translate without
rotation. This results in the following governing equations for the initial boundary
value problem (IBVP):

Conservation of linear momentum:

r ¼ rs þ rd ð10:21Þ

Kinematics:

e ¼ es ¼ ed ð10:22Þ

Material constitution:

Spring: rs ¼ EV e
s ¼ es=DV ð10:23Þ

Dashpot: rd ¼ gVe
d ð10:24Þ

where the superscripts s imply “spring” and the superscripts d imply “dashpot.”
The above IBVP can be solved by substituting Eqs. (10.22)–(10.24) into

Eq. (10.21), thus resulting in the following ordinary differential equation:

r ¼ e
DV

þ gV _e ð10:25Þ

The above is called the governing differential equation for a Voigt model, thus
demonstrating that viscoelastic materials can be represented by differential equa-
tions. Note also that it can be shown that the above equation is linear, so that both
the response functionals E{} and D{} are linear for this material model. To see
whether this material model accurately captures the material behavior of typical
viscoelastic materials, consider once again a creep test, described by Eq. (10.13).
Substituting this equation into governing differential equation (10.25) and solving
for the output strain results in the following:

Fig. 10.10 Voigt model

404 10 One-Dimensional Constitutive Theory



r0 ¼ e
DV

þ gV
de
dt

) eðtÞ ¼ DVr
0 1� e

�t
DV gV

� �
ð10:26Þ

It then follows from Eq. (10.17) that for the Voigt model, the creep compliance
is given by:

DV tð Þ ¼ DV 1� e
�t

DV gV

� �
ð10:27Þ

where it should be noted that DV represents the Voigt spring compliance (which is a
constant), whereas DV ðtÞ represents the Voigt creep compliance, which is a func-
tion of time.

The above equation is plotted in Fig. 10.11. Note that due to the character of the
exponential term e�at, the creep compliance exhibits observable change over only
about two decades of time. When a creep test is performed on real materials such as
asphalt, the compliance changes over a much larger span of time than two decades, as
shown in the figure. Therefore, the Voigt model does not appear to be a very accurate
representation of actual material behavior. Nonetheless, the Voigt model is clearly an
improvement over the elastic material model, which predicts no creep at all.

It now follows from Eq. (10.25) that since the material is linear, a convolution
integral may be utilized to predict the response to a stress history that is more
complicated than a creep test by utilizing the Voigt creep compliance as follows:

eðtÞ ¼
Z t

0

DV ðt � sÞ @r
@s

ds ð10:28Þ

Thus, it can be seen that the Voigt analog can be represented by either the
differential Eq. (10.25) or the convolution integral Eq. (10.28). Deployment of each
of these approaches will reveal that these two mathematical formulations produce
identical results. The answer as to which formulation is more propitious for pre-
dicting the response of flexible pavements will be discussed in Chaps. 12 and 13.

Next consider a relaxation test, given by:

eðtÞ ¼ e0H tð Þ e0 ¼ const ð10:29Þ

The above test is typically quite a bit more difficult to perform in the laboratory
than is a creep test, which only requires a load frame capable of supporting the
applied loading. A relaxation test, on the other hand, requires the construction of a
testing machine that can apply a deformation essentially instantaneously and hold
that deformation constant in time. Although this type of test can be performed with
the aid of modern electronic equipment, it is nonetheless challenging.

Supposing that this test can be performed, consider the prediction of the response
that is made by the Voigt model. Substituting Eq. (10.29) into governing differ-
ential Eq. (10.25) results in the following:
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r ¼ Eve0 ð10:30Þ

Now define the relaxation modulus as follows:

EðtÞ � rðtÞ
e0

ð10:31Þ

It follows that for the Voigt model

EV ðtÞ ¼ EV ¼ const ð10:32Þ

Thus, the Voigt model predicts that during a stress relaxation test, the stress will
not change in time. This does not model the material response observed in typical
viscoelastic media well at all. Thus, the Voigt model is not accurate for modeling
time-dependent response of road way materials (Fig. 10.11).

An alternative view was taken by James Clerk Maxwell, who instead placed a
spring in series with a dashpot, thereby creating the Maxwell Model (Maxwell
1867), as shown in Fig. 10.12.

This results in the following governing equations for the initial boundary value
problem:

Conservation of linear momentum:

r ¼ rs ¼ rd ð10:33Þ

Kinematics:

e ¼ es þ ed ð10:34Þ

Material constitution:

Spring: rs ¼ EMe
s ð10:35Þ

Fig. 10.11 Voigt model
predicted creep compared to
typical material response
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Dashpot: rd ¼ gMe
d ð10:36Þ

The above IBVP can be solved by differentiating Eqs. (10.34) and (10.35) with
time and substituting (10.33) and (10.36) into the result, thus leading to the fol-
lowing ordinary differential equation:

_e ¼ _r
EM

þ r
gM

ð10:37Þ

The above is called the governing differential equation for a Maxwell model,
thus once again demonstrating that viscoelastic materials can be represented by
differential equations.

To see if this material model accurately captures the material behavior of typical
viscoelastic materials, consider once again a creep test, described by Eq. (10.13).
Substituting this equation into governing differential Eq. (10.37) and solving for the
output strain results in the following:

eðtÞ ¼ r0
EM

þ r0
gM

t ð10:38Þ

It then follows from Eq. (10.17) that for the Maxwell model, the creep com-
pliance is given by:

DMðtÞ ¼ 1
EM

þ t
gM

ð10:39Þ

Fig. 10.12 Maxwell model
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When a creep test is performed on solid materials such as asphalt, the compli-
ance change is not linear in time. Therefore, the Maxwell model does not appear to
be a very accurate representation of actual material behavior.

Next consider a relaxation test, given by Eq. (10.29). Substituting this into
Eq. (10.37) and solving will result in the following:

rðtÞ ¼ EMe0e
�EM

gM
t ð10:40Þ

The resulting relaxation modulus is thus:

EMðtÞ ¼ EMe
�EM

gM
t ð10:41Þ

As indicated in Fig. 10.11, the above equation will decay over about two dec-
ades of time, whereas the relaxation modulus in real materials usually decays over
many decades in time. Thus, once again it is found that the Maxwell model is not
accurate for real materials.

It now follows from Eq. (10.25) that since the material is linear, a convolution
integral may be utilized to predict the response to a stress history that is more
complicated than a creep test by utilizing the Maxwell creep compliance as follows:

rðtÞ ¼
Z t

0

EMðt � sÞ @e
@s

ds ð10:42Þ

Thus, it can be seen that, just as in the case of the Voigt analog, the Maxwell
analog can be represented by either the differential Eq. (10.37) or the convolution
integral Eq. (10.42).

It has been indicated in this section that the Voigt and Maxwell models do not
accurately capture the response of typical structural materials. It will therefore be
necessary to construct even more complicated mathematical equations in order to
accurately reproduce the response of realistic viscoelastic materials such as asphalt
concrete. This is an advanced subject that will be covered in Chap. 12.

Nevertheless, the point to be taken from this section is that once a viscoelastic
constitutive model has been chosen that is accurate for the material at hand, it can in
principle be used to predict the mechanical response of an arbitrarily shaped con-
tinuous body subjected to essentially any external loading. This then is the concept
of all continuum mechanics models. Everything else is just mathematical details.
Unfortunately, the mathematical details necessary to construct a model that is
accurate for viscoelastic materials can be very complicated, as will be shown in
Chap. 12.

Since the history dependence exhibited in the viscoelastic material model is
clearly a significantly more complicated mathematical model than that proposed for
elastic and viscous materials, it is preferable to avoid using this type of model
whenever possible. Unfortunately, it is not possible to predict the performance of
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flexible pavements with simple elastic material models in most practical circum-
stances, especially those that involve predictions of long-term pavement perfor-
mance. Fortunately, computational tools have been developed in the last few
decades that make it possible today to solve problems using the viscoelastic
material model, and these will be discussed in Chap. 14.

The reader may ask why even bother going down this path, that is, creating
complicated mathematical models to predict the response of viscoelastic media. The
answer is really quite simple: In order to accurately predict the failure of vis-
coelastic media such as asphalt binder (see Chap. 2) and asphaltic concrete (see
Chap. 7), the physics of the energy dissipation resulting from mechanical loading
must be incorporated within the model. Otherwise, road way designers will be
forced to design road ways experimentally, which is comparable to the way his-
torians believe the Egyptians built the great pyramids. Historians have also sug-
gested that the approach taken by the Egyptians bankrupted their civilization (Allen
2014).

10.6 Elasto-Plastic Material Model

Many materials do, in fact, exhibit uniaxial elastic material behavior up to a
measurable value of stress, termed the uniaxial yield stress, rY , as shown in
Fig. 10.13, and the elastic response up to the uniaxial yield stress is typically linear.
Furthermore, although the material behavior after yielding is history dependent, it is
nonetheless oftentimes rate independent.

This class of materials is called elasto-plastic, and the mathematical definition of
a uniaxial elasto-plastic material is as follows (Allen and Haisler 1985):

rð~x; tÞ ¼ Eeð~x; tÞ 8r� rY
rð~x; tÞ ¼ Es¼t

s¼0 eð~x; sÞf g ¼ Es¼t
s¼0 eð~x; csÞf g s ! cs 8r[ rY

ð10:43Þ

The above model is demonstrated graphically in Fig. 10.14.

Fig. 10.13 Depiction of
uniaxial elasto-plastic
material behavior
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Note from the figure that the yield point, rY , is not a material constant, but
instead depends on the loading history. This complication will be discussed further
in Chap. 13.

It should be clear that the elasto-plastic constitutive model is a special case of the
(nonlinear) viscoelastic material model in which the material response is inde-
pendent of strain rate. This definition is chosen because some materials (including
soils with little or no moisture), such as those used in road way base and sub-base
applications (after consolidation and drying), can exhibit this type of history
dependence. Furthermore, aggregates (see Chap. 3) may exhibit elasto-plastic
response due to intergranular slip and granular fracture (see Chap. 8). This type of
model is also useful for predicting the response of metals below about 30% of their
melting temperature.

Fig. 10.14 Uniaxial tests to
check for elasto-plastic rate
independence
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As will be shown in Chap. 13, this type of material behavior can be quite
complicated, but it is often nonetheless mathematically simpler as well as more
accurate than that produced by a viscoelastic material model.

10.7 Viscoplastic Material Model

The terminology viscoplastic material model is not well defined in the research
literature. What can be said is that there exists a class of materials that are modeled
as a special case of the viscoelastic constitutive model discussed above in which the
following commonality occurs:

(1) The material exhibits a yield point, as in the elasto-plastic material, and the
material response is often linear elastic below this stress;

(2) the material response at stresses in excess of the yield point, rY , is rate
dependent;

(3) the material response is typically (but not always) modeled with a set of first
order nonlinear differential equations; and

(4) the material exhibits permanent deformation on unloading.

Viscoplastic material models were initially developed in the latter half of the
twentieth century for the purpose of modeling metals at elevated temperature
(above about three-tenths of their melting temperature). However, in recent years,
they have been deployed for a variety of other materials, including asphalt concrete
(see Chap. 7), Portland cement concrete, and even moisture-laden road way base
materials. One such model will be presented in three dimensions in Chap. 13.

10.8 Thermo- and Hygro-Type Material Models

Roadways are subjected to environmental conditions that affect their performance
(see Chap. 8). It will be shown in subsequent chapters specifically how these effects
can be incorporated into mechanical constitutive models. Within the context of the
current section dealing with one-dimensional material models, the effect of both
temperature and moisture must be included in the constitutive model if these effects
are to be considered in the design process. This effect can readily be seen by
performing a simple test on the specimen shown in Fig. 10.2. To do this, the
specimen is placed within an environmental chamber and the temperature is slowly
increased (or decreased) within the chamber. It will be observed that the specimen
will change its size and shape if it is unconstrained from deformation. On the other
hand, it will be observed that it will be required to apply loads to the boundary of
the object in order to maintain the shape it took on before the temperature was
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changed. In order to model this temperature dependence, it is necessary to gener-
alize all of the models described above. This is accomplished by including tem-
perature as an input variable (on the right-hand side), and when the temperature is
included, the prefix thermo-is added to the name of the material model. Thus, the
following generalizations are constructed to accommodate temperature effects:

(1) Thermoelastic material model:

rð~x; tÞ � r eð~x; tÞ; Tð~x; tÞð Þ ð10:44Þ

(2) Thermoviscoelastic material model:

rð~x; tÞ � Es¼t
s¼0 eð~x; sÞ; Tð~x; tÞf g ð10:45Þ

where it should be understood that the temperature is an unknown field variable
similar to the stress and strain. As will be shown in Chap. 11, the temperature is
predicted by using the conservation of energy (see Chap. 9).

For example, consider the case of the thermoelastic material model given by
Eq. (10.44). Suppose that the stress is expanded linearly in the strain and temper-
ature, thereby resulting in the following:

r ¼ a1eþ a2DT ð10:46Þ

where DT is defined to be change in temperature from the temperature in the
undeformed state, and a1 and a2 are material constants. In order to measure the
thermal coefficient, a2, consider an experiment in which a uniaxial bar of length L is
subjected to a spatially constant temperature change, as shown in Fig. 10.15.

It is usually observed that when the longitudinal strain resulting from the tem-
perature change is plotted against this change, the resulting line is very nearly
straight, and the slope of this line is called the coefficient of thermal expansion, a,
defined by:

a � e=DT ð10:47Þ

Fig. 10.15 Depiction of
procedure for experimentally
determining the coefficient of
thermal expansion
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Note that this result is only correct if the bar is unconstrained against expansion,
implying that the uniaxial stress is zero. Now, consider the case wherein the stress is
zero in Eq. (10.46). Equating the resulting equation to Eq. (10.47) will result in the
following:

a ¼ � a2
a1

ð10:48Þ

In as much as the coefficient a1 has already been established in Eq. (10.6) to be
equivalent to Young’s modulus, E, substitution of this fact and Eq. (10.48) into
Eq. (10.46) now results in the following:

r ¼ Eðe� aDTÞ ð10:49Þ

thereby leading to the result that if the bar is completely constrained (e ¼ 0), the
resulting stress will be

r ¼ �EaDT ð10:50Þ

Very similar physical outcomes to those observed for temperature occur if the
effect of moisture is taken into consideration. Once again, suppose that the speci-
men shown in Fig. 10.2 is subjected to a change in the moisture within an envi-
ronmental chamber. The specimen will be observed to change its shape if
unconstrained. Thus, moisture must be included in constitutive models.

In order to model this moisture dependence, first define the moisture per unit
mass, M ¼ Mð~x; tÞ, as the mass of water contained in a unit mass of the host
material. Using this field variable, it is necessary to once again generalize all of the
models described above. This is accomplished by including moisture as an input
variable (on the right-hand side), and when the moisture is included, the prefix
hygro- is added to the name of the material model. Thus, the following general-
izations are constructed to accommodate moisture effects:

(3) Hygro-thermo-elastic material model:

rð~x; tÞ � r eð~x; tÞ; Tð~x; tÞ;Mð~x; tÞð Þ ð10:51Þ

(4) Hygro-thermo-viscoelastic material model:

rð~x; tÞ � Es¼t
s¼0 eð~x; sÞ; Tð~x; tÞ;Mð~x; tÞf g ð10:52Þ

As will be shown later, the moisture is predicted by using conservation of mass
(see Chap. 14).
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For example, consider the case of a hygro-elastic material model given by
Eq. (10.51) at constant temperature. Suppose that the stress is expanded linearly in
the strain and moisture, thereby resulting in the following equation:

r ¼ b1eþ b2DM ð10:53Þ

where DM is defined to be the change in moisture from the moisture in the
undeformed state, and b1 and b2 are material constants. In order to measure the
moisture coefficient, b2, consider an experiment in which a uniaxial bar of length
L is subjected to a spatially constant moisture change, as shown in Fig. 10.16.

It is usually observed that when the longitudinal strain resulting from the
moisture change is plotted against this change, the resulting line is very nearly
straight, and the slope of this line is called the coefficient of moisture expansion, b,
defined by:

b � e=DM ð10:54Þ

Note that this result is only correct if the bar is unconstrained against expansion,
implying that the uniaxial stress is zero. Now, consider the case wherein the stress is
zero in Eq. (10.53). Equating the resulting equation to Eq. (10.54) will result in the
following:

b ¼ � b2
b1

ð10:55Þ

In as much as the coefficient b1 has already been established in Eq. (10.6) to be
equivalent to Young’s modulus, E, substitution of this fact and Eq. (10.55) into
Eq. (10.53) now results in the following:

r ¼ Eðe� bDMÞ ð10:56Þ

Thereby leading to the result that if the bar is completely constrained (e ¼ 0), the
resulting stress will be

Fig. 10.16 Depiction of
procedure for experimentally
determining the coefficient of
moisture expansion

414 10 One-Dimensional Constitutive Theory



r ¼ �EbDM ð10:57Þ

The effects of moisture and temperature are observed in essentially all materials,
including road way pavements and base materials. Perhaps the effects are more
significant in road ways than in most other circumstances due to the fact that road
ways are oftentimes constrained against motion in the direction of travel (called
plane strain). Furthermore, temperature and moisture change are both ubiquitous
and unavoidable in road ways. That of course is the bad news. The good news for
the road way designer is that despite the ominous appearance of Eqs. (10.51) and
(10.52), it is not nearly so difficult to model the effects of moisture and temperature
as in former times, and this is due to the development of modern high-speed
computers. As will be shown in due course, the prediction of the effects of these
environmental changes on road way performance is no longer beyond the grasp of
road way designers.

10.9 Summary

In this chapter, the concept of a constitutive model has been introduced. Such a
model is utilized in this text to relate the kinematic variables to the kinetic variables
in a solid subjected to thermomechanical loading. Because the constitutive behavior
of real materials can be quite complicated, a series of constitutive models has been
developed historically, and these models increase in mathematical complexity as
more physically intricate behavior of materials is encompassed within the models.
Because this mathematical complexity is quite challenging, the models to be
developed in succeeding chapters in three dimensions have been presented in this
chapter in one-dimensional form as a means of introducing this subject in as
mathematically and physically simple a form as possible. Accordingly,
one-dimensional models have been introduced for elastic, viscous, elasto-plastic,
viscoelastic, and viscoplastic media, and these models are necessary to capture the
observed material behavior of base materials, asphalt binders (see Chap. 2),
aggregate (see Chap. 3), and asphalt mixtures (see Chaps. 7 and 8). In addition, the
effects of moisture and temperature on one-dimensional constitutive behavior have
been discussed (see Chap. 8). Finally, experimental techniques for obtaining
material properties necessary for characterizing one-dimensional constitutive
equations have been detailed in this chapter.

The concepts developed in this chapter will be expanded to three dimensions in
Chaps. 11–13, wherein considerable mathematical complexity will become
unavoidable. Nonetheless, the fundamental concepts introduced in this chapter in
one dimension will in no way be altered in succeeding chapters of this text.
Therefore, whenever the reader finds this oncoming complexity cumbersome,
referral back to this chapter will oftentimes serve to clarify without loss of physical
accuracy.
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10.10 Problems

Problem 10.1
Given: Sufficient resources to buy a rectangular parallelepiped of rubber (an eraser).
Required: Using the concepts laid out in Sect. 10.2, devise and construct a uniaxial
testing machine that is relatively stiff compared to the rubber, and:

(a) Devise a means of calculating the load applied to the eraser by your machine.
(b) Devise a means of determining the relative axial motion of the platens.
(c) Utilize your machine to apply a prescribed loading history to the eraser.
(d) Plot on three graphs the following: loading versus time, platen displacement

versus time, and uniaxial stress versus axial strain.

Problem 10.2
Given: The apparatus you invented in Problem 10.1.
Required: Construct a solid material by embedding olive oil in cornstarch. Mold
this material into a uniaxial constitutive specimen, as described in Sect. 10.2. Use it
to do the following:

(a) Repeat the tests performed in Problem 10.1.
(b) Determine whether your new material is elastic or inelastic.

Problem 10.3
Given: The apparatus you invented in Problem 10.1.
Required: Construct a solid material by embedding water in clay soil and kneading
it into a homogeneous solid. Use it to do the following:

(a) Plot a uniaxial stress versus strain diagram.
(b) Determine at what value of stress the material ceases to behave elastically.
(c) Determine whether the inelastic uniaxial material behavior is elasto-plastic or

viscoelastic.

Problem 10.4
Given: The apparatus you constructed in Problem 10.1.
Required: In accordance with Sect. 10.5, perform creep and creep and recovery
tests on the materials to discern whether the material is linear viscoelastic for the
following:

(a) The material you fabricated in Problem 10.2.
(b) The material you fabricated in Problem 10.3.

Problem 10.5
Given: A Voigt model
Required: Use it to do the following:

(a) Derive Eq. (10.25).
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(b) Show that Eq. (10.25) is linear.
(c) Derive Eq. (10.27).
(d) Using Eq. (10.25), find eðtÞ for an input stress history r ¼ r0sHðsÞ,

r0 ¼ const
(e) Using Eqs. (10.27) and (10.28), find eðtÞ for the input stress history listed in

part (e).

Problem 10.6
Given: A Maxwell model
Required: Use it to do the following:

(a) Derive Eq. (10.37).
(b) Show that Eq. (10.37) is linear.
(c) Derive Eq. (10.41).
(d) Using Eq. (10.37), find rðtÞ for an input strain history e ¼ e0sHðsÞ, e0 ¼ const
(e) Using Eqs. (10.41) and (10.42), find rðtÞ for the input stress history listed in

part (e).

Problem 10.7
Given: Eqs. (10.46) and (10.47).
Required:

(a) Derive Eq. (10.49) for a thermoelastic material.
(b) Utilize Eq. (10.49) to predict the strain in a uniaxial bar composed of A36 steel

subjected to an axial stress of r ¼ 0:05 MPa and a temperature change of
DT ¼ 50 �C.

(c) Utilize Eq. (10.49) to predict the strain in a uniaxial bar composed of high
strength concrete subjected to an axial stress of r ¼ 0:05 MPa and a temper-
ature change of DT ¼ 50 �C.
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Chapter 11
Elasticity and Thermoelasticity

11.1 Introduction

The previous chapter introduced the one-dimensional thermomechanical constitu-
tive behavior of several classes of materials that are necessary in order to capture
the observed material behavior of the constituents utilized in flexible road ways (see
Chaps. 2–8). In this chapter, the discussion focuses on fully three-dimensional
thermomechanical material behavior of elastic and thermoelastic media.

11.2 Multidimensional Linear Elasticity

Within the context of continuum mechanics, the term elasticity implies the field of
mechanics in which the objective is to predict the mechanical response of an
arbitrarily shaped continuous body composed uniquely of elastic material to
externally applied loads. This subject seems to have originated with the works of
Joseph-Louis Lagrange (1736–1813), Sophie Germain (1776–1831), Claude-Louis
Navier (1785–1836), and Augustin-Louis Cauchy (1789–1857) in Paris during the
first quarter of the nineteenth century (Todhunter and Pearson 1893; Maugin 2014).
As detailed in Chap. 9, the works of Cauchy are particularly noteworthy. As a result
of these efforts, by the year 1822 the theory of elasticity was essentially reduced to a
problem in applied mathematics.

Unfortunately, prior to the development of additional mathematics (not to
mention the electronic computer), it was exceedingly difficult to obtain practical
solutions to the elasticity problem. This is due to the fact that the model for elastic
media is mathematically complicated. But this all changed in the latter half of the
twentieth century, when computational mechanics afforded a methodology (called
the finite element method) for solving essentially any linear elasticity problem.
Therefore, this section should be considered by the reader to be essentially a history
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lesson, albeit one that is necessary as a prerequisite to a complete understanding of
the more advanced models to be discussed later in this text.

The subject of elasticity begins with the definition of a three-dimensional elastic
material, that is, a three-dimensional generalization of one-dimensional Eq. (10.5).
Thus, in three dimensions an elastic material is defined to be one in which the stress
tensor is a single-valued function of the strain tensor. Mathematically, this is
represented as follows:

rijð~x; tÞ � rij eklð~x; tÞð Þ ð11:1Þ

In the linear case, assuming that the body possesses a stress-free state, the above
simplifies to the following:

rij ¼ Eijklekl ð11:2Þ

where Eijkl is a set of 81 material constants called the modulus tensor. It can be
shown that the modulus tensor is in fact a fourth-order tensor, i.e., the modulus
tensor transforms from an unprimed Cartesian coordinate system to a rotated
(primed) one via the following:

Ep0q0r0s0 ¼ ap0iaq0jar0kas0lEijkl ð11:3Þ

The coefficients of the modulus tensor can in principle be determined from
experiments, analogous to the one-dimensional case discussed in Chap. 10. Thus,
utilizing the above constitutive model, together with the theory developed in
Chap. 9, it is possible to predict the mechanical response of a three-dimensional
linear elastic continuous body.

11.2.1 The Linear Elastic Boundary Value Problem

The model that is produced by adjoining the linear elastic constitutive Eq. (11.2)
with the other parts of the model is called the linear elastic boundary value
problem. The construction of this model begins with Tables 9.6 and 9.7, wherein
the list of unknowns and available equations is described in detail. The reader will
recall that Table 9.6 listed 25 unknown variables to be predicted as functions of
position,~x, and time, t, in the continuous body V þ S. These are as follows:

Displacement vector ui
Strain tensor eij
Stress tensor rij
Body force per unit mass fi
Internal energy per unit mass u
Heat flux vector qi
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Heat source per unit mass r
Entropy per unit mass s
Temperature T

The prediction of these variables is afforded with the use of the 10 equations and
one inequality shown in Table 9.7, plus the linear elastic constitutive Eq. (11.2).

This may seem daunting at first glance, but when dealing with an elastic body
the problem simplifies considerably. This is due to the fact that the body is by
definition at constant temperature in both time and space, thus obviating the
necessity to include temperature, T, in the model. Since the temperature is constant,
the heat flux vector, ~q, and the heat source term, r, must necessarily be identically
zero, and it follows that for the linear elastic case the internal energy, u, can be
treated as an ancillary variable due to the fact that the conservation of energy
simplifies to a means of calculating the internal energy once the stress field, rijð~x; tÞ,
and strain field, eijð~x; tÞ, are predicted with the model.

In addition, the entropy, s, will be shown (see below) to be an ancillary variable.
This reduces the above total of 25 variables to the following 18 variables: ui; eij; rij
and fi. The remaining field equations for a linear elastic body listed in Table 9.7
(along with Eq. (11.2)) are therefore (renumbered) as follows:

Linear Elastic Constitutive Equations:

rij ¼ Eijklekl ð11:2Þ

Strain-Displacement Equations:

eij � 1
2

@ui
@xj

þ @uj
@xi

� �
ð11:4Þ

Equations of Motion:

rji; j þ qfi ¼ q
d2ui
dt2

ð11:5Þ

where the rate of change of the displacement has been substituted for the velocity
vector,~v.

The above set totals to 15 equations. This would appear at first glance to be three
to few equations (15 equations in 18 unknowns). However, a careful examination of
the unknown field variables will reveal that the body force vector, fi, can be pre-
determined using Newton’s gravitational law (Newton 1687) when this is the
source of the body force, which is normally the case when dealing with road ways.
Thus, the above 15 equations are sufficient to predict the 15 unknowns, ui; eij; rij, as
functions of space and time at all points within a linear elastic body.

In many circumstances, the momentum terms in Eq. (11.5) may be neglected,
called quasi-static, and in this case the governing field equations need not be
supplemented with initial conditions (for the case wherein the loading is constant
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in time). Thus, the following information must be known on the boundary, S, called
boundary conditions:

Tractions : ti ¼ t̂i on S1 ð11:6aÞ

Displacements : ui ¼ ûi on S2 ð11:6bÞ

where the symbol �̂ implies that the quantity is known a priori, and

S ¼ S1 þ S2 S1 \ S2 ¼ ; ð11:7Þ

The above set of field equations, together with boundary conditions (11.6a,
11.6b), constitute a so-called well-posed boundary value problem (BVP), and this is
due to the fact that there exists a solution for the unknown field variables in a linear
elastic body for any given set of input loads, geometry, and material properties.
Furthermore, because all of the governing equations and the boundary conditions
are linear, it can be shown that any solution that satisfies all of the field equations
and the boundary conditions is unique, called the uniqueness theorem (Timoshenko
1970). This BVP is therefore a very powerful tool for predicting the mechanical
response of a linear elastic body, and for this reason the quasi-static linear elastic
boundary value problem is restated in Table 11.1.

Methods for solving the elastic boundary value problem will be discussed in
later sections. Before leaving this section, however, it is perhaps useful to elucidate
the subject of boundary conditions. As described in Table 11.1, there are two types
of boundary conditions: tractions and displacements. In reality, these are just
mathematical approximations of the physics on the boundary of a continuous body.
As shown in Fig. 11.1, there are several different possible physical idealizations
that may present themselves when two bodies come into contact with one another.
For purposes of this discussion, it will be assumed that an object comes in contact
with a road way.

As shown in the figure, in case (b) the object (such as a steel road grader) is
much stiffer than the road way. In this case, the road way conforms to the shape of
the object over the area of the contact surface. The road way, therefore, conforms to
the shape of the object, and the boundary conditions applied to the road way by the
object are of displacement type.

In case (c), the road way is much stiffer than the object (such as a tire), and the
object conforms to the shape of the road way. In this case, the elastic boundary
value problem may be first solved for the object (assuming that it is indeed linear
elastic!), and the resulting solution may be utilized to calculate the distribution of
tractions on the boundary of the object (in this case, the road way). Using Cauchy’s
lemma, Eq. (9.44), equal and opposite tractions may now be applied by the object
to the road way, and these boundary conditions may be used as input for the
purpose of predicting the response of the road way.
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In case (d), both the object and the road way have comparable moduli, so that it
is not possible to solve one or the other problem separately. In this case, both
objects must be modeled simultaneously using Table 11.1, with so-called matching
conditions (either matching displacements or tractions) where the two objects come
into contact with one another. Such a problem is called an interaction problem, and
in this case the modeler has no choice but to apply matching conditions along the
surface where the two objects are in contact and solve the two problems simulta-
neously. This type of problem is usually quite complicated mathematically, and
should therefore be avoided if at all possible.

The type of boundary conditions that are physically observed in the application
to be solved will necessarily have a significant impact on the mathematical solution
method chosen. This topic will be taken up in a later section.

Table 11.1 Quasi-static linear elastic boundary value problem

Independent Variables: ,x t

Known Inputs: 
Loads: ˆ ( ), ( )i it on S f in V S+
Geometry: x (on S), in (on S)

Material Properties: , ijklEρ

Unknowns: , ,i ij iju ε σ = 15 unknowns

Field Equations:
No. of Equations

1

2
ji

ij
j i

uu

x x
ε

⎛ ⎞∂∂≡ +⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
6

, 0ji j ifσ ρ+ = 3

ij ijkl klEσ ε= 6

____
Total 15

Boundary Conditions:

Tractions: 1
ˆ

i it t on S=

Displacements:  2ˆi iu u on S=
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11.2.2 Thermodynamic Constraints on Elastic Material
Behavior

In the previous section dealing with elastic material behavior, it was argued
(without rigor or proof ) that the thermodynamics of elastic media is trivial and
therefore unnecessary. This is by and large true, but when dealing with more
complex materials, the thermodynamics becomes both significantly more compli-
cated and substantially more useful. Thus, although not much information is gained
by studying the thermodynamics of elastic media, it is nonetheless useful to provide
a short introduction to this subject.

Accordingly, consider a body that is at spatially and temporally constant tem-
perature. In this case, the conservation of energy, Eq. (9.89), simplifies to the
following:

q
du
dt

¼ rij
deij
dt

ð11:8Þ

Fig. 11.1 Physics of
mechanical boundary
conditions
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Similarly, the entropy production law, inequality (9.92), simplifies to:

q
ds
dt

� 0 ð11:9Þ

Now, recall the definition of an elastic material, Eq. (11.1). On the basis of this
model, it is also assumed that in an elastic material both the internal energy and the
entropy are single-valued functions of the strain:

uð~x; tÞ ¼ u eijð~x; tÞ
� � ð11:10Þ

and

sð~x; tÞ ¼ s eijð~x; tÞ
� � ð11:11Þ

Substituting Eq. (11.10) into Eq. (11.8) and applying the chain rule of differ-
entiation, thus results in the following equation:

q
@u
@eij

deij
dt

¼ rij
deij
dt

ð11:12Þ

The above equation may be recast in the following useful form:

rijðeklÞ � q
@u
@eij

ðeklÞ
� �

deij
dt

¼ 0 ð11:13Þ

It is apparent that the terms inside the brackets in Eq. (11.13) depend on the
components of the strain tensor, whereas the term outside the brackets depends only
on the time derivative of the strain tensor, which is independent of the strain tensor
at any given time. Equation (11.13) thus leads to the conclusion that the only way it
can be true for all conditions is for the term in brackets to be identically zero, that is,
for an elastic material:

rij ¼ q
@u
@eij

ð11:14Þ

The above implies that there exists a potential function for the stress tensor in
terms of the strain tensor, and that potential function is precisely the internal energy,
u ¼ uðeijÞ. As will be seen shortly, this revelation is a useful result.

As described in Eq. (11.14), the internal energy is a potential function for the
stress tensor in an elastic material. In the case of a linear elastic material, this
implies that the internal energy must be a second-order function of the strain tensor.
Thus, suppose that the internal energy is expanded in the strain as follows:
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u ¼ AþBijeij þ 1
2
Eijkleijekl ð11:15Þ

Since energy may be assumed to be relative, the leading coefficient, A, is
arbitrary and may therefore be set to zero. The above may be substituted into
Eq. (11.14) with the following result:

rij ¼ rRij þEijklekl ð11:16Þ

where rRij � Bij is called the residual stress, since it is the stress predicted when
the input strain is zero. Equation (11.16) is therefore a generalization of Eq. (11.2)
that accounts for residual stress.

Consider a similar procedure applied to the entropy production inequality.
Substituting (11.11) into (11.9) and applying the chain rule of differentiation, thus
results in the following inequality:

@s
@eij

ðeklÞ
� �

deij
dt

� 0 ð11:17Þ

Once again noting that the terms outside the brackets do not depend on the terms
inside the brackets, the above inequality leads to the conclusion that the terms
inside the brackets must be zero:

@s
@eij

¼ 0 ð11:18Þ

Equation (11.18) together with Eq. (11.11) now leads to the important conclu-
sion that the entropy, s, in an elastic body is constant for all times. This is a rather
profound conclusion.

It should be apparent to the reader that in order for a road way to fail due to any
cause whatsoever, some entropy must be generated within the road way. And yet,
the elastic material model denies the possibility that this can occur. Thus, it can be
concluded that an elastic material model is not sufficient for the purpose of pre-
dicting failure of road ways. On the contrary, in order to predict failure of road
ways, there must be some means of entropy generation included within the model.
This important observation will be elaborated upon in later sections.

11.2.3 Material Symmetry

Linear elastic constitutive Eq. (11.2) implies that the relationship between the stress
and strain contains 81 (34) coefficients since Eijkl is a fourth-order tensor. Now, an
interesting question comes to mind—Are there actually 81 unique coefficients in the
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modulus tensor? If so, there may be quite a few experiments required to populate
the modulus tensor for a given linear elastic material. This is indeed a very good
question.

As will be shown below, the number of unique coefficients in the modulus tensor
will depend on the physical symmetry observed within the material microstructure.

11.2.3.1 Anisotropic Material Behavior

When the material possesses no observable physical symmetry at the microscale, it
is termed anisotropic. To determine the number of unique coefficients in the
modulus tensor, first note that since the stress tensor is symmetric (Eq. (9.85)). It
follows from Eq. (11.2) that:

rij ¼ rji ) Eijklekl ¼ Ejiklekl ) Eijkl ¼ Ejikl ) 54 unique coefficients ð11:19Þ

Next, note from Eq. (9.40) that the strain tensor is also symmetric, and it follows
that:

ekl ¼ elk ) Eijklekl ¼ Eijlkekl ) Eijkl ¼ Eijlk ) 36 unique coefficients ð11:20Þ

Now, consider Eq. (11.15) once again. The second derivative of this equation
with respect to the strain, therefore, results in the following:

@2u
@eij@ekl

¼ Eijkl ) Eijkl ¼ Eklij ) 21 unique coefficients ð11:21Þ

It thus follows from Eqs. (11.19)–(11.21) that for the most anisotropic material
possible there are only 21 unique coefficients in the modulus tensor, Eijkl, thereby
implying that the experimental determination of the material constants will be
significantly less cumbersome than that presupposed as first glance.

For purposes of further mathematical simplification, it is useful to introduce a
simplified notation herein. This notation, called Voigt notation, is defined as
follows:

r1 � r11 r4 � r23 e1 � e11 e4 � 2e23
r2 � r22 r5 � r13 e2 � e22 e5 � 2e13
r3 � r33 r6 � r12 e3 � e33 e6 � 2e12

ð11:22Þ

where it should be noted that the tensorial (meaning two subscripts) shear strains
have been doubled. While this notational change introduces mathematical simpli-
fication, improper usage can lead to erroneous model predictions. Thus, this
notation should be used with caution.
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Using the above notation, Eq. (11.2) may now be written as follows:

ra ¼ Eabeb ð11:23Þ

where, due to Eqs. (11.19)–(11.22), it follows that:

Eab ¼

E1111 E1122 E1133 E1123 E1113 E1112

E1122 E2222 E2233 E2223 E2213 E2212

E1133 E2233 E3333 E3323 E3313 E3312

E1123 E2223 E3323 E2323 E2313 E2312

E1113 E2213 E3313 E2313 E1313 E1312

E1112 E2212 E3312 E2312 E1312 E1212

2
6666664

3
7777775

ð11:24Þ

thus, demonstrating in symmetric matrix form the 21 unique coefficients in the
modulus tensor for the most anisotropic material possible.

There are very few practical circumstances wherein materials are completely
anisotropic. At least at the continuum scale, nearly all materials exhibit some degree
of symmetry that simplifies the number of unique coefficients contained within the
modulus tensor still further.

11.2.3.2 Linear Elastic Orthotropic Material

To see how these simplifications can be obtained, it is instructive to consider an
example. Suppose that a material (such as an asphalt mixture (see Chap. 7)) that is
homogeneous to the naked eye is actually composed of tiny aligned ellipsoidal
inclusions embedded within a spatially homogeneous and isotropic binder. When
viewed within a microscope, the material then appears something like the cartoon
depicted in Fig. 11.2. Suppose furthermore that a Cartesian coordinate system is
constructed that coincides with the principle axes of the ellipsoids, as shown in the
figure. Finally, suppose that there is equal probability of finding one of the inclu-
sions everywhere within the object (called statistically homogeneous), so that the
material is macroscopically spatially homogeneous. Note that if the dimension of
the inclusions is extended to infinity in any of the coordinate directions, the
inclusions become continuous fibers that are elliptic in cross section.

It should be apparent that at the macroscopic scale the material will possess three
mutually perpendicular planes of reflective symmetry, and this is in fact the defi-
nition of an orthotropic material. As shown in Fig. 11.2, the coordinate axes have
been constructed so that the planes of reflective symmetry are normal to the
coordinate axes shown in the figure. As a result of this observed reflective sym-
metry, the macroscopic material properties will be unaffected by a rotation of 180°
about any one of the coordinate axes. For example, consider a rotation of 180°
about the x3-axis, as also shown in the figure. The direction cosine tensor Eq. (9.12)
relating these two coordinate systems is given by:
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ap0i ¼
�1 0 0
0 �1 0
0 0 1

2
4

3
5 ð11:25Þ

Substituting the above into the second-order tensor transformation for stress and
strain (similar to Eq. (9.15)), and this result into Eq. (11.2) will thus result in the
following:

E2311 ¼ E2322 ¼ E2333 ¼ 0 ð11:26Þ

Similarly, rotations about the x1 and x2 coordinate axes will result in the
following:

E1211 ¼ E1222 ¼ E1233 ¼ E1311 ¼ E1322 ¼ E1333 ¼ 0 ð11:27Þ

The above symmetry constraints thereby reduce the number of unknown coef-
ficients in the modulus tensor from 21 to 11.

It can be seen that the above symmetries also preclude coupling of shear strains
in orthotropic media, thus it also follows that:

E2313 ¼ E2312 ¼ E1312 ¼ 0 ð11:28Þ

The above results thereby reduce the number of unknown coefficients from 12 to
9. Thus, substituting Eqs. (11.26) through (11.28) into Eq. (11.24) will result in the
following modulus matrix for a linear elastic orthotropic material:

Fig. 11.2 Cartoon of a
microscopic image of a
continuum composed of
aligned ellipsoids embedded
within a homogeneous and
isotropic binder
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Eab ¼

E1111 E1122 E1133 0 0 0
E1122 E2222 E2233 0 0 0
E1133 E2233 E3333 0 0 0
0 0 0 E2323 0 0
0 0 0 0 E1313 0
0 0 0 0 0 E1212

2
6666664

3
7777775

ð11:29Þ

It is possible to create a road way material that is macroscopically orthotropic by
a variety of means. For example, rolling the road way during curing can align the
aggregate in such a way as to produce macroscopically orthotropic material (see
Chap. 8). While this is certainly possible, the effect is normally neglected in pre-
dictive models. Instead, the model is simplified still further, as described below.

11.2.3.3 Linear Elastic Transversely Isotropic Material

Consider Fig. 11.2 once again. Suppose that the aligned ellipsoids are circular in
cross section normal to the x1-axis. In this case, the material properties will be
independent of coordinate direction in the x2 � x3-plane. Such a material is termed
transversely isotropic, and in this case the modulus matrix will reduce to the
following form containing five unknown coefficients:

Eab ¼

E1111 E1122 E1122 0 0 0
E1122 E2222 E2233 0 0 0
E1122 E2233 E2222 0 0 0
0 0 0 E2222�E2233

2 0 0
0 0 0 0 E1212 0
0 0 0 0 0 E1212

2
6666664

3
7777775

ð11:30Þ

Roadway materials that are reinforced with aligned bars of circular cross section
will exhibit macroscopically transversely isotropic material behavior.

11.2.3.4 Linear Elastic Isotropic Material

A material in which the material properties at a fixed material point are invariant
with respect to coordinate rotation is called isotropic. Such a circumstance occurs
(macroscopically) in cementitious road way materials in which both the fines and
the aggregate are particulates that are randomly oriented.

It follows that for linear elastic isotropic media:

Ei0j0k0l0 ¼ Eijkl ð11:31Þ
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Since the linear elastic modulus tensor is a fourth-order tensor, it transforms
according to Eq. (11.3). Thus, substituting Eq. (11.31) into Eq. (11.3) will result in
the following:

Eijkl ¼ 1
3

G2 � G1ð Þdijdkl þ 1
2
G1 dikdjl þ dildjk

� � ð11:32Þ

where G1 and G2 are the only two unknown coefficients for linear elastic isotropic
media. Substitution of Eq. (11.32) into the linear elastic constitutive model (11.2)
will result in the following form for an isotropic material:

rij ¼ kekkdij þ 2leij ð11:33aÞ

where

k � G2 � G1

3
; l � G1

2
ð11:33bÞ

The above equations are called the Lamé equations (after Gabriel Lamé 1795–
1870), and the two material properties are called the Lamé coefficients. In fact, in
the nineteenth century it was thought by much of the scientific community that there
was only one unique coefficient in the modulus tensor for the special case when the
material is isotropic (Love 1906). This was due at least in part to the fact that prior
to the invention of electronic equipment, and it was difficult to measure properties
(such as Poisson’s ratio) accurately.

Equation (11.33a, 11.33b) may be written in matrix form as follows:

Eab ¼

E1111 E1122 E1122 0 0 0
E1122 E1111 E1122 0 0 0
E1122 E1122 E1111 0 0 0
0 0 0 E1111�E1122

2 0 0
0 0 0 0 E1111�E1122

2 0
0 0 0 0 0 E1111�E1122

2

2
6666664

3
7777775

ð11:34Þ

where

E1111 ¼ kþ 2l E1122 ¼ k ð11:35Þ

Linear elastic material behavior may just as easily be represented by the fol-
lowing so-called stress formulation:

eij ¼ Dijklrkl ð11:36Þ

where it should be apparent that material symmetry constraints will result in similar
forms for the compliance tensor, Dijkl, and associated matrix as those reported
above for the modulus tensor and matrix. Since the material is linear and the stress–
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strain relation is algebraic, there exists a unique mapping between the stress and
strain formulations for linear elastic media.

The isotropic linear elastic constitutive equations are reported in the literature in
a variety of ways, but it should be noted that there are always two unique material
coefficients in linear elastic isotropic media. For example, consider the uniaxial test
described in Fig. 10.2. If the lateral normal component of strain, e22, is measured in
this test, then it is common to determine Poisson’s ratio (after Siméon Denis
Poisson 1781–1840) as follows:

m � �e22
e11

ð11:37Þ

The above coefficient, together with Young’s modulus, E, obtained from the
same experiment, results in two independent material properties that can be
obtained from this simple experiment. They are often called the engineering
coefficients. It can be shown by substitution into Eq. (11.33a, 11.33b) that the
compliance matrix for a linear elastic isotropic material may be written in terms of
the engineering coefficients as follows:

Dab ¼ 1
E

1 �m �m 0 0 0
�m 1 �m 0 0 0
�m �m 1 0 0 0
0 0 0 2ð1þ mÞ 0 0
0 0 0 0 2ð1þ mÞ 0
0 0 0 0 0 2ð1þ mÞ

2
6666664

3
7777775

ð11:38Þ

Inversion of the above matrix will result in the following alternate form of
Eq. (11.34):

Eab ¼ E
ð1þ mÞð1� 2mÞ

1� m m m 0 0 0
m 1� m m 0 0 0
m m 1� m 0 0 0
0 0 0 1�2m

2 0 0
0 0 0 0 1�2m

2 0
0 0 0 0 0 1�2m

2

2
6666664

3
7777775

ð11:39Þ

Thus, there are several different ways of writing the modulus and compliance for
isotropic linear elastic media and, just as a reminder, these are all equivalent to one
another.

11.2.3.5 Material Property Characterization

In the case described above, the engineering coefficients are deployed for the case
wherein the material is easily tested using a single uniaxial test, as described in
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Fig. 10.2. However, in some materials, such as asphalt and road way base materials,
it is often impractical to perform a uniaxial tension or compression test because the
material cannot sustain significant uniaxial tensile or compressive loading. In this
case, one possibility is to perform two tests: a pure shear test and a pure com-
pression test, as depicted in Fig. 11.3.

These two tests are described as follows:

(a) pure shear test:

e12 ¼ _e012t _e012 ¼ const eij ¼ 0 8 otheri; j ð11:40Þ

where it can be shown that (Allen 2013)

e12 ¼ u1ðhÞ
2h

r12 ¼ 2T
pr30

ð11:41Þ

where the quantities in Eq. (11.41) are defined in Fig. 11.3a. In this test, the
shear modulus, G, is defined as follows:

G � r12
2e12

ð11:42Þ

Fig. 11.3 Two tests for obtaining material properties for isotropic linear elastic material
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(b) pure compression test:

r11 ¼ r22 ¼ r33 ¼ �p0 r23 ¼ r13 ¼ r12 ¼ 0 ð11:43Þ

where p0 is called the hydrostatic pressure, with the result that (assuming that
the specimen is a cube):

e11 ¼ e22 ¼ e33 ¼ u1
w

ð11:44Þ

where the quantities are defined in Fig. 11.3b. In this test, the bulk modulus, K,
is defined as follows:

K � � p0
ekk

ð11:45Þ

A comparison of Eqs. (11.34), (11.35), (11.36), and (11.42) will reveal the
following:

G ¼ l ¼ G1
2 l ¼ G

,
K ¼ G2

3 ¼ 3kþ 2l
3 k ¼ K � 2G

3

ð11:46Þ

Equations (11.46) may be substituted into Eq. (11.33a, 11.33b) to obtain the
following equivalent tensorial representation of a linear elastic isotropic material:

rij ¼ K � 2G
3

� �
ekkdij þ 2Geij ð11:47Þ

where K and G are sometimes called the geologic coefficients. Matrix Eqs. (11.39)
may be substituted into Eqs. (11.23) and compared to Eq. (11.47), with the result
that

G ¼ E
2ð1þ mÞ E ¼ 2Gð3K þ 2GÞ

3K,
K ¼ E

3ð1�2mÞ m ¼ ð3K�2GÞ
2ð3K�4GÞ

ð11:48Þ

The above relations may be substituted into Eq. (11.39) to produce an equivalent
representation of the linear elastic isotropic modulus matrix using the geologic
coefficients.

Numerous other forms of the linear elastic isotropic constitutive equations exist
in the open literature. These forms are normally based on the accessibility of the
equations to readily available material properties for the material in question.
Nevertheless, it is important to note that in all cases wherein the material is isotropic
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and linear elastic, there are only two unique material properties. A few have been
listed here. The choice as to which should be used is nothing more than a matter of
expediency, as all are equivalent to one another.

11.2.4 Solution Techniques for the Linear Elastic Boundary
Value Problem

As mentioned previously, the essential formulation of the linear elastic boundary
value problem was completed by 1822 (Todhunter and Pearson 1893; Allen 2013,
2014; Maugin 2014). Thereafter, mathematicians and engineers turned their
attention to the challenge of obtaining mathematical solutions to problems with
specific loads, geometric shapes, and material properties. This turned out to be a
challenging task, as the mathematical problem described in Table 11.1 was (and
still is) a formidable one. Despite the fact that the governing equations for a linear
elastic material are all mathematically linear (see Chap. 9), there are nonetheless 15
equations in 15 unknowns, and nine of the equations are differential equations.
Thus, mathematicians quickly realized that these equations are quite complicated.

Perhaps the first mathematician to solve a variety of useful elasticity problems
was Adhémar Jean Claude Barré de Saint-Venant (1797–1886). He recognized that
under certain circumstances the mathematical model could be simplified to a more
practical set of equations from whence analytic solutions were possible. Much of
this early work focused on one of two simplifications: reducing the mathematical
dimensionality of the equations; and reducing the number of primary equations via
boundary conditions. Each of these simplifications will be discussed briefly below.

11.2.4.1 Reducing the Mathematical Dimensionality of the Equations

Solution of problems involving the full 15 equations in 15 unknowns poses an
enormous challenge simply due to the number of equations involved. Thus, it is
pragmatic to reduce this number of governing equations wherever possible. Perhaps
the most obvious simplification results when the state variables depend on only one
or two coordinate directions rather than that encountered in the fully
three-dimensional case. For example, suppose that the unknowns depend only on
the x1 and x2 coordinates. Such a circumstance occurs when the object of interest is
homogeneous and prismatic in the x3 coordinate direction, and the externally
applied loads and boundary conditions are independent of x3, so that the object can
be idealized as two-dimensional, as shown in Fig. 11.4 (see Chap. 9).

In this type of problem, the field variables can be shown to reduce to the
following set of eight primary variables: u1; u2; exx; eyy; exy; rxx; ryy; rxy.
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If the out-of-plane stress component, rzz, is zero, then the out-of-plane com-
ponent of displacement, u3, as well as the out-of-plane normal strain component,
ezz, can be calculated a posteriori given this fact. Thus, the governing field equations
shown in Fig. 11.1 will reduce to eight primary equations in the above eight
unknowns. Such a problem is termed a plane stress boundary value problem
because all of the nonzero components of stress in the object lie in the x1 � x2-
plane.

A similar case, called plane strain occurs when motions in the out-of-plane
direction are constrained to zero (or are constant in x3), leading to the result that the
out-of-plane displacement and strain are zero, but the out-of-plane component of
stress is not zero. In this case, a similar set of eight primary equations results.

A slightly more complicated physical circumstance occurs when the object
shown in Fig. 11.4 is subjected to an evenly distributed out-of-plane loading in
addition to the in-plane loading, and this case is termed generalized plane strain.
All three of these special cases lead to dramatic mathematical simplifications in the
complexity of the resulting boundary value problem, and there are many practical
circumstances wherein they may be used to great effect. For example, the plane of a
road way normal to the direction of travel is constrained against motion in the
direction of travel (assuming that the road way is macroscopically homogeneous
and cracks do not occur), so that the plane strain assumption is often utilized to
great effect in this circumstance.

Another means of reducing the mathematical dimensionality of a boundary value
problem is to utilize non-Cartesian coordinates. Although this technique introduces
certain mathematical complications, it may nonetheless simplify the problem. For
example, if the object of interest is shaped like a cylinder, and the loads and
material properties are axisymmetric (meaning constant along the curvilinear sur-
face normal to the cylindrical axis), then the problem may be solved in cylindrical
coordinates, as shown in Fig. 11.5. In this case, the solution would necessarily have
to be three-dimensional in Cartesian coordinates, whereas it is two-dimensional in
cylindrical coordinates.

In fact, a generalization of the problem shown in Fig. 11.5, the case of a pris-
matic rod subjected to self-equilibrating end torques, was one of the most important
solutions obtained by Saint-Venant (1856). There are other curvilinear coordinate
systems that are capable of reducing the mathematical dimensionality of a boundary

Fig. 11.4 A mathematically
two-dimensional object
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value problem, and these can be used to great effect when attempting to solve
elasticity problems.

11.2.4.2 Reducing the Complexity via Boundary Conditions

As mentioned earlier in this chapter, boundary conditions in elasticity problems
occur in two different physical ways (see Fig. 11.1). These are either of displace-
ment or traction type, and the solution method that will be propitious will depend
on which type of boundary conditions occurs in the problem of interest.

Dirichlet Problem

The simplest mathematical case occurs when the entire boundary, S, is subjected to
displacement boundary conditions. In this case, strain-displacement Eq. (11.4) may
be substituted into isotropic constitutive Eqs. (11.33a, 11.33b), and this results into
equations of motion (11.5) to produce the Navier equations, a version of which was
first reported by Claude-Louis Navier (1785–1836) in 1821 (Malvern 1969):

ðkþ lÞuj; ji þ lui; jj þ qfi ¼ q
d2ui
dt2

ð11:49Þ

The above equations, together with the displacement boundary conditions,
comprise a set of three equations in the three unknown displacement components,
ui ¼ uið~x; tÞ. As such, they comprise a well-posed boundary value problem. Once

Fig. 11.5 An axisymmetric
boundary value problem
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they are solved, the strain may be computed using Eq. (11.4), and the stresses may
be determined using Eq. (11.2). In the case wherein the motions may be assumed to
be quasi-static, the right-hand side of Eq. (11.49) is negligible, thereby further
simplifying the problem.

The above problem, called the Dirichlet problem (after Peter Gustav Lejeune
Dirichlet 1805–1859), is perhaps the most direct formulation of the
three-dimensional elasticity problem. Unfortunately, it is rarely of use in road way
applications. This is due to the fact that road ways often come into contact with
objects that are softer than the road way material itself (such as tires), thereby
making it unlikely that the road way may be modeled accurately with displacement
boundary conditions.

Neumann Problem

The second mathematical simplification due to boundary conditions occurs when the
entire boundary of the object is subjected to traction boundary conditions, termed the
Neumann problem (after John von Neumann 1903–57). This problem is significantly
more complicated than the Dirichlet problem. In addition to the fact that there are six
primary unknown stress components, due to the fact that the boundary conditions are
all of traction type, there is a uniqueness issue that must be dealt with. To deal with
this anomaly, an arbitrary line integral of the displacement field within the object is
constructed (Cesaro 1906). In order for this line integral to be unique, the following
conditions must be met (Cesaro 1906; Fung 1965; Amrouche et al. 2006):

eil; jk þ ejk; il � eik; jl � ejl; ik ¼ 0 8i; j; k; l ð11:50Þ

The above equations are called the Saint-Venant strain compatibility equations
(after Barré de Saint-Venant, who provided the first derivation of them in 1860,
although they were proven conclusively by Eugenio Beltrami (1835–99) in 1886).
Though somewhat daunting on first glimpse, there are actually only six unique
equations represented by (11.50).

These may be substituted into the Lamé equations to produce the Beltrami-
Michel stress compatibility equations:

rij; kk þ 2ðkþ lÞ
ð3kþ 2lÞ rkk; ij þ qfi; j þ qfj; i þ k

ðkþ 2lÞ qfk; kdij ¼ 0 ð11:51Þ

The above represent three independent equations. These equations, together with
Eq. (11.5) (quasi-static case), represent six equations in terms of the six unknown
components of the stress tensor. Thus, these six equations, together with Cauchy’s
formula Eq. (10.48), may be used to solve for the six primary unknown stress
components within the object. Thereafter, the strains may be determined by using
Eq. (11.36), and the displacements may be determined by integrating Eq. (11.4).
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Both the Dirichlet and the Neumann problem represent significant simplifica-
tions of the three-dimensional elasticity boundary value problem. Nonetheless,
mathematicians encountered great difficulty in solving practical elasticity problems
in the nineteenth century. One strategy was to both reduce the dimensionality and
solve either the Dirichlet or the Neumann problem, in which case the number of
equations was reduced still further. Despite this approach, solutions to many
problems continued to elude mathematicians and engineers.

11.2.4.3 Analytic Solution Methods

By the middle of the nineteenth century, mathematicians had succeeded in
obtaining solutions to only a small number of elasticity problems. The difficulty
centered around one of two issues: either the boundary of the object in question was
irregular or the loading was applied irregularly in the coordinate dimensions. In
either case, analytic solutions were slow in coming. However in 1862 George
Biddell Airy (1801–92) proposed a technique for solving the Neumann problem
that is today called the Airy stress function. This technique essentially transforms
the elasticity problem into a so-called dual space in which the physics of the
problem are lost, but the mathematics are somewhat simpler. Once the solution is
obtained in this dual space, it can be transformed back into the physical space,
thereby determining the unknown stresses, strains, and displacements.

This technique quickly gained momentum, and it became one of the most uti-
lized methods for obtaining analytic solutions to elasticity problems, spawning a
number of other dual space methods along the way.

Another method for obtaining approximate, but nonetheless analytic solutions
emanated from the variational calculus invented by the Bernoulli brothers (Johann
1667–1748 and Jacob 1654–1705) and Leonhard Euler (1707–83) in the early
eighteenth century, expanded by Joseph-Louis Lagrange (1736–1813), and deployed
in the field of elasticity by Lord Rayleigh (John William Strutt 1842–1919), among
others, in the latter part of the nineteenth century.

Still another method utilized was based on making certain kinematically based
simplifying assumptions that are based on experimental observations. This
approach seems to have originated once again with the Bernoulli brothers Jacob and
Johann. Focusing on the cantilever beam problem posed earlier by Galilei (1638),
these two mathematicians proposed the first theory of beams. Although their
approach was incomplete, Johann’s son Daniel Bernoulli (1700–1782) later took up
the problem with Leonhard Euler, the pair producing the Euler–Bernoulli theory of
beams (Euler 1744). This method, which is still in use by practicing engineers
today, takes an ingenious approach to an otherwise intractable problem in mathe-
matics by proposing an approximation of the exact linear elasticity problem for
which an exact solution may be obtained. This approach has been used to great
extent right up to the present time, resulting in the field of mechanics termed
structural mechanics.
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However, all of these methods would eventually fall by the wayside with the
invention of computational methods in the latter half of the twentieth century.

11.2.4.4 Computational Methods

In the middle part of the twentieth century, a confluence of three disparate activities
began to come together in what would produce a dramatic improvement in the
ability to model the mechanics of deformable bodies. First, and perhaps foremost,
the world was at war for much of the first half of the twentieth century.
Technological advances in infrastructure, ground-based transport, aviation, rock-
etry, and even space flight drove the scientific community to develop more
advanced means of modeling the linear elastic boundary value problem.
Simultaneously, mathematicians such as Richard Courant (1888–1972) and engi-
neers such as Alexander Hrennikoff (1896–1984) were developing approximate
methods for solving sets of differential equations. Serendipitously, computer sci-
entists kept up a frenetic pace of computer developments throughout the twentieth
century. These three efforts converged in the late 1950s, resulting in the develop-
ment of the now-familiar finite element method (coined by Ray William Clough (b.
1920) in 1960). This approach to solving sets of differential equations was actually
first applied to problems in solid mechanics, including the linear elasticity problem.

The finite element method in a sense takes the mathematically opposite approach
to what had previously been taken with the structural mechanics approach. Whereas
structural mechanists formulated an approximation of the linear elastic BVP
wherein exact solutions were achievable, the finite element method formulates a
method for obtaining approximate solutions to the exact linear elasticity BVP. This
new method, accompanied by the rise of the high-speed computer has now sup-
planted all other methods for solving boundary value problems. And while
so-called exact analytic solutions are still sought in certain special circumstances,
the need for such solutions is rare. Thus, the finite element method will be covered
in some detail later in this text (see Chap. 14).

11.2.5 Micromechanics

One of the seminal technological advancements of the twentieth century was the
development of components made from two chemically and physically different
materials that are mechanically (as opposed to chemically) combined so as to
improve the structural performance of the composite material. Although this con-
cept actually dates to ancient times (Allen 2014), it has been explored scientifically
to full advantage only in recent times.

An example is Portland cement concrete, in which aggregate is introduced into
the mastic for the purpose of increasing the overall stiffness of the composite
concrete. A similar approach is used with asphalt concrete (see Chap. 7). In fact,
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this approach is now commonplace in our world, having been adapted for use not
only in civil engineering infrastructures, but also in aerospace, manufacturing,
automotive, and even sports applications, to name a few (Allen 2014).

One barrier to deployment of such composite materials (aside from processing
cost) is the determination of exactly what mixture of materials will optimize the
structural performance of the resulting composite (see Chap. 7). One (although
certainly not the only) measure of performance is the composite modulus tensor that
results from the combination of the disparate materials involved in creating the
composite. Conceptually speaking, the determination of the composite modulus
tensor resulting from the mechanical combination of two or more linear elastic
materials involves the solution and subsequent homogenization of a heterogeneous
linear elastic boundary value problem. However, solving such problems has until
recent times proven to be exceedingly complicated due to the stress and strain
concentrations introduced by the irregularity of the phase geometry therein.

Accordingly, engineers have adopted a simplified technique in which the
material is assumed to be macroscopically homogeneous. Consider, for example,
the two-phase composite shown in Fig. 11.2. Certainly, one way of determining the
modulus tensor of the resulting composite is to fabricate the material and then
perform constitutive experiments on statistically homogeneous specimens such as
that described earlier in this chapter. Unfortunately, the process of determining the
composite modulus as a function of the volume fraction of the particles will nec-
essarily require that a number of specimens be tested, each with a different volume
fraction of embedded particles (or fibers). This process could in fact become quite
expensive, since both the processing and the experiments could be cumbersome.

With the increased development of composites after World War II, numerous
mathematical techniques were developed for predicting the average modulus of the
composite resulting from the combination of two or more materials into a single
composite. All of these methods are essentially applications of linear elasticity
theory. For example, suppose that the response of the composite shown in Fig. 11.2
is to be predicted for the uniaxial test shown in Fig. 10.2. Whereas the tractions on
the boundary of the specimen may be applied spatially homogeneously, it does not
follow that the displacements, or the stresses for that matter, will be spatially
homogeneous within the specimen. Thus, a rather complicated boundary value
problem results, in which the particles cause stress concentrations. In cases,
wherein mathematicians and engineers have been able to obtain analytic solutions
for the stresses, strains, and displacements, these results are explicit functions of the
volume fraction of the particles, and the resulting stress and strain may be boundary
averaged, called homogenization because the resulting properties are equivalent to
the macroscopic properties of a homogeneous material, to obtain the average
moduli of the composite (such as asphalt with additives (see Chap. 6) and/or
asphalt mixtures (see Chap. 7)). When possible, this approach obviates the neces-
sity to perform laboratory tests for the purpose of determining the average com-
posite modulus as a function of the volume fraction and shape of the aggregate.
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Although the terminology is not very accurate (or satisfying), this field of
applied elasticity is often called micromechanics. While much effort has been
focused on obtaining analytic solutions to such heterogeneous elasticity problems,
this has proven to be challenging when the geometry of the imbedded particles
and/or fibers is complicated. Accordingly, micromechanics techniques often utilize
analytic solutions for approximate geometric configurations.

As will be discussed in some detail in Chap. 15, the finite element method may
also be used for this purpose. This has the advantage that the geometry of the
inclusions can be described quite precisely, but it is hindered by the disadvantage
that explicit equations relating the modulus to the inclusion geometry are not
possible when the finite element method is employed. Still, once the composite
moduli have been predicted by this method, it is possible to use the finite element
method yet again to predict the response of a structural component made of this
composite by assuming that it is macroscopically homogeneous. This is perhaps the
origin of the term micromechanics, although the procedure indeed has little or
nothing to do with the scale of the particles utilized to make the composite.

To see how this process may be formalized for the purpose of performing stress
analysis of a heterogeneous structural component, consider the heterogeneous
object shown in Fig. 11.6.

For convenience, the coordinate directions for the structural component have
been superscripted with the letter G, implying that the coordinate system is global.
Note that a small parallelepiped of the structural component has been expanded and

Fig. 11.6 Depiction of a
heterogeneous structural
component
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shown below the global depiction, and the coordinate directions associated with this
parallelepiped are superscripted with the letter L, implying that the coordinate
system assigned to the parallelepiped is local.

It is apparent from the figure that if the length scale of the inclusions contained
within the parallelepiped, lL, is sufficiently small compared to the length scale of the
structural component, lG, then the inclusions will not be visible to the naked eye.
This realization was never more apparent than when the founders of continuum
mechanics were attempting in the first two decades of the nineteenth century to
decide how to the treat the (at that time presumably) molecular nature of all
materials (Maugin 2014). Indeed, several papers appeared around 1820, including
the famous paper on elasticity by Navier (1821), wherein he attempted to construct
a theory of elasticity by starting from a molecular scale and averaging upward to a
length scale that could be approximated as continuous. In the following year,
Cauchy (1822) did away with this necessity entirely by assuming that the structural
component could be assumed to be continuous for the purpose of analysis, and thus
was born continuum mechanics (Maugin 2014).

However, this issue relating to length scales was to be revisited in the latter part
of the nineteenth century, initially for gases, by such icons as Maxwell (1860) and
Boltzmann (1874), with the development of statistical mechanics and thermody-
namics. Still, these works were focused on atomistic and molecular scale phe-
nomena, whereas the practicing civil engineer deals normally with length scales that
are many orders of magnitude larger than typical molecules.

In fact, the length scales of inclusions embedded within mastics deployed within
civil infrastructures are typically at the smallest on the local length scale, lL, of
microns (such as binder additives) and at the largest local length scale centimeters
(such as aggregates), as compared to the global length scale, lG, of typical infras-
tructures (usually meters to tens of meters). Fortunately, these length scales all fall
well within the size range for which continuum mechanics has been shown to be
quite accurate for the purpose of structural analysis and design, so that molecular
scale modeling is usually not employed.

Furthermore, it has been shown that when these length scales are widely sepa-
rated, that is, when:

lL � lG ð11:52Þ

the heterogeneous boundary value problem may be replaced by one in which it is
assumed that the material within the structural component is assumed to be spatially
homogeneous. This may be accomplished by supposing that the exact solution to
the heterogeneous boundary value problem is known, and the stress state for this
problem is given by the following:

rijðxGk ; tÞ � rG
ij ðxGk ; tÞ 8xGk 2 V þ S ð11:53Þ
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Now, suppose that, given the above stress state, the volume average is computed
as follows (Hill 1963; Mandel 1964):

�rG
ij �

1
VL

Z
VL

rG
ij dV ð11:54Þ

where VL is the volume of the locally defined parallelepiped. Note that the above
volume-averaged stress is actually not measured during a constitutive test. During
such a test, the quantity that is measured is the boundary averaged stress, Rij, given
by (Boyd et al. 1993):

Rij � 1
VL

Z
SL

rG
iknkxjdS ð11:55Þ

However, by deploying the divergence theorem Eq. (9.31), it can be shown that:

Rij ¼ �rG
ij ð11:56Þ

Therefore, for purposes of calculating the average stress, Eq. (11.54) is more
convenient than Eq. (11.55).

Similarly, during a constitutive test, the kinematic quantity that is measured is
the boundary averaged strain, Eij, given by (Boyd et al. 1993):

Eij � 1
VL

Z
SL

1
2
ðuinj þ ujniÞdS ð11:57Þ

Once again, using the divergence theorem Eq. (9.31), it can be shown that
(assuming that there are no internal cracks or voids):

Eij ¼ �eGij ð11:58Þ

where

�eGij �
1
VL

Z
VL

eGij dV ð11:59Þ

The exact global stress state can be expanded in a Taylor series as follows:

rG
ij ¼ �rL

ij þ
X1
n¼1

1
VL

Z
VL

@nrL
ij

@xnk
xLk � �xLk
� �n

dV ð11:60Þ
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where �xk are the coordinates of the centroid. In the case wherein all of the terms in
the summation are small compared to the leading term in Eq. (11.55), the material
will be defined to be statistically homogeneous, implying that

rG
ij ðxGk ; tÞ ffi �rL

ijðxGk ; tÞ ð11:61Þ

The volume-averaged stress given by Eq. (11.54), as well as the
volume-averaged strain given by Eq. (11.59) may now replace the actual global
variables within all of the field equations (c.f. Table 11.1), thereby resulting in a
dramatically simplified boundary value problem in which the structural component
is viewed as macroscopically homogeneous.

It should be pointed out that with increasing simplicity there is invariably
accompanying loss of accuracy, and such is the case with the simplification
resulting from the homogenization of micromechanics solutions. Thus, this
approach should be utilized with caution. Fortunately, as will be demonstrated in
Chap. 14, it is possible to predict the error introduced when micromechanics is
invoked by utilizing the technique termed multi-scaling (Allen and Searcy 2006).

11.3 Multidimensional Linear Thermoelasticity

When the temperature in the object of interest varies spatially and/or with time, the
above elastic model must necessarily be generalized. Such a circumstance is all too
common in flexible pavements (see Chap. 8), and in this case, a thermoelastic
material is defined to be one in which the stress, rij, is a single-valued function of
the strain, ekl, and the temperature, T:

rijð~x; tÞ ¼ rijðeklð~x; tÞ; Tð~x; tÞÞ ð11:62Þ

The above is adjoined with the following equations (from Table 9.7):

(1) strain-displacement equations:

eij � 1
2

@ui
@xj

þ @uj
@xi

� �
ð11:63Þ

(2) equations of motion:

rji;j þ qfi ¼ q
d2ui
dt2

ð11:64Þ

(3) conservation of energy:

q
duI

dt
¼ rij

deij
dt

� qi;i þ qr ð11:65Þ
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(4) entropy production inequality:

q
ds
dt

þ @

@xi

qi
T

� 	
� qr

T
� 0 ð11:66Þ

For reasons that will become apparent below, a new kinematic variable is now
introduced, similar to Eq. (9.40):

ci �
@T
@xi

ð11:67Þ

called the temperature gradient, ci ¼ cið~x; tÞ, which has been included because it is
observed experimentally that the flux of heat is caused primarily by temperature
gradient (just as stress is caused by displacement gradient).

The reader will recall that Table 9.6 listed 25 unknown variables to be predicted
as functions of position, ~x, and time, t, in the continuous body V þ S. Using
Eq. (11.67), this list is now expanded to 28 unknowns, and these are as follows:

Displacement vector ui
Strain tensor eij
Stress tensor rij
Body force per unit mass fi
Internal energy per unit mass uI

Heat flux vector qi
Heat source per unit mass r
Entropy per unit mass s
Temperature T
Temperature gradient ci

The prediction of the above variables is afforded with the use of the 13 equations
and one inequality (11.63)–(11.67) listed above, plus the linear elastic constitutive
Eq. (11.2).

The thermoelasticity problem is considerably more complicated than the elas-
ticity problem, and this is due at least in part to the coupling between mechanics and
thermodynamics. Thus, a more formal procedure is required to construct this model.

11.4 Thermodynamic Constraints on Thermoelastic
Material Behavior

To see how this works, a method introduced by Coleman and Noll (1963) is next
employed. The challenge is to solve the above set in terms of the independent
variables ~x and t, implying that a solution is sought for the 28 unknowns
ui; eij; rij; fi; uI ; T ; ci; qi; r and s as functions of ~x and t. The solution procedure is
described in Table 11.2.
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Table 11.2 Procedure for obtaining thermodynamic constraints on linear thermoelastic media

Step 1: Note that normally the body force per unit mass, fi ¼ fið~x; tÞ, can be specified (by using
Newton’s gravitational law) as well as the heat source, r ¼ rð~x; tÞ. However, in this case specify
a priori instead ui ¼ uið~x; tÞ, and T ¼ Tð~x; tÞ 8~x; t 2 V þ S ) 24 remaining unknowns
Step 2: Use Eq. (11.63) to solve for eij ¼ eijð~x; tÞ ) 18 remaining unknowns

Step 3: Use Eq. (11.67) to solve for ci ¼ cið~x; tÞ ) 15 remaining unknowns
Step 4: Assume that there exist 11 constitutive equations for a thermoelastic material as follows:

rijð~x; tÞ ¼ rij eklð~x; tÞ;Tð~x; tÞ; ckð~x; tÞð Þ (11.68)

uIð~x; tÞ ¼ uI eklð~x; tÞ; Tð~x; tÞ; ckð~x; tÞð Þ (11.69)

qið~x; tÞ ¼ qi eklð~x; tÞ;Tð~x; tÞ; ckð~x; tÞð Þ (11.70)

sð~x; tÞ ¼ s eklð~x; tÞ; Tð~x; tÞ; ckð~x; tÞð Þ (11.71)

where according to the principle of equipresence (Truesdell et al. 2004), since the temperature
gradient is included in one constitutive equation, it must be included in all of them. Note that the
above relate the kinetic variables to the kinematic variables. Use (11.68)–(11.71) to solve for
rij ¼ rijð~x; tÞ; uI ¼ uIð~x; tÞ; qi ¼ qið~x; tÞ; s ¼ sð~x; tÞ ) 4 remaining unknowns

Step 5: Use Eq. (11.64) to solve for fi ¼ fið~x; tÞ ) 1 remaining unknown
Step 6: Use Eq. (11.65) to solve for r ¼ rð~x; tÞ ) 0 remaining unknowns
Step 7: Introduce the Helmholtz free energy (after Hermann von Helmholtz 1821–94), defined
as follows:

h � uI � Ts (11.72)

Step 8: It is necessary to impose the constraint imposed by the entropy production inequality.
To do this, first recall that due to Eq. (11.72) the time derivative of the Helmholtz free energy
per unit mass, h ¼ hð~x; tÞ, may be written as follows:
dh
dt ¼ duI

dt � s dTdt � T ds
dt

(11.73)

Step 9: Substitute Eqs. (11.68)–(11.71) and (11.73) into inequality (11.66) and employ the
chain rule of differentiation to obtain:

� q
@h
@eij

ðekl;T ; ckÞ � rijðekl;T ; ckÞ
� �

deij
dt

� q
@h
@T

ðekl;T ; ckÞþ qsðekl; T; ckÞ
� �

dT
dt

� q
@h
@ci

ðekl; T ; ckÞ
� �

dci
dT

� qici
T

� 0

(11.74)

Step 10: Now note that the quantities inside the brackets in inequality (11.74) are independent
of the quantities outside the brackets, and the quantities outside the brackets are independent of
one another, so that the above produces the followings constraints on the allowable material
behavior for a thermoelastic material:

rij ¼ q @h
@eij

(11.75)

s ¼ � @h
@T

(11.76)
@h
@ci

¼ 0 (11.77)

� qici
T � 0 (11.78)

Step 11: It follows from Eq. (11.77) together with (11.69) and (11.71) that:

h ¼ hðekl;TÞ (11.79)
(continued)
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11.5 The Linear Thermoelastic Initial Boundary Value
Problem

The results of the procedure described in Table 11.2 may now be utilized to sim-
plify the thermoelastic initial boundary value problem. To accomplish this, first
note that the temperature, T, appears in the thermoelastic constitutive Eq. (11.83).

Table 11.2 (continued)

Expand (11.79) in a Taylor series as follows:

h ¼ 1
q h00 þ h10ij eij þ h01hþ h11ij eijhþ 1

2 h
20
ijkleijekl þ 1

2 h
02h2 þ � � �

� 	
(11.80)

where h00; h10ij ; h
01; h11ij ; h

20
ijkl and h02 are material constants, and

h � T � TR (11.81)

Note that TR is defined to be the reference temperature at which no strain is observed when the
object is unstressed

Step 12: Substitute Eq. (11.80) into Eq. (11.75) to obtain

rij ¼ h10ij þ h20ijklekl þ h11ij h (11.82)

The above may be rearranged to the following form (assuming there is no residual stress)

rij ¼ Eijklðekl � aklhÞ (11.83)

assuming that a10 ¼ 0 (meaning that there is no residual stress), and where Eijkl is the modulus
tensor defined above, and aij is termed the thermal expansion tensor, which can be obtained
from simple experiments. In the isotropic case, Eq. (11.83) reduces to the following (see
Sect. 11.3):

rij ¼ mE
ð1þ mÞð1�2mÞ ekkdij þ E

ð1þ mÞ eij � Ea
ð1�2mÞDTdij (11.84)

Step 13: Substitute Eq. (11.80) into Eq. (11.76) to obtain:

s ¼ � 1
q ðh01 þ h11kl ekl þ h02DTÞ (11.85)

Step 14: Expand the heat flux vector in terms of the temperature gradient to obtain:

qiðekl;T ; ckÞ ¼ �kijðekl; TÞcj (11.86)

where kij is a material property called the thermal conductivity tensor. The above is
called Fourier’s law of heat conduction (Fourier 1822) (after Jean-Baptiste Joseph
Fourier 1768–1830) when the thermal conductivity tensor is constant. Although this is
not always the case, in most materials it is indeed a rather weak function of strain and
temperature

Step 15: Substituting Eq. (11.86) into inequality (11.78) will result in the following:
kijðekl;TÞcicj

T � 0 (11.87)

Note that due to the final form of the entropy production inequality (11.87), the determinant of
the thermal conductivity tensor, kij, must necessarily be nonnegative, that is,

kij


 

� 0 (11.88)

This completes the construction of thermodynamic constraints on linear thermoelastic media,
thus demonstrating that it is possible to solve for all of the unknowns using the thermoelastic
constitutive model, while at the same time obtaining powerful constraints on the constitutive
behavior of linear thermoelastic media
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As such, it will be necessary to treat it as a primary variable that must be adjoined to
the fifteen primary variables ui; rij; eij required to solve the elastic boundary value
problem. The means whereby this new primary unknown is predicted is the con-
servation of energy Eq. (11.65). This equation may be manipulated so as to remove
the secondary unknowns uI ; s; h; ci by first employing Eq. (11.68) to solve for the
internal energy. The time derivative of the resulting equation may then be taken,
and this result substituted into Eq. (11.65) to obtain the following:

q
@h
@t

þ T
@s
@t

þ s
@T
dt

� �
¼ rij

deij
dt

� qi;i þ qr ð11:89Þ

Now, Eq. (11.79) may be utilized to take the time derivative of the Helmholtz
free energy, thus altering Eq. (11.89) to the following form:

q
@h
@eij

� rij

� �
deij
dt

þ q
@h
@T

þ s

� �
dT
dt

þ qT
ds
dt

¼ �qi;i þ qr ð11:90Þ

Using Eqs. (11.75) and (11.76), it can be seen that the two parenthetical terms in
Eq. (11.90) are identically zero.

Now, note from Eqs. (11.71) and (11.76) that the time derivative of the entropy
may be written as follows:

ds
dt

¼ @s
@eij

deij
dt

þ @s
@T

dT
dt

¼ � @2h
@eij@T

deij
dt

� @2h
@T2

dT
dt

ð11:91Þ

Substituting Eq. (11.75) into Eq. (11.91) and this result into Eq. (11.90) results
in the following:

�qT
1
q
@rij
@T

deij
dt

þ @2h
@T2

dT
dt

� �
¼ �qi;i þ qr ð11:92Þ

From isotropic constitutive Eq. (11.84), it can be seen that:

@rij
@T

¼ �bdij ¼ �að3kþ 2lÞdij ð11:93Þ

where a is called the coefficient of thermal expansion, discussed in Chap. 11 (Boley
and Weiner 1960). Finally, let the specific heat at constant volume (or equivalently
—dilatation), cv, be defined as follows:

cv � � @2h
@T2 T ¼ �h02T ð11:94Þ
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Thus, substituting Eqs. (11.86), (11.93) and (11.94) into Eq. (11.92) results in
the following (Boley and Weiner 1960):

qcv
dT
dt

¼ ðkT;iÞ;i þ qr � að3kþ 2lÞT dekk
dt

ð11:95Þ

The above equation now has the secondary variables removed, so that it may be
used to obtain the temperature field, Tð~x; tÞ.

11.5.1 Two-Way Coupled Thermoelasticity

Unfortunately, the above equation also contains the dilatational component of the
strain tensor, ekk. This implies that the mechanics and the thermodynamics are
coupled, meaning that neither can be solved separately from one another in a
thermoelastic object. This coupling seems to have been first studied by
Jean-Marie-Constant Duhamel (1787–1872) (Duhamel 1837). This then results in
the so-called coupled thermoelastic initial boundary value problem, thus implying
that when temperature change occurs in a thermoelastic object, the deformation
changes, and vice versa, that is, mechanical loading induces temperature change.
For the linear isotropic case, this problem is described in Table 11.3.

11.5.2 One-Way Coupled Thermoelasticity

The initial boundary value problem described in Table 11.3 can be quite chal-
lenging to solve due to the thermoelastic coupling. Fortunately, this coupling is in
most cases quite small (Boley and Weiner 1960). In fact, for most practical cir-
cumstances “the coupling term appearing in the heat equation can be disregarded
for all problems except those in which the thermoelastic dissipation is of primary
interest” (Boley and Weiner 1960). This assumption appears to be accurate for the
purpose of modeling flexible pavement structures. Therefore, this will be assumed
to be the case throughout the remainder of this text, thus resulting in the following
simplification of Eq. (11.95):

qcv
dT
dt

¼ ðkT;iÞ;i þ qr ð11:96Þ

It can be seen that the above is an uncoupled form of the conservation of energy,
in which the temperature is the single unknown field variable, thus earning this
simplification the name uncoupled heat transfer. It is in fact the theory first
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Table 11.3 Two-way coupled linear thermoelastic initial boundary value problem

Independent Variables: ,x t

Known Inputs: 
Loads: ˆ ( ), ( ), ( )i it on S f in V S r in V S 

Geometry: x (on S), in (on S)
Material Properties: , , , , , vk c   

Unknowns: , , ,i ij iju T  = 16 unknowns

Field Equations:
No. of Equations

1
2

ji
ij

j i

uu
x x


 

     
6

, 0ji j if   3

2 (3 2 )ij kk ij ij ij           6

, ,( ) (3 2 ) kk
v i i

ddTc kT r T
dt dt

        1

____
Total 16

Initial Conditions:

Displacements: ˆ( ,0)i iu x u x V S   

Stresses: ˆ( ,0)ij ijx x V S    

Strains: ˆ( ,0)ij ijx x V S    

Temperature: ˆ( ,0)T x T x V S   

Boundary Conditions:

Tractions: 1
ˆ

i it t on S

Displacements: 2 1 2ˆi iu u on S S S S  

Temperature: 3
ˆT T on S

Heat Flux: 4 3 4ˆi iq q on S S S S  
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developed by Fourier (1822). In this case, the procedure described in Table 11.3
simplifies to two separate problems. First, the temperature field, Tð~x; tÞ is predicted,
subject to the thermodynamic initial and boundary conditions described in
Table 11.3. This part of the problem may be predicted using the finite element
method (see Chap. 14). Thereafter, the temperature may be deployed as a known
quantity to predict the remaining fifteen unknowns, uið~x; tÞ; rijð~x; tÞ; eijð~x; tÞ. The
special case of a linear isotropic object subjected to quasi-static loading is described
in Tables 11.4 and 11.5.

Table 11.4 Part 1: Procedure for solving for the temperature in uncoupled thermoelasticity

Part 1: Solve for ( , )T T x t

Independent Variables: ,x t

Known Inputs: 
Loads: r
Geometry: x (on S), in (on S)
Material Properties: , , vk c

Unknowns: T = 1 unknown

Field Equation:
No. of Equations

, ,( )v i i
dTc kT r
dt

   1

____
Total 1

Initial Conditions:

Temperature: ˆ( ,0)T x T x V S   

Boundary Conditions:

Temperature: 3
ˆT T on S

Heat Flux: 4 3 4ˆi iq q on S S S S  
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Table 11.5 Part 2: Procedure for solving for stresses, strains, and displacements in uncoupled
thermoelasticity

PART 2: Solve for ( , ), ( , ), ( , )i i ij ij ij iju u x t x t x t     

Independent Variables: ,x t

Known Inputs:
Loads: ˆ ( ), ( )i it on S f in V S
Geometry: x (on S), in (on S)

Material Properties: , , ,   

Unknowns: , ,i ij iju   = 15 unknowns

Field Equations:
No. of Equations

1
2

ji
ij

j i

uu
x x


 

     
6

, 0ji j if   3

2 (3 2 )ij kk ij ij ij           6
___

Total 15

Initial Conditions:

Displacements: ˆ( ,0)i iu x u x V S   

Stresses: ˆ( ,0)ij ijx x V S    

Strains: ˆ( ,0)ij ijx x V S    

Boundary Conditions:

Tractions: 1i it t on S

Displacements: 2 1 2ˆi iu u on S S S S  
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11.6 Modeling the Effects of Moisture on Roadway
Performance

Moisture effects road way performance via both chemistry and mechanics (see
Chap. 8). While the physics of how this occurs is quite different from the effects of
temperature on road way performance, the procedure for modeling the effects of
moisture is quite similar to that used to model the effects of temperature. Consider
the case of a road way subjected to both moisture and heating (or cooling) on the
road way surface, as shown in Fig. 11.7.

A close-up view of Fig. 11.7 will reveal that both temperature, T, and moisture
per unit volume, M, diffuse into the road way as a function of both time and the
location within the road way, as shown in Fig. 11.8.

The methodology for predicting the temperature distribution within the road way
was discussed in the previous section. In this section, the procedure for predicting
the moisture distribution is discussed briefly. This is accomplished by deploying
conservation of mass, which states that the rate that mass is added to an object is
balanced by the rate of change of mass within the object (in the absence of chemical
changes within the object). Now, consider the application of conservation of mass
to a tiny element taken from the road way, as shown in Fig. 11.9, where the vector

Fig. 11.7 Two-dimensional depiction of roadway heating and moisture
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~J ¼ J1~e1 þ J2~e2 þ J3~e3 ð11:97Þ

is the flux per unit area of moisture.
Employing conservation of mass within the element will thus result in the fol-

lowing equation:

Fig. 11.8 Close-up of
roadway depicting
distribution of temperature
and moisture within the
roadway in a given time

Fig. 11.9 Depiction of flux
of moisture within a tiny
element
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� J1ðx1 þDx1Þ � J1ðx1Þ½ �Dx2Dx3 � J2ðx2 þDx2Þ � J2ðx2Þ½ �Dx1Dx3
� J3ðx3 þDx3Þ � J3ðx3Þ½ �Dx1Dx2 ¼ MðtþDtÞ �MðtÞ

Dt

� �
Dx1Dx2Dx3

ð11:98Þ

Taking the limits as the dimensions and time increments go to zero in the above
will result in the following:

�Ji;i ¼ @M
@t

ð11:99Þ

Note that the above is similar to that obtained for conservation of energy of
thermoelastic media. In further similarity to thermal effects, it is now assumed that
(for isotropic media):

Ji ¼ �DM;i ð11:100Þ

The above is called Fick’s first law of diffusion (after Adolf Eugen Fick 1829–
1901). Substituting Eq. (11.100) into Eq. (11.99) results in the following:

DM;i
� �

;i¼
@M
@t

ð11:101Þ

which is called Fick’s second law.
Note that the above is mathematically equivalent to the previously derived heat

conduction model (Eq. (11.86)) when there is no internal heat source. Thus, it may be
deduced that the same mathematical approach utilized to predict the temperature field
may be used to predict the moisture field within the road way. This part of the
problem may be predicted using the finite element method (see Chap. 14). The
spatial and temporal distribution of moisture within the road way may then be used as
a known quantity within the road way for the purposes of predicting the road way
response.

It remains to determine exactly what effect the moisture distribution has on the
road way, and to that end there are two distinct components: a chemical one and a
mechanical one. Moisture can induce chemical changes within the road way, and
these changes will necessarily result in changes in the material properties of the
road way. Predicting this part of the effect of moisture falls under the domain of
materials science and is therefore discussed in Part I.

The mechanical effect on the road way due to moisture, as it turns out, is quite
similar to that caused by temperature, as described for the uniaxial case in Chap. 10.
Thus, it can be seen that for isotropic linear hygrothermoelastic materials, the
constitutive equations are as follows:

rij ¼ mE
ð1þ mÞð1� 2mÞ ekkdij þ

E
ð1þ mÞ eij �

Ea
ð1� 2mÞDTdij �

Eb
ð1� 2mÞDMdij

ð11:102Þ
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Furthermore, note that, due to Eq. (11.101), the moisture is now known both
spatially and temporally within the road way.

11.7 Summary

This chapter has presented an overview of the historical development of the theories
of elasticity and thermoelasticity. While it is not an exhaustive coverage of this
subject, the material presented herein has been introduced as a means of preparing
the reader for the subjects to come that deal with the inelastic deformations that
occur in flexible road ways. As such, this material is an essential part of the
knowledge necessary to design modern flexible road ways.

11.8 Problems

Problem 11.1
Given: A particular linear elastic object may be treated as two-dimensional because
the stresses, strains, and displacements do not vary in the x3 coordinate direction
within the object
Required: Reconstruct Table 11.1, enumerating all of the component equations
and all of the unknowns without the use of indicial notation

Problem 11.2
Given: The following objects are brought into contact with one another

(a) A typical seat cushion and a wooden board made of oak
(b) A steel reinforcement bar and a piece of asphalt binder
(c) A piece of asphalt binder and a rubber ball

Required: Determine in each case the type of boundary conditions applied to each
object by its counterpart

Problem 11.3
Given: A linear elastic material is transversely isotropic about the x2 � x3-plane
Required: Use Eq. (11.29) and prove that it reduces to Eq. (11.30)

Problem 11.4
Given: Eq. (11.31).
Required: Prove Eq. (11.32) is correct.

Problem 11.5
Given: Eq. (11.38).
Required: Invert to obtain Eq. (11.39).

11.6 Modeling the Effects of Moisture on Roadway Performance 457



Problem 11.6
Given: A given road way may be assumed to undergo a state of plane strain
everywhere due to an applied loading
Required: Describe the resulting linear elastic boundary value problem, showing a
diagram depicting the cross section of the road way, all governing equations, and all
boundary conditions

Problem 11.7
Given: The linear elastic boundary value problem described in Table 11.1
Required: Derive the Navier equations (11.49) for an isotropic solid

Problem 11.8
Given: Two mechanical contraptions are made from two blocks of material (de-
noted material 1 and material 2), as shown below

Required: Use elasticity theory to derive the macroscopically averaged modulus of
elasticity of each contraption in the x1 coordinate direction as a function of the
volume fraction of each material

Problem 11.9
Given: A particular object may be idealized as a one-dimensional linear ther-
moelastic continuum
Required: Utilize the method of Coleman and Noll to construct a complete ther-
momechanical model of the object

Problem 11.10
Given: The Gibbs free enthalpy is defined as follows:

g � u� Ts� 1
q
rijeij

Required: Use the Gibbs free enthalpy to derive thermodynamic constraints on the
following class of materials:

eij ¼ eijðrkl; T ; ckÞ
uI ¼ uIðrkl; T; ckÞ
qi ¼ qiðrkl; T; ckÞ
s ¼ sðrkl; T ; ckÞ
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Chapter 12
Viscoelasticity and Thermoviscoelasticity

12.1 Introduction

The previous chapter focused on models for predicting the mechanical response of
elastic media. It was shown that elastic materials do not dissipate energy. Although
in many applications the amount of energy dissipated may be negligibly small, the
fact is that some energy is dissipated in all materials. For the purpose of predicting
failure, especially that of flexible pavements, it is essential to incorporate energy
dissipation mechanisms into material models in order to predict pavement life.
While elastic material models may be sufficiently accurate for predicting the
response of some base layer(s), the dissipation of energy is especially pronounced
in the layers near the surface of the road way (see Chap. 8). One means of pre-
dicting energy dissipation is to utilize a viscoelastic material model.
A one-dimensional viscoelastic material model was introduced in Chap. 10. In this
chapter, the discussion focuses on three-dimensional viscoelastic material behavior.

Charles-August de Coulomb (1736–1806) appears to be the first person to report
the observation of viscoelastic material behavior (Coulomb 1784). Toward the
middle of the nineteenth century, scientists began studying the behavior of various
solids that do not behave elastically. The first model for a viscoelastic material was
proposed by Wilhelm Eduard Weber (1804–91) in 1835 (Weber 1835, 1841).
Weber’s colleague, Rudolf Hermann Arndt Kohlrausch (1809–58), produced the
first analysis of a polymer (rubber) that used viscoelasticity theory (as reported by
his son, Kohlrausch 1863). The elder Kohlrausch also introduced the concept of
relaxation in 1854, although it was first applied to electromagnetism. James Clerk
Maxwell (1831–79) studied relaxation phenomena in gases (Maxwell 1867, 1875).
Ludwig Boltzmann (1844–1906) introduced the first three-dimensional isotropic
viscoelasticity model in 1874 (Boltzmann 1874), and this was extended to aniso-
tropic media by Vito Volterra (1860–1940) in 1909 (Volterra 1928, 1959). The
concept of an intrinsic timescale was introduced by Peter Debye (1884–1966) in
1913 (Debye 1913).
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Marcus Reiner introduced the Deborah constant (from the prophetess Deborah in
The Bible: Judges V, 5: “The mountains flow before the Lord.”), ND, defined as
follows:

ND � smat
sexp

ð12:1Þ

where smat is defined to be the time required for material rearrangements, and sexp is
defined to be the experimental timescale. While all materials are to one degree or
another viscoelastic (Ferry 1980), it can be said that

ND ! 1 ) elastic

ND ! 0 ) viscous
ð12:2Þ

whereas for bounded values of ND the material behavior is some combination of
viscous and elastic. In many cases, a viscoelastic material model such as that to be
developed in this chapter will serve this purpose.

Because the independent variable time, t, occurs explicitly in problems involving
viscoelastic media even in the quasi-static case, they are termed initial boundary
value problems (IBVPs), implying that the unknowns to be determined depend on
both spatial coordinates, xi, and time, t. This fact, together with the increased
mathematical complexity required to model the constitutive behavior of viscoelastic
media, necessarily results in an even more complicated IBVP than that encountered
when dealing with elastic media. Thus, just as in the case of elasticity theory,
solutions for viscoelastic IBVPs remained exceedingly difficult to obtain until the
finite element method and large-scale computers were developed concurrently
during the latter third of the twentieth century.

While it can be said that the theory of elasticity is now relatively mature, the field
of viscoelasticity is still evolving at this writing. This may be traced at least in part
to the development of plastics, as well as the application of viscoelasticity theory to
the field of biomechanics. Furthermore, viscoelasticity is now finding its way into
predictive methodologies for road ways, the subject of this text. Thus, it can be said
that viscoelasticity is a subset of deformable body mechanics that is now in its
heyday. And within the most recent decade, this rapidly growing field of mechanics
has been utilized frequently to model both asphaltic binder and the resulting
pavement.

12.2 Multi-dimensional Linear Viscoelasticity

The subject of viscoelasticity begins with the definition of a three-dimensional
viscoelastic material, that is, a three-dimensional generalization of one-dimensional
Eq. (10.11). Thus, a viscoelastic material is defined (in this text) to be one in which
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the stress tensor is a single-valued functional of the strain tensor. Mathematically,
this is represented as follows:

rijð~x; tÞ � Es¼t
ij s¼0 eklð~x; tÞf g ð12:3Þ

where the modulus functional, Eijfg, maps the entire history of strain at a given
material point into the current value of the stress at that point. Recall from Chap. 10
that the above is termed a strain (or modulus) formulation because the strain is the
input variable and the stress is the output variable. A stress (or compliance) for-
mulation is given by the following form:

eijð~x; tÞ ¼ Ds¼t
ij s¼0 rklð~x; tÞf g ð12:4Þ

where Dijfg is termed the compliance functional.
The decision as to which of the above two formulations the modeler chooses to

use normally depends on the particular problem to be solved. Since the mathematics
necessary to predict the mechanical response of viscoelastic materials is notoriously
complicated, this complexity will often dominate the choice of formulation.
Fortunately, in most practical circumstances there exists a mathematical mapping
between the material property functionals Eijfg and Dijfg, so that only one need be
formulated and characterized experimentally.

The mathematics describing mappings (12.3) and (12.4) may be exceedingly
complicated for some materials, depending on such factors as loading conditions,
temperature, and relative humidity. However, when the material is linear (as
described in Chaps. 9 and 10), both Eqs. (12.3) and (12.4) may be written in the
form of convolution integral equations such as the following:

rijð~x; tÞ ¼
Z t

0

Eijklðt � sÞ @eklð~x; sÞ
@s

ds ð12:5Þ

or

eijð~x; tÞ ¼
Z t

0

Dijklðt � sÞ @rklð~x; sÞ
@s

ds ð12:6Þ

where EijklðtÞ is called the relaxation modulus tensor, and DijklðtÞ is called the creep
compliance tensor. Note that while these are fixed quantities for a given material,
similar to that in elastic media, they differ from their elastic counterparts in that they
are time dependent rather than constant in time, t. Thus, in viscoelastic media they
are termed material properties rather than material constants.
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As described in Chap. 10, the various terms in the moduli or compliances may
be obtained from relaxation or creep tests, respectively. Note that Eqs. (12.5) and
(12.6) do not include the effects of moisture and temperature, as these will be the
subjects of later developments.

12.2.1 The Linear Viscoelastic Initial Boundary Value
Problem

The model that is produced by adjoining the linear viscoelastic constitutive
Eq. (12.5) with the other parts of the model is called the linear viscoelastic initial
boundary value problem. The construction of this model begins with Tables 9.6
and 9.7, wherein the list of unknowns and available equations is described in detail.
The reader will recall that Table 9.6 lists 25 unknown variables to be predicted as
functions of position, ~x, and time, t, in the continuous body V þ S. These are as
follows:

Displacement vector ui
Strain tensor eij
Stress tensor rij
Body force per unit mass fi
Internal energy per unit mass u
Heat flux vector qi
Heat source per unit mass r
Entropy per unit mass s
Temperature T

The prediction of these variables is afforded with the use of the 10 equations and
one inequality shown in Table 9.7, plus the linear viscoelastic constitutive
Eq. (12.5) (or equivalently (12.6)).

Recall from Chap. 10 that when dealing with a viscoelastic object the body is by
definition at constant temperature in both time and space, thus obviating the
necessity to include temperature, T, in the model. Since the temperature is constant,
the heat flux vector, ~q, and the heat source term, r, must necessarily be identically
zero, and it follows that for the linear viscoelastic case the internal energy, u, can be
treated as an ancillary variable due to the fact that the conservation of energy
simplifies to a means of calculating the internal energy once the stress field, rijð~x; tÞ,
and strain field, eijð~x; tÞ, are predicted with the model.

In addition, the entropy, s, although not constant, will be shown below to be an
ancillary variable. This reduces the above total of 25 variables to the following 18
variables: ui; eij; rij and fi. The remaining field equations for a linear viscoelastic
body listed in Table 9.7 (along with Eq. (12.5)) are therefore (renumbered) as
follows:
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Linear viscoelastic constitutive equations:

rijðtÞ ¼
Z t

0

Eijklðt � sÞ @eklðsÞ
@s

ds ð12:7Þ

Strain-displacement equations:

eij � 1
2

@ui
@xj

þ @uj
@xi

� �
ð12:8Þ

Equations of motion:

rji;j þ qfi ¼ q
d2ui
dt2

ð12:9Þ

where the rate of change of the displacement has been substituted for the velocity
vector,~v.

The above set totals to 15 equations. This would appear at first glance to be three
to few equations (15 equations in 18 unknowns). However, a careful examination of
the unknown field variables will reveal that the body force vector, fi, can be pre-
determined using Newton’s gravitational law when this is the source of the body
force, which is normally the case when dealing with road ways. Thus, the above 15
equations are sufficient to predict the 15 unknowns: ui; eij; rij, as functions of space
and time at all points within a linear viscoelastic body.

In many circumstances, the momentum terms in Eq. (12.9) may be neglected,
called quasi-static, and in this case the governing field equations simplify some-
what, although the problem remains time dependent (even for loading that is
constant in time). Also, the following initial conditions are required:

Displacements: uið~x; t ¼ 0Þ ¼ u_i 8~x 2 V þ S ð12:10aÞ

Strains: eijð~x; t ¼ 0Þ ¼ e
_

ij 8~x 2 V þ S ð12:10bÞ

Stresses: rijð~x; t ¼ 0Þ ¼ r
_

ij 8~x 2 V þ S ð12:10cÞ

where the symbol �_ implies that the quantity is known a priori. In addition, the
boundary conditions must be known:

Tractions: ti ¼ t̂i on S1 ð12:10dÞ

Displacements: ui ¼ ûi on S2 ð12:10eÞ
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and

S ¼ S1 þ S2 S1 \ S2 ¼ ; ð12:11Þ

The above set of field Eqs. (12.7)–(12.9), together with initial and boundary
conditions (12.10a, 12.10b, 12.10c, 12.10d, and 12.10e), constitutes a so-called
well-posed initial boundary value problem (IBVP), and this is due to the fact that
there exists a solution for the unknown field variables in a linear viscoelastic body
for any given set of input loads, geometry, and material properties. Furthermore,
because all of the governing equations and the boundary conditions are linear, it can
be shown that any solution that satisfies all of the field equations and the boundary
conditions is unique (Christensen 1982). This IBVP is therefore a very powerful
tool for predicting the mechanical response of a linear viscoelastic body, and for
this reason, the linear viscoelastic boundary value problem is restated in
Table 12.1.

Methods for solving the linear viscoelastic boundary value problem will be
discussed in later sections.

12.2.2 Thermodynamic Constraints on Linear Viscoelastic
Material Behavior

In Chap. 11, it was shown that elastic materials do not dissipate energy. By con-
trast, viscoelastic materials do normally dissipate energy, and this dissipation can be
significant. In order to determine the effect of this dissipation, consider a body that
is at spatially and temporally constant temperature. In this case, the conservation of
energy, Eq. (9.89), simplifies to the following:

q
duI

dt
¼ rij

deij
dt

ð12:12Þ

Similarly, the entropy production law, inequality (9.92), simplifies to

q
ds
dt

� 0 ð12:13Þ

Now, similar to the approach taken in Chap. 11, introduce the Helmholtz free
energy, h, defined as follows:

h � uI � Ts ð12:14Þ
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It follows that for isothermal conditions

dh
dt

¼ duI

dt
� T

ds
dt

) duI

dt
¼ dh

dt
þ T

ds
dt

ð12:15Þ

Table 12.1 Quasi-static linear viscoelastic initial boundary value problem

inon
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Substituting (12.15) into (12.12) results in the following:

q
dh
dt

þ T
ds
dt

� �
¼ rij

deij
dt

ð12:16Þ

The above may be substituted into inequality (12.13) with the following result
(since T may be assigned to be nonnegative):

rij
deij
dt

� q
dh
dt

� 0 ð12:17Þ

Consistent with constitutive Eq. (12.3), let qh ¼ qh eij
� �

and expand h in con-
volution integrals in eij as follows (Christensen 1982):

qh ¼ qh0 þ
Z t

�1
Dij t � sð Þ @eij

@s
ds

þ 1
2

Z t

�1

Z t

�1
Eijkl t � s; t � nð Þ @eij

@s
@ekl
@g

ds dgþH:O:T:

ð12:18Þ

In order to place the above expansion within the second law of thermodynamics,
inequality (12.17), it is necessary to take the time derivative of Eq. (12.18). Since
the limits of the integrals depend on time, t, it is necessary to utilize Leibniz’ rule
(Greenburg 1978), after Gottfried Wilhelm Leibniz. This rather complicated dif-
ferentiation is accomplished by first defining a generic integral, I(t), as follows:

IðtÞ ¼
Z t

�1
Fðs; tÞds ð12:19Þ

The time derivative of I(t) is then given by

dI
dt

¼
Z t

�1

@f ðs; tÞ
@t

dsþ f ðt; tÞ ð12:20Þ

Utilizing Leibniz’ rule to differentiate Eq. (12.18) and substituting this result into
inequality (12.17) thus results in the following:
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rij � Dijð0Þ �
Z t

�1
Eijklðt � s; 0Þ @ekl

@s
ds

2
4

3
5 deijðtÞ

dt

�
Z t

�1

@Dijðt � sÞ
@t

@eij
@s

ds� 1
2

Z t

�1

Z t

�1

@Eijklðt � s; t � gÞ
@t

@eij
@s

@ekl
@g

dsdg� 0

ð12:21Þ

In order for the above inequality to be true for any and all conditions, it follows
that

rij ¼ Dijð0Þþ
Z t

�1
Eijklðt � sÞ @ekl

@s
ds ð12:22Þ

and

@DijðtÞ
@t

¼ 0 ð12:23Þ

It can be seen from the above that the term Dij is the residual stress, and due to
(12.23), this stress must necessarily be independent of time in order to satisfy the
entropy production inequality. As a result, Eq. (12.22) is a generalization of
Eq. (12.5) introduced above.

The entropy production inequality therefore simplifies to the following:

� 1
2

Z t

�1

Z t

�1

@Eijklðt � s; t � gÞ
@t

@eij
@s

@ekl
@g

dsdg� 0 ð12:24Þ

It can be seen from inequality (12.17) that the above represents the rate of
entropy production per unit volume within a linear viscoelastic body, which is also
the temperature-multiplied rate of energy dissipation. As such, this rate of energy
dissipation can never be negative. This implies that since the terms containing the
strain tensor are quadratic the rate of change of the determinant of the modulus
tensor must be positive semidefinite. This is a rather complicated constraint on the
viscoelastic material properties, but in the case wherein the material is isotropic, this
result will be much simpler, as will be shown later in this chapter.

The above results comprise the constraints imposed on linear viscoelastic media
by thermodynamics.
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12.2.3 Material Symmetry

As discussed in Chap. 11, the material may possess certain degrees of symmetry,
and for a viscoelastic material, the moduli or compliance functions will normally
simplify according to the same procedure as that employed for elastic media.

Although road way materials can exhibit anisotropy, the constituents utilized in
road ways are for the most part isotropic, so that any anisotropy observed in road
way materials is due to aligning of the principal axes of the aggregate during the
construction of the road way. Assuming that this alignment is minimal, road way
materials can be assumed to be (at least initially) isotropic. Thus, for the case of
isotropic linear viscoelastic media, Eq. (12.5) may be simplified by substituting
Eq. (11.32) into (12.5), thereby resulting in the following strain formulation:

rij tð Þ ¼ 1
3

Z t

0

G2ðt � sÞ � G1ðt � sÞ½ �dij @ekk
@s

dsþ
Z t

0

G1ðt � sÞ @eij
@s

ds

¼
Z t

0

k t � sð Þdij @ekk
@s

dsþ
Z t

0

2l t � sð Þ @eij
@s

ds

ð12:25Þ

where

k tð Þ � 1
3
G2 tð Þ � G1 tð Þ½ �

l tð Þ � G1ðtÞ
2

ð12:26Þ

The above may also be written equivalently as follows:

rkk ¼ 3
Z t

0

K t � sð Þ @ekk
@s

ds ð12:27Þ

where K is the bulk relaxation modulus, given by

KðtÞ � G2ðtÞ
3

¼ 3kðtÞþ 2lðtÞ
3

ð12:28Þ

and

r0ij ¼
Z t

0

2l t � sð Þ @e
0
ij

@s
ds ð12:29Þ
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where lðtÞ is the shear relaxation modulus, and the deviatoric stress tensor, r0
ij, is

defined by Eq. (9.62). Similarly, the deviatoric strain tensor is defined as follows:

e0ij � eij � ekk
3
dij ð12:30Þ

Conversely, the isotropic stress formulation is given by

eij ¼ 1
3

Z t

0

J2ðt � sÞ � J1ðt � sÞ½ �dij @rkk
@s

dsþ
Z t

0

J1ðt � sÞ @rij
@s

ds

¼ 1
3

Z t

0

Bðt � sÞ � Jðt � sÞ½ �dij @rkk
@s

dsþ
Z t

0

Jðt � sÞ @rij
@s

ds

ð12:31Þ

where JðtÞ � J1ðtÞ is called the shear creep compliance, and BðtÞ � J2ðtÞ is called
the bulk creep compliance.

The above may be written equivalently in deviatoric form as follows:

ekk ¼
Z t

0

B t � sð Þ @rkk
@s

ds ð12:32Þ

e0ij ¼
Z t

0

J t � sð Þ @r
0
ij

@s
ds ð12:33Þ

Note also that by utilizing line 14 of Table 9.2, Laplace transforming
Eqs. (12.27), (12.29), (12.32), and (12.33) will result in the following identities:

3~K ¼ 1
~B

2~l ¼ 1
~J

ð12:34Þ

where it should be noted that the peculiar numeric factors (2 and 3) occurring in
Eq. (12.34) result from nothing more than incongruities in the definitions of the
bulk and shear moduli and compliances.

Note that only one of the above four formulations is required in order to solve an
IBVP. Each form is reported herein only for the sake of completeness, as the choice
of which formulation is deployed is simply a matter of convenience that depends on
the particular IBVP to be solved.

The determination of material properties will be discussed in further detail
below, but note that it is often simplest to obtain properties from uniaxial tests in
stress control (although this is unfortunately not always the case for asphalt binder
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or asphalt concrete!). In this case, m tð Þ and D tð Þ, as defined in Chap. 11, result from
the test. From these results, it follows that

~E ¼ 1=~D ð12:35Þ

Thus, if the quantity on the right can be inverse transformed (see below), one can
obtain the relaxation modulus. Similarly,

~K ¼
~E

3 1� 2~mð Þ ð12:36Þ

~l ¼
~E

2ð1þ~mÞ ð12:37Þ

Note that the Laplace transform inversion of the above equations may or may not
be straightforward (to be discussed further below). However, in some materials, it
will be observed that m(t) will be nearly constant in time, and for this circumstance,
the inversion is often quite simple. In this case, the resulting isotropic linear vis-
coelastic constitutive equations are given by

rijðtÞ ¼ m
1þ mð Þ 1� 2mð Þ

Z t

0

E t � sð Þdij @ekk
@s

dsþ 1
ð1þ mÞ

Z t

0

E t � sð Þ @eij
@s

ds

ð12:38Þ

Furthermore, for the stress formulation, when m is constant, it follows that

J tð Þ ¼ 1þ mð ÞD tð Þ; B tð Þ ¼ 1� 2mð ÞD tð Þ ð12:39Þ

These then are the properties that must be determined experimentally in order to
model an isotropic linear viscoelastic material.

In order to determine the thermodynamic constraints on isotropic linear vis-
coelastic materials, Eq. (12.25) may now be substituted into inequality (12.24), thus
resulting in the following:

� 1
2

Z t

�1

Z t

�1

@kðt � s; t � gÞ
@t

@eii
@s

@ekk
@g

dsdg

�
Z t

�1

Z t

�1

@lðt � s; t � gÞ
@t

@eij
@s

@ekl
@g

dsdg� 0 ð12:40Þ
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Since both terms in the above are quadratic in strain, it follows that

� @k
@t

� 0 8t

� @l
@t

� 0 8t
ð12:41Þ

Substituting (12.28) into the above thus results in

@l
@t

� 0 8t
3
2
@K
@t

� @l
@t

8t
ð12:42Þ

The above thermodynamic constraints are depicted graphically in Fig. 12.1.
Figure 12.1 also depicts the phenomenon termed fading memory, defined as

follows (Christensen 1982):

f ðt2Þj j � f ðt1Þj j 8t2 [ t1 ð12:43Þ

12.3 Methods for Solving Viscoelastic IBVPs

In Sect. 12.2 of this chapter, the linear viscoelastic boundary value problem was
described. It remains to develop methods for solving specific linear viscoelastic
initial boundary value problems. These methods generally fall into one of four
distinct categories:

(1) Direct analytic methods,
(2) Separable correspondence principles,
(3) Laplace Transform correspondence principles, and
(4) Computational methods.

Fig. 12.1 Results of
thermodynamic constraints on
isotropic linear viscoelastic
properties
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In this section, the first three of these methods will be briefly discussed. Because
the last of these methods is quite complicated (as well as powerful), it will be
discussed in a later chapter.

12.3.1 Direct Analytic Method

The linear viscoelastic IBVP is described in Table 12.1. The objective of this
problem is to predict the stresses, strains, and displacement components at all points
and for all times in a linear viscoelastic object of known shape and material makeup
subjected to specified loads. As described in Chap. 11, there are a number of
simplifying steps that may be undertaken to simplify this problem for linear elastic
media, such as reducing dimensionality, applying symmetry conditions, and solving
either the Dirichlet or the Neumann problem. Those techniques apply equally well
to linear viscoelastic IBVPs. Furthermore, dual methods such as those described in
Chap. 11 may also be utilized in viscoelasticity problems.

In a very few cases, it is possible to “guess” a solution for the unknown variables
as functions of space and time and show that they satisfy all of the initial conditions,
boundary conditions, and field equations. This technique, termed the direct analytic
method, may be deployed for problems that are quite simple geometrically, such as
a rectangular parallelepiped subjected to evenly distributed boundary tractions.

As will be described below, the so-called inverse solutions may be obtained for
the purpose of extracting material properties from laboratory tests for such prob-
lems. However, for the vast majority of linear viscoelastic IBVPs direct analytic
solutions have thus far not been obtained in the literature. An example problem is
solved below as a means of demonstrating the direct analytic method.

Example Problem 12.1: Tapered Bar Subjected to a Uniaxial Loading
Given: Consider the two-dimensional depiction of a linear viscoelastic tapered bar
subject to loading in the long direction, as shown in Fig. 12.2.

Required: Predict the stresses, strains, and displacements in the bar as functions of
the load, geometry of the bar, and the material properties.

Solution: Because the bar is long compared to the lateral dimension, and because it
is loaded only in the long direction, it is called a uniaxial bar. The solution to this
type of problem can be notoriously complicated because the boundary conditions
are mixed. This problem is also complicated by the fact that the bar is not prismatic
in x1, not to mention the fact that the bar is viscoelastic. Nevertheless, it is possible
to obtain an analytic solution that is quite accurate by simply assuming the solution
and checking to ensure that it satisfies all of the field equations, as well as the initial
and boundary conditions, as described in Table 12.1.
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It is assumed as a first approximation that none of the field variables are func-
tions of x3, except for the displacement component, u3, which is everywhere linear
in x3. As a guess, assume that three of the unknown field variables are as follows:

r11ð~x; tÞ ¼ t01FðtÞAðx1 ¼ LÞ
Aðx1Þ ð12:44Þ

e11ðtÞ ¼
Z t

0

Dðt � sÞ @r11ð~x; sÞ
@s

ds ð12:45Þ

u1ð~x; tÞ ¼
Zx1
0

e11ð~x; tÞdx1 ð12:46Þ

Furthermore, assume that all remaining components of the stress tensor are zero
and that the applied load at the lower end of the bar is large compared to the weight
of the bar itself, so that gravitational loads may be neglected. Finally, assume that
the load is applied slowly enough that inertial effects may be neglected.

Fig. 12.2 Tapered linear
viscoelastic bar subjected to
uniaxial loading
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The above proposed solution will be correct if it satisfies all of the equations
shown in Table 12.1. Under the above conditions, the first equilibrium equation
will reduce to the following:

@r11

@x1
¼ 0 ð12:47Þ

Assumed solution (12.44) does not satisfy the above equation. However, if the
above equation is integrated over the cross-sectional area, A, the above may be
written (approximately, assuming that the cross-sectional area varies slowly in x1)
as follows (Allen and Haisler 1985):

@P
@x1

¼ 0 ð12:48Þ

where

Pðx1; tÞ � r11ðx1; tÞAðx1Þ ð12:49Þ

is the internal axial force carried within the bar. Substituting Eq. (12.44) into
Eq. (12.49) and this result into approximate equilibrium Eq. (12.48) now result in
the following:

@

@x1

t01FðtÞAðx1 ¼ LÞ
Aðx1Þ Aðx1Þ

� �
¼ @

@x1
t01FðtÞAðx1 ¼ LÞ� 	 ¼ 0 ð12:50Þ

Equilibrium is therefore satisfied approximately in the x1 coordinate direction.
Thus, since the remaining components of the equilibrium equations are identically
zero, the assumed solution satisfies equilibrium in the remaining two coordinate
directions identically, so that equilibrium is satisfied (approximately) by assumed
Eq. (12.44) within the bar. Furthermore, the assumed stress field satisfies the initial
and boundary conditions (approximately) by direct observation.

Substituting the stress into the uniaxial form of constitutive Eq. (12.6) now
immediately verifies Eq. (12.45), and integration of the first component of the
strain-displacement equations, subject to the displacement boundary condition at
x1 ¼ 0, verifies Eq. (12.46). The remaining components of displacement, u2 ¼ u3,
as well as e22 ¼ e33, may be determined by a similar process.

The above very simple example demonstrates how direct analytic methods may
on rare occasions be utilized to obtain solutions to viscoelastic IBVPs. Note also
that this type of experiment contains a stress gradient in the x1 coordinate direction,
which may be useful for the purpose of predicting where microcracking will occur
as a function of stress within asphalt road ways. More importantly, this problem can
be utilized to obtain viscoelastic material properties, as will be demonstrated later in
this chapter.
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12.3.2 Separable Correspondence Principle

When the IBVP is either of Neumann or Dirichlet type (see Chap. 11), it is often
possible to obtain solutions that are separable in time and space if all of the
boundary conditions are proportional to one another in time (Alfrey 1944). In order
to demonstrate how this simplification may be deployed, consider the case of a
Neumann problem. The boundary conditions and body forces are assumed to be
proportional to one another in time as follows:

tið~x; tÞ ¼ tEi ð~xÞFðtÞ ¼ known 8t� 0 8~x 2 S ð12:51aÞ

fið~x; tÞ ¼ f Ei ð~xÞFðtÞ ¼ known 8t� 0 8~x 2 V þ S ð12:51bÞ

where F(t) is an arbitrary function of time. In this case, the solution for the stress is
assumed to be of the following separable form:

rijð~x; tÞ ¼ rE
ij ð~xÞFðtÞ ð12:52Þ

Note that the stress tensor is assumed to exhibit the same time dependence as the
boundary tractions. Substitution of Eqs. (12.51b) and (12.52) into the equilibrium
equations in Table 12.1 will result in the following:

rEji;j þ qf Ei ¼ 0 ð12:53Þ

Similarly, substituting Eqs. (12.51b) and (12.52) into stress compatibility
equations will result in the following:

rEij;kk þ
2ðkþ lÞ
ð3kþ 2lÞ r

E
kk;ij þ qf Ei;j þ qf Ej;i þ

k
ðkþ 2lÞ qf

E
k;kdij ¼ 0 ð12:54Þ

Since Eqs. (12.54) represent three independent equations (see Chap. 11), it can
be shown that Eqs. (12.53) and (12.54), together with the time-independent part of
boundary and body force condition Eqs. (12.51a, 12.51b), represents a
time-independent boundary value problem that corresponds to the Neumann elas-
ticity problem described in Chap. 11. Therefore, the solution to the above problem
results in the determination of the unknown spatial part of the stress, rE

ij ð~xÞ, in
Eq. (12.52). Since this amounts to a mathematics problem in applied elasticity, the
result can oftentimes be found in an elasticity text. Assuming that this can be done,
the elastic stress field, rE

ijð~xÞ, may now be substituted into constitutive Eqs. (12.32)
and (12.33) to obtain the following result:
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ekkð~x; tÞ ¼
Z t

0

B t � sð Þ @ rEkkð~xÞFðsÞ
� 	

@s
ds ð12:55Þ

e0ijð~x; tÞ ¼
Z t

0

J t � sð Þ
@ rE0ij ð~xÞFðsÞ
h i

@s
ds ð12:56Þ

Rearranging Eqs. (12.55) and (12.56) will thus result in

ekkð~x; tÞ ¼ eEkkð~xÞM1ðtÞ ð12:57Þ

e0ijð~x; tÞ ¼ eE0ij ð~xÞM2ðtÞ ð12:58Þ

where

eEkkð~xÞ ¼ BErE
kkð~xÞ ð12:59Þ

e0Eij ð~xÞ ¼ JEr0E
ij ð12:60Þ

where BE and JE are the bulk and shear compliance, respectively, of the corre-
sponding elastic BVP, and

M1ðtÞ � 1
BE

Z t

0

Bðt � sÞ @ FðsÞ½ �
@s

ds ð12:61Þ

and

M2ðtÞ � 1
JE

Z t

0

Jðt � sÞ @ FðsÞ½ �
@s

ds ð12:62Þ

Thus, the strain field may be determined by multiplying the solution to the
elastic BVP by two rather straightforward functions of time, M1ðtÞ and M2ðtÞ.
Finally, the displacement may be obtained by integrating the strain-displacement
equations in spatial coordinates.

Thus, it can be seen that when the boundary conditions and body forces are
proportional to one another in time, the Neumann problem reduces to an elasticity
problem multiplied by straightforward functions of time. It can be shown that a
similar scenario results for the Dirichlet problem. The following example problem
demonstrates the application of this technique.

Example Problem 12.2: Pressurized Linear Viscoelastic Cylinder
Given: Consider the right circular cylinder shown in Fig. 12.3.
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Required: Predict the stresses, strains, and displacements as functions of the load,
geometry of the cylinder, and the material properties.

Solution: By utilizing cylindrical coordinates, as described in Fig. 12.3, the field
problem can be reduced mathematically to a single spatial dimension, r, so that the
viscoelastic solution is a function of r and t. As shown in the figure, the cylinder is
subjected to both internal pressure, pi, and external pressure, po, normal to the inner
and outer surfaces of the cylinder, respectively. In addition, it is assumed that the
cylinder is restrained against motion in the z coordinate direction. This problem is
therefore of mixed type. However, as pointed by Gabriel Lamé (1795–1870), who
solved the elasticity problem in 1852 (Lamé 1852), the problem is a Neumann
problem within the r � h plane. As such, the solution to the viscoelastic IBVP may
be obtained by correspondence to the elastic BVP.

Suppose that the internal and external pressures are functions of time, given by
the following:

po ¼ �trðr ¼ roÞ ¼ pEoFðtÞ
pi ¼ trðr ¼ riÞ ¼ pEi FðtÞ

ð12:63Þ

It is assumed that the solution is separable in space and time, and the spatial
dependence can be modeled with the solution to the corresponding elastic

Fig. 12.3 Axisymmetric
viscoelastic cylinder
subjected to lateral pressures
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BVP. Accordingly, the governing equations for the corresponding elasticity prob-
lem (see Table 11.1) are provided in cylindrical coordinates in Table 12.2 (as-
suming that body forces and inertial effects are negligible).

First assume that the in-plane stresses are separable in time and space as follows:

rrrðr; tÞ ¼ rE
rrðrÞFðtÞ

rhhðr; tÞ ¼ rE
hhðrÞFðtÞ

ð12:64Þ

All shear components of the stress tensor are zero due to symmetry. Under these
assumptions, the equilibrium equations simplify to the following:

@rE
rr

@r
þ rE

rr � rE
hh

r
¼ 0;

@rE
hh

@h ¼ 0; @rE
zz

@z ¼ 0 ð12:65Þ

The third equilibrium equation, together with the boundary conditions on Sz(see
Fig. 12.3), leads to the conclusion that the corresponding elastic stress component
rE
zz is constant everywhere in the cylinder. The first two equations lead to the

conclusion that the two remaining elastic stress components, rE
rr and rE

hh, depend
only on r.

Substituting the first two constitutive equations into the first equilibrium equa-
tion and the first two strain-displacement equations into this equation results in the

Table 12.2 Corresponding
elastic field equations in
cylindrical coordinates

Equilibrium

@rErr
@r

þ rErr � rEhh
r

þ 1
r
@rErh
@h

þ @rErz
@z

¼ 0

@rErh
@r

þ 1
r
@rEhh
@h

þ @rEhz
@z

þ 2rErh
r

¼ 0

@rEzr
@r

þ 1
r

@rEhz
@h

þ @rEzz
@z

þ rEzr
r

¼ 0

Strain-displacement

err ¼ @uEr
@r

ehh ¼ 1
r
@uEh
@h

þ uEr
r

ezz ¼
@uEz
@z

erh ¼ 1
2

@uEh
@r

þ 1
r
@uEr
@h

� uEh
r

� �

erz ¼ 1
2

@uEz
@r

þ @uEr
@z

� �
ehz ¼ 1

2
1
r
@uEz
@h

þ @uEh
@z

� �
Elastic constitutive equations

rErr ¼ keEkk þ 2GeErr eErr ¼ ðB� JÞrEkk þ JrErr
rEhh ¼ keEkk þ 2GeEhh eEhh ¼ ðB� JÞrEkk þ JrEhh
rEzz ¼ keEkk þ 2GeEzz , eEzz ¼ ðB� JÞrEkk þ JrEzz

rErh ¼ 2GeErh eErh ¼ JrErh
rErz ¼ 2GeErz eErz ¼ JrErz
rEhz ¼ 2GeEhz eEhz ¼ JrEhz
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following Euler–Cauchy equation (Kreyszig 2006) (after Leonhard Euler and
Augustin-Louis Cauchy):

@2uEr
@r2

þ 1
r
@uEr
@r

� uEr
r2

¼ 0 ð12:66Þ

where uEr is the only nonzero component of the corresponding elastic displacement
field.

The solution to Eq. (12.66) may be shown to be of the following form (Kreyszig
2006):

uEr ðrÞ ¼ c1rþ c2
r

ð12:67Þ

The above equations may be substituted into the elastic strain-displacement
equations to obtain the following:

eErr ¼
duEr
dr

¼ c1 � c2
r2

eEhh ¼
uEr
r
¼ c1 þ c2

r2

ð12:68Þ

Substituting the above into the constitutive equations and using this result to
satisfy the traction boundary conditions on the cylindrical boundaries Si and So
(together with Cauchy’s formula, Eq. (9.48)) will provide the values of c1 and c2 as
follows:

c1 ¼ 1

2ðkE þGEÞ
ðpEi r2i � pEo r

2
oÞ

ðr2o � r2i Þ
� �

; c2 ¼ 1
2GE

r2i r
2
oðpEi � pEo Þ
ðr2o � r2i Þ

� �
ð12:69Þ

Substituting Eqs. (12.69) into Eqs. (12.68) thus results in the following elastic
strain components:

eErr ¼
1

2ðkE þGEÞ
ðpEi r2i � pEo r

2
oÞ

ðr2o � r2i Þ
� �

� 1
2GE

r2i r
2
oðpEi � pEo Þ
ðr2o � r2i Þ

� �
1
r2

eEhh ¼
1

2ðkE þGEÞ
ðpEi r2i � pEo r

2
oÞ

ðr2o � r2i Þ
� �

þ 1
2GE

r2i r
2
oðpEi � pEo Þ
ðr2o � r2i Þ

� �
1
r2

ð12:70Þ

Equations (12.69) may also be substituted into Eq. (12.67), thus resulting in the
elastic displacement field:
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uEr ðrÞ ¼
1

2ðkE þGEÞ
ðpEi r2i � pEo r

2
oÞ

ðr2o � r2i Þ
� �

rþ 1
2GE

r2i r
2
oðpEi � pEo Þ
ðr2o � r2i Þ

� �
1
r

¼ ðBE þ 2JEÞ
3BEJE

ðpEi r2i � pEo r
2
oÞ

ðr2o � r2i Þ
� �

rþ JE
r2i r

2
oðpEi � pEo Þ
ðr2o � r2i Þ

� �
1
r

ð12:71Þ

where kE and GE are arbitrary constants representing the elastic constants in the
corresponding elastic BVP.

Equation (12.70) may be substituted into the elastic constitutive equations, with
the result that

rE
rrðrÞ ¼

pEi r
2
i � pEo r

2
o

ðr2o � r2i Þ
� r2i r

2
oðpEi � pEo Þ

r2ðr2o � r2i Þ

rE
hhðrÞ ¼

pEi r
2
i � pEo r

2
o

ðr2o � r2i Þ
þ r2i r

2
oðpEi � pEo Þ

r2ðr2o � r2i Þ

rE
zz ¼ kEðeErr þ eEhhÞ ¼ CE pEi r

2
i � pEo r

2
o

r2o � r2i

� � ð12:72Þ

where CE is an elastic material constant that may be written in several different
forms as follows:

CE ¼ mE ¼ kE

kE þGE
¼ 2ðJE � BEÞ

2JE þBE

� �
ð12:73Þ

These different forms will become important for the purpose of evaluating
material properties later in this chapter. Note also that the two in-plane components
of stress do not depend on the material properties.

This completes the determination of the field variables for the corresponding
elastic BVP. In order to determine the variables in the viscoelastic IBVP, first
substitute Eqs. (12.72) into (12.64). This process provides the time-dependent
stress field:

rrrðr; tÞ ¼ pEi r
2
i � pEo r

2
o

ðr2o � r2i Þ
� r2i r

2
oðpEi � pEo Þ

r2ðr2o � r2i Þ
� �

FðtÞ

rhhðr; tÞ ¼ pEi r
2
i � pEo r

2
o

ðr2o � r2i Þ
þ r2i r

2
oðpEi � pEo Þ

r2ðr2o � r2i Þ
� �

FðtÞ
ð12:74Þ

In order to obtain the time-dependent displacement field, the elastic solution in
Eq. (12.71) must be convoluted, thus resulting in the following:
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urðr; tÞ ¼ ðpEi r2i � pEo r
2
oÞ

ðr2o � r2i Þ
� �

r
Z t

0

Bðt � sÞþ 2Jðt � sÞ
3Bðt � sÞJðt � sÞ

� �
@FðsÞ
@s

ds

þ r2i r
2
oðpEi � pEo Þ
ðr2o � r2i Þ

� �
1
r

Z t

0

Jðt � sÞ @FðsÞ
@s

ds

ð12:75Þ

The above may be differentiated using the strain-displacement equations to
obtain the strain field. The difference in the resulting strains will thus be as follows:

ehhðr; tÞ � errðr; tÞ ¼ 1
r2

r2i r
2
oðpEi � pEo
ðr2o � r2i Þ

� � Z t

0

Jðt � sÞ @FðsÞ
@s

ds ð12:76Þ

This completes the solution of the viscoelastic IBVP for the viscoelastic cylinder
problem.

The above solution can be utilized to obtain viscoelastic material properties, to
be described below.

12.3.3 Laplace Transform Correspondence Principles

Under quasi-static conditions, the boundary conditions and governing field equa-
tions described in Table 12.1 may be Laplace transformed, thus resulting in the
following boundary value problem in Laplace-transformed space:

�rji;j þ �Xi ¼ 0

�eij ¼ 1
2

�ui;j þ �uj;i

 �

�rij ¼ ~k�ekkdij þ 2~l�eij

�Ti ¼ �̂Ti on @X1

�ui ¼ �̂ui on @X2

ð12:77Þ

The above is essentially equivalent to the quasi-static linear elastic boundary
value problem described in Table 11.1. Thus, if the solution to the corresponding
elasticity problem is known, one need only place bars over the unknown variables,
as well as replace the elastic material properties with the Carson-transformed vis-
coelastic material properties, and this solution is then the solution to the viscoelastic
IBVP in Laplace-transformed space.

This method may look simple, but it is not as easy as the separable corre-
spondence principle described in the previous section because one still has to
perform the Laplace transform inversion in order to obtain the time-dependent
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viscoelastic solution. In some cases, the Laplace transform inversion can be per-
formed in closed form using the inverse properties of Laplace transform tables.
However, in most problems this will not be the case. When no closed-form
inversion is possible, there are two approximate options available: (1) Schapery’s
direct method and (2) collocation. These will be briefly described below.

12.3.3.1 The Direct Method for Laplace Transform Inversion

Schapery (1962a, b) developed an approximate method of Laplace transform
inversion. This method, called the direct method, will not be covered in detail here.
In order for it to be accurate, the log of the variable being transformed must exhibit
small curvature when plotted against log t. If this is true, then

f tð Þ� s�f sð Þ s¼0:56
t � 1

2t

��� ð12:78Þ

This technique is very powerful due to its simplicity. However, it should be used
with care, as accuracy is lost when the boundary conditions are nonmonotonic in
time, thus leading to large curvatures of the field variables in log-log space.

12.3.3.2 The Collocation Method for Laplace Transform Inversion

Although called collocation (Christensen 1982), this method is actually a least
squares technique. It is based on the assumption that the function f tð Þ may be
approximated by a Prony series:

fA tð Þ ¼
XN
i¼1

Aie
�t=ti ð12:79Þ

where Ai are undetermined coefficients and ti are predetermined constants. The total
squared error is thus

E2 ¼
Z1
0

f tð Þ � fA tð Þ½ �2dt ð12:80Þ

Minimizing the error results in

@ E2

@ Aj
¼
Z1
0

@

@ Aj
f tð Þ �

XN
i¼1

Aie
�t=ti

" #2
dt ¼ 0; j ¼ 1; . . .;N ð12:81Þ
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or

@ E2

@ Aj
¼
Z1
0

f tð Þ � fA½ � �1ð Þe�t=tjdt ¼ 0; j ¼ 1; . . .;N ð12:82Þ

It can be seen that the above is the Laplace transform of f tð Þ � fA tð Þ½ � with
1=tj ! s: Thus, Eq. (12.82) may be written as follows:

�f sð Þ � fA sð Þ½ �s ! 1=tj ¼ 0 j ¼ 1; . . .;N ð12:83Þ

Now recall that from Table 9.2

�fA sð Þ ¼
XN
i¼1

Ai

sþ 1=tið Þ ð12:84Þ

Therefore, Eq. (12.83) may be written as follows:

�f sð Þ½ �s ! 1=tj ¼
XN
i¼1

Ai

sþ 1=tj

 �

" #����
s!1=tj

j ¼ 1; . . .;N ð12:85Þ

The above is a set of linear equations that can be used to solve for the coeffi-
cients, Ai, thereby resulting in the approximate Laplace transform inverse given in
Eq. (12.79). This technique should also be utilized with care, as it sometimes results
in large oscillations of the approximated function in log-log space.

12.4 Material Property Characterization of Viscoelastic
Media

Recall that the purpose of a material property characterization experiment is to
construct a test within the laboratory so that the IBVP described in Table 12.1 can
be solved for one or more material properties rather than the stresses, strain, and
displacements. Such a problem is called an inverse problem because displacements
measured on the boundary of the specimen can be utilized to determine material
properties within the laboratory specimen.

As described in Chap. 11, characterization of material properties for linear
elastic media is usually straightforward. This is due at least in part to the fact that
for elastic media the properties are constant in time, thus resulting in the termi-
nology material constants. Unfortunately, the same cannot be said for linear vis-
coelastic media. For this (as well as other) reasons, characterization of material
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properties in viscoelastic media can be quite cumbersome. These tests usually come
in one of five different types: creep tests; ramp tests; relaxation tests; frequency
sweeps; and time–temperature superposition tests. Each of these tests will be
covered in some detail below.

12.4.1 Creep Tests

12.4.1.1 Uniaxial Creep Test

In this test, a coupon is constructed and loads are applied in such a way as to
produce spatially constant stresses throughout the specimen as follows:

r11ðtÞ ¼ r0HðtÞ r0 ¼ const; rij ¼ 0 8 other i; j ð12:86Þ

where H(t) is the Heaviside step function. It can be seen that this experiment is a
special case of the IBVP described in Example Problem 12.1, where in this case the
specimen is prismatic (meaning the cross section of the bar does not change in the
x1 coordinate direction). Note that whereas the cross-sectional shape of the speci-
men is arbitrary in Example Problem 12.1, it is advisable that the cross section be
either rectangular or circular so that the transverse strains are easily determined
from the measured displacements during the experiment.

Recall that the displacements may be measured on the boundary of the speci-
men, thus resulting in the determination of e11ðtÞ, e22ðtÞ, and e33ðtÞ via
strain-displacement Eq. (12.8) (due to the fact that the stress in the specimen is
uniaxial and spatially homogeneous). The longitudinal stress, r11ðtÞ, may be cal-
culated by utilizing Hooke’s Law in conjunction with a load cell (see Fig. 10.2).
Note that the transverse strains are equivalent and the shear strains are negligible in
this test if the material is isotropic.

Substituting Eq. (12.86) into Eq. (12.31) results in the following:

e11ðtÞ ¼ ½1
3
BðtÞþ 2

3
JðtÞ�r0 ð12:87Þ

and

e22ðtÞ ¼ e33ðtÞ ¼ 1
3
½BðtÞ � JðtÞ�r0 ð12:88Þ

Solving Eqs. (12.87) and (12.88) for J(t) and B(t) results in

JðtÞ ¼ e11ðtÞ � e22ðtÞ
r0

ð12:89Þ
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and

BðtÞ ¼ e11ðtÞþ e22ðtÞþ e33ðtÞ
r0

ð12:90Þ

Thus, it can be seen that the experiment described by Eq. (12.44), called a
uniaxial creep test, leads quite naturally to the determination of both the shear and
bulk compliance. Using curve-fitting techniques (to be described below), these
functions of time can be constructed in such a way that the shear and bulk modulus
can be calculated using Eqs. (12.89) and (12.90). Note also that the axial loading
can be applied in either tension or compression so long as the specimen does not
buckle or crack, thereby introducing spatial gradients in the stress.

The reader will recall from Chap. 10 that a uniaxial creep test can be used to
obtain the uniaxial creep compliance, D(t), as follows:

DðtÞ � e11ðtÞ
r0

ð12:91Þ

as well as Poisson’s ratio:

mCðtÞ � �e22ðtÞ
e11ðtÞ ð12:92Þ

where the superscript, C, has been added to denote that the value is obtained from a
creep test. Poisson’s ratio, mRðtÞ, may also be obtained from a uniaxial relaxation
test, and these two parameters are not necessarily equivalent. The above two
properties may be related to other viscoelastic properties, as described previously in
this chapter.

The uniaxial creep test described by Eq. (12.86) is the simplest test to perform
mechanically, and as shown above, it is also the simplest means of quantifying the
viscoelastic material properties for an isotropic linear viscoelastic material.
Unfortunately, it is often not pragmatic to perform a uniaxial creep test on geologic
media because the material in question may not be capable of supporting uniaxial
loading in either tension or compression. Thus, other more complicated tests may
be useful for characterizing the material properties.

12.4.1.2 Multi-axial Creep Test

For geologic media, it is often useful to apply a lateral confining pressure in
addition to the axial load in order to preserve the specimen against crumbling
during the test. There are two slightly different configurations that are utilized,
either a rectangular prismatic specimen, or a cylindrical prismatic specimen.
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Case 1: Rectangular Prismatic Specimen
In this test, the cross section of the specimen is rectangular, and the specimen is
prismatic in the primary loading direction, as shown in Fig. 12.4. Loads are applied
so as to produce the following stress state within the specimen:

r11ðtÞ ¼ r0HðtÞ r0 ¼ const
r22ðtÞ ¼ r33ðtÞ ¼ �pLHðtÞ pL ¼ const rij ¼ 0 i 6¼ j

ð12:93Þ

where pL is called the lateral pressure, which is assumed to be positive in com-
pression (whereas the longitudinal stress, r0, is assumed to be positive in tension).
Assuming that the specimen is perfectly lubricated at the platen interfaces, the
stresses will be spatially homogeneous in the test specimen, as described by
Eq. (12.93).

In this case, substituting Eq. (12.93) into Eq. (12.31) results in the following:

e11ðtÞ ¼ JðtÞr0 þ 1
3
½BðtÞ � JðtÞ�ðr0 � 2pLÞ ð12:94Þ

Fig. 12.4 Depiction of a
multi-axial creep test using a
rectangular prismatic
specimen
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e22ðtÞ ¼ e33ðtÞ ¼ �JðtÞpL þ 1
3
½BðtÞ � JðtÞ�ðr0 � 2pLÞ ð12:95Þ

Solving the above two equations for J(t) and B(t) results in the following:

JðtÞ ¼ e11ðtÞ � e22ðtÞ
ðr0 þ pLÞ ð12:96Þ

and

BðtÞ ¼ e11ðtÞþ e22ðtÞþ e33ðtÞ
ðr0 � 2pLÞ ð12:97Þ

Case 2: Cylindrical Prismatic Specimen
Geologic specimens are commonly cored using a saw with a cylindrical blade,
thereby producing cylindrical specimens, as shown in Fig. 12.5. In this test, the
specimen is subjected to the loading shown in the figure.

Tests are commonly performed on specimens of this shape because they are easy
to produce. As it turns out, the stress state in Cartesian coordinates is identical to
that found in the rectangular cylindrical specimen described above. This fact may
be illustrated by superposing the results obtained in Example Problems 12.1 and
12.2. The resulting stresses, for the case wherein pi ¼ ri ¼ 0 in Example Problem
12.2 are found to be as follows:

rzzðtÞ ¼ pzHðtÞ pz ¼ const
rrrðtÞ ¼ rhhðtÞ ¼ �prHðtÞ pr ¼ const

ð12:98Þ

Fig. 12.5 Depiction of a
multi-axial creep test using a
cylindrical prismatic
specimen
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It follows that

ezzðtÞ ¼ JðtÞrz þ 1
3
½BðtÞ � JðtÞ�ðrzz � 2prÞ ð12:99Þ

errðtÞ ¼ ehhðtÞ ¼ �JðtÞpr þ 1
3
½BðtÞ � JðtÞ�ðrzz � 2prÞ ð12:100Þ

The resulting material properties are thus given by the following:

JðtÞ ¼ ezzðtÞ � ehhðtÞ
ðrzz þ prÞ ð12:101Þ

BðtÞ ¼ ezzðtÞþ errðtÞþ ehhðtÞ
ðrzz � 2prÞ ð12:102Þ

Thus, it can be seen that while multi-axial creep tests are significantly more
complicated experimentally, they lead to relatively straightforward formulas for
determining the compliances. Furthermore, experiments of this type are relatively
simple to perform on asphaltic pavement.

12.4.2 Ramp Tests

12.4.2.1 Uniaxial Ramp Test

In this experiment, a longitudinally applied traction is applied to the specimen,
whereas the specimen is unconfined laterally in such a way that the stress state in
the specimen is spatially homogeneous and uniaxial, as in the uniaxial creep test.
However, contrary to the uniaxial creep test, the longitudinal traction is increased at
constant rate, thereby producing the following stress state within the test specimen:

r11ðtÞ ¼ _r0tHðtÞ _r0 ¼ const rij ¼ 0 8 other i; j ð12:103Þ

For this case, substituting Eq. (12.103) into Eq. (12.31) results in the following:

e11ðtÞ ¼
Z t

0

Jðt � sÞ _r0dsþ 1
3

Z t

0

½Bðt � sÞ � Jðt � sÞ� _r0ds ð12:104Þ

and
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e22ðtÞ ¼ e33ðtÞ ¼ 1
3

Z t

0

½Bðt � sÞ � Jðt � sÞ� _r0ds ð12:105Þ

It can be seen in this case that the integration cannot be carried out unless the
precise form of the moduli is known a priori. Practice has shown that these may be
modeled with a Prony series (to be discussed in further detail below). Thus, they are
given by the following general equations:

BðtÞ ¼ B0 þ
Xn
i¼1

Bið1� et=g
B
i Þ ð12:106Þ

where B0, Bi; gBi , i = 1, …, n are material properties, and

JðtÞ ¼ J0 þ
Xn
i¼1

Jið1� et=g
J
i Þ ð12:107Þ

where J0 and Ji; gJi , i = 1, …, n, are material properties. The procedure for
obtaining these properties from experimental data will be described below. For
now, substituting Eqs. (12.106) and (12.107) into Eqs. (12.104) and (12.105)
results in the following equations:

e11ðtÞ ¼ 2
3
J 0ðtÞþ 1

3
B0ðtÞ

� �
_r0 ð12:108Þ

and

e22ðtÞ ¼ e33ðtÞ ¼ 1
3
½B0ðtÞ � J 0ðtÞ� _r0 ð12:109Þ

where

B0ðtÞ � B0 þ
Xn
i¼1

B0 þ
Xn
i¼1

Bi

 !
t �
Xn
i¼1

gBi Bið1� e�t=gBi

" #
ð12:110Þ

and similarly

J 0ðtÞ � J0 þ
Xn
i¼1

J0 þ
Xn
i¼1

Ji

 !
t �
Xn
i¼1

gJi Jið1� e�t=gJi

" #
ð12:111Þ

It can be seen by examination of Eqs. (12.106) and (12.107), together with
Eqs. (12.110) and (12.111) that if the coefficients in Eqs. (12.110) and (12.111) are
known, then Eqs. (12.106) and (12.107) are also characterized. Thus, the procedure
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is to utilize the results of the uniaxial ramp test to characterize Eqs. (12.110) and
(12.111). This can be accomplished by solving Eqs. (12.108) and (12.109) to obtain
the following two equations:

B0ðtÞ ¼ e11ðtÞþ e22ðtÞþ e33ðtÞ
_r0

� �
ð12:112Þ

and

J 0ðtÞ ¼ e11ðtÞ � e22ðtÞ
_r0

� �
ð12:113Þ

Thus, it can be seen that it is possible to obtain the material properties from a
uniaxial ramp test.

12.4.2.2 Multi-axial Ramp Test

In this experiment, the longitudinally applied stress is increased at a constant rate,
similar to the uniaxial ramp test, except that in this test a lateral pressure is applied
and held constant in time. Thus, the experimental profile is as follows:

r11ðtÞ ¼ _r0tHðtÞ _r0 ¼ const

r22ðtÞ ¼ r33ðtÞ ¼ �pLHðtÞ pL ¼ const rij ¼ 0 i 6¼ j ð12:114Þ

Substituting Eq. (12.114) into Eq. (12.31) results in the following:

e11ðtÞ ¼
Z t

0

Jðt � sÞ _r0dsþ 1
3

Z t

0

½Bðt � sÞ � Jðt � sÞ� _r0ds� 2
3
½BðtÞ � JðtÞ�pL

ð12:115Þ

and

e22ðtÞ ¼ e33ðtÞ ¼ �JðtÞpL þ 1
3

Z t

0

½Bðt � sÞ � Jðt � sÞ� _r0ds� 2
3
½BðtÞ � JðtÞ�pL

ð12:116Þ

Simplifying the above results in the following:
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e11ðtÞ ¼ 2
3
J 0ðtÞþ 1

3
B0ðtÞ

� �
_r0 � 2

3
½BðtÞ � JðtÞ�pL ð12:117Þ

and

e22ðtÞ ¼ e33ðtÞ ¼ 1
3
½B0ðtÞ � J 0ðtÞ� _r0 � 2

3
BðtÞþ 1

3
JðtÞ

� �
pL ð12:118Þ

The above two equations may be rewritten as follows:

e11ðtÞ
_r0

¼ 2
3

J 0ðtÞþ pL

_r0
JðtÞ

� �
þ 1

3
B0ðtÞ � 2

pL

_r0
BðtÞ

� �
ð12:119Þ

and

e22ðtÞ
_r0

¼ � 1
3

J 0ðtÞþ pL

_r0
JðtÞ

� �
þ 1

3
B0ðtÞ � 2

pL

_r0
BðtÞ

� �
ð12:120Þ

Now define two new quantities as follows:

J 00ðtÞ � J 0ðtÞþ pL

_r0
JðtÞ ð12:121Þ

and

B00ðtÞ � B0ðtÞ � 2
pL

_r0
BðtÞ ð12:122Þ

Substituting Eqs. (12.121) and (12.122) into Eqs. (12.119) and (12.120) thus
results in the following:

e11ðtÞ
_r0

¼ 2
3
J 00ðtÞþ 1

3
B00ðtÞ ð12:123Þ

and

e22ðtÞ
_r0

¼ � 1
3
J 00ðtÞþ 1

3
B00ðtÞ ð12:124Þ

Solving the above two equations results in the following:

B00ðtÞ ¼ 9
4

e11ðtÞþ e22ðtÞ
_r0

� �
ð12:125Þ

and
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J 00ðtÞ ¼ 1
8

3e11ðtÞ � 9e22ðtÞ
_r0

� �
ð12:126Þ

The above two equations can be used to obtain B00ðtÞ and J 00ðtÞ. It can be seen
that characterizing these two equations also results in the properties required in
B(t) and J(t). Thus, once again it is possible to characterize the material properties,
this time utilizing a multi-axial ramp test. However, it should be noted that ramp
tests, while they may be attractive to perform in the laboratory, result in compli-
cated mathematical formulas that must be solved in order to characterize the linear
viscoelastic properties. For this reason, creep tests, whether uniaxial or multi-axial,
are preferable for the purpose of characterizing material properties in viscoelastic
media.

12.4.3 Relaxation Tests

Relaxation tests are normally performed in displacement control. This type of test
may be difficult to construct in the laboratory, but the rewards may justify the effort.

12.4.3.1 Uniaxial Relaxation Test

It is possible with modern testing machinery to perform a so-called uniaxial re-
laxation test, described by

e11ðtÞ ¼ e0HðtÞ e0 ¼ const r22 ¼ r33 ¼ 0 eij ¼ 0 i 6¼ j ð12:127Þ

While this test may appear at first glance to be somewhat straightforward, it is no
simple matter to apply an instantaneous displacement and subsequently hold it
constant in time in a laboratory test. Furthermore, if it is observed in this test that
the lateral strain changes in time, then it will not be possible to extract material
properties directly from the experiment. In the case where it is observed that the
lateral strain is constant in time, then it will follow that

e22 ¼ e33 ¼ �mRe0HðtÞ ð12:128Þ

where mR is the relaxation Poisson’s ratio, which in this case is found to be constant
in time.

In this experiment, Eqs. (12.127) and (12.128) are substituted in strain formu-
lation (12.27) with the result that
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KðtÞ ¼ r11ðtÞ
3ð1� 2mRÞe0 ð12:129Þ

Utilizing Eqs. (12.25) and (12.28) will result in

lðtÞ ¼ 3ð1� 2mRÞ
2ð1þ mRÞ KðtÞ ð12:130Þ

The above test thus results in a relatively simple set of formulas for evaluating
the relaxation moduli. However, it should be pointed out that this test only works
when the relaxation Poisson’s ratio, mR, is constant in time.

12.4.3.2 Pure Shear Relaxation Test

Rather than perform a uniaxial relaxation test, it is much simpler to perform
relaxation tests in pure shear, and for this reason, pure shear tests are much more
common for the purpose of obtaining viscoelastic moduli. This test is depicted in
Fig. 11.3a, and in this case, the specimen is subjected to an instantaneous rotation
such that the strain state in the specimen is spatially homogeneous at the surface of
the specimen and given by the following:

e12 ¼ e0t e0 ¼ const eij ¼ 0 8 other i; j ð12:131Þ

The output stress as a function of time can be calculated using Eq. (11.41),
where it should be apparent that the torque, T, required to hold the rotational
displacement constant in time, will gradually diminish in time. In this case, sub-
stitution of Eq. (12.131) into Eq. (12.25) will result in the following:

lðtÞ ¼ r12ðtÞ
2e0

ð12:132Þ

This is one of the simplest tests that can be performed in the laboratory if the aim
is to extract moduli directly rather than compliances.

12.4.4 Accelerated Characterization Tests

The material property tests discussed up to this point have necessarily suffered from
the limitation that the material properties are determined only up to the time when
the test is halted. This is a significant problem when attempting to model long-term
performance of flexible pavements because these pavements can last ten, twenty, or
even up to fifty years. Thus, in order to characterize the viscoelastic material
properties using creep, ramp, and relaxation tests, it is necessary to perform the
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material characterization experiments for up to fifty years! Performing such
long-term tests is of course not practical. Fortunately, for linear viscoelastic media
there are some experimental methods that may be employed that result in what is
termed accelerated characterization.

12.4.4.1 Frequency Sweeps

The first accelerated technique involves subjecting an experimental specimen to
steady vibrations under displacement control, thereby resulting in strains that are
separable in space and time, as given by the following (Christensen 1982):

eijð~x; tÞ ¼ e0ijð~xÞeixt ð12:133Þ

where x is the frequency of vibration.
Of course, the solution to the resulting IBVP must be known so that the spatial

dependence in Eq. (12.133) must necessarily be predetermined. For linear vis-
coelastic media, there exists a closed-form mathematical transformation from the
frequency domain to the time domain, so that short-term tests can be performed in
the frequency domain, and the results of these tests can be used to construct
long-term properties in the time domain.

To see how this works, it is first necessary to introduce a bit of mathematics
involving complex variables. First note that if Eq. (12.133) is substituted into
(12.29), this result may be substituted into Eq. (12.30), thus resulting in the fol-
lowing equation (after some manipulation):

r0
ijðtÞ ¼ 2l1e00ij e

ixt þ 2ixe00ij

Z t

�1
l1ðt � sÞeixsds ð12:134Þ

where the following notation has been introduced:

lðtÞ ¼ l1 þ l1ðtÞ ð12:135Þ

where, in addition, the long-term shear modulus is given by

l1 � lim
t!1 lðtÞ ð12:136Þ

Next introduce the following change of variables:

g � t � s ) dg ¼ �ds ð12:137Þ

Substituting (12.137) into (12.134) and performing further manipulation results
in the following:
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r0
ijðtÞ ¼ 2l1e00ij e

ixt þ 2ixe00ij e
ixt
Z1
0

l1ðgÞe�ixgdg ð12:138Þ

Now recall from complex variables that

e�ixg ¼ cosxg� i sinxg ð12:139Þ

Thus, substituting (12.138) into (12.139) results in the following:

r0
ijðtÞ ¼ 2l	ðixÞe0ij ð12:140Þ

where the complex modulus, l	, is defined as follows:

l	ðixÞ � l0ðxÞþ il00ðxÞ ð12:141Þ

where the storage modulus, l0, is given by

l0ðxÞ � l1 þx
Z1
0

l1ðgÞ sinxgdg ð12:142Þ

and the loss modulus, l00, is given by

l00ðxÞ ¼ x
Z1
0

l1ðgÞ cosxgdg ð12:143Þ

Now recall that Eq. (12.141) may be written alternatively as follows:

l	 ¼ l0 þ il00 ¼ l	j jeiu ð12:144Þ

where the angle, u, called the loss tangent, is given by

Fig. 12.6 Argand diagram
for the complex modulus
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u � tan�1 l
00

l0
ð12:145Þ

and

l	j j ¼ ðl0Þ2 þðl00Þ2
h i1=2

ð12:146Þ

The above representation for the complex modulus can perhaps be better
understood in terms of an Argand diagram (after Jean-Robert Argand 1768–1822)
for complex variables (Greenberg 1978), as shown in Fig. 12.6.

Substituting Eq. (12.144) into Eq. (12.140) now results in the following:

r0
ijðtÞ ¼ 2 l	j je00ij eiðxtþuÞ ð12:147Þ

The above equation illustrates the fact that in linear viscoelastic media subjected
to steady state displacement imposed vibrations the stress lags the strain by the loss
tangent, u, as shown in Fig. 12.7.

It is possible to perform laboratory tests in such a way as to control the frequency
of the input displacements in time, so that a sweep over a very broad range of
frequencies can be performed. This test, called a frequency sweep test, will result in
output storage and loss modulus curves of the general shape shown in Fig. 12.8,
where it can be shown that

l1 ¼ lim
x!0

l0ðxÞ ð12:148Þ

as shown in the figure.
Either of the curves (they are uniquely related) shown in Fig. 12.8 can be curve

fit within the frequency domain, and the procedure for doing this will be described
later. However, once this process has been completed, it is possible to convert the
solution to the time domain using the following transformations (Christensen
1982):

Fig. 12.7 Illustration of the loss tangent in a linear viscoelastic material

498 12 Viscoelasticity and Thermoviscoelasticity



l1ðtÞ ¼
1
p

Z1
0

l0ðxÞ � l1
x

� �
sinxtdx ð12:149aÞ

and

Fig. 12.8 Depiction of
output storage and loss
moduli for a typical frequency
sweep performed on a linear
viscoelastic material

Fig. 12.9 Test configuration
for a frequency sweep in pure
shear

12.4 Material Property Characterization of Viscoelastic Media 499



l1ðtÞ ¼
2
p

Z1
0

l00ðxÞ
x

cosxtdx ð12:149bÞ

Thus, it can be seen that by performing a short-term frequency sweep in the
laboratory, long-term properties can be obtained for linear viscoelastic media. This
then is a powerful tool for obtaining viscoelastic properties. The reader will note
that Eqs. (12.149a and 12.149b) may be circumvented by utilizing the procedure
described previously in this chapter.

The most commonly used test configuration for a frequency sweep is a
displacement-controlled torsional oscillation test performed on a right circular
cylinder, as shown in Fig. 12.9.

The circumferential displacement component, uh, is assumed to be of the form:

uhðr; z; tÞ ¼ rf ðzÞeixt ð12:150Þ

The governing differential equation for the circumferential displacement com-
ponent, uh, is given by Christensen (1982):

@2uh
@r2

þ 1
r
@uh
@r

þ @2uh
@z2

� uh
r2

¼ q
l	

@2uh
@t2

ð12:151Þ

Substituting Eq. (12.150) into Eq. (12.151) thus results in the following
equation:

@2f
@z2

þ qx2

l	 ¼ 0 ð12:152Þ

The solution to the above equation is assumed to be of the form:

f ðzÞ ¼ A sin
az
h

þB cos
bz
h

ð12:153Þ

Substituting Eq. (12.153) into Eq. (12.150) results in

f ðzÞ ¼ A sin
Xz
h

þB cos
Xz
h

ð12:154Þ

where

X �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
qx2h2

l	

s
ð12:155Þ

Substituting Eq. (12.154) into Eq. (12.150) now results in the following:
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uhðr; z; tÞ ¼ r A sin
Xz
h

þB cos
Xz
h

� �
eixt ð12:156Þ

Applying the boundary condition uhðz ¼ 0Þ ¼ 0 simplifies the above to the
following:

uhðr; z; tÞ ¼ r A sin
Xz
h

� �
eixt ð12:157Þ

Now note that the only nonzero component of stress is rhz, which can be
obtained from the constitutive equation:

rhz ¼ 2l	ehz ¼ l	
@uh
@z

ð12:158Þ

The applied torque, T, can thus be obtained by integrating the stress over the
cross section as follows:

Tðz; tÞ ¼
Z2p
0

Zro
ri

l	
@uh
@z

r2drdh ð12:159Þ

Substituting Eq. (12.157) into Eq. (12.159) thus results in the following:

Tðz; tÞ ¼ l	J
AX
h

cos
Xz
h

� �
ð12:160Þ

where J is the polar moment of inertia, given by

J �
Z2p
0

Zro
ri

r3drdh ¼ p
2

r4o � r4i

 � ð12:161Þ

The angle of twist, U, of the upper platen is found to be as follows:

Uðz ¼ h; tÞ ¼ uz
r
¼ A sinXð Þeixt ð12:162Þ

The complex modulus can therefore be obtained by dividing Eq. (12.160) by
Eq. (12.162), thus resulting in the following:

l	 ¼ Tðh; tÞ
Uðh; tÞ

h tanX
J

ð12:163Þ

12.4 Material Property Characterization of Viscoelastic Media 501



Since both T and U can be measured during the experiment, the above equation
presents a means of evaluating the complex shear modulus. As described below, a
convenient procedure is available for obtaining the shear relaxation modulus from
the complex shear modulus.

In some cases, researchers have constructed experiments for determining vis-
coelastic material properties in which cyclic displacements are applied in the axial
direction and constant pressure is applied in the lateral directions. It can be seen that
this type of test is mixed, in the sense that neither the strain nor the stress for-
mulation for the material properties can be utilized to extract material properties.
Thus, this type of experiment is not pragmatic when attempting to extract vis-
coelastic properties experimentally.

12.4.5 Time–Temperature Superposition Tests

As mentioned above, long-term laboratory tests should be avoided for reasons of
cost and practicality. Therefore, it is advisable to develop methodologies that allow
short-term tests to be utilized to predict long-term response. The previous section
introduced one method. In this section, an entirely different approach is taken.
Instead, it is assumed that a series of relatively short-term tests may be performed at
different but constant temperatures, material properties may be extracted from the
tests performed at these temperatures, and these may be subsequently shifted along
the time axis to produce a single long-term material property at a single tempera-
ture. Materials that demonstrate this type of behavior are called thermorheologically
simple (Leaderman 1943; Ferry 1980).

In order to illustrate how this procedure works, it will be demonstrated for the
case of uniaxial relaxation tests, as described by Eq. (12.127). Suppose that several
specimens are subjected to relaxation tests at various temperatures, and the results

Fig. 12.10 Typical
experimental creep data for a
thermorheologically simple
material (Christensen 1982)
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of these tests are as shown in Fig. 12.10, where it should be noted that the hori-
zontal scale is the logarithm of time.

Note from the figure that all of the tests are performed over the range of
10−3 < t < 102 s. In the case shown, the data are shifted horizontally to a so-called
master curve at a temperature of 25 °C. The data obtained for temperatures above
25 °C are shifted to the right, whereas data taken at temperatures below 25 °C are
shifted to the left.

The above results may be represented mathematically at the temperature 25 °C
as follows:

rðtÞ ¼
Zn
0

Eðn� n0Þ @e
@n0

dn0 ð12:164Þ

where the reduced timescale, n, is given by

log n � log t � log aT ) dn ¼ dt
aT

ð12:165Þ

and aT is called the shift factor. There are physical reasons that some viscoelastic
materials are thermorheologically simple, and for that reason, there are models that
may be used for the purpose of describing the shift factor, aT . Among these is the
Arrhenius equation (after Svante August Arrhenius 1859–1927), given by:

log aT ¼ DF
2:303R

1
TR

� 1
TM

� �
ð12:166Þ

where R is the universal gas constant, DF is the activation energy per gram mole,
TR is the reference temperature, and TM is the melting temperature. The above
equation often works well for polymers below the glass transition temperature, TG.

Another model that is used for polymers above the glass transition temperature is
the WLF equation, given by (Ferry 1980):

log aT ¼ �C1
ðTR � TMÞ

ðC2 þ TR � TMÞ ð12:167Þ

where C1 and C2 are curve-fitting coefficients.
Equations such as the two above may be used to fit to experimental data for the

purpose of constructing long-term properties from short-term experiments.
As a final note regarding accelerated testing, when frequency sweeps are per-

formed for the purpose of material characterization, as described in the previous
sections, equipment limitations may preclude the ability to perform tests over a
sufficiently broad range of frequencies to obtain robust viscoelastic material prop-
erties. In this case, it may often be possible to perform frequency sweeps at various
temperatures over a relatively narrow range of frequencies and utilize the shifting
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procedure introduced within this section to produce a master curve in the frequency
domain. This procedure (to be considered in further detail below) can be utilized as
a means of obtaining both the complex modulus and the relaxation modulus.

12.5 Mechanical Analogs for Creep Compliances
and Relaxation Moduli

In Chap. 10, a simple mechanical analog called a Voigt model (see Fig. 10.10) was
introduced for the purpose of constructing a concise mathematical form for the
relaxation moduli or creep compliances. However, it was shown in Fig. 10.11 that
this analog does not accurately capture the response of real viscoelastic materials
because real materials exhibit much longer relaxation times than that represented
within a single exponential decay function. As shown in Fig. 12.10, moduli and
compliances of typical viscoelastic materials can be quite complicated. Without
going into the physics and chemistry of polymers, suffice it to say that polymers
exhibit a range of relaxation times, each of which can be associated with a viscous
element (dashpot) within a mechanical analog representing the material response.
Thus, for the purpose of constructing creep compliances or relaxation moduli, two
more complicated analogs have been demonstrated to be accurate for most linear
viscoelastic materials. These are discussed below.

12.5.1 The Kelvin Model for Creep Compliances

In order to improve upon the Voigt model, a number of Voigt elements may be
strung together in series, to create a generalized Voigt model, termed the Kelvin
model (after William Thompson, 1st Baron Kelvin 1824–1907), as shown in
Fig. 12.11 (Flugge 1975; Tschoegl 1989).

The reader will recall that the special case of a single element (the Voigt model)
in the above analog was developed in detail in Chap. 10. In that derivation, it was
pointed out that a mechanical analog can be solved mathematically as a means of
constructing either compliance or modulus. Lest it not be clear, this process is
nothing more than a micromechanics problem (as described in Chap. 11), in which
the mathematical solution of the IBVP for a heterogeneous medium is solved, and

Fig. 12.11 The Kelvin
model
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this solution is then homogenized; that is, the object is viewed as if it were
macroscopically homogeneous.

This is exactly the procedure taken with the Kelvin model shown in Fig. 12.11.
The resulting compliance, which can be obtained from the Laplace transform of the
governing differential equation for the above analog, is as follows (Flugge 1975):

DKðtÞ ¼ D0 þ
Xn
i¼1

Di 1� e�
t

giDi

� �
ð12:168Þ

Despite the fact that polymers are significantly more complicated than the Kelvin
analog shown in Fig. 12.11, researchers have demonstrated that the homogenized
compliance given by Eq. (12.168) that is obtained from the Kelvin micromechanics
model results in accurate predictions of the mechanical response of linear vis-
coelastic media subjected to complex loadings.

A sum of exponential terms is called a Prony series (after Gaspard Clair
François Marie Riche de Prony 1755–1839). By carefully spacing the quotients on
the exponential terms along the temporal axis, the above series can be utilized to
create a smooth curve that overlaps experimental data for real linear viscoelastic
media quite accurately, even when as many as 15 terms are needed in the Prony
series. Note that the above mathematical form may be used for any component of
the creep compliance, such B(t) or J(t).

12.5.2 The Wiechert Model for Relaxation Moduli

For the purpose of constructing relaxation moduli, the so-called Maxwell elements
are constructed in parallel, to create a generalized Maxwell model, termed the
Wiechert model (introduced by both Joseph John Thomson 1856–1940 and Johann
Emil Wiechert 1861–1928), as shown in Fig. 12.12 (Flugge 1975; Tschoegl 1989).

The resulting Prony series for the above mechanical analog is as follows:

E tð Þ ¼ E1 þ
Xn
i¼1

Eie
�Ei

gi
t ð12:169Þ

Fig. 12.12 The Wiechert
model
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The above two analogs can be shown to produce accurate representations of real
material response when the material is observed to be linear viscoelastic.

Note that while these analogs have been introduced for the case of uniaxial
properties, they may be deployed for any and all components of the viscoelastic
property tensor.

12.5.3 Power Laws

Most materials exhibit some curvature when their moduli or relaxation curves are
plotted in log-log space. As is well known, power laws plot linearly in log-log
space. Thus, power law models may not be very accurate, especially for the purpose
of predicting long-term response. However, power laws are often simpler to solve
problems with than are Prony series. Thus, it is sometimes propitious to choose 5–7
decades of time and fit a power law to this restricted range. Furthermore, the Prony
series representation, due to the inherent nature of the decaying exponential terms
contained therein, tends to underpredict both short-term and long-term creep
response, whereas a power law model tends to overpredict both short and long
creep response, thereby producing contrasting results that may in fact bound the
actual material response from above and below. Thus, power law, as given by the
following, can be useful for predictive purposes.

DðtÞ ¼ D0 þD1
t
s0

� �n

ð12:170Þ

EðtÞ ¼ E1 þE1
t
s0

� �n

ð12:171Þ

Both of the above models can be fit to experimental data by methods to be
discussed in the next section.

Fig. 12.13 Typical results of
a uniaxial creep test
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12.6 Procedures for Curve Fitting

Suppose that a typical creep test has produced the curve shown in Fig. 12.13. The
next challenge is to fit one of the models described above to the data as accurately
as possible. Methods for fitting a Prony series and a power law are described in the
next two sections.

12.6.1 Prony Series Model

In this case, the objective is to fit the experimental data shown in Fig. 12.13 with
the Kelvin model, given by Eq. (12.168). Equation (12.168) is first rewritten as
follows:

DKðtÞ � D0 ¼
Xn
i¼1

Di 1� e�
t
si

� �
ð12:172Þ

where si � Digi. The above equation can be fit to the experimental data by a
collocation technique (Schapery 1962a, b). This may be accomplished by first
choosing the n values of si. Experience indicates that the si values should be
separated by no more than one decade in time in order to obtain an accurate curve
fit. (Otherwise, the resulting Prony series may predict physically unrealistic oscil-
latory behavior.) The data may then be used to evaluate Eq. (12.172) at n times
ti; i ¼ 1; . . .; n. Note that in order to maintain numerical stability, it is also
advisable to require that s1\t1. This process results in the following set of
n equations in the unknown coefficients, Dj; j ¼ 1; . . .; n:

DðtiÞ � D0 ¼
Xn
j¼1

Djð1� e
� ti

sjÞ i ¼ 1; . . .; n ð12:173Þ

The form of these equations will be as follows:

AijDj ¼ Ci i ¼ 1; . . .; n j ¼ 1; . . .; n ð12:174Þ

where due to Eq. (12.173)

Aij ¼ 1� e
�ti
sj ð12:175Þ

and
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Ci ¼ DðtiÞ � D0 ð12:176Þ

Since the above equations are linear, Gauss elimination or any available linear
equation solver can be used to solve for the unknown coefficients Di; i ¼ 1; . . .; n.

While the choice of both ti and sj is somewhat arbitrary, it will develop that
despite the nonuniqueness of the coefficients produced by this approach, when the
procedure is performed properly, the resulting curve fit will indeed be both smooth
and unique. For the purpose of ensuring that a smooth result is obtained, it is
propitious to introduce the parameter aS, defined by the following relationship
(Tschoegl 1989):

sk ¼ aStk ð12:177Þ

In order to ensure smoothness, it is recommended that a value of aS ¼ 1= ln 2 be
deployed, thereby resulting in values of ½ on the diagonal of the coefficient matrix
Aij (Tschoegl 1989).

In order to ensure additional accuracy, it is also recommended that an additional
constraint equation be added to the above set, where, from Eq. (12.173) (Tschoegl
1989):

D1 � Dðtnþ 1 ! 1Þ ¼ D0 þ
Xn
i¼1

Di ð12:178Þ

The above results in values of unity for all of the coefficients in the last row of
the coefficient matrix, that is,

Aij ¼ 1:0 i ¼ nþ 1; j ¼ 1; . . .; nþ 1 ð12:179Þ

and

Cnþ 1 ¼ D1 � D0 ð12:180Þ

The above procedure may be applied for the purpose of determining components
of both the relaxation modulus and creep compliance tensors. Furthermore, as will
be demonstrated below, a similar collocation procedure may be utilized for the
purpose of curve-fitting frequency sweeps.

This completes the procedure for obtaining the coefficients in the Prony series.
However, once this is completed, it is advisable to construct a graph of the predicted
curve versus the experimental data in order to ensure that the procedure has been
properly deployed.
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12.6.2 Power Law Model

As mentioned above, power laws are sometimes utilized, as they are often suffi-
ciently accurate and much easier to use than a Prony series. This can be accom-
plished quite easily by using a least squares technique. To see how this may be
accomplished, consider the power law creep compliance, given by Eq. (12.170).
This equation may be rearranged to the following form:

log D tð Þ � Do½ � ¼ logD1 þ n log
t
s0

� �
ð12:181Þ

Note that the quantity s0 is a free parameter that may be arbitrarily assigned,
typically to a time near the middle of the range of times under consideration. Now
note that Eq. (12.181) is a straight line in log-log space. To fit a curve to the data,
first define the error at the ith time, ei, by

ei � log D tið Þ � Do½ � � log D1 � n log
ti
s0

� �
ð12:182Þ

Suppose there are m data points. Then, the total squared error is

S �
Xm
i¼1

eið Þ2 ð12:183Þ

In order to minimize this error, it follows that

@S
@aj

¼ 0 j ¼ 1; 2 ð12:184Þ

where

a1 ¼ logD1

a2 ¼ n
ð12:185Þ

Carrying the above differentiation out results in the following two equations in
two unknowns:

m
Pm
j¼1

logðtj=snÞ
Pm
j¼1

logðtj=snÞ
Pm
j¼1

logðtj=snÞ

 �2

2
664

3
775 a1

a2

( )
¼

Pm
j¼1

log D tj

 �� Do

� 	
Pm
j¼1

log D tj

 �� Do

� 	
logðtj=snÞ

8>><
>>:

9>>=
>>;

ð12:186Þ
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The above equations may be solved for the unknowns a1 and a2. Finally, from
Eq. (12.185), it follows that

D1 ¼ 10a1

n ¼ a2
ð12:187Þ

This completes the determination of the power law material parameters neces-
sary to characterize Eq. (12.170). A similar procedure may be deployed for the
purpose of characterizing Eq. (12.171).

12.6.3 Frequency Sweeps

An examination of Eq. (12.134) will result in the following form of the complex
shear modulus:

l 	 ðixÞ ¼ l1 þ ix
Z1
0

l1ðxÞe�ixgdg ð12:188Þ

Consider also the Carson transform of the shear modulus, given by the
following:

~lðsÞ ¼ s�lðsÞ ¼ l1 þ s
Z1
0

l1ðtÞe�stdt ð12:189Þ

The above two formulas present an interesting analogy, given by:

l	ðixÞ ¼ ~lðsÞs!ix ð12:190Þ

Based on the above analogy, consider the Carson transform of a Prony series
representation of the shear modulus (similar to Eq. (12.169):

~lðsÞ ¼ l1 þ
Xn
j¼1

slj
sþ 1

�
sj


 � ð12:191Þ

where si � li=gi. Applying Eq. (12.190) to Eq. (12.191) thus results in the
following:

l	ðixÞ ¼ l1 þ
Xn
j¼1

ixlj
ixþ 1

�
sj


 � ð12:192Þ
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The above equation may be written as follows:

l	ðixÞ ¼ l0 þ il00 ð12:193Þ

where

l0 ¼ l1 þ
Xn
j¼1

l0jx
2

x2 þ 1
.
s2j

� � ð12:194Þ

where it can be shown that l1 � lðt ! 1Þ ¼ l0ðx ! 0Þ and

l00 ¼
Xn
j¼1

xl0J
�
sj

x2 þ 1
�
s2J


 � ð12:195Þ

It is therefore apparent that either Eq. (12.194) or (12.195) can be curve fit to
dynamic test data such as that shown in Fig. 12.8 by utilizing the method described
above. Thus, by choosing n values of the sj; j ¼ 1; . . .; n, the coefficients l0j; j ¼
1; . . .; n in Eq. (12.194) can be fit to experimental data obtained from a frequency
sweep. In order for the diagonal components of the coefficient matrix Aij to be ½, it
is recommended that for frequency sweep data aS ¼ 1 (Tschoegl 1989).

Example Problem 12.3
Given: Consider the frequency sweep data for a typical partially aged bitumen
specimen shown in Table 12.3.

Required:
(a) Use time–temperature superposition to shift the data to a single master curve at

T ¼ 35 
C.

(b) Fit the real part of the complex modulus using Eq. (12.194) and compare to the
experimental data graphically.

(c) Plot the resulting relaxation modulus in the time domain.

Solution: (a) As shown in Fig. 12.14, the experimental data for the real part of the
complex modulus have been shifted to create a master curve using aT ¼ 1:2 at
T ¼ 15 
C and aT ¼ �1:1 at T ¼ 55 
C.

(b) The master curve was then fit with a five-term series using Eq. 12.194. The
resulting algebraic equations are as follows:
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0:50 0:01 0: 0: 0: 0:
0:99 0:50 0:01 0: 0: 0:
1:0 0:99 0:50 0:01 0: 0:
1:0 1:0 0:99 0:50 0:01 0:
1:0 1:0 1:0 0:99 0:50 0:01
1:0 1:0 1:0 1:0 1:0 1:0

2
6666664

3
7777775

l01
l02
l03
l04
l05
l01

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

¼

0:50
3:0
14:75
29:0
35:5
39:0

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

ð12:196Þ

Table 12.3 Frequency
sweeps at three different
temperatures showing real
and imaginary parts of the
complex modulus versus
frequency (Courtesy
Pavement Scientific
International)

Frequency Temperature Real part Imaginary part

rad/s °C MPa MPa

4.991 15 27.19 12.49

6.283 15 28.32 12.51

7.91 15 29.47 14.63

9.958 15 30.67 15.86

12.54 15 32.76 17.16

15.78 15 35.39 18.52

19.87 15 36.08 19.78

25.01 15 35.75 21.15

31.49 15 35.38 21.96

39.65 15 35.88 22.12

49.91 15 36.51 20.98

4.991 35 27.19 12.49

6.283 35 28.32 12.51

7.91 35 29.47 14.63

9.958 35 30.67 15.86

12.54 35 32.76 17.16

15.78 35 35.39 18.52

19.87 35 36.08 19.78

25.01 35 35.75 21.15

31.49 35 35.38 21.96

39.65 35 35.88 22.12

49.91 35 36.51 20.98

4.991 55 27.19 12.49

6.283 55 28.32 12.51

7.91 55 29.47 14.63

9.958 55 30.67 15.86

12.54 55 32.76 17.16

15.78 55 35.39 18.52

19.87 55 36.08 19.78

25.01 55 35.75 21.15

31.49 55 35.38 21.96

39.65 55 35.88 22.12

49.91 55 36.51 20.98
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where by extrapolation of the experimental data it has been assumed that
l0ðx ! 0Þ ¼ l1 ’ 1:0MPa and l0ðx ! 1Þ ’ 40:0MPa, and Eqs. (12.179) and
(12.180) have been utilized to produce the sixth equation. Solving the above set of
linear algebraic equations results in the following values for the real moduli (in
MPa) in Eq. (12.194):

l0i
� � ¼

0:925
3:77
20:0
8:92
3:92

8>>>><
>>>>:

9>>>>=
>>>>;

ð12:197Þ

Fig. 12.14 Graphical depiction of experimental and curve fit master curves for real part of
complex modulus for a typical asphalt binder

Fig. 12.15 Predicted
relaxation modulus for asphalt
binder described in
Table 12.3
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corresponding to the frequencies xi ¼ 10�1; 100; 101; 102; 103, thereby producing
the master curve fit shown in Fig. 12.14.

(c) In accordance with Eq. (12.190), the above coefficients then become the coef-
ficients for the Prony series, that is, l0i ! li and si ¼ 1=xi (note that l1 ¼ l00),
thereby resulting in the following representation of the shear modulus in the time
domain:

lðtÞ ¼ l1 þ
Xn
i¼1

lie
� t

si ð12:198Þ

Equation (12.198) is plotted in Fig. 12.15.
The above procedure presents a simple means of transforming the dynamic

modulus from the frequency domain to the time domain.

12.7 Multi-dimensional Linear Thermoviscoelasticity

When the temperature in the object of interest varies spatially and/or with time the
above viscoelastic model must necessarily be generalized. In this case, a thermo-
viscoelastic material is defined to be one in which the stress, rij, is a single-valued
functional of the strain history, ekl, and the temperature, T, as follows:

rijð~x; tÞ ¼ Es¼t
ij s¼0 eklð~x; sÞ; Tð~x; sÞf g ð12:199Þ

The above is adjoined with the following (from Table 9.7):

(1) strain-displacement equations:

eij � 1
2

@ui
@xj

þ @uj
@xi

� �
ð12:200Þ

(2) equations of motion:

rji;j þ qfi ¼ q
d2ui
dt2

ð12:201Þ

(3) conservation of energy:

q
duI

dt
¼ rij

deij
dt

� qi;i þ qr ð12:202Þ
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(4) entropy production inequality:

q
ds
dt

þ @

@xi

qi
T

� �
� qr

T
� 0 ð12:203Þ

Similar to that introduced for thermoelastic media in Chap. 11, the temperature
gradient, ci, as described in Eq. (11.67), is defined as follows:

ci �
@T
@xi

ð12:204Þ

The list of 28 unknowns for a thermoviscoelastic continuum is thus as follows:

Displacement vector ui
Strain tensor eij
Stress tensor rij
Body force per unit mass fi
Internal energy per unit mass uI

Heat flux vector qi
Heat source per unit mass r
Entropy per unit mass s
Temperature T
Temperature gradient ci

The prediction of the above variables is afforded with the use of the 13 equations
and one inequality (12.200)–(12.204) listed above.

The thermoviscoelasticity problem is considerably more complicated than the
viscoelasticity problem, and this is due at least in part to the coupling between
mechanics and thermodynamics. Thus, a more formal procedure similar to that
employed for thermoelastic media (see Chap. 11) is required to construct this
model.

12.7.1 Thermodynamic Constraints on Thermoviscoelastic
Material Behavior

The development of thermodynamic constraints on thermoviscoelastic materials
will follow the method developed by Coleman and Noll in Chap. 11, but will be
extended for the case of materials with memory (Coleman 1964; Christensen and
Naghdi 1967; Day 1972). The challenge is to solve the above set of equations in
terms of the independent variables~x and t, implying that a solution is sought for the
28 unknowns ui; eij; rij; fi; uI ; T ; ci; qi; r and s as functions of~x and t. The solution
procedure is described in Table 12.4.
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Table 12.4 Procedure for obtaining thermodynamic constraints on thermoviscoelastic media

Step 1: Note that normally the body force per unit mass, fi ¼ fið~x; tÞ, can be specified (by using
Newton’s gravitational law) as well as the heat source, r ¼ rð~x; tÞ. However, in this case specify a
priori instead ui ¼ uið~x; tÞ; and T ¼ Tð~x; tÞ8~x; t 2 V þ S ) 24 remaining unknowns

Step 2: Use Eq. (12.202) to solve for eij ¼ eijð~x; tÞ ) 18 remaining unknowns

Step 3: Use Eq. (12.204) to solve for ci ¼ cið~x; tÞ ) 15 remaining unknowns

Step 4: Assume that there exist 11 constitutive equations for a thermoviscoelastic material as
follows:

rijð~x; tÞ ¼ Es¼t
ij s¼0 eklð~x; sÞ; Tð~x; sÞ; ckð~x; sÞf g (12.205)

uIð~x; tÞ ¼ uI s¼t
s¼0 eklð~x; sÞ; Tð~x; sÞ; ckð~x; sÞf g (12.206)

qið~x; tÞ ¼ qs¼t
i s¼0 eklð~x; sÞ; Tð~x; sÞ; ckð~x; sÞf g (12.207)

sð~x; tÞ ¼ ss¼t
s¼0 eklð~x; sÞ;Tð~x; sÞ; ckð~x; sÞf g (12.208)

where, according to The Principle of Equipresence (Truesdell et al. 2004), since the temperature
gradient is included in one constitutive equation, it must be included in all of them. Note that the
above relate the kinetic variables to the kinematic variables (which have been determined above).
Use (12.203)–(12.206) to solve for rij ¼ rijð~x; tÞ; uI ¼ uIð~x; tÞ; qi ¼ qið~x; tÞ; s ¼ sð~x; tÞ ) 4
remaining unknowns

Step 5: Use Eq. (12.201) to solve for fi ¼ fið~x; tÞ ) 1 remaining unknown

Step 6: Use Eq. (12.202) to solve for r ¼ rð~x; tÞ ) 0 remaining unknowns

Step 7: Recall that the Helmholtz free energy is defined as follows:

h � uI � Ts (12.209)

Thus, as a result of constitutive Eqs. (12.206) and (12.208), it follows that

hð~x; tÞ ¼ hs¼t
s¼0 eklð~x; sÞ;Tð~x; sÞ; ckð~x; sÞf g (12.210)

Expanding the free energy in convolutions of the dependent variables thus results in the following:

qh ¼ qh0 þ
Z t

�1
Dij t � sð Þ @eij

@s
ds�

Z t

�1
bðt � sÞ @h

@s
ds

þ 1
2

Z t

�1

Z t

�1
Eijkl t � s; t � nð Þ @eij

@s
@ekl
@g

ds dg
Z t

�1

Z t

�1
/ðt � s; t � gÞ @eij

@s
@h
@g
dsdg

� 1
2

Z t

�1

Z t

�1
mðt � s; t � gÞ @h

@s
@h
@g

dsdgþH:O:T :

(12.211)

where it should be recalled that h � T � TR where TR is the reference temperature at which no strain
is observed

Step 8: It is necessary to invoke the constraint imposed by the entropy production inequality. To do
this, first recall that due to Eq. (12.209) the time derivative of the Helmholtz free energy per unit
mass, h ¼ hð~x; tÞ, may be written as follows:
dh
dt ¼ duI

dt � s dTdt � T ds
dt

(12.212)

Step 9: Utilize Leibniz’ rule (Eq. (12.20)) to obtain the time derivative of Eq. (12.211). Substitute
the resulting equation into Eq. (12.212) and this result into inequality (12.203). Rearranging will
result in the following:

(continued)
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Table 12.4 (continued)

rij � Dijð0Þ �
Z t

�1
Eijklðt � s; 0Þ @ekl

@s
dsþ

Z t

�1
/ijð0; t � sÞ @h

@s
ds

2
4

3
5 deijðtÞ

dt

þ bð0Þþ
Z t

�1
mðt � s; 0Þ @h

@s
dsþ

Z t

�1
/ijðt � s; 0Þ @eij

@s
ds� qs

2
4

3
5 dTðtÞ

dt

�
Z t

�1

@Dijðt � sÞ
@t

@eij
@s

dsþ
Z t

�1

@bðt � sÞ
@s

@h
@s

ds

� 1
2

Z t

�1

Z t

�1

@Eijklðt � s; t � gÞ
@t

@eij
@s

@ekl
@g

dsdg

þ
Z t

�1

Z t

�1

@/ijðt � s; t � gÞ
@t

@eij
@s

@h
@g

dsdg

þ 1
2

Z t

�1

Z t

�1

@mðt � s; t � gÞ
@t

@h
@s

@h
@g

dsdg� qi
T ;i
T

� �
� 0

(12.213)

Step 10: Now note that the quantities inside the brackets in inequality (12.213) are independent of
the quantities outside the brackets, and the quantities outside the brackets are independent of one
another, so that the above produces the following constraints on the allowable material behavior for
a thermoelastic material

rij ¼ Dijð0Þþ
Rt

�1
Eijklðt � s; 0Þ @ekl@s ds�

Rt
�1

/ijð0; t � sÞ @h@s ds
(12.214)

and

qs ¼ bð0Þþ Rt
�1

mðt � s; 0Þ @h@sdsþ
Rt

�1
/ijð0; t � sÞ @h@sds

(12.215)

Since the first-order terms in inequality (12.213) must also be zero, it follows that
@Dij

@t ¼ 0 (12.216)

and
@b
@t ¼ 0 (12.217)

thus implying that the above two material properties are time independent. The entropy production
inequality therefore simplifies to the following form:

� 1
2

Z t

�1

Z t

�1

@Eijklðt � s; t � gÞ
@t

@eij
@s

@ekl
@g

dsdg

þ
Z t

�1

Z t

�1

@/ijðt � s; t � gÞ
@t

@eij
@s

@h
@g

dsdg

þ 1
2

Z t

�1

Z t

�1

@mðt � s; t � gÞ
@t

@h
@s

@h
@g

dsdg� qi
T ;i
T

� �
� 0

(12.218)

(continued)
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12.7.2 The Linear Thermoviscoelastic Initial Boundary
Value Problem

The results of the procedure described in Table 12.4 may now be utilized to sim-
plify the thermoviscoelastic initial boundary value problem. To accomplish this,
first note that the temperature, T, appears in the thermoviscoelastic constitutive
Eq. (12.214). As such, it will be necessary to treat it as a primary variable that must
be adjoined to the fifteen primary variables ui; rij; eij required to solve the vis-
coelastic initial boundary value problem. The means whereby this new primary
unknown is predicted is the conservation of energy Eq. (12.202). This equation
may be manipulated so as to remove the secondary unknowns uI ; s; h; ci, thus
resulting in the following coupled heat conduction equation:

qr � TR
@

@t

Z t

�1
/ijðt � s; 0Þ @eij

@s
dsþ

Z t

�1
mðt � s; 0Þ @h

@s
ds

2
4

3
5þðkijT;jÞ;i ¼ 0

ð12:219Þ

The above equation now has the secondary variables removed, so that it may be
used to obtain the temperature field, Tð~x; tÞ.

12.7.3 Two-Way Coupled Linear Thermoviscoelasticity

Unfortunately, Eq. (12.219) contains the dilatational component of the strain ten-
sor, ekk, in addition to the temperature, T. This implies that the mechanics and the
thermodynamics are coupled, meaning that neither can be solved separately from one
another, just as in the case of a thermoelastic object (see Chap. 11). This then results
in the so-called coupled thermoviscoelastic initial boundary value problem, thus
implying that when temperature change occurs in a thermoviscoelastic object, the
deformation changes, and vice versa, that is, mechanical loading induces temperature
change. For the linear isotropic case, this problem is described in Table 12.5.

Table 12.4 (continued)

The above represents the rate of energy dissipation in linear thermoviscoelastic media. A strong
form of the entropy production inequality, comprising only the last term in inequality (12.203), will
lead to identical results for the heat flux constitutive equation as that found in Chap. 11 for a
thermoelastic material (see Eqs. (11.76)–(11.78)).

This completes the construction of thermodynamic constraints on linear thermoviscoelastic media,
thus demonstrating that it is possible to solve for all of the unknowns using the thermoviscoelastic
constitutive model, while at the same time obtaining powerful constraints on the constitutive
behavior of linear thermoviscoelastic media.
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Table 12.5 Coupled linear thermoviscoelastic initial boundary value problem

16T

on in in
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12.7.4 One-Way Coupled Thermoviscoelasticity

The initial boundary value problem described in Table 12.5 can be quite chal-
lenging to solve due to the thermoviscoelastic coupling. Fortunately, this coupling
is in many cases quite small. For many practical circumstances, the coupling term
appearing in the heat equation can be disregarded. This assumption appears to be
accurate for the purpose of modeling flexible pavement structures. Furthermore, it

Table 12.6 Part 1: Procedure for solving for the temperature in uncoupled thermoviscoelasticity
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will be assumed that the viscoelastic relaxation in the term involving the temper-
ature is negligible. This will result in the following simplification of Eq. (12.219):

qcv
dT
dt

¼ ðkT;iÞ;i þ qr ð12:220Þ

It can be seen that the above is the same uncoupled form of the conservation of
energy arrived at in Chap. 11, in which the temperature is the single unknown field
variable. In this case, the procedure described in Table 12.4 simplifies to two
separate problems. First, the temperature field, Tð~x; tÞ is predicted, subject to the
thermodynamic initial and boundary conditions described in Table 12.5. Thereafter,
the temperature may be deployed as a known quantity to predict the remaining
fifteen unknowns, uið~x; tÞ; rijð~x; tÞ; eijð~x; tÞ. The special uncoupled case of a linear
isotropic thermoviscoelastic object subjected to quasi-static loading is described in
Tables 12.6 and 12.7.

12.8 Nonlinear Viscoelasticity

When modeling the constitutive behavior of the AC pavement material, it is often
found that the material behavior is nonlinear. For example, if creep tests are per-
formed at increasing load levels, it is found that when a threshold value of loading
is exceeded the principle of homogeneity (see Chap. 9) does not hold. Instead,
doubling the load, for example, results in more than a doubling of the measured
strain. This type of observed behavior will result in some inaccuracy if a linear
viscoelastic model is employed, and while at least some of this can be attributed to
microcracking (see Chap. 8), it has been observed that in asphalt concrete this error
can be significant (Kim and Little 1990).

In order to account for this error it is necessary to employ a nonlinear vis-
coelastic material model, one in which the higher order terms in stress must be
included in the stress formulation, or conversely, higher order terms in strain must
be included in the strain formulation. Such formulations will necessarily become
mathematically complicated. Much of the complexity arises from the inclusion of
finite strains (Eq. (9.39), thereby leading to formulations that can be quite cum-
bersome (Green and Rivlin 1957; Green et al. 1959; Day 1972; Christensen 1982).

In this text, in order to develop a theory that is both instructive and oftentimes
sufficiently accurate for purposes of analysis and design, it will be assumed that the
deformations may be accurately captured with the linearized strain tensor (Eq. (9.40))
as opposed to the finite deformation strain tensor (Eq. (9.39)). The nonlinearity is
therefore intended to be captured via some pragmatic deployment of Eq. (12.3) or
(12.4) with nonlinear dependence on the right hand side.
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Table 12.7 Part 2: Procedure for solving for stresses, strains, and displacements in uncoupled
thermoviscoelasticity

on in , T in
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Toward this end, perhaps the simplest accurate single integral nonlinear vis-
coelastic model for isotropic media has been developed by Schapery (1962a, b,
1964, 1966, 1997). Proceeding from a thermodynamic formulation derived from an
assemblage of springs and dashpots first proposed by Maurice Anthony Biot (1905–
85) for the linear case (Biot 1954, 1965), Schapery defined the spring and dashpot
coefficients to be nonlinear, thereby producing a quite general nonlinear single
integral formulation. The uniaxial compliance form of this model is given by:

eðtÞ ¼ g0D0rðtÞþ g1

Z t

0

DDðw� w0Þ @ðg2rÞ
@s

ds ð12:221Þ

where D0 is the initial compliance, DDðtÞ is the time-dependent portion of the
compliance, and w is the so-called reduced time, defined by

w �
Z t

0

dt0

ar
ð12:222Þ

and

w0 � wðsÞ ¼
Zs
0

dt0

ar
ð12:223Þ

and g0; g1; g2 and ar are functions of stress.
Note both the similarities and dissimilarities between Eqs. (12.25) and (12.221).

It can be seen that in the linear case g0 ¼ g1 ¼ g2 ¼ ar ¼ 1. Conversely, in the
nonlinear case they are not equal to unity so that, despite the fact that the equations
are still single integral convolutions, the nonlinear model is significantly more
complex, implying that the experimental protocols for determining the material
properties are far more intricate and therefore costly.

Nonetheless, the above formulation is constructed in such a way that a rea-
sonable set of experiments can be utilized to construct all of the required material
properties using creep and creep and recovery tests (Schapery 1969; Lou and
Schapery 1971), or frequency sweeps (Golden et al. 1999). In the case where
Poisson’s ratio is constant, the nonlinear compliance (as well as the associated
functions in Eq. (12.221)) can be obtained and then inverted computationally to
produce the nonlinear relaxation modulus and corresponding associated functions,
and these can be deployed in a corresponding nonlinear form of Eq. (12.38) for the
purpose of modeling with the nonlinear strain formulation. Accordingly, the above
model has in recent years been applied by several researchers to asphalt (Park et al.
1996; Lee et al. 2000; Saadeh et al. 2007; Masad et al. 2008; Huang et al. 2010;
Ban et al. 2013).
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It should be noted that this type of nonlinear constitutive model is extremely
complicated to deploy computationally. Furthermore, because it is typically
employed at the level of asphalt concrete, the material properties must be regen-
erated for each set of aggregates and asphalt mastic under consideration. Thus, for
example, in order to determine the optimum volume fraction of aggregate for a
particular road way design, it is necessary to experimentally determine the material
properties for several different volume fractions of aggregates. The experiments are
in themselves sufficiently expensive to perform as to render it untenable by many
engineers for the purpose of road way design and analysis. Nonetheless, this type of
constitutive model can be incorporated into a finite element model so that predic-
tions of the stress, strain, and deformations as functions of time and space can be
made in flexible pavements (see Chaps. 14 and 15).

12.9 Summary

This chapter has presented an overview of the development of the theories of
viscoelasticity and thermoviscoelasticity. An understanding of these models is
essential to the ability to predict the response of flexible pavements containing
asphalt binder (see Chaps. 2 and 7), as well as rate-dependent base materials.

12.10 Problems

Problem 12.1
Given: The linear viscoelastic initial boundary value problem described in
Table 12.1.

Required:

(a) Reduce to the IBVP for the case of an object subjected to plane stress
conditions.

(b) Reduce to the IBVP for the case of an object subjected to plane strain
conditions.

(c) Further reduce the results obtained in part (a) for the case of the Dirichlet
problem.

(d) Further reduce the results obtained in part (b) for the case of the Neumann
problem.
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Problem 12.2
Given: Gibb’s free energy is given by the following:

g � uI � Ts� 1
q
rijeij

Required: Postulate the existence of a stress formulation for viscoelastic media of
the following form:

eijð~x; tÞ � Ds¼t
ij s¼0D rklð~x; tÞf g

qg ¼ qg rklð~x; tÞf g

Using the above, derive thermodynamic constraints on the stress formulation.

Problem 12.3
Given: The relaxation modulus Eq. (10.41) and the creep compliance Eq. (10.39)
for a Maxwell model.

Required:

(a) Use Eq. (9.25) to prove Eq. (12.35).

(b) Show that Eq. (9.25) holds true for a Maxwell model.

(c) Use Eq. (9.25) to show that (10.41) is linear for a Maxwell model.

Problem 12.4
Given: The results of Problem 12.2

Required:

(a) Reduce thermodynamic constraints on the linear viscoelastic stress formulation
for the case of an isotropic material.

(b) Graph these constraints similar to that shown in Fig. 12.1 for the isotropic
stress formulation.

Problem 12.5
Given: Suppose that the bar shown in Fig. 12.2 is tapered linearly such that
Aðx1Þ ¼ A1 � A2x1 where A1 and A2 are geometric constants, and in addition, the
bar is subjected to an evenly distributed load per unit length, p0 along the length of
the bar in the x1 coordinate direction. Suppose furthermore that the material may be
modeled with a Maxwell model.
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Required:

(a) Obtain the analytic solution to the problem assuming that it is one-dimensional
in x1.

(b) Plot the deflection u1ðx1 ¼ LÞ as a function of time.

Problem 12.6
Given: A rectangular parallelepiped of isotropic linear viscoelastic material with
m ¼ const: and modulus EðtÞ is placed between rigid platens and subjected to lateral
pressure as shown below:

Required: Determine all components of the stress, strain, and displacement as
functions of the input loads, geometry, and material properties.

Problem 12.7
Given: The two viscoelastic analogs shown below.
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Required:

(a) Derive the governing differential equation for the standard linear solid.

(b) Derive the relaxation modulus for the standard linear solid.

(c) Derive the governing differential equation for the three-parameter solid.

(d) Derive the creep compliance for the three-parameter solid.

(e) Show by using the results of (a) and (c) that the two analogs are mathematically
equivalent.

Problem 12.8
Given: The creep data shown below are for a typical asphalt concrete.

Compliance (GPa−1) Time (s)

1.00 1.0 � 10−5

1.02 3.16 � 10−5

1.05 1.0 � 10−4

1.10 3.16 � 10−4

1.18 1.0 � 10−3

1.29 3.16 � 10−3

1.41 1.0 � 10−2

1.55 3.16 � 10−2

1.70 1.0 � 10−1

1.88 3.16 � 10−1

2.10 1.0 � 100

2.35 3.16 � 100

2.60 1.0 � 101

2.93 3.16 � 101

3.25 1.0 � 102

3.58 3.16 � 102

3.88 1.0 � 103

4.15 3.16 � 103

4.25 1.0 � 104

4.30 3.16 � 104

4.32 1.0 � 105

Required:

(a) Use collocation to fit the data over the entire time span of the experiment.

(b) Plot the predicted creep compliance and the data on the same graph.

(c) Fit the data using a power law over the time span 10�2 � t� 102.
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Problem 12.9
Given: The creep data shown below are obtained at four different temperatures for
an asphalt binder with fines but no aggregate

Time (s) T = 0 °C T = 10 °C T = 20 °C T = 30 °C

Compliance
(GPa−1)

Compliance
(GPa−1)

Compliance
(GPa−1)

Compliance
(GPa−1)

1.0 � 10−1 0.145 0.210 0.400 0.680

3.16 � 10−1 0.150 0.250 0.470 0.750

1.0 � 100 0.160 0.300 0.540 0.780

3.16 � 100 0.180 0.360 0.600 0.795

1.0 � 101 0.210 0.420 0.650 0.800

Required:

(a) Plot the data on a single graph.

(b) Use time–temperature superposition to create a single master curve and plot on
the graph.

(c) Plot the shift factor versus temperature and determine whether either the
Arrhenius or the WLF equation represents the shift factor.

(d) Use the collocation method to fit the master curve.

(e) Plot the predicted master curve on the graph and compare to the experimental
master curve.

Problem 12.10
Given: The frequency sweep data for a typical asphalt binder shown in Table 12.3.

Required:

(a) Using the procedure for fitting frequency sweep data described in this chapter
fit the imaginary part of the complex modulus as a function of frequency.

(b) Plot the result on a graph and compare to the experimental data.

(c) Transform the result to the time domain and compare to the prediction obtained
using the real part of the complex modulus shown in Fig. 12.15.
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Chapter 13
Plasticity, Viscoplasticity, and Fracture

13.1 Introduction

The previous chapter focused on models for predicting the behavior of viscoelastic
media. Viscoelastic material models have been demonstrated to be effective for
modeling the material behavior of a wide range of materials, including both asphalt
binder (see Chap. 2) and asphalt concrete (see Chaps. 7 and 12). However, vis-
coelastic material models are typically not utilized for the purpose of modeling
other geologic media, including road way base materials.

In many cases, road way failure is caused by excessive deformations and/or
fracture within the surface layer of the road way (see Chap. 8). However, in some
cases the road way fails due to excessive permanent deformations (usually termed
rutting), and in these circumstances, it is often observed that a primary component
of the rutting is the result of permanent deformations within the road way base
and/or sub-base material (see Chap. 8). This chapter focuses on the development of
constitutive models for predicting permanent deformations in these layers of the
road way, as well as fracture within the road way (see Chap. 8).

There are several reasons that specialized material models are required for road
way base materials, and they are related to their fundamental material makeup (see
Chaps. 2 through 6). These reasons are described briefly below.

Firstly, as shown in Fig. 13.1, when road way materials are observed under low
magnification they are typically observed to be composed of large grains embedded
within an intergranular material (see Chap. 7). When subjected to mechanical
loading, this granular structure is typically locked in place up to significant and
somewhat predictable stress states. Up to the point at which the grains begin sliding
with respect to one another and/or undergo fracture, the macroscopic response of
the medium will result primarily from linear elastic deformations within the indi-
vidual grains, and little if any permanent deformations (as well as energy dissi-
pation) are observed in the material. For this reason, up to the point at which sliding
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is initiated the material can be modeled quite accurately with the use of a linear
elastic material model, as described in detail in Chap. 11.

Secondly, in many geologic media the grains are sufficiently tough that grain
sliding is initiated well before the onset of fracture within individual grains. Beyond
the loading level at which relative sliding between grains is initiated, the response
includes an energy dissipative viscous effect caused by grain sliding, and this effect
is typically observed to be highly nonlinear. Grain sliding can typically be modeled
at least approximately at the macroscopic scale by incorporating a single nonlinear
viscous term within the constitutive model. This type of material model is not
designed to account for intragranular fracture because this phenomenon is not a
commonplace in typical road way base materials.

When there is little or no moisture in the material, the grain sliding mechanism is
typically observed to be rate independent, and in this case, the material behavior can
be modeled with an elastoplastic constitutive material model. Alternatively, when
the medium contains significant moisture, both the grain sliding and the bulk
material exhibit rate dependence, so that the macroscopic material behavior will
typically be observed to be rate dependent, and in this case, the material behavior
must be modeled with a viscoplastic material model (see Chap. 8).

In Chap. 10, one-dimensional material models were introduced for elastoplastic
and viscoplastic materials. In this chapter, the discussion focuses on
three-dimensional elastoplastic and viscoplastic material behavior. These models
are termed “phenomenological models,” meaning that they are constructed at the
macroscopic scale of the road way, assuming that the base and sub-base materials
may be treated as macroscopically homogeneous. This assumption is of course an
approximation of reality that necessarily results in some error in the models. For the
purpose of modeling permanent deformations within road ways (see Chap. 8), this

Fig. 13.1 Typical granular structure of geologic media
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error is normally not excessive. However, in cases where it is, it is advisable to
utilize either micromechanics or multi-scaling approaches, as detailed in Chaps. 11
and 15.

13.2 Multi-dimensional Plasticity

As described in Fig. 10.13, uniaxial tests performed on geologic media often result
in elastic material response up to the yield point, rY , and the material undergoes
permanent deformation if this level of stress is exceeded. This permanent defor-
mation is typically nonlinear, and, as described above, it is often caused by
microscopic slip between particles within the geologic medium. When this process
is rate independent, the material is termed elastoplastic. In accordance with
one-dimensional definition (10.43), for the three-dimensional case an elastoplastic
material is defined as follows:

rij ¼ Eijklekl 8FðrijÞ � FY\0

rijð~x; tÞ ¼ E
s¼t

s¼0
eklð~x; sÞf g ¼ E

s¼ct

s¼0
eklð~x; csÞf g s ! cs 8FðrijÞ � FY � 0

ð13:1Þ

where FðrijÞ is called the yield function, and FY is a history-dependent material
parameter. These two quantities together make up what is termed the yield criterion.

Historically, the subject of elastoplasticity traces its roots to the work of
Leonardo da Vinci (1452–1519), Allen (2014). Unfortunately, the results described
within his journals were not published until much later (1699), so that the first
scientific reference on the subject was reported by Guillaume Amontons (1663–
1705), who recorded three laws of friction in 1699 (l’Académie Française 1699).
Charles-Augustin de Coulomb (1736–1806), who developed a model for predicting
the maximum load that retaining walls could withstand (Coulomb 1776), later
expanded on Amontons’ laws. A modern amalgamation of the above two laws,
termed Coulomb’s law of friction, can be stated as follows (see Fig. 13.2):

Fig. 13.2 Depiction of
Coulomb’s law of friction
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ts � ltn ) uAs ¼ uBs
ts [ ltn ) uAs 6¼ uBs

ð13:2Þ

where the subscripted t denotes traction components, the subscripted u denotes
displacement components, and the subscripts s imply components parallel to the
surfaces in contact with one another, whereas the subscripts n imply components
normal to the surfaces in contact with one another. In addition, the term l is called
the coefficient of friction, a constant empirical material property describing the
threshold value at which sliding is initiated between the two contact surfaces. Thus,
as shown in Eq. (13.2), when the shear traction at the interface exceeds the coef-
ficient of friction, l, multiplied by the normal traction component, tn, at the inter-
face, the shear component of displacement, us, along the interface is predicted by
Coulomb’s model to become discontinuous, thus implying interfacial slip between
the two particles. As such, the above friction model represents the first scientifically
reported model of failure to appear in the open literature.

The above model was later expanded into the so-called Mohr–Coulomb theory,
to be discussed below. Further developments were due to Henri Édouard Tresca
(1814–85), Tresca (1864), Christian Otto Mohr (1835–1918), Timoshenko (1953),
Richard von Mises (1883–1953), Mises (1913), Rodney Hill (1921–2011) and Hill
(1950), to name a few. During the latter half of the twentieth century, plasticity
theory was extended to account for the effects of cyclic loading, as computers
became sufficiently powerful to model the effects of complicated loading histories.

The theory of plasticity is a complex subject that typically requires significantly
more study than is possible within the context of this text. Instead, a short overview
will be developed within this chapter that is hopefully sufficient for the purpose of
describing only that necessary for the purpose of designing road ways. The inter-
ested reader is referred to the literature on this complex subject for more details
(Hill 1950; Prager 1959; Lubliner 2008; Negahban 2012).

In practice, a specific form of Eq. (13.1) is normally utilized, and this specific
form is comprised of four distinct parts as follows:

(1) The stress–elastic strain relationship;
(2) The yield function;
(3) The flow rule; and
(4) The workhardening rule.

These four components of the model are described in the following sections.

13.2.1 The Stress–Elastic Strain Relationship

It is observed experimentally that elastoplastic materials exhibit a reproducible
behavior that consists of two distinct ranges of behaviors, one elastic and the other
inelastic, and these two ranges may be distinguished via the use of a yield function,
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to be described in detail in the next section. As an example of these two distinct
ranges, consider the results of a uniaxial test, as described in Chap. 10. In this case,
the specimen is both loaded and unloaded, and if the yield point is exceeded, the
uniaxial stress–strain curve will be observed as shown in Fig. 13.3. Note that,
according to Eq. (13.1), in order for the material to behave elastoplastically, the
experimental results must be independent of the loading and unloading rates.

Now suppose that, by observation of the experimental result in Fig. 13.3, the
uniaxial plastic strain is defined as follows:

ePðtÞ � eðtÞ � rðtÞ
E

) rðtÞ ¼ E eðtÞ � ePðtÞ� � ð13:3Þ

By analogy, in the multi-axial case, it is assumed that the stress may be related to
the strain at any point in time (for the isothermal case) via the following:

rij ¼ Eijklðekl � ePklÞ ð13:4Þ

where ePij is called the plastic strain tensor. It should be apparent that this formu-
lation is an assumption, but experimental evidence indicates that it is an accurate
one for most elastoplastic materials, including many geologic materials used in road
way bases and sub-bases. This may be explained physically by the observation that
once the yield point is reached on loading, particles within the material begin
sliding with respect to one another (thereby dissipating energy), but on load

Fig. 13.3 Typical results of a
uniaxial test performed on an
elastoplastic material
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reduction, the particles become locked into a fixed configuration with respect to one
another (thereby dissipating little or no energy).

Where the material is observed to be initially isotropic, the formulation may be
simplified still further to the following:

rij ¼ kðekk � ePkkÞdij þ 2lðeij � ePijÞ ð13:5Þ

Assuming that the material has not been previously loaded, it can therefore be
construed by comparison between Eqs. (13.5) and (11.33a) that in the initial state
all components of the plastic strain, ePij , are identically zero in an elastoplastic
material. In most circumstances, road way geologic materials can be modeled
accurately with the initially isotropic formulation given by Eq. (13.5).

13.2.2 The Yield Criterion

As indicated in the uniaxial test shown in Fig. 13.3, the material behavior of
elastoplastic media is initially linear elastic, so that the components of the plastic
strain tensor are all initially zero, and they will not begin to evolve until initial
yielding occurs. In the case wherein the material is loaded such that the stress state
is uniaxial, it is a simple matter to ensure that the stress does not exceed the uniaxial
yield point, rY , obtained from experimental data, to determine when the plastic
strain will begin to evolve. However, when the stress state is not uniaxial, it is
apparent that the uniaxial yield stress is not sufficient to determine at what point
yielding occurs. Toward this end, it is hypothesized that, consistent with Eq. (13.1),
there exists a yield function, F, of the following generic form:

F ¼ Fðrij; e
P
ijÞ ð13:6Þ

such that

F\0 ) dePij
dt

¼ 0

F� 0 ) dePij
dt

6¼ 0

ð13:7Þ

Furthermore, it is assumed that F is never greater than zero, implying that the
yield function evolves whenever the plastic strain evolves.

In the case of initial yielding, F is denoted by FI , and since the initial plastic
strain is necessarily zero, (13.6) simplifies to the following:

FI ¼ FIðrijÞ ð13:8Þ
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The above can be viewed as a surface in six-dimensional stress hyperspace. It
would stand to reason that the function would usually be simply connected, convex,
and enclose the coordinate origin in the space of stress.

The precise form that Eq. (13.8) will take on will depend on the material to be
modeled, and the equation describing yielding will necessarily have to be con-
structed based on experimental evidence. Since multi-axial experiments can be
quite cumbersome and expensive to perform, it is advisable to deploy as much
physical cognition as possible before resorting to experimentation for the purpose
of describing Eq. (13.8). For example, in the case wherein the material is initially
isotropic, Eq. (13.8) may be simplified by writing it in terms of either the principal
stresses or the stress invariants as follows:

FI ¼ FIðr1;r2;r3Þ ¼ FIðI1; I2; I3Þ ð13:9Þ

It is apparent that Eq. (13.9) is a significant simplification of Eq. (13.8).
Accordingly, when the material is statistically isotropic, it is possible to represent
the initial yield function as a surface in a three-dimensional principal stress space, as
shown in Fig. 13.4.

By manipulating Eqs. (9.57)–(9.59) and (9.65)–(9.67), it can be shown that

J2 ¼ I21
3
� I2 ) I2 ¼ I21

3
� J2 ð13:10Þ

and

J3 ¼ I3 � I1I2
3

þ 2
27

I31 ) I3 ¼ J3 þ I1I2
3

� 2
27

I31 ð13:11Þ

Fig. 13.4 Depiction of initial
yield surface in principal
stress space for an isotropic
material
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Substituting Eqs. (13.10) and (13.11) into Eq. (13.9) will therefore result in the
following mathematically equivalent form for the initial yield function:

FI ¼ FIðI1; J2; J3Þ ð13:12Þ

While the above representation is mathematically equivalent, it is a physically
intriguing representation for the initial yield function due to the fact that it is written
explicitly in terms of the average hydrostatic stress, r0 ¼ I1=3, and the deviatoric
stress invariants.

For some materials, further simplification of Eq. (13.8) (or equivalently,
Eq. 13.12 for the case where the material isotropic) is possible. To see how this can
be achieved, consider a particular plane in principal stress space termed the p-plane,
defined by the following function:

f ðr1;r2;r3Þ ¼ r1 þr2 þr3 ¼ 0 ð13:13Þ

A unit outer normal vector,~n, to this plane may be obtained by taking the gradient
of the function, f, with respect to the three principal stress components, as follows:

@f
@r1

¼ 1;
@f
@r2

¼ 1;
@f
@r3

¼ 1 )~n ¼ 1ffiffiffi
3

p ~e1 þ 1ffiffiffi
3

p ~e2 þ 1ffiffiffi
3

p ~e3 ð13:14Þ

Thus, the p-plane can be seen to be a flat (having zero curvature everywhere)
plane that makes equal angles with each of the principal stress axes, as shown in
Fig. 13.5. Note that due to Eq. (13.13), on this plane the hydrostatic pressure is zero,

Fig. 13.5 Depiction of the
p-plane together with
hydrostatic pressure-
independent initial yield
function
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implying that on the p-plane I1 ¼ 0. Thus, the initial yield function given by
Eq. (13.12) depends only on the deviatoric stress invariants when the state of stress
lies on the p-plane.

The above-assembled physical information can now be utilized to hypothesize
several specific possibilities for the initial yield function for a variety of materials.

13.2.2.1 Von Mises Yield Criterion

Some materials, such as most metals, exhibit initial yielding that is observed to be
independent of hydrostatic stress, so that, whatever shape the initial yield surface
takes on in the p-plane, this shape is unchanged by translation normal to the
p-plane, as shown in Fig. 13.5. Thus, the simplest approximation of Eq. (13.12) for
a material that exhibits yielding that is independent of hydrostatic pressure is called
the von Mises yield criterion (Mises 1913), given by the following mathematical
expression:

FI
VM � ffiffiffiffiffi

J2
p � CY

VM ¼ 1
2
ðr0

1Þ2 þðr0
2Þ2 þðr0

3Þ2
� �1=2

�CY
VM ð13:15Þ

where, from Eq. (13.1), CY
VM is a material constant to be determined experimentally.

To see how the above function appears in principal stress space, first consider the
following function:

1
2

r2
1 þr2

2 þr2
3

� �� �1=2
�CY

VM ¼ 0 ð13:16Þ

The square of the above equation is clearly the equation of a sphere in principal
stress space with center at the coordinate origin. Since the hydrostatic stress is zero
in the p-plane, Eqs. (13.15) and (13.16) coincide in the p-plane, thereby indicating
that the square of Eq. (13.15) represents a circle in the p-plane. Accordingly, since
the von Mises yield criterion is independent of hydrostatic pressure, it can be
inferred that its square is represented by a right circular cylinder of constant radius,
and with principal axis coincident with the unit vector, ~n, as shown in Fig. 13.6.

The above yield criterion has been shown to be quite accurate for predicting
initial yielding in a variety of initially isotropic polycrystalline materials, including
many metals. This is due to the fact that these materials yield initially due to
molecular-scale physical phenomena such as dislocation climb and cross-slip that
do not behave according to friction law (13.2).

Note that, due to the fact that the cylinder is of constant radius and extends to
infinity, it is characterized by a single constant that is equivalent to the cylinder
radius. Thus, one may choose any experiment that is convenient for the purpose of
evaluating this quantity, such as indeed a tensile uniaxial test, in which yielding is
observed to occur at a uniaxial value of stress given by r11 ¼ rT

Y . Since all of the
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remaining components of stress are zero in this experiment, it follows that, by direct
substitution of the above state of stress into Eq. (13.15),

1
2

rY � rY

3

	 
2
þ �rY

3

	 
2
þ �rY

3

	 
2� �� �1=2
�CY

VM ¼ 0 ) CY
VM ¼ rT

Yffiffiffi
3

p

ð13:17Þ

thus providing the value of the material constant, CY
VM , from a simple uniaxial test.

The above is of course a model for initial yielding, and as such, the accuracy
obtained with it will depend on the material in question. In practice, only initially
isotropic crystalline materials behave according to the von Mises yield criterion.
Unfortunately, road way base materials do not behave according to this model, thus
requiring development of more complex yield criteria, to be described below.

13.2.2.2 Tresca Yield Criterion

Another yield criterion that is independent of hydrostatic stress is actually the first
criterion proposed specifically for yielding. This criterion, called the Tresca yield
criterion (Tresca 1864), assumes that yielding will occur when the maximum
shearing stress at a material point reaches a critical value. This assumption may be
described mathematically as follows:

FI
T � 1

2
max r1 � r2j j; r2 � r3j j; r3 � r1j j½ � � CY

T ð13:18Þ

Fig. 13.6 Depiction of the
von Mises yield criterion in
principal stress space
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where CY
T is the material constant to be determined experimentally. It can be shown

that the Tresca yield criterion is both hexagonal in the p-plane and independent of
hydrostatic pressure, so that it produces the surface shown in Fig. 13.7.

For the case wherein the state of stress is plane stress r3 ¼ 0ð Þ, the Tresca and
von Mises yield criteria may be depicted graphically in a two-dimensional subspace
of principal stress space, as shown in Fig. 13.8. Once again, any experiment that is
expedient can be used to evaluate CY

T . For example, if a tensile uniaxial test is
performed, substituting the uniaxial yield stress in tension, rT

Y , into Eq. (13.18) will
result in the following:

1
2
max rT

Y � 0


 

; 0� 0j j; 0� 0j j� �� CY

T ¼ 0 ) CY
T ¼ rT

Y

2
ð13:19Þ

thus providing a simple uniaxial experiment for obtaining the material constant
necessary to complete the description of the Tresca yield criterion. Note that by
comparison with the initial yield values obtained in Eqs. (13.17) and (13.19), the
Tresca yield criterion provides a more conservative predictor of initial yielding than
does the von Mises yield criterion when a uniaxial test is used to evaluate the
constant CY

T .

13.2.2.3 Drucker–Prager Yield Criterion

Unlike that predicted by the von Mises and Tresca yield criteria, most geologic
media exhibit initial yield behavior that is hydrostatic stress dependent, that is,

Fig. 13.7 Depiction of
Tresca yield criterion in
principal stress space
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FI ¼ FIðI1Þ ð13:20Þ

This is due to the fact that initial yielding in these materials is at least partially
due to sliding friction, described by friction law (13.2). Note that this law accounts
for hydrostatic pressure implicitly via the normal traction component, tn. The von
Mises and Tresca yield criteria are therefore not sufficiently accurate for predicting
initial yielding in geologic media. On the other hand, these media tend to be
initially isotropic, and they do exhibit yielding that depends on the second devia-
toric stress invariant, J2.

Toward this end, perhaps the simplest initial yield criterion that accounts for
both I1 and J2 dependence is called the Drucker–Prager yield criterion (Prager
1959), which is nothing more than a linear combination of these invariants:

FI
DP � ffiffiffiffiffi

J2
p þ lffiffiffi

6
p I1 � CY

DP ð13:21Þ

where CY
DP and l are material constants to be determined from experiments. It can

be seen by comparison between Eqs. (13.15) and (13.21) that when l is identically
zero, the Drucker–Prager yield criterion degenerates to the von Mises yield crite-
rion. Thus, since I1 is identically zero in the p-plane, the Drucker–Prager yield

Fig. 13.8 Depiction of the von Mises and Tresca yield criteria in two-dimensional principal stress
subspace
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criterion is identical to the von Mises yield criterion in this plane, implying that the
Drucker–Prager yield criterion is circular in the p-plane. Outside the p-plane, the
function remains circular for constant values of I1, implying that the Drucker–
Prager yield criterion is circular on any plane parallel to the p-plane. Finally, since
the Drucker–Prager yield criterion is linear in I1, it can now be established that the
Drucker–Prager yield criterion is a right circular cone in principal stress space, with
principal axis of the cone coincident with the unit normal vector,~n, to the p-plane,
as shown in Fig. 13.9.

Various experiments may be used to determine the two material constants, CY
DP

and l, in Eq. (13.21). However, it should be evident that precisely two experiments
are required, so long as they are linearly independent of one another. This is due to
the fact that the orientation of the Drucker–Prager yield criterion in principal stress
space is by necessity aligned normal to the p-plane, and once the orientation of a
right circular cone is determined, only two additional values on the surface of the
cone must be known in order to completely specify the cone geometrically.

These two experiments are arbitrary, except that they must be linearly inde-
pendent (implying that they must be performed with different values of average
hydrostatic stress), thus requiring more complicated experiments than those
required for materials that do not exhibit hydrostatic stress dependence.

For example, first consider the case of a test performed in pure shear, given by
the following:

r12 6¼ 0;rij ¼ 0 8 other i; j ) r2 ¼ �r1;r3 ¼ 0 ð13:22Þ

Fig. 13.9 Depiction of the
Drucker–Prager yield
criterion in principal stress
space
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Substituting the above into Eq. (13.21) for the case where yielding in pure shear
occurs r12 ¼ r1 ¼ �r2 ¼ rSð Þ will result in the following equation:

FI
DP ¼ 0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2
ðrSÞ2 þ 1

2
ðrSÞ2

r
þ 0� CY

DP ) CY
DP ¼ rS ð13:23Þ

Next consider the case of a uniaxial compression test, given by the following:

r11 ¼ r1;r2 ¼ r3 ¼ 0;r23 ¼ r13 ¼ r12 ¼ 0 ð13:24Þ

Substituting the above into Eq. (13.21) for the case where uniaxial yielding
occurs in compression r11 ¼ rC

Y

� �
will result in the following equation:

0 ¼ 1ffiffiffi
3

p rC
Y þ

lffiffiffi
6

p rC
Y � CY

DP ð13:25Þ

In order to solve for l, substitute Eq. (13.23) into Eq. (13.25), thereby resulting
in the following:

l ¼
ffiffiffi
6

p rS

rC
Y
�

ffiffiffi
2

p
ð13:26Þ

From Fig. 13.9, it can be seen that if pure hydrostatic pressure is applied to the
material (moving in the negative direction along the vector~n) yielding will never be
predicted by the Drucker–Prager yield criterion, no matter how large the hydrostatic
pressure grows. This would seem to be unrealistic. Thus, the Drucker–Prager yield
criterion should be used with caution when attempting to model materials under-
going pure hydrostatic pressure or large values of average hydrostatic pressure
(meaning negative average hydrostatic stress). This circumstance arises oftentimes
in road ways, and the Drucker–Prager yield criterion should be used when this
circumstance arises. Fortunately, there is a modification to the Drucker–Prager
model that may be utilized in this circumstance, and this will be described below.

Example Problem 13.1 Given: Suppose that the following two experiments are
performed for the purpose of characterizing yielding. These are as follows:

Test #1 is a uniaxial compressive ramp test performed in load control.
Test #2 is a multi-axial compression test with axial ramp loading and lateral

pressure p ¼ 100 KPa.

Required: Determine the material constants in the Drucker–Prager yield criterion.

Solution: From test #1, it is found that the uniaxial yield stress is rC
Y ¼ �750KPa.

This results in the following:

I1 ¼ rkk ¼ ð�750þ 0þ 0Þ ¼ �750 KPa ð13:27Þ
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Accordingly,

r
0
11 ¼ r11 � I1=3 ¼ �750þ 750=3 ¼ �500 KPa

r
0
22 ¼ r

0
33 ¼ r22 � I1=3 ¼ 0þ 750=3 ¼ 250 KPa

r
0
23 ¼ r

0
13 ¼ r

0
12 ¼ 0

ð13:28Þ

It follows that

J2 ¼ 1
2
r

0
ijr

0
ij ¼

1
2

ð�500Þ2 þð250Þ2 þð250Þ2
h i

¼ 187; 500 KPa2 ð13:29Þ

Substituting the results of (13.27) and (13.29) into Eq. (13.21) therefore gives
the following:

FI
DP � ffiffiffiffiffi

J2
p þ lffiffiffi

6
p I1 � CY

DP ) 0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
187500

p
þ lffiffiffi

6
p ð�750Þ � CY

DP ð13:30Þ

From test #2, it is found that the axial stress at yield is rY
11 ¼ �800 KPa. This

results in the following:

I1 ¼ rkk ¼ ð�800� 100� 100Þ ¼ �1000 KPa ð13:31Þ

Accordingly,

r
0
11 ¼ r11 � I1=3 ¼ �800þ 1000=3 ¼ �466:7 KPa

r
0
22 ¼ r

0
33 ¼ r22 � I1=3 ¼ 0þ 1000=3 ¼ 333:3 KPa

r
0
23 ¼ r

0
13 ¼ r

0
12 ¼ 0

ð13:32Þ

It follows that

J2 ¼ 1
2
r

0
ijr

0
ij ¼

1
2

ð�466:7Þ2 þð333:3Þ2 þð333:3Þ2
h i

¼ 219; 993 KPa2 ð13:33Þ

Substituting the results of (13.31) and (13.33) into Eq. (13.21) therefore gives
the following:

FI
DP � ffiffiffiffiffi

J2
p þ lffiffiffi

6
p I1 � CY

DP ) 0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
219993

p
þ lffiffiffi

6
p ð�1000Þ � CY

DP ð13:34Þ

Equations (13.30) and (13.34) may now be solved simultaneously for the
unknown coefficients CY

DP and l, resulting in the following material properties
describing initial yielding:

CY
DP ¼ 325KPa; l ¼ 0:35 ð13:35Þ
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One additional comment should be made concerning the Drucker–Prager yield
criterion. Geotechnical engineers are sometimes known to plot yield criteria using
the negative values of principal stresses rather than the positive values (contrary to
Cauchy’s definition of stress introduced in Chap. 9), as shown in Fig. 13.9, so that
in this representation the cone described by the Drucker–Prager yield criterion
would be expanding toward the reader, rather than shrinking, as shown in the
figure.

13.2.2.4 Mohr–Coulomb Yield Criterion

Another yield criterion that exhibits hydrostatic pressure dependence is the
so-called Mohr–Coulomb yield criterion, after Christian Otto Mohr (1835–1918)
and Charles-Augustin de Coulomb (1736–1806), although neither actually pro-
posed the criterion in its currently used form. Rather, it was shown later by several
researchers (Lubliner 2008) that the essential features of models previously pro-
posed by Mohr and Coulomb are reflected within this yield criterion, whereby it has
acquired its name. The criterion is given mathematically by the following:

FI
MC ¼ max r1 � r2j j þ ðr1 þr2Þ sin/; r2 � r3j j þ ðr2 þr3Þ sin/; r3 � r1j j þ ðr3 þr1Þ sin/ð Þ½ �

� 2CY
MC cos/

ð13:36Þ

where CY
MC and / are material properties to be determined from experiments. It can

be seen by comparison of the above equation to Eq. (13.18) that when the material
parameter / is zero, the above yield criterion reduces to the Tresca yield criterion.
Furthermore, it can be shown that the above is linear in the average hydrostatic
pressure, so that the Mohr–Coulomb yield criterion is a right hexagonal cone in
principal stress space, as shown in Fig. 13.10. This hexagonal cone can be shown to
fit neatly within the right circular Drucker–Prager yield surface.

As indicated for the Drucker–Prager model, only two experiments are required
in order to completely specify the initial Mohr–Coulomb yield surface. This may be
accomplished by substituting the two different states of stress that cause incipient
yield directly into Eq. (13.36). The resulting two equations comprise a set of two
equations that may be solved for the material constants CY

MC and /.
For example, first consider the case of a test performed in pure shear, given by

Eq. (13.22). Substituting this into Eq. (13.36) for the case where yielding in pure
shear occurs r12 ¼ r1 ¼ �r2 ¼ rSð Þ will result in the following equation:

0 ¼ max rS þrSj j þ ðrS � rSÞ sin/; rS � 0j j þ ðrS þ 0ð Þ sin/; 0� rSj j þ ð0þrSÞ sin/½ �
� 2CY

MC cos/ ) 0 ¼ 2rS � 2CY
MC cos/

ð13:37Þ
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Next consider the case of uniaxial compression stress, given by Eq. (13.24).
Substituting this into Eq. (13.36) for the case where uniaxial yielding occurs in
compression r11 ¼ �rC

Y

� �
will result in the following equation:

0 ¼ max �rC
Y



 

� rC
Y sin/

� �
; 0; rC

Y



 

þrC
Y sin/

� �� 2CY
MC cos/ )

0 ¼ rC
Y ð1þ sin/Þ � 2CY

MC cos/
ð13:38Þ

Solving Eqs. (13.37) and (13.38) simultaneously for the two unknowns CY
MC and

/ will thus result in the following:

/ ¼ sin�1 2rs

rC
Y
� 1

� �
ð13:39Þ

and

CY
MC ¼ rC

Y ð1þ sin/Þþ 2rS

cos/
ð13:40Þ

Note that the Mohr–Coulomb yield criterion possesses a similar shortcoming to
the Drucker–Prager yield criterion in that this model fails to predict yielding for
large values of average hydrostatic stress.

Fig. 13.10 Depiction of
Mohr–Coulomb yield
criterion in principal stress
space
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13.2.2.5 Cap Yield Criterion

The four yield criteria described in this section constitute the mainstream yield
criteria that are utilized for the purpose of modeling initial yielding in isotropic
media. For circumstances wherein they are found to be inaccurate, in most cases
simple modifications are made to these models, such as in the case wherein yielding
is to be predicted in geologic media undergoing large average hydrostatic pressure.
In this case, it is customary to include a so-called cap on the compression side of the
conic shown in Figs. 13.9 and 13.10, thereby creating a so-called cap yield crite-
rion, as depicted graphically in Fig. 13.11 for the Drucker–Prager yield criterion.
This cap is typically described as a flat plane parallel to the p-plane, and it should be
apparent that a third experiment is required in order to characterize this part of the
yield surface.

13.2.3 The Flow Rule

As described in Eq. (13.4), the plastic strain tensor, ePij , must be determined in order
to complete the constitutive equation relating the stress and strain tensors in
elastoplastic media. Prior to initial yielding, the plastic strain tensor is defined to be
identically zero, thereby resulting in linear elastic behavior of the material in
question. However, once initial yielding is predicted by one of the yield criteria
described in the previous section, the plastic strain will necessarily evolve as a
function of the loading history. The equation describing the evolution of the plastic
strain tensor is termed the flow rule, and this equation is generally postulated to be
in the form of a differential equation that is necessarily evolutionary in nature.

Fig. 13.11 Drucker–Prager
yield criterion supplemented
with hydrostatic pressure cap
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The form chosen for the flow law has itself evolved significantly over time.
However, for the sake of simplicity, only a brief overview of the various forms will
be discussed herein.

13.2.3.1 Prandtl–Reuss Equations

As a preamble to the development of the actual equations, note that in geologic
media a primary physical mechanism of inelastic deformation is due to relative slip
between small granular particles and, although the length scale is considerably
larger than in fluids, the physics are not unlike relative sliding of molecules in
fluids. As described in Chap. 10, Newtonian fluids behave in shear according to a
constitutive law of the following form:

r
0
ij ¼ g

de
0
ij

dt
ð13:41Þ

However, the physics of sliding in granular is nonlinear (in accordance with
Coulomb’s law of friction, described above). Inverting the above representation,
applying it to plastic strain, and accounting for nonlinearity result in the following
form of the flow rule:

dePij
dt

¼ k0r
0
ij ð13:42Þ

where k
0
is a nonlinear fluidity (meaning the inverse of viscosity) of the following

general form:

k0 ¼ k0ðeij; T; ePij ; agijÞ ð13:43Þ

where ag;g ¼ 1; . . .; n is a generic representation for a set of n internal variables,
these variables being necessary to capture the physics of the inelastic deformations.

Note that if sufficient information can be assembled to afford the precise spec-
ification of Eq. (13.43), then Eq. (13.42) can be integrated in time, thereby pro-
viding the value of the plastic strain tensor for any and all times. Substitution of the
resulting value of the plastic strain tensor into Eq. (13.5) will thus complete the
constitutive model for an elastoplastic material.

The above simplistic development illustrates the rather ad hoc way that the
theory of plasticity was originally developed, and an early generation of the model
was termed the Prandtl–Reuss equations (Prandtl 1928). This form can be con-
structed by first differentiating Eq. (13.5) with respect to time and substituting
Eq. (13.42) into this equation, thereby resulting in the following stress formulation:
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deij
dt

¼ 1
2l

drij

dt
� k
2lð3kþ 2lÞ

drkk

dt
dij þ k0r

0
ij ð13:44Þ

The uniaxial simplification of the Prandtl–Reuss equations is demonstrated in
Fig. 13.12.

The above equations represent perhaps the first modern attempt to model the
multi-dimensional elastoplastic behavior of solids. However, they were proposed
for metals subjected to monotonic loading conditions, so that subsequent general-
ization has been necessary for the purpose of modeling geologic media, especially
when subjected to nonmonotonic loading conditions.

Nonetheless, the above model is instructive for the purpose of elucidating how
Eq. (13.43) may be deduced from experimental data. To see how this may be
accomplished, first square Eq. (13.42) and solve for k0, thus resulting in the
following:

k0 ¼ 3
2
deP

dr
1
r
dr
dt

ð13:45Þ

Fig. 13.12 Depiction of the
evolution of plastic strain in a
uniaxial test
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where the equivalent plastic strain rate is defined as follows:

dep

dt
� 2

3

dePij
dt

dePij
dt

 !1=2

ð13:46Þ

and the equivalent uniaxial stress is defined as follows:

r � 3J2ð Þ1=2 ð13:47Þ

The parameter deP=dr, called the equivalent uniaxial plastic strain rate, can be
determined from experimental results as described below.

Note that both the equivalent plastic strain rate and the equivalent uniaxial stress
are by definition invariants. It should be apparent that since Eq. (13.44) is a stress
formulation, in light of Eq. (13.47), the only unknown in Eq. (13.45) is the leading
quantity. This quantity can be obtained from a uniaxial ramp test (r11 6¼ 0;rij ¼ 0
all other i, j), in which, due to the form of flow rule (13.42)

deP22
dt

¼ deP33
dt

¼ � 1
2
deP11
dt

ð13:48Þ

The above implies that the material is plastically incompressible, that is

dePkk
dt

¼ 0 ð13:49Þ

Substituting (13.48) into Eqs. (13.45)–(13.47) for the case of a uniaxial test thus
results in the following:

H0 � dr11

deP11
¼ dr

deP
ð13:50Þ

where H’ is called the plastic hardening modulus because, as shown in Fig. 13.13,
it can be obtained directly from a uniaxial test, thereby resulting in the following
formula:

H0 ¼ H0ðePÞ ¼ EET

E � ET
ð13:51Þ

where ET is the tangent modulus obtained from the uniaxial test, as shown in
Fig. 13.13. Note that it has been assumed that H’ is a function of the equivalent
plastic strain, eP. Alternatively, it is also often commonly assumed that H’ may be
assumed to be a function of the plastic work, WP, defined as follows:
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WP �
Z

rijde
P
ij ð13:52Þ

The Prandtl–Reuss equations, though powerful, are nonetheless limited. Perhaps
the foremost of these limitations is that they are designed for modeling objects
loaded monotonically. Furthermore, they are accurate only for materials that are
plastically incompressible. Roadway materials are typically not plastically incom-
pressible, so that more advanced models are necessary in order to capture the
physically observed response of road way materials. These will be described in the
following sections.

13.2.3.2 Drucker’s Postulate

In order to accurately capture the elastoplastic behavior of road way materials, a
more complex approach is taken to the flow rule, one that is based on the
assumption that the material is stable and workhardening. As reported by D.C.
Drucker (Drucker 1951), a material is described to be workhardening and stable if
the following two conditions are met:

(1) Stable material

drij

dt
deij
dt

[ 0 during loading ð13:53aÞ

(2) Workhardening material

DrijDe
P
ij � 0 on completion of loading cycle ð13:53bÞ

The above is called Drucker’s postulate. The consequences of this postulate
were described by Paul M. Naghdi (1924–94) as follows (Naghdi 1960). Consider

Fig. 13.13 Depiction of
experimental parameters
required to determine the
plastic hardening modulus
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an increment of stress, Drij, as a nine-dimensional vector in stress hyperspace.
Similarly, consider the nine components of the plastic strain increment, DePij , as a
vector in the same hyperspace. Then, it follows from Drucker’s postulate that if the
material is stable and workhardening

DrijDe
P
ij ¼ Dr!� D e!P ¼ Dr!

 

 D e!P




 


 cosw� 0 ð13:54Þ

where

w � ] Dr!;D e!P
	 


ð13:55Þ

Inequality (13.54) implies that

� p
2
�w� p

2
ð13:56Þ

or that the angle between Dr! and D e!P
is acute. Consider a geometric depiction of

inequality (13.54), as shown in Fig. 13.14. Suppose the yield surface is convex
(implying that it is on the interior loading side of the hyperplane A-A at point P)
and tangent to hyperplane A-A at point P. Note that for physical reasons, all
admissible stress increments that terminate at point P must initiate either within or
on the current yield surface, as depicted in the figure.

Inequality (13.54) now leads to the conclusion that

D e!P?FðrijÞ ð13:57Þ

It follows that for a stable and workhardening material

dePij
dt

ðrklÞ ¼ kðrklÞ @FðrklÞ
@rij

ð13:58Þ

Fig. 13.14 Depiction of
stable workhardening material
behavior
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where k is a scalar called the flow parameter that describes the length of the plastic
strain increment. Note that Eq. (13.58) is a generalization of the flow rule (13.42)
deployed in the Prandtl–Reuss equations.

Equation (13.58) is termed the normality condition because it implies that for the
current value of stress, the increment of plastic strain is normal to the current yield
surface in stress hyperspace. Although this result may seem innocuous, the nor-
mality condition is a powerful tool in the development of advanced plasticity
theories.

To see how this works, consider the von Mises yield criterion, given by
Eq. (13.15). Substitution of this equation into (13.58) will result in the following:

dePij
dt

¼ k
@

@rij

ffiffiffiffiffi
J2

p � CY
VM

� � ¼ k
1
2

J2ð Þ�1=2r
0
ij

� �
¼ k0r

0
ij ð13:59Þ

where, by comparison,

k0 ¼ 1
2
ffiffiffiffiffi
J2

p k ð13:60Þ

The above can be seen to be equivalent to Eq. (13.42), the flow rule for the
Prandtl–Reuss equations, thus implying that the von Mises yield criterion is
associated with flow rule (13.42). When a flow rule is associated with a given yield
criterion, it is termed an associated flow rule.

Because the von Mises yield criterion employs the second deviatoric stress
invariant, J2, the Prandtl–Reuss equations are sometimes termed J2 plasticity the-
ory. As will be demonstrated shortly, there are other more advanced theories of
plasticity that may be developed using Drucker’s postulate and the resulting nor-
mality condition.

13.2.3.3 The Flow Rule Associated with the Drucker–Prager Yield
Criterion

Similar to the procedure described above for the von Mises yield criterion, the
Drucker–Prager yield criterion, given by Eq. (13.21), may be substituted into the
normality condition, Eq. (13.58), thereby producing the following result:

dePij
dt

¼ k
@

@rij

ffiffiffiffiffi
J2

p þ lffiffiffi
6

p I1 � CY
DP

� �
¼ k

1
2

J2ð Þ�1=2r
0
ij þ

lffiffiffi
6

p dij

� �
ð13:61Þ

The proportionality term, k, similar to the employed previously for the Prandtl–
Reuss equations, can be determined by squaring Eq. (13.61), with the result that
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k ¼
ffiffiffi
3

p deP

dr
dr
dt

ð1þ l2Þ�1=2 ð13:62Þ

The determination of the equivalent uniaxial plastic strain rate, dr=deP, is
somewhat more complicated than for a material obeying the von Mises yield cri-
terion. Nonetheless, it can be obtained from a uniaxial or other experimental data
(see below).

13.2.3.4 Nonassociated Flow Rules

Not all materials flow in accordance with Drucker’s postulate. Indeed, geologic
media are known to be both unstable and worksoftening due to microscale dissi-
pation that may either be a result of fracture or interfacial slip. There are two
significantly different approaches taken to modeling the macroscale response of
these materials. The more advanced of the two involves a procedure termed
multi-scaling, and this approach will be discussed in Chap. 15. A more expedient,
but less physically based approach, that has been used extensively for the purpose
of modeling the unstable response of geologic media is to postulate the existence of
a function of stress, G, other than the yield criterion as a potential for the flow rule.
Since this leads to a flow rule that is not associated with the yield criterion, such
flow rules are termed nonassociated flow rules. These are described by a flow rule
of the general form:

dePij
dt

¼ k
@G
@rij

ð13:63Þ

where the precise nature of the stress dependence within the function G ¼ GðrijÞ is
determined via a suite of experiments. This type of flow rule will be considered in
further detail in the section on viscoplastic material behavior.

13.2.4 The Workhardening Rule

It is observed in essentially all elastoplastic materials that when the material has
been loaded beyond the yield point, any unloading will immediately lead to linear
elastic response during unloading, thus implying that the state of stress during
plastic loading is always on the yield surface, i.e., never proceeding beyond the
current yield surface. Accordingly, in order for the state of stress to remain on the
yield surface during plastic loading of a material point it is necessary for the yield
surface to undergo some evolution during this process. Historically, phenomeno-
logical methodologies have been developed for this purpose. Essentially all pro-
cedures toward this end deploy the concept that after initial yielding, the yield
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function depends on one or more internal variables (also called hardening vari-
ables), denoted herein by the symbol a (with appropriate subscripts based on the
tensorial order of the internal variable in question), so that the yield function is
generalized to the following form:

F ¼ Fðrij; e
P
ij ; a1; a2ij; . . .Þ ð13:64Þ

Note that the plastic strain tensor, ePij , may be regarded as an internal variable,
but is normally listed separately as described above. The number of internal vari-
ables required to accurately capture the evolution of the yield surface will depend
on the material in question. However, for most materials sufficient accuracy for
engineering design purposes will be obtained with two internal variables, one scalar
valued and one second-order tensor valued, as shown in Eq. (13.64).

As a consequence of the necessity for the state of stress to remain on the yield
surface during plastic loading, it follows from Eq. (13.64) that during plastic
loading:

dF
dt

¼ @F
@rij

drij

dt
þ @F

@ePij

dePij
dt

þ @F
@a1

da1
dt

þ @F
@a2ij

da2ij
dt

þ � � � ¼ 0 ð13:65Þ

Because the above ensures that the state of stress remains consistent with the
yield surface during plastic loading, it is termed the consistency condition.
Furthermore, in accordance with Eq. (13.65), it follows that, similar to the evolu-
tion law for the plastic strain tensor, internal variable evolution laws must be
postulated for any additional internal variables required to accurately model the
material behavior, and these must be of the following general form:

da1
dt

¼ f 1ðeij; ePij ; a1; a2ij; . . .Þ ð13:66Þ

and

da2ij
dt

¼ f 2ijðeij; ePij ; a1; a2ij; . . .Þ ð13:67Þ

Equations (13.66) and (13.67) are often termed workhardening or hardening
rules, since they are intended to be phenomenological descriptors of the plastic
workhardening of the material.

Note that due to Eq. (13.4) the above may be written equivalently in terms of the
stress tensor, and this choice is determined by whatever is pragmatic for the
material in question. Various forms of the above internal variable evolution laws
have been deployed for the yield function (13.64). Some of the more commonly
used forms are discussed below.
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13.2.4.1 Isotropic Hardening

The simplest method for ensuring that the state of stress remains on the yield
surface during loading is the so-called isotropic hardening model, in which it is
assumed that the initial yield surface expands isotropically about the origin in stress
space during plastic loading. As shown in Fig. 13.15 for the case of the von Mises
yield criterion, only a single scalar internal variable, called the isotropic internal
variable, a1, is required, and this scalar may be deployed by simply replacing the
material constant CY in the yield criteria described above with a1. Because the
stress dependence in the yield criterion is unaltered when isotropic hardening is
assumed, the flow rule is unaltered from that described in previous sections.

The details regarding isotropic hardening depend on the yield criterion selected,
as will be demonstrated below for both the von Mises and Drucker–Prager yield
criteria.

Isotropic Hardening with the von Mises Yield Criterion

When the von Mises yield criterion is deployed, yield criterion (13.15) is now
modified to the following:

FVM � ffiffiffiffiffi
J2

p � a1VM ð13:68Þ

where it should be apparent that the initial value of a1VM , termed a1IVM , is, in
accordance with Eq. (13.17), given by the following:

a1IVM ¼ CY
VM ¼ rT

Yffiffiffi
3

p ð13:69Þ

Fig. 13.15 Depiction of an
isotropically expanding yield
surface in two-dimensional
principal stress subspace
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Substitution of Eq. (13.68) into consistency condition (13.65) now results in the
following evolution law for a1 during plastic loading:

da1VM
dt

¼ @FVM

@rij

drij

dt
¼ @

@rij

ffiffiffiffiffi
J2

p � a1VM
� � drij

dt
¼ r

0
ij

2
ffiffiffiffiffi
J2

p drij

dt
ð13:70Þ

The above evolution law will ensure that the state of stress remains on the von
Mises yield surface during plastic loading, implying that the yield surface is
simultaneously expanding isotropically as the stress state evolves.

13.2.4.2 Isotropic Hardening with the Drucker–Prager Yield Criterion

When the Drucker–Prager yield criterion is deployed, yield criterion (13.21) is now
modified to the following:

FDP � ffiffiffiffiffi
J2

p þ lffiffiffi
6

p I1 � a1DP ð13:71Þ

where it should be apparent that the initial value of a1DP, termed a1IDP, is, in
accordance with Eq. (13.22), given by the following:

a1IDP ¼ CY
DP ¼ rS ð13:72Þ

Substitution of Eq. (13.71) into consistency condition (13.65) now results in the
following evolution law for a1 during plastic loading:

da1DP
dt

¼ @FDP

@rij

drij

dt
¼ @

@rij

ffiffiffiffiffi
J2

p þ lffiffiffi
6

p I1 � a1DP

� �
drij

dt

¼ r
0
ij

2
ffiffiffiffiffi
J2

p þ lffiffiffi
6

p dij

 !
drij

dt

ð13:73Þ

The above evolution law will ensure that the state of stress remains on the
Drucker–Prager yield surface during plastic loading, implying that the yield surface
is simultaneously expanding isotropically as the stress state evolves.

A similar procedure to that described above for the von Mises and Drucker–
Prager yield criteria may be employed for the purpose of constructing the isotropic
hardening model for the Tresca and Mohr–Coulomb yield criteria.

When the loading is cycled in tension or compression uniquely, the isotropic
hardening model may be sufficiently accurate for engineering purposes. Although it
is simple and convenient, it suffers from the fact that it is usually not accurate when
the loading is cycled between tension and compression. This is due to the
Bauschinger effect (after Johann Bauschinger 1834–93), an observed asymmetry in
the yield points in tension and compression caused mainly by the molecular-scale
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physics of dislocations in metals, and due to the reflective asymmetry of Coulomb
friction in geologic materials. Thus, when the loading sign changes repeatedly, it
may be necessary to employ another hardening model, such as that described in the
next section.

13.2.4.3 Kinematic Hardening

An alternative to the isotropic hardening model that is sometimes accurate for
objects undergoing significant load reversals is the so-called kinematic hardening
model, in which the yield surface is assumed to translate kinematically without
changing shape and/or size during plastic loading, as shown in Fig. 13.16.

This type of genesis of the yield surface may be accommodated by introducing
the following transformation:

Fðrij; a2ijÞ ! FIðrij � a2ijÞ ð13:74Þ

where it can be seen that the second-order tensor-valued kinematic internal vari-
able, a2ij, depicts the location of the center of the yield surface in stress space that
was originally at the coordinate origin, as shown in Fig. 13.17. The initial values of
all components of this tensor are therefore identically zero. Note that since the
stress dependence within the yield criterion is altered in this hardening model,
according to Drucker’s postulate, the flow rule must necessarily be altered, as will
be described in detail below.

Unlike the case of isotropic hardening, it should be apparent that there are an
infinite number of choices for translation of the yield surface that pass through the
current state of stress in stress hyperspace. Therefore, the consistency condition
alone cannot be utilized to determine the hardening rule for kinematic hardening
models. Instead, a generic form must be postulated for the hardening rule. Toward
this end, a form that has gained acceptance based on experimental evidence is
Zeigler’s rule (Zeigler 1959), given by the following:

Fig. 13.16 Depiction of a
kinematically translating yield
surface in two-dimensional
principal stress subspace
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da2ij
dt

¼ lðrij � a2ijÞ ð13:75Þ

where l is a material property called the kinematic hardening parameter to be
determined experimentally. It can be seen from Eq. (13.75) that Zeigler’s rule only
assumes the direction that the yield surface will translate for any given state. The
magnitude of that translation during plastic loading, given by l, may be determined
by deploying the consistency condition, thus guaranteeing that the current state of
stress remains on the yield surface during plastic loading. This may be accom-
plished by first noting that, as a direct consequence of Eq. (13.74), the following
mathematical property of the yield function must hold during plastic loading:

@F
@a2ij

¼ � @F
@rij

ð13:76Þ

Substituting Eqs. (13.75) and (13.76) into the consistency condition,
Eq. (13.65), now results in the following:

@F
@rij

drij

dt
� lðrij � a2ijÞ

� �
¼ 0 ð13:77Þ

Solving the above for the kinematic hardening parameter, l, results in the
following:

l ¼
@F
@rij

drij

dt
@F
@rkl

ðrkl � a2klÞ
ð13:78Þ

The above equation, together with Eq. (13.75), thus describes the workharden-
ing rule for kinematic hardening.

Fig. 13.17 Depiction of the
evolution of the yield surface
center during kinematic
hardening
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The specific details regarding kinematic hardening depend on the yield criterion
selected, as will be demonstrated below for both the von Mises and Drucker–Prager
yield criteria.

Kinematic Hardening with the von Mises Yield Criterion

It follows from Eq. (13.74) that when kinematic hardening is used with the von
Mises yield criterion, the initial yield criterion is now replaced with the following:

FVM ¼
ffiffiffiffiffi
J 0
2

q
� CY

VM ð13:79Þ

where

J
0
2 �

1
2

r
0
ij � a2

0
ij

	 

r

0
ij � a2

0
ij

	 

ð13:80Þ

and a2
0
ij is the deviatoric component of the kinematic hardening variable, defined as

follows:

a2
0
ij � a2ij � a2kk

3
dij ð13:81Þ

Note also that, in view of the modified yield criterion, substitution of Eq. (13.79)
into the normality condition, Eq. (13.58), results in the following modified flow
rule:

dePij
dt

¼ 1
2
k

1ffiffiffiffiffi
J 0
2

p r
0
ij � a2

0
ij

	 

ð13:82Þ

In view of Eq. (13.82), the value of k must necessarily be altered from that
deployed with isotropic hardening (i.e., Equation 13.45). Accordingly, for the case
of kinematic hardening, squaring Eq. (13.82) and solving for k will result in the
following:

k ¼
ffiffiffi
3

p deP

dr0
dr0

dt
ð13:83Þ

where

r0 � 3J
0
2

	 
1=2
ð13:84Þ
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The above, together with Eqs. (13.75) and (13.78), describing the evolution of
the kinematic hardening variable, a2ij, completes the description of the combined
hardening model with the von Mises yield criterion.

Kinematic Hardening with the Drucker–Prager Yield Criterion

For the case of kinematic hardening with the Drucker–Prager model, the yield
criterion is modified to the following:

FDP ¼ 1
2

r
0
ij � a2

0
ij

	 

r

0
ij � a2

0
ij

	 
� �1=2
þ lffiffiffi

6
p rkk � a2kkð Þ � CY

DP ð13:85Þ

Substituting the above into the normality condition, Eq. (13.58), results in the
following flow rule:

dePij
dt

¼ k
@

@rij

1
2

r
0
ij � a2

0
ij

	 

r

0
ij � a2

0
ij

	 
� �1=2
þ lffiffiffi

6
p rkk � a2kkð Þ � CY

DP

( )

¼ k
1
2

1
2

r
0
kl � a2

0
kl

	 

r

0
kl � a2

0
kl

	 
� ��1=2

r
0
ij � a2

0
ij

	 

þ lffiffiffi

6
p dij

( )

ð13:86Þ

As in the case of kinematic hardening used with the von Mises yield criterion,
the value of k must necessarily be altered. For the case of kinematic hardening used
with the Drucker–Prager yield criterion, Eq. (13.86) is squared and solved for k,
thereby resulting in the following:

k ¼
ffiffiffi
3

p deP

dr0
dr0

dt
ð1þ l2Þ�1=2 ð13:87Þ

The above procedure may also be utilized with the Tresca and Mohr–Coulomb
yield criteria to create a kinematic hardening model for these yield surfaces.

The above, together with Eqs. (13.75) and (13.78), describing the evolution of
the kinematic hardening variable, a2ij, completes the description of the kinematic
hardening model with the Drucker–Prager yield criterion.

13.2.4.4 Combined Hardening

It should be apparent that both the isotropic and kinematic hardening models are
single-internal-variable models. As such, both are often found to be too simplistic to
accurately reflect the physics of dissipative processes that occur in inelastic media.
For example, when a typical elastoplastic material is subjected to uniaxial reverse
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loading, as shown in Fig. 13.18, neither isotropic nor kinematic hardening models
reflect the material response accurately.

As a result, it is often found to be propitious to employ a two-internal-variable
model. Perhaps the simplest means of accomplishing this is to deploy both the
isotropic and kinematic hardening models simultaneously, thereby producing both
translation and expansion of the yield surface in stress space during plastic loading.
This type of model has been found to be considerably more accurate than either of
the above two models, especially for cases involving significant load reversals.

In order to implement combined hardening, it should be apparent that the yield
criterion must be modified to the following form during plastic loading:

Fðrij � a2ijÞ � a1 ¼ 0 ð13:88Þ

The consistency condition therefore takes on the following form:

@F
@rij

drij

dt
þ @F

@a2ij

da2ij
dt

� da1
dt

¼ 0 ð13:89Þ

Now consider Fig. 13.18 once again. It should be apparent from the figure that
when the uniaxial loading is cycled from tension to compression, re-yielding will
occur in compression with the stress value r11 ¼ rR, and this value can be
determined from a cyclic uniaxial test. Now suppose that the hardening ratio, b, is
defined as follows:

b � r11ðtÞ � rR � 2rY½ �
2r11ðtÞ � 2rY½ � ð13:90Þ

where r11ðtÞ is the peak applied uniaxial tensile stress, as shown in Fig. 13.18. It is
apparent from Eq. (13.89) that:

Fig. 13.18 Comparison of
isotropic and kinematic
hardening models to a
uniaxial test on a typical
elastoplastic material
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b ¼ 1 ) isotropic hardening

0\b\1 ) combined hardening

b ¼ 0 ) kinematic hardening

ð13:91Þ

The hardening ratio will be utilized to construct the evolution law for a1 in the
following sections.

It should be apparent that Eq. (13.76) still holds in the case of combined
hardening. In addition, it is assumed that in the case of combined hardening, the
generic form for the evolution of the kinematic hardening variable, a2ij, remains
unchanged, that is—Zeigler’s rule, given by Eq. (13.75)—is utilized for combined
hardening. Thus, substituting Eqs. (13.75) and (13.76) into the combined hardening
consistency condition Eq. (13.89) results in the following equation:

l ¼
@F
@rij

drij

dt � da1
dt

@F
@rkl

ðrkl � a2klÞ
ð13:92Þ

The above equation, together with Eq. (13.75) thus describes the workhardening
rule for a2ij for the case of combined hardening.

The specific details regarding combined hardening depend on the yield criterion
selected, as will be demonstrated below for both the von Mises and Drucker–Prager
yield criteria.

Combined Hardening with the von Mises Yield Criterion

It follows from Eq. (13.74) that when combined hardening is used with the von
Mises yield criterion, the initial yield criterion is now replaced with the following:

FVM ¼
ffiffiffiffiffi
J 0
2

q
� a1VM ð13:93Þ

where J
0
2 is as defined in Eq. (13.80).

Note also that, in view of the modified yield criterion, substitution of Eq. (13.90)
into the normality condition, Eq. (13.58), results in the following modified flow
rule:

dePij
dt

¼ 1
2
k

1ffiffiffiffiffi
J 0
2

p r
0
ij � a2

0
ij

	 

ð13:94Þ

The above can be seen to be identical in the form to that employed in the case of
kinematic hardening with the von Mises yield criterion (i.e., Eq. 13.82). However,
because the hardening now includes expansion of the yield surface, the normality
condition will produce different results from that resulting when only kinematic
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hardening is deployed. This is reflected via the current value of the kinematic
hardening variable, a2

0
ij, in the above flow rule. Note also that the form of the scalar

k is also unchanged from that obtained in the kinematic hardening case, but the
value of k is altered via the current value of a2

0
ij.

The evolution law for the isotropic hardening variable is obtained by multiplying
isotropic hardening evolution law (13.76) by the hardening ratio, b, thus resulting in
the following:

da1VM
dt

¼ b
r

0
ij

2
ffiffiffiffiffi
J2

p drij

dt
ð13:95Þ

The above, together with Eqs. (13.75) and (13.92) describing the evolution of
the kinematic hardening variable, a2ij, completes the description of the combined
hardening model with the von Mises yield criterion.

Combined Hardening with the Drucker–Prager Yield Criterion

For the case of combined hardening with the Drucker–Prager model, the yield
criterion is modified to the following:

FDP ¼ 1
2

r
0
ij � a2

0
ij

	 

r

0
ij � a2

0
ij

	 
� �1=2
þ lffiffiffi

6
p rkk � a2kkð Þ � a1DP ð13:96Þ

Substituting the above into the normality condition, Eq. (13.58), results in the
following flow rule:

dePij
dt

¼ k
1
2

1
2

r
0
kl � a2

0
kl

	 

r

0
kl � a2

0
kl

	 
� ��1=2

r
0
ij � a2

0
ij

	 

þ lffiffiffi

6
p dij

( )
ð13:97Þ

As in the case of combined hardening with the von Mises yield criterion, the
form of the flow rule for combined hardening with the Drucker–Prager yield cri-
terion is identical to that obtained for kinematic hardening. However, the actual
values obtained for the plastic strain rate tensor are altered by the fact that the
current components of the kinematic hardening variable, a2

0
ij, are modified due to

the expansion of the yield surface during plastic loading. Note also that the form of
the scalar k is also unchanged from that obtained in the kinematic hardening case,
but that the value of k is altered via the current value of a2

0
ij.

The evolution law for the isotropic hardening variable is obtained by multiplying
Eq. (13.73), the isotropic hardening law, by the hardening ratio,b, thus resulting in
the following:
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da1DP
dt

¼ b
r

0
ij

2
ffiffiffiffiffi
J2

p þ lffiffiffi
6

p dij

 !
drij

dt
ð13:98Þ

The above, together with Eqs. (13.75) and (13.92) describing the evolution of
the kinematic hardening variable, a2ij, completes the description of the combined
hardening model with the Drucker–Prager yield criterion.

13.3 The Elastoplastic Initial Boundary Value Problem

The model that is produced by adjoining the stress–elastic constitutive Eq. (13.5)
with the yield criterion, the flow, and the workhardening rule described in the
previous sections is called the elastoplastic initial boundary value problem. The
construction of this model begins with Tables 9.6 and 9.7, wherein the list of
unknowns and available equations is described in detail. The reader will recall that
Table 9.6 listed 25 unknown variables to be predicted as functions of position,~x,
and time, t, in the continuous body V þ S. In this chapter, the plastic strain tensor
has been introduced (thereby increasing the list of unknowns to 31), so that the list
of unknowns is now as follows:

The prediction of these variables is afforded with the use of the 10 equations and
one inequality shown in Table 9.7, plus the stress–elastic strain constitutive
Eq. (13.5), the yield criterion, the flow rule, and the workhardening rule.

Recall from Chap. 10 that when dealing with an elastoplastic object the body is
by definition at constant temperature in both time and space, thus obviating the
necessity to include temperature, T, in the model. Since the temperature is constant,
the heat flux vector, ~q, and the heat source term, r, must necessarily be identically
zero, and it follows that for the elastoplastic case the internal energy, u, can be
treated as an ancillary variable due to the fact that the conservation of energy
simplifies to a means of calculating the internal energy once the stress field, rijð~x; tÞ,
strain field, eijð~x; tÞ, and plastic strain field, ePijð~x; tÞ, are predicted with the model.

Displacement vector ui
Strain tensor eij
Plastic strain tensor ePij
Stress tensor rij
Body force per unit mass fi
Internal energy per unit mass u

Heat flux vector qi
Heat source per unit mass r

Entropy per unit mass s

Temperature T
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In addition, the entropy, s, although not constant, will be shown below to be an
ancillary variable. Given that the body force vector, fi, can be predetermined using
Newton’s gravitational law when this is the source of the body force, this reduces
the above total of 31 variables to the following 21 primary variables: ui; eij; ePij and
rij. Accordingly, the quasi-static elastoplastic initial boundary value problem may
be now stated in Table 13.1.

Analytic methods for solving the elastoplastic IBVP can be found in numerous
excellent texts on the subject. Unfortunately, the road way problem is sufficiently
complex that analytic methods cannot be used to model elastoplastic road ways.
Therefore, in this text methods for solving elastoplastic IBVPs will be confined to
computational methods, to be described in Chap. 14.

13.4 Multi-dimensional Viscoplasticity

Sometimes the base geologic material is observed to exhibit significant rate
dependence, and this is often due to a significant amount of moisture within the
base material. Due to the physical nature of the base material, the response will also
demonstrate nonlinearity that is similar to that observed in base material that is rate
independent. Accordingly, it is oftentimes found that only single nonlinear viscosity
is required to accurately capture the response of the material. As a result, it is
deemed unnecessary to employ a nonlinear viscoelastic constitutive model to
account for the rate dependence, since such an approach (see Chap. 12) utilizes
multiple viscosities.

Instead, it has been found that it is often sufficiently accurate to employ an
extended form of the plasticity models described previously in this chapter, with the
viscosity (1=k0) formulated in such a way as to exhibit rate dependence. This type
of constitutive model, termed viscoplasticity, is therefore described by the following
set of equations:

rij ¼ 2lðeij � eIijÞþ kdijðekk � eIkkÞ ð13:99Þ

where eIij is called the inelastic strain tensor. Note the similarity between
Eq. (13.99) and elastoplastic Eq. (13.5). Clearly, the only difference is that the
permanent strain, eIij, is generalized in such a way as to permit rate dependence.
Accordingly, it is predicted with the use of a set of evolution laws that describe the
behavior of the material as follows:

_eIij ¼ _kI
@G
@rij

ð13:100Þ
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Table 13.1 Quasi-static elastoplastic initial boundary value problem

Independent Variables: ,x t

Known Inputs:
ˆ ( ), ( )i it on S f in V S+

Geometry: x (on S), in (on S) 

Material Properties: , , ,ρ λ μ α plus the coefficients appearing  
in the internal variable evolution laws 

Unknowns: , , , , 1, 2P
i ij ij ij iju ε σ ε α α = 28 unknowns

Field Equations:

Loads:

No. of Equations

1
2

ji
ij

j i

uu
x x

ε
⎛ ⎞

≡ +⎜ ⎟⎜ ⎟⎝ ⎠
    6 

, 0ji j ifσ ρ+ =      3 

( ) 2 ( )PP
ij kk kk ij ij ij= − + −σ λ ε ε δ μ ε ε   6 

2, ( , 1, )
P
ij

kl kl
ij

d F F F
dt
ε

= λ = σ α α
σ

  6 

1 1( , , 1, 2 ,...)P
ij ij ij

d f
dt
α = ε ε α α    1 

2
2 ( , , 1, 2 ,...)ij P

ij kl kl kl

d
f

dt
α

= ε ε α α   6 

___

Total  28 

Initial Conditions:

Displacements: ˆ( ,0)i iu x u x V S= ∀ ∈ +

Stresses: ˆ( ,0)ij ijx x V Sσ σ= ∀ ∈ +

Strains: ˆ( ,0)ij ijx x V Sε ε= ∀ ∈ +

(continued)
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where _kI is a history-dependent function of the state variables of the general form:

_kI ¼ _kIðrij; eIij; a1; a2ijÞ ð13:101Þ

where a1 is a scalar-valued internal variable, given by an equation of the general
form:

da1
dt

¼ f1ðrij; eIij; a1; a2ijÞ ð13:102Þ

and a2ij is a second-order tensor-valued internal variable, given by an equation of
the general form:

da2ij
dt

¼ f2ijðrij; eIij; a1; a2ijÞ ð13:103Þ

In addition, G is a function of the stress that is nonassociative (see above). There
are various forms proposed in the literature for Eqs. (13.100)–(13.103), depending on
the material used in the construction of the road way (Cela 1998; Elaskar et al. 2000;
Masad 2005; Tashman 2005), and this type of material model is appropriate for use
with geologic base materials, especially soils with a significant amount of moisture.

It is to be emphasized that viscoplastic material models are quite challenging in
two different ways. First of all, they require a difficult and time-consuming suite of
laboratory experiments in order to completely characterize the material properties
contained within the model. Secondly, because of the nature of the material
behavior observed in rate-dependent geologic media, the resulting set of equations
is mathematically stiff, which is a terminology used to describe nonlinear differ-
ential equations that are unstable when solved numerically with traditional

Plastic strain tensor: ( ,0) 0P
ij x x V Sε = ∀ ∈ +

  Isotropic hardening variable:  ˆ1( ,0) 1x x V Sα = α ∀ ∈ +

  Kinematic hardening variable: 2 ( ,0) 0ij x x V Sα = ∀ ∈ +

Boundary Conditions:

Tractions: 1
ˆ

i it t on S=

Displacements: 2 1 2ˆi iu u on S S S S= = +

Table 13.5 (continued)
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computational algorithms (Gear 1971, 1981). Thus, special care must be taken
when employing this type of material model, as the effort may not justify the added
accuracy. Although this type of constitutive model can be incorporated into a finite
element model so that predictions of the stresses, strains, and displacements can be
made as functions of time and space in the road way, it will not be covered in
further detail within this text.

13.5 Multi-dimensional Thermoviscoplasticity

When the temperature in the object of interest varies spatially and/or with time, the
above elastoplastic and viscoplastic models must necessarily be generalized.
Although several different types of material models have presented in this chapter,
for the purpose of introducing temperature dependence, it is propitious to group all
of these constitutive models under the generic title thermoviscoplasticity.

In this case, a thermoviscoplastic material is defined to be one in which the
stress, rij, is a single-valued function of the strain, ekl, the plastic (or inelastic)
strain, ePkl, and the temperature, T, as follows:

rijð~x; tÞ ¼ E
s¼t

ij s¼0
eklð~x; sÞ; ePklð~x; sÞ; Tð~x; sÞ
� � ð13:104Þ

In addition, the plastic strain is determined via a set of internal variable evo-
lution laws of the following generic form:

dagij

dt
¼ fgijðekl; ePkl; T; ck; agklÞ; g ¼ 1; . . .; n ð13:105Þ

where the number of internal variables is assigned the generic value n. Although
only two internal variables have been described in the current chapter, the number
of internal variables will ultimately be determined by what is pragmatic for mod-
eling the physical mechanisms of dissipation for the material in question. For
simplicity, in the following discussion, it will be assumed that there are only two
internal variables, a1 (a scalar-valued internal variable), and a2ij (a second-order
tensor-valued internal variable).

The above equations are adjoined with the following (from Table 9.5):

(1) strain-displacement equations:

eij � 1
2

@ui
@xj

þ @uj
@xi

� �
ð13:106Þ
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(2) equations of motion:

rji;j þ qfi ¼ q
d2ui
dt2

ð13:107Þ

(3) conservation of energy:

q
duI

dt
¼ rij

deij
dt

� qi;i þ qr ð13:108Þ

(4) entropy production inequality:

q
ds
dt

þ @

@xi

qi
T

	 

� qr

T
� 0 ð13:109Þ

Similar to that introduced for thermoelastic media in Chap. 11, the temperature
gradient, ci, as described in Eq. (11.67), is defined as follows:

ci �
@T
@xi

ð13:110Þ

The list of 41 unknowns for a thermoviscoplastic continuum is thus as follows:

Displacement vector ui
Strain tensor eij
Plastic strain tensor ePij
Scalar internal variable a1

Second-order tensor internal variable a2ij
Stress tensor rij
Body force per unit mass fi
Internal energy per unit mass uI

Heat flux vector qi
Heat source per unit mass r

Entropy per unit mass s

Temperature T

Temperature gradient ci

The prediction of the above variables is afforded with the use of the 13 equations
and one inequality (13.106)–(13.110) listed above.

The thermoviscoplasticity problem is considerably more complicated than the
viscoplasticity problem, and this is due at least in part to the coupling between
mechanics and thermodynamics. This complicating feature will be elucidated in the
following section.
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13.5.1 Thermodynamic Constraints on Thermoviscoplastic
Material Behavior

The development of thermodynamic constraints on thermoviscoplastic materials
will follow the method developed by Coleman and Noll in Chap. 11, but will be
extended for the case of materials with internal variables (Coleman and Gurtin
1967; Kratochvil and Dillon 1970; Allen 1991). The challenge is to solve the above
set of equations in terms of the independent variables ~x and t, implying that a
solution is sought for the 41 unknowns ui; eij; ePij ; rij; a1; a2ij; fi; u

I ; T ; ci; qi; r and
s as functions of~x and t. The solution procedure is described in Table 13.2.

Table 13.2 The procedure for obtaining thermodynamic constraints on thermoviscoplastic media

Step 1: Note that normally the body force per unit mass, fi ¼ fið~x; tÞ, can be specified (by using
Newton’s gravitational law) as well as the heat source, r ¼ rð~x; tÞ. However, in this case specify
a priori instead ui ¼ uið~x; tÞ; and
T ¼ Tð~x; tÞ 8~x; t 2 V þ S ) 37 remaining unknowns
Step 2: Use Eq. (13.106) to solve for eij ¼ eijð~x; tÞ ) 31 remaining unknowns
Step 3: Use Eq. (13.110) to solve for ci ¼ cið~x; tÞ ) 28 remaining unknowns
Step 4: Assume that there exist 24 constitutive equations for a thermoviscoplastic material as
follows):
rijð~x; tÞ ¼ rij eklð~x; tÞ; ePklð~x; tÞ; Tð~x; tÞ; ckð~x; tÞ; a1ð~x; tÞ; a2klð~x; tÞ

� �
(13.111)

uIð~x; tÞ ¼ uI eklð~x; tÞ; ePklð~x; tÞ;Tð~x; tÞ; ckð~x; tÞ; a1ð~x; tÞ; a2klð~x; tÞ
� �

(13.112)
qið~x; tÞ ¼ qi eklð~x; tÞ; ePklð~x; tÞ;Tð~x; tÞ; ckð~x; tÞ; a1ð~x; tÞ; a2klð~x; tÞ

� �
(13.113)

sð~x; tÞ ¼ s eklð~x; tÞ; ePklð~x; tÞ;Tð~x; tÞ; ckð~x; tÞ; a1ð~x; tÞ; a2klð~x; tÞ
� �

(13.114)
dePij
dt ¼ XP

ij eklð~x; tÞ; ePklð~x; tÞ; Tð~x; tÞ; ckð~x; tÞ;a1ð~x; tÞ;a2klð~x; tÞ; _ePklð~x; tÞ
� �

(13.115)
da1
dt ¼ X1 eklð~x; tÞ; ePklð~x; tÞ; Tð~x; tÞ; ckð~x; tÞ; a1ð~x; tÞ; a2klð~x; tÞ; _ePklð~x; tÞ

� �
(13.116)

da2ij
dt ¼ X2ij eklð~x; tÞ; ePklð~x; tÞ;Tð~x; tÞ; ckð~x; tÞ;a1ð~x; tÞ;a2klð~x; tÞ; _ePklð~x; tÞ

� �
(13.117)

where, according to the principle of equipresence (Truesdell and Toupin 1954), since the
temperature gradient is included in one constitutive equation, it must be included in all of them.
Note that the above relate the kinetic variables to the kinematic variables (which have been
determined above). Use (13.111)–(13.117) to solve for rij ¼ rijð~x; tÞ; uI ¼ uIð~x; tÞ; qi ¼
qið~x; tÞ; s ¼ sð~x; tÞ; ePij ¼ ePijð~x; tÞ; a1 ¼ a1ð~x; tÞ; a2ij ¼ a2ijð~x; tÞ ) 4 remaining unknowns
Step 5: Use Eq. (13.107) to solve for fi ¼ fið~x; tÞ ) 1 remaining unknown
Step 6: Use Eq. (13.108) to solve for r ¼ rð~x; tÞ ) 0 remaining unknowns
Step 7: Recall that the Helmholtz free energy is defined as follows:
h � uI � Ts (13.118)
Thus, as a result of constitutive Eqs. (13.112) and (13.114), it follows that
hð~x; tÞ ¼ h eklð~x; tÞ; ePklð~x; tÞ;Tð~x; tÞ; ckð~x; tÞ; a1ð~x; tÞ; a2klð~x; tÞ

� �
(13.119)

Step 8: Applying the chain rule of differentiation to the above equation and substituting this
result into entropy production inequality (13.109) thus results in the following:

(continued)
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� q
@h
@eij

ðekl; ePkl; T; ck ; a1; a2klÞ � rijðekl; ePkl;T ; ck ; a1; a2klÞ
� �

deij
dt

� q
@h
@T

ðekl; ePkl;T ; ck ; a1; a2klÞþ qsðekl; ePkl;T ; ck ; a1; a2klÞ
� �

dT
dt

� q
@h
@ci

ðekl; ePkl;T ; ck; a1; a2klÞ
� �

dci
dT

� q
@h
@ePij

ðekl; ePkl;T ; ck ; a1; a2klÞ
" #

dePij
dt

� q
@h
@a1

ðekl; ePkl;T ; ck; a1; a2klÞ
� �

da1
dt

� q
@h

@a2kl
ðekl; ePkl; T ; ck ; a1; a2klÞ

� �
da2kl
dt

� qici
T

� 0

(13.120)

Step 9: Now note that the quantities inside the brackets in inequality (13.120) are independent of
the quantities outside the brackets, and the quantities outside the brackets are independent of one
another, so that the above produces the following constraints on the allowable material behavior
for a thermoelastic material:
rij ¼ q @h

@eij
(13.121)

s ¼ � @h
@T (13.122)

@h
@ci

¼ 0 (13.123)
Step 10: It follows from Eq. (13.123) together with (13.112) and (13.114) that
h ¼ hðekl; epkl; T ; a1; a2klÞ (13.124)
A special case of Eq. (13.124) is found to be sufficient for most materials, given by the
following:
h ¼ hðekl; epkl; TÞ (13.125)
Equation (13.125) is now expanded in a Taylor series as follows:

h ¼ 1
q

h000 þ h100ij eij þ þ h010ij ePij þ h001hþ h110ijkl eije
P
kl

þ h101ij eijhþ h011ij ePijhþ 1
2 h

200
ijkl eijekl þ 1

2 h
020
ijkl e

P
ije

P
kl þ 1

2 h
002h2 þ . . .

 !
(13.126)

where h000; h100ij ; h010ij ; h001; h110ijkl ; h
101
ij ; h011ij ; h200ijkl ; h

020
ijkl and h002 are material constants and recall

that
h � T � TR (13.127)
Note that TR is defined to be the reference temperature at which no strain is observed when the
object is unstressed.
Step 11: Substitute Eq. (13.126) into Eq. (13.121) to obtain the following:
rij ¼ h100ij þ h110ijkl e

P
kl þ h101ij hþ h200ijkl ekl (13.128)

Experimental evidence suggests that during isothermal process, the plastic strain produces
negligible free energy, so that
@h
@ePij

¼ � @h
@eij

(13.129)

Substituting the above approximation into Eq. (13.128) and introducing the nomenclature for
material constants introduced in Chap. 11 now results in the following equivalent form of
Eq. (13.128):
rij ¼ Eijklðekl � ePkl � aklhÞ (13.130)
where, as defined in Chap. 11, Eijkl is the elastic modulus tensor and akl is the thermal expansion
tensor.

(continued)
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13.5.2 The Thermoviscoplastic Initial Boundary Value
Problem

The results of the procedure described in Table 13.2 may now be utilized to sim-
plify the thermoviscoplastic initial boundary value problem. To accomplish this,
first note that the temperature, T, appears in the thermoviscoplastic constitutive
Eq. (13.130). As such, it will be necessary to treat it as a primary variable that must
be adjoined to the twenty-eight primary variables ui; rij; eij; ePij ; a1; a2ij required to
solve the thermoviscoplastic initial boundary value problem. The means whereby
this new primary unknown is predicted is the conservation of energy Eq. (13.108).
This equation may be manipulated so as to remove the secondary unknowns
uI ; s; h; ci by first employing Eq. (13.118) to solve for the internal energy. The time
derivative of the resulting equation may then be taken, and this result is substituted
into Eq. (13.108) to obtain the following:

In the isotropic case, Eq. (13.130) reduces to the following (see Chap. 11):The above equations,
together with the flow
rij ¼ kðekk � ePkkÞdij þ 2lðeij � ePijÞ � bdijh (13.131)
The above equations, together with the flow rule and the internal variable evolution laws
described previously in this chapter, will define the constitutive model for a thermoviscoplastic
material. For example, differentiating equation (13.131) with respect to time and introducing
flow rule (13.42) will result in the Prandtl–Reuss equations.
Step 12: As in the case of the thermoelastic material, expand the heat flux vector in terms of the
temperature gradient to obtain:
qiðekl; epkl;T ; ck; a1; a2klÞ ¼ �kijðekl; ePkl;T ; a1; a2klÞcj (13.132)
where kij is the thermal conductivity tensor. The above is an extension of Fourier’s law of heat
conduction (Fourier 1822), in which it can be seen that the thermal conductivity tensor is not
necessarily constant. However, in most practical circumstances it is found that it is indeed a
rather weak function of the state variables listed above.
Step 14: Substituting Eqs. (13.121)–(13.123) into inequality (13.120) will result in the following:

� q
@h
@ePij

ðekl; ePkl;T ; ck ; a1; a2klÞ
" #

dePij
dt

� q
@h
@a1

ðekl; ePkl;T ; ck; a1; a2klÞ
� �

da1
dt

� q
@h

@a2kl
ðekl; ePkl; T ; ck ; a1; a2klÞ

� �
da2kl
dt

� qici
T

� 0

(13.133)

Inequality (13.133) indicates that entropy is generated whenever the internal state is changing, in
addition to the entropy generated by flux of heat. In addition, it provides constraints on the
allowable form of the thermoviscoplastic constitutive model.
This completes the construction of thermodynamic constraints on thermoviscoplastic media, thus
demonstrating that it is possible to solve for all of the unknowns using the thermoviscoplastic
constitutive model, while at the same time obtaining powerful constraints on the constitutive
behavior of thermoviscoplastic media

Table 13.3 (continued)
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q
@h
@t

þ T
@s
@t

þ s
@T
dt

� �
¼ rij

deij
dt

� qi;i þ qr ð13:134Þ

Now, Eq. (13.125) may be utilized to take the time derivative of the Helmholtz
free energy, thus altering Eq. (13.134) to the following form:

� q
@h
@eij

� rij

� �
deij
dt

þ q
@h
@T

þ s

� �
dT
dt

þ qT
ds
dt

þ q
@h
@ePij

dePij
dt

¼ �qi;i þ qr

ð13:135Þ

Using Eqs. (13.121) and (13.122), it can be seen that the two parenthetical terms
in Eq. (13.135) are identically zero.

Now, note from Eqs. (13.122) and (13.125) that the time derivative of the
entropy may be written as follows:

ds
dt

¼ @s
@eij

deij
dt

þ @s
@T

dT
dt

þ @s
@ePij

dePij
dt

ð13:136Þ

Substituting Eq. (13.136) into Eq. (13.135) now results in the following:

qT
@s
@eij

deij
dt

þ @s
@T

dT
dt

þ @s
@ePij

dePij
dt

 !
þ q

@h
@ePij

dePij
dt

¼ �qi;i þ qr ð13:137Þ

Substituting Eq. (13.122) and (13.126) into the above results in the following
form of the conservation of energy for case of isotropic material:

qcv
dT
dt

¼ ðkT;iÞ;i þ qr � að3kþ 2lÞT dekk
dt

� dePkk
dt

� �
þ rij

dePij
dt

ð13:138Þ

where the nomenclature introduced in Chap. 11 has been used to describe the
material properties.

The above equation now has the secondary variables removed, so that it may be
used to obtain the temperature field, Tð~x; tÞ.

13.5.2.1 Two-Way Coupled Thermoviscoplasticity

Unfortunately, Eq. (13.138) also contains the dilatational components of both the
strain tensor, ekk, and the plastic strain tensor, ePkk . This implies that the mechanics
and the thermodynamics are coupled, meaning that neither can be solved separately
from one another in a thermoviscoplastic object. This coupling in thermovis-
coplastic media can be substantially larger than that encountered in thermoelastic
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Table 13.3 Two-way coupled linear thermoviscoplastic initial boundary value problem

Independent Variables: ,x t

Known Inputs: 
Loads: ˆ ( ), ( ), ( )i it on S f in V S r in V S+ +
Geometry: x (on S), in (on S) 

Material Properties: , , , , , vk cρ λ μ α plus all material properties appearing in internal variable 
evolution laws 

Unknowns: , , , , 1, 2 ,P
i ij ij ij iju Tε σ ε α α  = 29 unknowns

Field Equations:
No. of Equations

6 

, 0ji j ifσ ρ+ =        3 

( ) 2 ( ) (3 2 )PP
ij kk kk ij ij ij ij= − + − − +σ λ ε ε δ μ ε ε α λ μ θδ   6 

, ,( ) (3 2 ) kk
v i i

ddTc kT r T
dt dt

ερ ρ α λ μ= + − +    1 

2, ( , 1, )
P
ij

ij ij

d
F F

dt
ε

= = σ α α     6 

1 1( , , 1, 2 ,...)P
ij ij ij

d f
dt
α = ε ε α α      1 

2
2 ( , , 1, 2 ,...)ij P

ij ij ij ij

d
f

dt
α

= ε ε α α     6 

____ 
Total  29 

ˆ( ,0)i iu x u x V S= ∀ ∈ +

Stresses: ˆ( ,0)ij ijx x V Sσ σ= ∀ ∈ +

Strains: ˆ( ,0)ij ijx x V Sε ε= ∀ ∈ +

Temperature: ˆ( ,0)T x T x V S= ∀ ∈ +

Plastic strain tensor: ( ,0) 0P
ij x x V Sε = ∀ ∈ +

Initial Conditions:

Displacements:

(continued)
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media due to the inclusion of the last term in Eq. (13.138), called the rate of plastic
work.

This then results in the so-called coupled thermoviscoplastic initial boundary
value problem, thus implying that when temperature change occurs in a thermo-
viscoplastic object, the deformation changes, and vice versa, that is, mechanical
loading induces temperature change. This initial boundary value problem is
described in Table 13.3 for the isotropic case.

13.5.2.2 One-Way Coupled Thermoviscoplasticity

The initial boundary value problem described in Table 13.3 can be quite chal-
lenging to solve due to the thermoviscoplastic coupling. Fortunately, this coupling
is in many cases quite small, i.e., the terms containing both the strain tensor and the
plastic strain tensor produce negligible heating. This assumption appears to be
accurate for the purpose of modeling flexible pavement structures. Therefore, this
will be assumed to be the case throughout the remainder of this text, thus resulting
in the following simplification of Eq. (13.138):

qcv
dT
dt

¼ ðkT;iÞ;i þ qr ð13:139Þ

It can be seen that the above is an uncoupled form of the conservation of energy,
in which the temperature is the single unknown field variable, thus earning this
simplification the name uncoupled heat transfer. It is in fact the theory first
developed by Fourier (Fourier 1822). In this case, the procedure described in
Table 13.3 simplifies to two separate problems. First, the temperature field, Tð~x; tÞ

ˆ1( ,0) 1x x V Sα = α ∀ ∈ +Isotropic hardening variable:

Kinematic hardening variable: 2 ( ,0) 0ij x x V Sα = ∀ ∈ +

Boundary Conditions:

Tractions: 1
ˆ

i it t on S=

Displacements: 2 1 2ˆi iu u on S S S S= = +

Temperature: 3
ˆT T on S=

Heat Flux:  4 3 4ˆi iq q on S S S S= = +

Table 13.3 (continued)
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is predicted, subject to the thermodynamic initial and boundary conditions descri-
bed in Table 13.3. Thereafter, the temperature may be deployed as a known
quantity to predict the remaining twenty-eight unknowns,
uið~x; tÞ; rijð~x; tÞ; eijð~x; tÞ; ePijð~x; tÞ; a1ð~x; tÞ; a2ijð~x; tÞ. The special case of an initially
isotropic object subjected to quasi-static loading is described in Tables 13.4 and
13.5.

13.6 Methods for Modeling Cracking

It should go without saying that any attempt to model road way performance will be
unsuccessful unless it accounts for the cracking that develops within the road way
over time (see Chap. 8). Toward this end, there are two markedly different methods
that have developed within the road way modeling community. The most

Table 13.4 Part 1: procedure for solving for the temperature in uncoupled thermoviscoplasticity

Part 1: Solve for ( , )T T x t=

Independent Variables: ,x t

Known Inputs: 
r 

Geometry: x (on S), in (on S) 
Material Properties: , , vk cρ

Unknowns: T = 1 unknown

Field Equation:  

, ,( )v i i
dTc kT r
dt

ρ ρ= +     1

Loads:

No. of Equations

____ 
Total  1 

Initial Conditions:

Temperature: ˆ( ,0)T x T x V S= ∀ ∈ +

Boundary Conditions:

Temperature: 3
ˆT T on S=

Heat Flux: 4 3 4ˆi iq q on S S S S= = +
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Table 13.5 Part 2: procedure for solving for stresses, strains, and displacements in uncoupled
thermoviscoplasticity

PART 2: Solve for 
( , ), ( , ), ( , ),

( , ), 1 1( , ), 2 2 ( , )
i i ij ij ij ij

P P
ij ij ij ij

u u x t x t x t

x t x t x t

= = =

= = =

σ σ ε ε

ε ε α α α α

Independent Variables: ,x t

Known Inputs:
ˆ ( ), ( )i it on S f in V S+

Geometry: x (on S), in (on S ) 

Material Properties: , , ,ρ λ μ α plus the coefficients appearing  
in the internal variable evolution laws 

Unknowns: , , , , 1, 2P
i ij ij ij iju ε σ ε α α = 28 unknowns

Field Equations:

Loads:

No. of Equations

6

, 0ji j ifσ ρ+ =      3 

( ) 2 ( ) (3 2 )II
ij kk kk ij ij ij ij= − + − − +σ λ ε ε δ μ ε ε α λ μ θδ 6

2( , 1, )
I
ij

ij kl kl

d
f

dt
ε

= σ α α 6 

1 1( , , 1, 2 ,...)I
ij ij ij

d f
dt
α = ε ε α α    1 

2
2 ( , , 1, 2 ,...)ij I

ij kl kl kl

d
f

dt
α

= ε ε α α   6 

___

Total  28 

Initial Conditions:

Displacements: ˆ( ,0)i iu x u x V S= ∀ ∈ +
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commonly utilized approach employs a method termed continuum damage
mechanics. This approach is both approximate and phenomenological in nature,
thereby leading to some inaccuracy in the predictive results. On the other hand, it
can be deployed with a certain degree of efficiency that is generally not possible
with the alternative approach, termed fracture mechanics. The mechanics, as well
as the pros and cons of each of these approaches, are discussed in the following two
sections.

13.6.1 Damage Mechanics

In this approach, the effects of evolutionary cracking are accounted for in the
constitutive equations via a phenomenological damage parameter, D, that is a
continuous function of spatial coordinates within the road way. Sometimes termed
continuum damage mechanics, in this approach the cracks themselves are not
modeled explicitly, but instead are accounted for via their effects on the global-scale
constitutive equations. Accordingly, cracks within the road way are not modeled
explicitly, thereby limiting the applicability to cracks that are small compared to the
length scale of the road way (termed herein as microcracks).

Thus, for example, the elastic modulus is now written in the following form:

Eð~x; tÞ ¼ ½1� Dð~x; tÞ�E0ð~xÞ ð13:140Þ

Stresses: ˆ( ,0)ij ijx x V Sσ σ= ∀ ∈ +

Strains: ˆ( ,0)ij ijx x V Sε ε= ∀ ∈ +

Inelastic strain tensor: ( ,0) 0I
ij x x V Sε = ∀ ∈ +

ˆ1( ,0) 1x x V Sα = α ∀ ∈ +Isotropic hardening variable:

Kinematic hardening variable: 2 ( ,0) 0ij x x V Sα = ∀ ∈ +

Boundary Conditions:

Tractions: 1
ˆ

i it t on S=

Displacements: 2 1 2ˆi iu u on S S S S= = +

Table 13.5 (continued)
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where E0 is the initial undamaged elastic modulus and the damage parameter, D, is
modeled via a damage evolution law of the generic form:

dDð~x; tÞ
dt

¼ f D eijð~x; tÞ;Dð~x; tÞ; . . .
� � ð13:141Þ

As such, D represents the locally averaged effect of microcracking within a
statistically homogeneous representative volume element of material on the locally
averaged effective modulus within that RVE. Since microcracking can and indeed
does vary spatially within the road way, D will necessarily vary spatially due to the
coordinate location dependence of the state variables included on the right-hand
side of evolutionary Eq. (13.141). Note that due to the form of Eq. (13.140)

Dð~x; t ¼ 0Þ ¼ 0 8~x 2 V þ S ð13:142Þ

It should be apparent from Eq. (13.141) that the value of D can be determined
experimentally in the laboratory by performing tests on specimens that induce
statistically homogeneous states of microcracking, measuring the resulting reduc-
tion in the modulus, E, and utilizing the experimental results to characterize the
exact nature of damage evolution law (13.141) for the material in question.
Additionally, the nonlinear viscoelastic model described in Chap. 12 can be
extended to include damage in a similar manner to Eq. (13.140) (Park et al. 1996;
Park and Schapery 1997; Schapery 1999).

This approach has inherent difficulties. First, one must assume a phenomeno-
logically based mathematical form for the damage parameter, D. This is not known
a priori. Second, this approach requires that the experiments be performed on AC
pavement rather than at the level of the constituents, so that laboratory experiments
must be performed for each expected aggregate volume fraction and shape distri-
bution, making it costly to use. Third, the numerical algorithm required to deploy
this within a finite element code is daunting. Finally, because this approach does not
predict macrocracks, it cannot be used to model large-scale phenomena such as
alligator and thermal cracking (see Chaps. 1 and 8).

13.6.2 Fracture Mechanics

As described in the previous section, the approach utilized within the cognomen
continuum damage mechanics implies that the damage is not modeled explicitly,
but rather in a locally homogenized way within the global-scale constitutive
equations. By contrast, the approach taken with fracture mechanics is to model each
crack explicitly as the production of new surface area due to the applied loads and
environmental effects.

Whereas the subject of mechanics is a very old and rich one (Allen 2014), the
development of a cogent theoretical framework for the purpose of predicting crack
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growth in solids has developed only within the last century. Rooted within older
theories of yielding and failure, such as that discussed earlier in this chapter, pre-
dictive fracture methodologies are founded within the concept that some threshold
value of mechanical variables must be exceeded in order for a crack to propagate
within a solid.

Perhaps the first modern attempt to do this was proposed by English aeronautical
engineer Arnold A. Griffith (1893–1963), who hypothesized that in order for a
crack to propagate within a solid a necessary and sufficient condition is given by the
following (Griffith 1921):

G�GC ð13:143Þ

where G is the available energy release rate (meaning—available energy per unit
length of crack extension), and GC is a material property termed the critical energy
release rate. The ramifications of such a postulate are that if the critical energy
release rate, GC, can be measured experimentally, then inequality (13.143) can be
utilized to predict when a crack will propagate, so long as the available energy
release rate, G, can be accurately predicted.

While Griffith’s criterion is a logical one that has been shown via experimental
results to be accurate for a range of materials, it can be somewhat complicated to
deploy. This is due to the fact that the available energy release rate, G, may in fact
be quite difficult to predict. In fact, over the course of the twentieth century, it
developed that a useful means of predicting G for many materials is via the
deployment of continuum mechanics, the approach laid out in the preceding
chapters of this text.

Unfortunately, utilizing continuum mechanics for such a prediction has turned
out to be quite cumbersome. This is at least in part due to the fact deploying
continuum mechanics to predict G in elastic media generally leads to a null pre-
dicted energy release rate unless the tip of the crack in question is assumed to be
mathematically sharp (meaning—the radius of the crack tip is infinitesimally small,
an assumption that is not possible in reality), thereby leading to the prediction that
the stress state at the tip of the crack is infinitely large (termed singular). Of course,
this is also not possible in reality. Nonetheless, it has been found that these two
errors somehow manage to nullify one another in such a way that Griffith’s criterion
is amazingly accurate for certain materials. It has therefore become the most widely
utilized criterion for predicting crack growth.

The Griffith criterion is oftentimes inaccurate for the purpose of modeling crack
growth in viscoelastic solids (Knauss 1970). Accordingly, various attempts have
been made to “patch up” the Griffith criterion so that it may be used to model crack
growth in viscoelastic solids (Schapery 1975, 1984; Christensen 1981), but these
efforts have in some cases been less than perfect. This may be due at least in part to
the fact that in viscoelastic media the time-dependent nature of the material
behavior obviates the possibility of a mathematically sharp crack tip, thereby
rendering the approach used in so-called “linear elastic fracture mechanics”
(wherein the stress field is singular at the crack tip) dubious at best.
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Acting on this fact, A. Dugdale proposed the existence of a set of cohesive forces
acting on the crack faces and trailing from the tip of a crack (Dugdale 1960), and G.
Barenblatt proposed that such a cohesive zone could be deployed to remove the
stress singularity at the crack tip (Barenblatt 1962). The relationship between
Griffith’s model and the Dugdale-Barenblatt approach was perhaps first discussed in
detail by Willis (1967).

A cohesive zone model can be seen to obviate the physical contradictions
mentioned above that are inherent in the Griffith model, that is, no assumption need
be made that the crack tip is mathematically sharp, nor is it necessary for the
stresses at the crack tip to be singular. Accordingly, this approach to predicting
crack growth has been extended (Needleman 1987) and gained increased attention
(Tvergaard 1990).

In these recent models, it is hypothesized (on the basis of molecular-scale
physics) that the faces of the crack tip are subjected to self-equilibrating tractions
using a cubic relation of the following generic form:

tCn ¼ kn a0 þ a1uCn þ a2ðuCn Þ2 þ a3ðuCn Þ3
h i

tCs ¼ ks b0 þ b1u
C
s þ b2ðuCs Þ2 þ b3ðuCs Þ3

h i ð13:144Þ

where kn and ks are material constants, for the normal (n) and shear (s) components
of the crack face traction vector,~tC. In addition, the remaining coefficients are fit so
that the following conditions are met for the normal component of traction,~tC, as a
function of the cohesive zone opening displacement vector, ~uC:

tCn ðuCn ¼ 0Þ ¼ 0; tCn ðuCn ¼ umax
n Þ ¼ 0;

dtCn
duCn

ðtmax
n Þ ¼ 0;

dtCn
duCn

ðuCn ¼ umax
n Þ ¼ 0

ð13:145Þ

and the coefficients for the shear component of crack face traction, tCs , are deter-
mined in a similar fashion. It can be seen from the above conditions that the crack
face traction-displacement formulation may be represented graphically as shown in
Fig. 13.19.

Unfortunately, the above formulation leads to some difficulty when deployed
within computational schemes such as the finite element method because they
contain no length scale, thereby leading to mesh refinement issues (de Borst 2003).

Accordingly, generalizations of Eq. (13.144) have been proposed that include a
length scale (Bazant and Li 1997; Allen and Searcy 2001a, b). In this text, a
viscoelastic cohesive zone model will be utilized that is of the following generic
nonlinear viscoelastic form:

tCi ðxCk ; tÞ ¼ tCi uCk ; a
C

� � 2 SC ð13:146Þ
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where, as shown in Fig. 13.20, SC is the surface of the cohesive zone ahead of the
crack tip and tCi are the components of the cohesive zone tractions in the local
Cartesian coordinates of the cohesive zone, xCk . In addition, aC is a scalar-valued
internal variable termed the cohesive zone damage variable. The purpose of
Eq. (13.146) is to introduce a physically based mathematical representation of the
cohesive zone tractions that is nonmonotonic, such that the cohesive zone forces
initially increase with increasing opening of the cohesive zone displacement vector,
~uC, but as the damage within the cohesive zone increases, the cohesive zone
tractions eventually descend to zero, thereby signaling crack advancement.

To see how the above concept may be utilized, consider the fibrillated vis-
coelastic cohesive zone depicted in Fig. 13.21. The micromechanical depiction of
the viscoelastic cohesive zone shown in the figure may be modeled analytically, and

Fig. 13.19 Graphical depiction of the normal traction versus normal displacement relation in the
Needleman cohesive zone model

Fig. 13.20 Depiction of a crack with an embedded cohesive zone
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this result can be homogenized within the RVE shown to produce the following
traction-displacement relation (Allen and Searcy 2000):

tiðtÞ ¼ uCi
kC

ð1� aCðtÞÞ
Z t

0

ECðt � sÞ @k
C

@s
ds ð13:147Þ

where ECðtÞ is the undamaged relaxation modulus within the cohesive zone (nor-
mally taken to be equivalent to the relaxation modulus of the surrounding material),
and kC is the Euclidean norm of the nondimensionalized cohesive zone opening
displacement vector, given by the following:

kC � uCn
u�n

� �2

þ uCr
u�r

� �2

þ uCs
u�s

� �2
" #1=2

ð13:148Þ

where u�i are material constants that account for the three fracture modes.
It can be shown from the micromechanical analysis of the cohesive zone

depicted in Fig. 13.21 that the cohesive zone damage parameter, aC, is given by the
following:

aC � AC
U � AC

D

AC
U

ð13:149Þ

where AC
U is the initial undamaged cross-sectional area of the cohesive zone in the

plane of the zone, and AC
D is the cross-sectional area of the intact material within the

cohesive zone in the damaged state. Note that when the cross-sectional area of the

Fig. 13.21 Depiction of a fibrillated viscoelastic cohesive zone
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damaged material, AC
D, goes to zero, a

C ! 1, and the tractions in Eq. (13.147) go to
zero, thereby signifying propagation of the crack (see Fig. 13.20).

While Eq. (13.149) gives a micromechanical explanation of the mechanics of the
cohesive zone damage parameter, in practice it is found that it can be modeled more
practically with a damage evolution law of the following form:

daC
dt ¼ aC1

�kC
� �nC _�k

C � 0 and aC � 1
daC
dt ¼ 0 _�k

C � 0 or aC ¼ 1
ð13:150Þ

where aC1 and nC are cohesive zone material constants that are obtained from
experiments (Kim et al. 2010).

Figure 13.22 depicts the generic form that the traction-displacement relation
predicts for a range of constant cohesive zone opening displacement rates. Note that
both the cohesive zone response and the work of separation (the area under the
traction-displacement curve) within the cohesive zone are rate dependent, com-
mensurate with the observed fracture behavior of viscoelastic media, including
asphalt.

This approach to modeling cracking has the advantage that the material prop-
erties that are utilized are at the constituent level of the mastic, so that one need not
perform costly laboratory experiments for each possible choice of mastic, aggregate
volume fraction, and aggregate shape distribution. Thus, it becomes possible to
include these parameters as controllable design parameters, unlike the single-scale
phenomenological approach described in the previous section. Furthermore,
deploying a cohesive zone model can be quite attractive when modeling the road
way computationally, as will be demonstrated in Chap. 15.

Fig. 13.22 Predicted traction–displacement relation for a viscoelastic cohesive zone loaded at
increasing rates
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This approach also has some disadvantages. First, it requires that the model be
verified against experimental data obtained for different aggregate volume fractions.
Second, because it uses a homogenization principle to construct the
damage-dependent thermoviscoelastic-moisture constitutive equations for the
asphalt concrete, it necessarily results in some approximation in the constitutive
model for the asphalt concrete.

13.7 Summary

This chapter has presented an overview of the development of the theories of
plasticity, viscoplasticity, and thermoviscoplasticity. In addition, two methodolo-
gies that can be utilized to account for the effects of progressive cracking have been
briefly reviewed. An understanding of these models is essential to the ability to
predict the response of flexible pavements containing asphalt.

13.8 Problems

Problem 13.1 Given: A soft metallic material, such as soldering wire.
Required:

(a) Devise a mechanical apparatus for reproducing Da Vinci’s test described in
Chap. 2.

(b) Use your apparatus to perform tests on the wire, slowly increasing the load until
the relation between the load and displacement becomes nonlinear.

(c) Once the behavior becomes nonlinear, remove the load incrementally until the
wire is completely unloaded.

(d) Perform sufficient tests on the wire to determine whether the material is
elastoplastic.

(e) Plot the results of your tests on a stress–strain diagram.

Problem 13.2 Given: The strain energy, W, contained within a linear elastic
material is given by the following:

W ¼ 1
2
rijeij
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Required: Prove that for isotropic media

W ¼ f1ðI1Þþ f2ðJ2Þ
Problem 13.3
Given: The material with uniaxial rate-independent stress–strain behavior shown
below.

Required:

(a) Construct a graph of H’ vs. eP.
(b) Construct a graph of r11 vs. e11 for the following uniaxial stress input using

isotropic hardening.

(c) Construct the genesis of the yield surface in 2D principal stress space.

Problem 13.4
Given: The specimen shown below is loaded such that the stresses are spatially
homogeneous.
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Required: Determine the value of r12 that will initiate yielding using the following
yield criteria:

(a) Von Mises.
(b) Tresca.
(c) Drucker–Prager (l ¼ 0:05).

Problem 13.5
Given: The experiment shown below is constructed such that the stress and strain
are spatially homogeneous and the specimen does not deform in the x2 coordinate
direction.

Required: Predict the values of r11 and e11 at initial yield using

(a) the von Mises yield criterion and
(b) the Drucker–Prager yield criterion (l ¼ 0:05).

Problem 13.6
Given: Drucker’s postulate.

Required: Write out the expression for the plastic strain rate in terms of the stress
tensor for materials obeying the following yield criteria:

(a) Tresca.
(b) Mohr–Coulomb.
(c) Drucker–Prager.

Problem 13.7
Given: A material is known to yield according to the Drucker–Prager yield
criterion.
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Required:

(a) Construct the stress formulation for isotropic hardening.
(b) Construct the stress formulation for kinematic hardening.
(c) Construct the stress formulation for combined hardening.

Problem 13.8
Given: The specimen shown below is loaded in biaxial compression such that the
stress state is spatially homogeneous and r11 ¼ r22(r23 ¼ r13 ¼ r12 ¼ r33 ¼ 0).

Required: Using the von Mises yield criterion

(a) Construct a depiction of the yield surface in 2D principal stress space at the
point at which r11 ¼ r22 ¼ �2rY assuming (1) isotropic hardening and
(2) kinematic hardening.

(b) Suppose r11 ¼ �2rY and r22 is slowly reversed from compression to tension.
Calculate the value of r22 at which re-yield will occur assuming (1) isotropic
hardening and (2) kinematic hardening.

Problem 13.9
Given: The Drucker–Prager yield criterion.

Required: Construct a nonassociated flow rule by assuming that the plastic strain
increment is normal to the component of the gradient of the part of the yield
function that is independent of hydrostatic pressure

Problem 13.10 Given: The specimen shown below is loaded axially such that
r11 ¼ �rY . Thereafter, the axial stress is held constant and a lateral pressure, p, is
applied such that r22 ¼ r33 ¼ p, and this pressure is gradually increased.
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Required: Using the Drucker–Prager yield criterion (l ¼ 0:05) and isotropic
hardening, predict and plot p vs. e11, assuming the uniaxial stress–strain curve is as
shown in Problem 13.3.
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Chapter 14
Computational Methods for Roadway
Analysis and Design

14.1 Introduction

It should now be apparent to the reader that a flexible road way is a quite complex
infrastructure. As shown in Fig. 14.1, typical road ways are complicated by four
unavoidable factors: loads, geometry, material properties, and environmental con-
ditions. The loads may depend on vehicular weight, tire configuration, tire pressure,
tire pressure distribution, and number of loading cycles. The geometry of the road
way is affected by terrain features, number of lanes, culvert design, layer depths,
and aggregate shape and size, not to mention the geometrics and chemistry asso-
ciated with additives such as fines (see Chap. 5). The material properties of the road
way constituents are invariably dictated by cost and availability of materials.
Finally, environmental conditions vary not only spatially across our planet, but they
also vary temporally at any given point over the life span of a given road way
infrastructure due to the statistical nature of the Earth’s climatology.

As detailed in the previous chapters (see Chaps. 10 through 13), the material
constitution within each layer can further complicate the problem, as some layers
may behave quite differently from others. The previous four chapters focused on the
development of models for predicting the behavior of each layer of the road way.
Indeed, as shown in Fig. 14.2, each layer of the road way may necessarily have to be
modeled with a different constitutive model, thereby resulting in the formulation of
an exceedingly intricate initial boundary value problem. As an added complication,
environmental conditions introduce a level of complexity to the problem that may
further obviate the ability to accurately predict pavement performance (see Chap. 8).

Until fairly recently such impediments would have rendered the ability to predict
road way performance scientifically untenable, this despite the rapid expansion in
our scientific understanding of the physics and chemistry of road way materials (see
Chaps. 2 through 8). However, two simultaneous developments during the latter half
of the twentieth century have made the deployment of sound scientific principles
within road way models more tenable. First and foremost has been the development
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of the digital computer. Concomitantly, the finite element method has arisen. These
two essential innovations have been necessary in order to develop computational
algorithms for the purpose of deploying sound scientific principles for the purpose of
modeling all of the complexities encountered in typical flexible pavements.

Fig. 14.1 Depiction of a typical roadway subjected to complex loading condition

Fig. 14.2 Depiction of
layered structure with
associated material models in
a typical roadway
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As shown in Fig. 14.3, the typical road way is subjected to traction boundary
conditions that vary both in time and spatial coordinates. As demonstrated in
Fig. 14.4, the applied loads are normally of traction type because the road way is
much stiffer than the tires that come in contact with the road way (see Chap. 11).

If the tire is overinflated, the boundary conditions will remain of traction type
because the tire is nonetheless much more compliant than the asphalt concrete even

Fig. 14.3 Depiction of a
typical tire loading applied to
the roadway surface

Fig. 14.4 Depictions of
various tire inflation
configurations
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when overinflated. In this case, despite the fact that the axle loading remains
unchanged, the reduction in the contact area due to overinflation can increase the
tire tractions to levels that can rapidly damage the road way. This is a major reason
that overinflated tires are to be avoided on road ways.

It is possible for the boundary conditions applied to the road way to be of
displacement type, such as in the case when tires are significantly underinflated. As
also shown in Fig. 14.4, when the rim of a wheel comes into contact with the
surface of the road way, the rim will likely be sufficiently stiffer than the road way
as to require the road way surface to conform to the shape of the wheel rim where
the two are in contact with one another, thereby resulting in stress concentrations at
the point of contact (and most likely resulting in rapid damage to the road way
surface). This is one important reason that drivers should avoid driving on under-
inflated (or flat!) tires.

A significant point of this discussion is to clarify that the loads are essentially
repetitive in nature and, except for the stochastic effects associated with differences
in tires, they may be assumed for practical purposes to be of constant amplitude.
When the input loads are, in fact, of constant amplitude, the output variables are
nevertheless not of constant amplitude, for if they were, the road way would last
forever. Instead, the amplitudes of the output variables are observed to slowly
evolve with the number of loading cycles, as shown schematically in Fig. 14.5.

This unavoidable fact leads one to the conclusion that all output variables in any
useful road way model must be dependent on the entire loading and environmental
history sustained by the road way. Because of this fact, it becomes necessary for the
finite element procedure to employ what is termed a time-stepping algorithm. This
procedure does nothing more than utilize the finite element method to apply an
increment of traction and calculate the increment in all of the output variables, and
then step forward to the succeeding time step, repeating this process recursively
until failure of the road way is predicted by the algorithm.

In this chapter, the essentials of the finite element method will be elucidated for
the specific problems described above. Because the finite element method in and of
itself is a quite broad and complicated subject, not to mention the fact that it is well

Fig. 14.5 Depiction of the
evolution of roadway surface
residual displacement as a
function of loading cycle
number for constant
amplitude input traction
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documented in the literature, the discussion herein will be limited to what the
authors consider to be the minimum information necessary for a robust under-
standing of this modern methodology that is rapidly becoming the tool of choice for
road way design. The interested reader will find a veritable cornucopia of excellent
texts on this subject elsewhere (Reddy 2005; Oden 2006; Oden and Reddy 2011;
Zienkiewicz and Taylor 2013).

This chapter will be divided into three parts. In the first part, the mathematics of
the finite element method will be laid out in as straightforward a process as pos-
sible. In the second part, procedures will be developed for implementing both
material and fracture models into finite element algorithms. In the third and final
part, some typical road way problems will be addressed using the finite element
method, thereby demonstrating the enormous power of this computational tool for
both analyzing and designing pavements and road ways.

14.2 Fundamentals of the Finite Element Method

The finite element method is a systematic approximate computational methodology
for predicting the stresses, strains, and displacements as functions of both time and
spatial coordinates in an object of arbitrary shape subjected to external loads and
environmental effects. When the proper mathematical equations are utilized to
formulate the algorithm, the degree of approximation is limited only by the capacity
of the computer used to perform the analysis. However, especially in the case of
road ways, the mathematical model is limited by the accuracy of the constitutive
model deployed for each layer of the road way. And it should be noted that this
limitation is not caused by utilizing the finite element method, but is rather due to
the inaccuracies that are inherent in any constitutive model.

Although it has not been the case until recently, there are now numerous
commercially available finite element programs that can be used for the purpose of
modeling the mechanical response of road ways. These include NASTRAN
(McNeal-Schwendler Corporation 2014), ADINA (ADINA System 2011), SAP
(Computers and Engineering Software and Consulting, 2015), and Abaqus FEA
(Dassault Systèmes 2011). Of these, the last is the most commonly used (to these
authors’ collective knowledge) for modeling road ways at this writing. There are
also a number of open-source finite element codes available on the World Wide
Web. Most of these codes are written in either FORTRAN or C++, or an amal-
gamation of the two. They all function in a similar way, so that selection of the
optimum product is a user issue. However, where these codes differ markedly is in
the ease of use of their preprocessors and post-processors. These are the software
packages that are accessed by the user for the purpose of inputting the information
necessary to perform the analysis (such as mesh generation) and outputting the
predicted results in a convenient format for road way design purposes.

Because there are so many finite element packages available today, it would
seem that no further discussion is warranted on the subject within this text.
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However, the authors have chosen to cover the subject in some detail for a number
of reasons. First and foremost of these is that the analysis of road ways is unique in
the following aspects: the materials that comprise the road way; the geometry of
road ways; the loadings applied to road ways; and the environmental conditions that
road ways are subjected to. As such, any commercially available code that is not
specifically designed to model road ways will oftentimes be cumbersome for the
user. Second, although the typical user will not need to have in-depth knowledge of
the underlying mathematics and software required to construct a finite element
code, there are times when such knowledge is necessary. For these two reasons, we
have determined that a synoptic (though rigorous) coverage of the finite element
method is warranted within this text. That coverage is contained within the fol-
lowing sections.

The finite element method is essentially nothing more than a computational
method for solving sets of partial differential equations, wherein the derivatives are
taken with respect to spatial coordinates. As such, the procedure results in some
spatial error in approximation of the predicted variables. Fortunately, there is a
fairly simple procedure for reducing this approximation-induced error called mesh
refinement, and this technique will be described further on within the text.

The finite element method was born in the middle third of the twentieth century,
when engineers were attempting to develop experimentally inspired methods for
designing aircraft and bridges. Simultaneously, mathematicians such as Richard
Courant (1888–1972) were developing mathematically inspired techniques that
proceeded from a theoretical viewpoint. The two methods converged in the late
1950s, and the term “finite element” was attributed to Ray Clough (1920-2016) in
1960.

The finite element method consists of casting the governing field equations, such
as those described in Tables 14.1 and 14.2, into what mathematicians call a dual
formulation. This means that the governing differential equations are replaced with
a more convenient formulation that is (almost) mathematically equivalent, meaning
that it will render the same solution for the unknown variables as do the governing
differential equations. As described in Chap. 9, the above equations must hold at
each and every point in the object of interest. Toward this end, consider a subset of
the object in question called a finite element, as shown in Fig. 14.6.

Note that the generic finite element may be of arbitrary shape (but is normally
not) and must lie wholly within the object of interest. Consistent with the termi-
nology utilized in Table 14.1, the volume and surface of the object of interest are
denoted V þ S; and the volume and surface of the generic finite element are denoted
Ve þ Se.

The finite element method proceeds by first attempting to satisfy the governing
field equations within Ve þ Se. Once this step has been completed, the results for the
generic finite element are assembled together with other generic elements within the
object in such a way that the geometry of the assembled generic elements (called
the finite element mesh) approximates the geometry of the actual object as closely as
possible, and this process is termed mesh assembly.
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Table 14.1 Review of the
one-way coupled heat transfer
problem

Independent variables:~x; t

Known inputs

Loads q̂iðonS1Þ; T̂ðonS2Þ; rðinV þ SÞ
Geometry ~x(on S), ni(on S)

Material properties q; kij; cv8~x 2 V þ S

Unknowns: T ; qi; ci = 7 unknowns

Field equations No. of equations

ci ¼ @T
@xi

3

qcv @T
@t ¼ �qi;i þ qr 1

qi ¼ �kijcj 3

Total 7

Boundary conditions

Heat flux qi ¼ q̂i on S1
Temperature T ¼ T̂ on S2
Initial conditions

Temperature Tðt ¼ 0Þ ¼ known 8~x 2 V þ S

Temperature gradient ciðt ¼ 0Þ ¼ known 8~x 2 V þ S

Heat flux qiðt ¼ 0Þ ¼ known 8~x 2 V þ S

Table 14.2 Review of the
quasi-static linear elastic
IBVP

Independent variables:~x; t

Known inputs

Loads t̂iðon S1Þ; ûiðon S2Þ; fiðin V þ SÞ
Geometry ~x(on S), ni(on S)

Material properties q;Eijkl; a;b 8~x 2 V þ S

Unknowns ui; eij;rij = 15 unknowns

Field equations No. of equations

eij � 1
2

@ui
@xj

þ @uj
@xi

� �
6

rji;j þ qfi ¼ 0 3

Drij ¼ CijklDekl 6

Total 15

Boundary conditions

Tractions ti ¼ t̂i on S1
Displacements ui ¼ ûi on S2
Initial conditions

Displacements uiðt ¼ 0Þ ¼ known 8~x 2 V þ S

Strains eijðt ¼ 0Þ ¼ known 8~x 2 V þ S

Stresses rijðt ¼ 0Þ ¼ known 8~x 2 V þ S
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Methods for creating finite element platforms for the purpose of predicting the
temperature (called heat transfer) and moisture (called mass transfer) as functions of
time and space will be described in Sect. 14.2.1 and 14.2.2, and for the mechanics
of deformation in Sect. 14.2.3 and 14.2.4 below.

14.2.1 Construction of the Heat Transfer and Moisture
Finite Element Platforms

As described in Chaps. 10–13, while the mechanics of the road way depends on the
temperature and moisture in the road way, the reverse is not true; that is, the
temperature and moisture fields may in most circumstances be modeled indepen-
dently of the mechanics of the road way. Therefore, these should be predicted as
functions of time and space before performing the mechanics analysis.

As described in Chap. 11, the generic mathematical form of both the heat
transfer and the moisture distribution equations is essentially identical, and this
form is generally called a diffusion model because it is mathematically parabolic in
nature. In this section, the procedure for developing a scalar-valued diffusion finite
element model will be described. Toward this end, the generic dependent variable
utilized will be the temperature, T ¼ Tð~x; tÞ: However, it should be apparent that
when the moisture distribution is to be predicted, the identical field equations are
used, so that the finite element algorithm is identical, thereby producing a com-
putational algorithm also capable of predicting the moisture distribution, M ¼
Mð~x; tÞ: These two variables then become required inputs to the mechanics finite
element model to be described in the next section.

For those who have already been exposed to the mathematical framework of the
finite element method, this section may be skipped. For those who wish to delve
further into the finite element method in this section, we begin with a review of the
one-way coupled heat transfer initial boundary value problem lain out in Chap. 11
in Table 14.1.

Fig. 14.6 Depiction of a
generic finite element within
the object of interest
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The IBVP described in Table 14.1 is a relatively straightforward one, but it is
nonetheless sufficiently complex that analytic solutions are oftentimes not possible,
and this is due to complex road way geometry, heterogeneity of the material
properties, and complex heating at the boundary of the road way. Fortunately, the
finite element method may be used to obtain accurate predictions of the temporal
and spatial distribution of temperature within the road way, and this predicted result
can then be fed as input to the finite element model for the mechanics of the road
way, to be described in the next section.

To see how a dual formulation for the heat transfer problem may be constructed,
it is customary to begin with the conservation of energy equation in Table 14.1,
given by:

qcv
@T
@t

¼ �qi;i þ qr ð14:1Þ

Equation (14.1) is now multiplied by a variation in an admissible temperature
field, termed dT; and integrated over the volume of the finite element, Ve, as
follows: Z

Ve

qcv
@T
@t

þ qi;i � qr

� �
dT dV ¼ 0 ð14:2Þ

The mathematical complexities associated with the replacement of Eq. (14.1)
with Eq. (14.2), thereby resulting in a dual formulation, are profound. The reader is
referred to the literature on the finite element method to ascertain these complex-
ities. Suffice it to say herein that, for practical purposes, any set of dependent
variables that satisfies the so-called variational equation (14.2) also satisfies
Eq. (14.1), and this is true for essentially any bounded choice of admissible tem-
perature field, dT:

As will be shown below, there is a choice for dT that is both accurate and
convenient, and this choice is almost always utilized with the finite element method.
For now, suffice it to say that Eq. (14.1) is now replaced with Eq. (14.2), and this
new equation becomes a replacement representation of conservation of energy
within the generic element Ve þ Se.

Now consider the deployment of the product rule and the divergence theorem
[Eq. (9.31)] in the following way:Z

Ve

qidTð Þ;idV ¼
Z
Ve

qi;idT þ qidT;i
� �

dV ¼
Z
Se

qidTnidS ð14:3Þ

Rearranging the above and substituting into Eq. (14.2) now results in the
following:
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�
Z
Ve

qidT;idV ¼
Z
Ve

�qcv
@T
@t

þ qr

� �
dTdV �

Z
Se

qidTnidS ð14:4Þ

From Table 14.1, the heat flux–temperature gradient equation is given by:

ci ¼ T;i ð14:5Þ

Therefore, substituting (14.5) into (14.4) results in the following:

�
Z
Ve

qidcidV ¼
Z
Ve

�qcv
@T
@t

þ qr

� �
dTdV �

Z
Se

qidTnidS ð14:6Þ

Note that (with the exception of the time derivative of the temperature) the
known terms have been moved to the right-hand side of the equation.

Now recall the constitutive equation relating the temperature gradient to the heat
flux:

qi ¼ �kijcj ð14:7Þ

Substituting Eq. (14.7) into Eq. (14.6) and rearranging terms thus results in the
following:

dUe �
Z
Ve

qcv
@T
@t

dTdV þ
Z
Ve

kijcjdcidV �
Z
Ve

qrdTdV þ
Z
Se

qidTnidS ¼ 0 ð14:8Þ

where dUe is called the variational energy within the element.
Equation (14.8) is now a complete variational form of the heat transfer equation

that is ready for deployment with the finite element method, that is, it is a single
equation in terms of the primary variable, T.

14.2.2 Construction of the Finite Element Heat Transfer
Equations for a Single Element

In order to obtain a solution to the variational form given by Eq. (14.8), it is
necessary to assume the spatial dependence within the finite element in the primary
dependent variable in the equation, T. This is accomplished by assuming that

Tð~x; tÞ ¼ TaðtÞhað~xÞ a ¼ 1; . . .; n ð14:9Þ

where n is defined to be the number of nodes within the element, hað~xÞ are called
shape functions, and uai are termed the nodal displacements. The mathematical form
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of the shape functions will be determined by the specific element chosen for the
analysis, and this subject will be taken up in detail in a later section. For now, it is
expedient to proceed with the implementation of Eq. (14.9) into the variational
form given by Eq. (14.8).

Equation (14.9) is first substituted into Eq. (14.5), thereby resulting in the
following:

ci ¼ Taha;i ð14:10Þ

Substituting Eqs. (14.9) and (14.10) into Eq. (14.8) now results in the following:

Z
Ve

qcvh
ahb

@Ta

@t
dV þ

Z
Ve

kijT
aha;jh

b
;idV �

Z
Ve

qrhbdV þ
Z
Se

qinih
bdS

0
@

1
AdTb ¼ 0

ð14:11Þ

Because the variation in the temperature is arbitrary, it need not be zero, leading
to the result that the entire parenthetical term in Eq. (14.11) must be zero.
Accordingly, this term may be written as the following set of equations in terms of
the nodal temperature matrix Tf g for a generic element:

Me½ � @T
@t

� 	
þ Ke½ � Tf g � Fef g ¼ 0 ð14:12Þ

where a and b range from one to the number of nodes in the element. In addition,

Me
ab �

Z
Ve

qcvh
ahbdV ð14:13Þ

Ke
ab �

Z
Ve

kijh
b
;jh

a
;idV ð14:14Þ

and

Fe
b �

Z
Ve

qrhbdV �
Z
Se

qinih
bdS ð14:15Þ

The above equations are a set of ordinary differential equations in time. As such,
the time dependence in the equations can be accounted for via a standard
time-differencing approximation given by the following:
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h
dT
dt

ðtþDtÞþ ð1� hÞ dT
dt

ffi TðtþDtÞ � TðtÞ
Dt

0� h� 1 ð14:16Þ

where the choice of h results in one of the following (Reddy 2005):

h ¼
0� forward difference scheme
1=2� Crank � Nicolson scheme

2=3� Galerkin scheme
1� backward difference scheme

8>><
>>:

9>>=
>>; ð14:17Þ

The accuracy of the approximation in time will be determined by the choice of h
and the size of the increment in time, Dt: For most problems involving road ways, a
sufficiently accurate solution may be obtained by simply performing successive
analyses with decreasing time increments until successive solutions are equivalent
to one another to the desired degree of accuracy.

Substituting Eq. (14.16) into Eq. (14.12) will yield the following element
equations for the heat transfer problem:

K̂e

 �

TðtþDtf g ¼ F̂e
� 
 ð14:18Þ

where

K̂e

 � � Me½ � þ hDt Ke½ �ð Þ ð14:19Þ

and

F̂e
� 
 � Me½ � � ð1� hÞDt Ke½ �ð ÞþDt h FeðtþDtf gþ ð1� hÞ FeðtÞf gð Þ ð14:20Þ

Thus, it is possible to construct a set of algebraic equations for an arbitrary
element that replace the variational form of the heat transfer model. This set of
equations then must be assembled with the equations for all of the other elements
within the object to form a set of global finite element equations, and the procedure
for assembling these equations will be described in a later section. This then
completes the construction of the finite element model for the heat transfer problem.

Note also that, due to the identical mathematical form of the moisture model to
the heat transfer model, the same finite element code may be deployed to predict the
moisture distribution within the road way, so long as the appropriate moisture
properties and boundary conditions are employed within the finite element
algorithm.
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14.2.3 Construction of the Mechanics Finite Element
Platform

Although the finite element method may be deployed for a broad range of problems
in applied physics, it was inspired by the need to perform accurate stress analyses of
linear elastic objects. For this reason, and also because significant portions of road
ways can be modeled accurately using linear elasticity theory, this is the problem
that will be addressed in detail herein for the purpose of demonstrating the
mechanics finite element method to the reader. Applications to inelastic materials
will be discussed briefly thereafter. For those who have already had an initial course
in finite elements, this section may be skipped. For those who wish to delve further
into the finite element method described within this section, we begin with a review
of the quasi-static linear elastic initial boundary value problem, laid out in
Table 11.1, and reproduced above as Table 14.2.

For the road way engineer, the solution to the above boundary value problem
poses a significant challenge, and the crux of this challenge has to do with geometry
—the geometric shape of the road way, the shape of the aggregate(s) deployed, and
the shape of the loading applied to road ways by vehicles passing over it. These
issues, each one complicated by geometry, are what led engineers and scientists to
develop the finite element method in the twentieth century.

Although the formulation of the boundary value problem described in
Table 14.2 was essentially completed by 1822 (Maugin 2014), practitioners
invariably found it nearly impossible to solve the 15 equations in 15 unknowns
(stresses, strains, and displacements) whenever the object in question was of
complex shape. And as economics drove the industrial revolution, the shapes of
structural parts became increasingly complicated. This complexity is never more
apparent than in today’s road ways. Thus, the finite element method is ideal for the
purpose of analyzing and designing road ways. To wit, if the deflections of the road
way surface can be predicted accurately in time, then failure by rutting can
potentially be avoided in many cases. Furthermore, if the spatial and temporal
distribution of stresses in the road way can be predicted, then perhaps even road
way cracking can be substantially mitigated (to be discussed later in this chapter).

To see how the dual formulation for the mechanics problem works, it is cus-
tomary to begin with the equilibrium equations in Table 14.2, given by:

rji;j þ qfi ¼ 0 ð14:21Þ

The variational form of Eq. (14.21) will be constructed in the next section.
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14.2.4 Construction of an Incrementalized Variational
Form of the Mechanics Field Equations

Because the typical road way is subjected to a cyclic loading history, it is customary
to utilize the model to predict the response to a succession of increments in the
applied loads. This necessitates the incrementalization of the governing field
equations. To accomplish this task, the tractions on the surface of the road way are
incrementalized as follows:

Dti � ttþDt
i � tti ð14:22Þ

where the superscripts denote the time at the start of the step, t, and the time at the
end of the step, tþDt: The increment in the applied tractions will necessarily result
in an increment in the output variables, which are defined as follows:

Dui � utþDt
i � uti

Deij � etþDt
ij � etij

Drij � rtþDt
ij � rt

ij

ð14:23Þ

Equilibrium equation (14.21) is now defined to be applied at time tþDt; thus
resulting in the following:

rtþDt
ji;j þ qf tþDt

i ¼ 0 ð14:24Þ

Note that on the surface of the Earth, the body force does not normally change
with time, but we have nevertheless noted it as such for purposes of generality.

Equation (14.24) is now multiplied by a variation in an admissible displacement
field, termed dui, and integrated over the volume of the finite element, Ve, as follows:

dUe ¼
Z
Ve

rtþDt
ji;j þ qf tþDt

i

� �
duidV ¼ 0 ð14:25Þ

The mathematical complexities associated with the replacement of Eq. (14.24)
with Eq. (14.25), thereby resulting in a dual formulation, are profound. The reader
is referred to the literature on the finite element method to ascertain these com-
plexities (Reddy 2005; Oden 2006; Oden and Reddy 2011). Suffice it to say herein
that, for practical purposes, any set of dependent variables that satisfies the varia-
tional equation (14.25) also satisfies Eq. (14.24), and this is true for essentially any
bounded choice of admissible displacement field, dui .

As will be shown below, there is a choice for dui that is both accurate and
convenient, and this choice is almost always utilized with the finite element method.
For now, suffice it to say that Eq. (14.24) is now replaced with Eq. (14.25), and this
new equation becomes a replacement representation of equilibrium within the
element Ve þ Se.
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Now consider the deployment of the product rule and the divergence theorem,
Eq. (9.31), in the following way:Z

Ve

@

@xj
rtþDt
ji dui

� �
dV ¼

Z
Ve

rtþDt
ji;j dui þrtþDt

ji dui;j
� �

dV ¼
Z
Se

rtþDt
ji duinjdS

ð14:26Þ

Rearranging the above and substituting into Eq. (14.25) results in the following:Z
Ve

rtþDt
ji dui;jdV ¼

Z
Ve

qf tþDt
i duidV þ

Z
Se

ttþDt
i duidS ð14:27Þ

Now suppose that the term containing the gradient of the displacement is
decomposed in the following way:

ui;j ¼ eij þxij ð14:28Þ

where eij is the strain tensor, defined by Eq. (9.40), and xij, called the rotation
tensor, is defined as follows:

xij � 1
2

ui;j � uj;i
� � ð14:29Þ

Next, recall that the stress tensor is symmetric due to conservation of angular
momentum, Eq. (9.85), so that, when Eq. (14.28) is substituted into Eq. (14.27), it
is found that

rjixij ¼ 0 ð14:30Þ

Note that the rotation tensor is antisymmetric ðxij ¼ �xjiÞ: It can be shown that
when any second-order symmetric tensor is multiplied by a second-order
antisymmetric tensor, the result is necessarily zero, so that Eq. (14.27) simplifies
to the following:Z

Ve

rtþDt
ij detþDt

ij dV ¼
Z
Ve

qf tþDt
i duidV þ

Z
Se

ttþDt
i duidS ð14:31Þ

Next, substitute definitions (14.23) into Eq. (14.31), thereby resulting in the
following:Z

Ve

rt
ij þDrij

� �
d etij þDeij
� �

dV ¼
Z
Ve

qf tþDt
i duidV þ

Z
Se

ttþDt
i duidS ð14:32Þ
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It is assumed that within the time-stepping scheme, the quantity etij is known a
priori, so that no variation is taken with respect to this variable, thereby simplifying
Eq. (14.32) to the following:Z

Ve

DrijdDeijdV ¼
Z
Ve

qf tþDt
i duidV þ

Z
Se

ttþDt
i duidS�

Z
Ve

rt
ijdDeijdV ð14:33Þ

Note that the known terms have been moved to the right-hand side of the above
equation.

Now suppose that the constitutive relationship can be written in the following
incremental form:

Drij ¼ Ct
ijklDekl ð14:34Þ

Substituting Eq. (14.34) into Eq. (14.33) thus results in the following:Z
Ve

Ct
ijklDeijdDeijdV ¼

Z
Ve

qf tþDt
i duidV þ

Z
Se

ttþDt
i duidS�

Z
Ve

rt
ijdDeijdV ð14:35Þ

Equation (14.35) is now a complete variational form of the equilibrium equa-
tions that is ready for deployment within the finite element method. However, for
purposes of computer implementation, it is customary to write the above in a more
convenient form using Voigt notation, defined as follows:

r1 � r11;r2 � r22;r3 � r33;r4 � r23;r5 � r13;r6 � r12

e1 � e11; e2 � e22; e3 � e33; e4 � 2e23; e5 � 2e13; e6 � 2e12
ð14:36Þ

such that Eq. (14.34) can be written as follows:

Dri ¼ Ct
ijDej ð14:37Þ

Implementation of Eqs. (14.36) and (14.37) into Eq. (14.35) results in the fol-
lowing matrix form of the variational principle:Z

Ve

De½ �|{z}
1X6

Ct½ �|{z}
6X6

dDe½ �|ffl{zffl}
6X1

dV ¼
Z
Ve

q f tþDt

 �|fflfflffl{zfflfflffl}

1X3

dDu½ �|ffl{zffl}
3X1

dV þ
Z
Se

ttþDt

 �|fflfflffl{zfflfflffl}

1X3

dDu½ �|ffl{zffl}
3X1

dS

�
Z
Ve

rt½ �|{z}
1X6

dDe½ �|ffl{zffl}
6X1

dV ð14:38Þ

The above variational form is now ready for the finite element implementation
process.
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14.2.5 Construction of the Finite Element Mechanics
Equations for a Single Element

In order to obtain a solution with the variational form given by Eq. (14.38), it is
necessary to assume within a generic element the spatial dependence in the primary
dependent variable in the equation, Dui. This is accomplished by assuming that

Duið~x; tÞ ¼ Duai ðtÞhai ð~xÞ a ¼ 1; . . .; n; no sum on i ð14:39Þ

where n is defined to be the number of nodes within the element, and uai are termed
the nodal displacements. Note that the shape functions, hai ð~xÞ; may be identical to
those deployed for the heat transfer and moisture analyses, except that insomuch as
the dependent variable in the mechanics problem is vector-valued, the shape
functions must also be vector-valued, thereby introducing substantial mathematical
complexity into the mechanics problem.

The mathematical form of the shape functions will be determined by the specific
element chosen for the analysis, and this subject will be taken up in detail in a later
section. For now, it is expedient to proceed with the implementation of Eq. (14.39)
into the variational form.

To accomplish this, Eq. (14.39) is first substituted into strain-displacement
Eq. (9.40), thereby resulting in the following:

De½ �|{z}
6X1

¼ B½ �|{z}
6X3n

D�u½ �|{z}
3nX1

ð14:40Þ

where

D�u½ �|{z}T

1X3n

� Du11 Du12 Du13 Du21 Du22 Du23 . . . Dun1 Dun2 Dun3

 � ð14:41Þ

and the matrix B½ � is given by the following:

B½ �|{z}
6X3n

¼

@h11
@x1

0 0 @h21
@x1

0 0 . . .
@hn1
@x1

0 0

0 @h12
@x2

0 0 @h22
@x2

0 . . . 0 @hn2
@x2

0

0 0 @h13
@x3

0 0 @h23
@x3

. . . 0 0 @hn3
@x3

0 @h12
@x3

@h13
@x2

0 @h22
@x3

@h23
@x2

. . . 0 @hn2
@x3

@hn3
@x2

@h11
@x3

0 @h13
@x1

@h21
@x3

0 @h23
@x1

. . .
@hn1
@x3

0 @hn3
@x1

@h11
@x2

@h12
@x1

0 @h21
@x2

@h22
@x1

0 . . .
@hn1
@x2

@hn2
@x1

0

2
666666666664

3
777777777775

ð14:42Þ
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Furthermore,

dDu½ �|ffl{zffl}
3X1

¼ H½ �|{z}
3X3n

dD�u½ �|ffl{zffl}
3nX1

ð14:43Þ

where

H½ �|{z}
3X3n

¼
h11 0 0 h21 0 0 . . . hn1 0 0
0 h12 0 0 h22 0 . . . 0 hn2 0
0 0 h13 0 0 h23 . . . 0 0 hn3

2
4

3
5 ð14:44Þ

Substituting Eqs. (14.40) and (14.43) into variational principle (14.38) and
factoring out the variational terms results in the following set of element equations
for a generic element:

Ke½ �|{z}
3nX3n

D�u½ �|{z}
3nX1

¼ FeðtþDtÞ½ �|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
3nX1

� ReðtÞ½ �|fflffl{zfflffl}
3nX1

ð14:45Þ

where

Ke½ �|{z}
3nX3n

¼
Z
Ve

B½ �|{z}
3nX6

T Ct½ �|{z}
6X6

B½ �dV|fflffl{zfflffl}
6X3n

ð14:46Þ

FeðtþDtÞ½ �|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}T

1X3n

¼
Z
Ve

q ~f ðtþDtÞ
h i
|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

1X3

H½ �|{z}
3X3n

dV þ
Z
Se

~tðtþDtÞ½ �|fflfflfflfflfflffl{zfflfflfflfflfflffl}
1X3

H½ �|{z}
3X3n

ds ð14:47Þ

and

ReðtÞ½ �|fflffl{zfflffl}T

1X3n

¼
Z
Ve

rðtÞ½ �|fflffl{zfflffl}
1X6

T B½ �|{z}
6X3n

dV ð14:48Þ

This completes the construction of the discretized finite element equations for a
single generic element within a linear elastic object under quasi-static conditions.
Note that they are now a set of algebraic equations, rather than the differential
equations listed in Table 14.2. Note also that due to the fact that the tangent
modulus matrix, Ct½ � may, in fact, be nonconstant if the material is not linear elastic,
the equations may be nonlinear, and this issue will be discussed in further detail
below. It remains both to choose an appropriate element and to perform the
assembly process, to be described in the following sections.
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14.2.6 Choosing an Appropriate Element

It should be apparent that accuracy of the model demands that the assemblage of
elements used to simulate the shape of the actual object to be analyzed be as
geometrically similar to the object as possible. Toward this end, it is found that
irregular-shaped elements are often the most propitious choice. On the other hand,
from the standpoint of mathematical difficulty, it is desirable for the element to be
as simple as possible. Accordingly, there is no unique answer for the choice of an
element and, in fact, numerous elements have been developed for use with the finite
element method over the past half century. For the purpose of demonstrating the
method as simply as possible, the simplest possible choice is a three-noded trian-
gular element (in two dimensions), as shown in Fig. 14.7. A four-noded quadri-
lateral element is also mathematically convenient, but is not necessarily convenient
for simulating the shape of irregular-shaped objects such as aggregate.

Although higher order triangles and quadrilateral elements are possible, the
mathematical complexity that comes with the deployment of these elements tends
to obfuscate the purpose herein, which is demonstrative in nature. Although the
road way is quite rightfully modeled as a three-dimensional object, for the purpose
herein, a two-dimensional demonstration should lend clarity to the development of
the element shape functions (See the discussion in Chap. 11 for an explanation
regarding the reduction of a three-dimensional boundary value problem to two
dimensions).

Toward this end, consider the triangular element shown in Fig. 14.8. Note that
two Cartesian coordinate systems are shown: both the global coordinate system
ðx1; x2Þ and a local coordinate system ðxL1 ; xL2Þ: The reason for this is a matter of
convenience, as will be shown shortly. Note also that the vertices of the triangle are
termed nodes. This element is therefore called a three-node triangular element.
Suppose for the moment that the displacements of the three nodes
u11; u

1
2; u

2
1; u

2
2; u

3
1; u

3
2

� �
are somehow known. For this case, the value of n in

Fig. 14.7 Cartoon depicting
a simplified finite element
mesh deploying triangular and
quadrilateral elements to
represent a two-dimensional
object
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Eq. (14.39) is 3, thereby implying that there can be only six unknown coefficients
in the shape functions hai . Supposing that the same shape functions are employed
for both the x1 and x2 coordinate directions, this implies that the lowest order
displacement field within the triangular element must be of the following form:

u1ðx1; x2Þ ¼ c1 þ c2x1 þ c3x2
u2ðx1; x2Þ ¼ c4 þ c5x1 þ c6x2

ð14:49Þ

Since the nodal displacements are (for the moment) assumed to be known, the
above implies that:

u1ðx11; x12Þ ¼ u11 ¼ c1 þ c2x11 þ c3x12
u1ðx21; x22Þ ¼ u21 ¼ c1 þ c2x21 þ c3x22
u1ðx31; x32Þ ¼ u31 ¼ c1 þ c2x31 þ c3x32
u2ðx11; x12Þ ¼ u12 ¼ c4 þ c5x11 þ c6x12
u2ðx21; x22Þ ¼ u22 ¼ c4 þ c5x21 þ c6x22
u2ðx31; x32Þ ¼ u32 ¼ c4 þ c5x31 þ c6x32

ð14:50Þ

The above is two independent sets of three equations in the six unknowns
c1; c2; c3; c4; c5; c6. Solving for these six unknowns and substituting them back into
Eq. (14.49) will yield the following:

uiðx1; x2Þ ¼ uai h no sumon i ð14:51Þ

where

h1i ¼
1
2Ae

x21x
3
2 � x31x

2
2

� �þ x22 � x32
� �

x1 þ x31 � x21
� �

x2

 �

h2i ¼
1
2Ae

x31x
1
2 � x11x

3
2

� �þ x32 � x12
� �

x1 þ x11 � x31
� �

x2

 �

h3i ¼
1
2Ae

x11x
2
2 � x21x

1
2

� �þ x12 � x22
� �

x1 þ x21 � x11
� �

x2

 �

ð14:52Þ

Fig. 14.8 Depiction of a
two-dimensional three-node
triangular element
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and Ae is the area of the element, given by

Ae ¼ x21x
3
2 � x31x

2
2

� �þ x31x
1
2 � x11x

3
2

� �þ x11x
2
2 � x21x

1
2

� � ð14:53Þ

Note that

hai ðxb1 ; xb2Þ ¼ dab ð14:54Þ

and

X3
a¼1

hai ¼ 1 ð14:55Þ

Equations (14.54) and (14.55) imply that Eq. (14.50) is satisfied. Figure 14.9
shows a graphic depiction of the three shape functions for the three-node triangular
element.

While the mathematics can become quite cumbersome, the concept behind the
derivation of the shape function for more advanced elements is conceptually similar
to that deployed herein to obtain the shape functions for the two-dimensional
three-node triangular element. For this reason, and because this subject is covered
in detail in many texts on the subject of finite elements, discussion of these more
advanced types of elements will not be covered herein. Suffice it to say that when
the shape functions have been determined, the calculation of the terms in
Eqs. (14.46)–(14.48) is a straightforward process. This then completes the devel-
opment of the finite element equations (14.45) for a typical element.

14.2.7 Assembly of the Global Mechanics Finite Element
Equations

The development to this point has focused on the construction of the finite element
equations for a single generic element, denoted with superscripts e. In order to

Fig. 14.9 Graphic depiction of the shape functions for a two-dimensional three-node triangular
element
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construct the global solution, it is necessary to assemble the equations for all of the
elements comprising the finite element mesh representing the object being modeled.
This may be accomplished by summing the governing equations for all of the
elements where, in view of Eq. (14.25):

dET ¼
XN
e¼1

dEe ¼ 0 ð14:56Þ

where N is the total number of elements, dET is the variation in the total mechanical
energy in the object, and dEe is the variation in the mechanical energy in each
element.

The element equations derived in the previous section may now be substituted
into the above to obtain the following variational form of equilibrium in the object
of interest:

XN
e¼1

dEe ¼
XN
e¼1

Xn
i¼1

Xn
j¼1

Ke
iju

e
j �

Xn
i¼1

Fe
i

" #
duei ¼ 0 ð14:57Þ

where n is the number of nodes in each element. The correspondence between
element node numbers and global node numbers may be established by con-
structing the so-called Boolean connectivity matrix, [MB] (Reddy 2005), a matrix
of size NXn where the rows of [MB] are constructed by assigning the elements of
the ith row to be the successive global numbers of the nodes of the ith element, with
i ranging from 1 to the global number of elements (note that these should be
numbered in counterclockwise order to ensure that the global stiffness matrix is
positive definite). The Boolean connectivity matrix may then be utilized to establish
a correspondence between the global displacement components, uGi , and the ele-
ment displacement components, uej , via the observation that the variation in the total

energy in the object, dET , may be written in terms of global displacements as
follows:

dET ¼
XNG

i¼1

XNG

j¼1

KG
ij u

G
j � FG

i

" #
duGi ¼ 0 ð14:58Þ

where NG is the global number of degrees of freedom.
Equating (14.57) and (14.58) will now produce an equivalence that, with the use

of the Boolean connectivity matrix, will provide a means of assembling the global
equations. In addition, it will be found that interelement forces cancel one another
out (due to Newton’s third law), and boundary conditions may be implemented to
the global equations in a straightforward manner (Reddy 2005), thereby resulting in
global equations of the following form:
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KG

 �|ffl{zffl}
NGXNG

uG
� 
|ffl{zffl}
NGX1

¼ FG
� 
|fflffl{zfflffl}
NGX1

ð14:59Þ

As pointed out previously in this chapter, the road way problem will normally be
nonlinear, in this case Eq. (14.59) will be utilized in a time-stepping procedure to
predict successive increments in the global displacement array, DuGf g: The means
for obtaining these incremental displacements in time will be discussed in the next
section.

14.2.8 Accounting for Nonlinearity with Newton Iteration

The hygro-thermomechanical response of road ways is in general nonlinear.
A simple means of observing this reality is to apply a load to the road way surface
and measure the resulting surface deflection. Doubling the load usually will not
double the displacement, thereby demonstrating the nonlinearity of the road way
(see Chap. 9). From a mathematical standpoint, this nonlinearity results from the
nonlinear character of the mathematical equations utilized to model the road way.
Specifically, the following are mathematically nonlinear:

• Elastoplastic constitutive models
• Viscoplastic constitutive models
• Fracture models, including cohesive zone models

It will be shown in due course that one or more of the above models must be
implemented into road way models in order to provide any hope of making accurate
predictions of road way performance. Therefore, it can be stated that, in general, all
useful road way performance models are inherently mathematically nonlinear.

In the case of computationally based road way models, these nonlinearities may
all be accounted for by deploying a time-stepping algorithm that decomposes the
load history into small increments of load in time, together with a nonlinear iterative
scheme designed to obtain convergence of the nonlinear equations on each incre-
ment of time. The former of these—incrementing the loading in time—can nor-
mally be chosen by the simple process of subdividing the time step in successive
computational simulations until a small enough time step is deployed such that the
predicted results are unaltered.

The second part—deployment of a nonlinear iterative scheme—is the subject of
this section. While many iterative techniques are possible, for the sake of simplicity
only the Newton iteration method will be described herein. The authors have found
this method to be sufficiently accurate for the purpose of modeling inherent non-
linearities in typical computational road way models. As mentioned above, this
nonlinearity is, in the case of road ways, usually reflected within the bulk consti-
tutive equations, or the fracture model, or both.
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For the sake of simplicity, it will be assumed in this discussion that the non-
linearity is reflected via the constitutive equations, implying that Eq. (14.37) is
nonlinear, that is, the modulus tensor Ct

ijkl is not constant in time. Such would be the
case for an elastoplastic or viscoplastic material as described below. In this case,
the incremental algorithm described above will necessarily lead to inherent error in
the predicted increments in the state variables due to the fact that during the time
increment Dt, the modulus tensor is altered from Ct

ijkl at the beginning of the

increment to CtþDt
ijkl at the end of the increment. Thus, using only the former value in

the finite element algorithm will necessarily lead to an erroneous result.
It should be self-evident that the magnitude of the error induced by this

approximation will depend both on the size of the time increment and the severity
of the inherent nonlinearity. While there are methods for predicting acceptable time
increments, this issue will be forgone herein in the interest of expediency. Suffice it
to say that when the iterative algorithm fails to converge, it is likely due to having
chosen a time increment that is too large.

In order to account for the error induced by the approximation represented by
Eq. (14.37), it is propitious to employ the Newton method of iteration, so-named
because it was apparently first employed by Isaac Newton in 1669. Amplifying on
Newton’s method, Joseph Raphson (c. 1648–c. 1715) published a more general
methodology in 1690, thereby resulting in the oft-used name Newton–Raphson
method.

As described in the previous sections, the finite element method reduces a set of
partial differential equations to a set of algebraic equations. When the governing
differential equations are mathematically nonlinear (see Chap. 9), the resulting finite
element discretized equations will also be nonlinear, but in this case they are termed
algebraically nonlinear. The Newton–Raphson iterative method is designed for just
such a circumstance—solving sets of nonlinear algebraic equations.

To see how this may be applied to the road way problem, consider the global
finite element equations, given by Eq. (14.59). Due to the nonlinearity in these
equations, when the resulting displacements, strains and stresses are calculated,
they will be somewhat in error. This error can be captured by constructing the
following global equations:

f ðtþDtÞf gi� FGðtþDtÞ� 
� RGðtþDtÞ� 

i ð14:60Þ

where the subscript i denotes the ith iteration, such that

RGðtþDtÞ� 

i�
Z
V

rðtþDtÞð Þi

 �T

B½ �dV ð14:61Þ

is termed the global reaction matrix. In the above, it should be noted that the
predicted stresses on the ith iteration will usually be incorrect due to the nonlin-
earity in the equations, thereby leading to a non-null matrix ff gi. When the correct
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solution is obtained, ff g should in fact be null. Thus, expanding ff g in a Taylor
series will result in the following:

0f g ¼ f ðtþDtÞf g ¼ f ðtþDtÞf gi þ
@f
@uG

� �
iþ 1

DDuG
� 


iþ 1 þ � � � ð14:62Þ

where DDuGf giþ 1 is the estimated error in the displacements due to the approxi-
mation introduced in Eq. (14.37). However, note that

@f
@uG

� �
iþ 1

¼ � KG

 �

iþ 1 ð14:63Þ

where KG½ �iþ 1 is the global stiffness matrix on the i + 1th iteration. Thus, substi-
tuting Eq. (14.63) into Eq. (14.62) results in the following:

KG

 �

iþ 1 DDuG
� 


jþ 1¼ f ðtþDtÞf gi¼ FGðtþDtÞ� 
� RGðtþDtÞ� 

i ð14:64Þ

It can be seen that the above equation now presents a recursive relation for
improving the estimated displacement field, implying that as follows:

uGðtþDtÞ� 
 ¼ uGðtÞ� 
þ Xn
i¼1

DDuG
� 


i ð14:65Þ

The solution procedure is then to repeat Eqs. (14.64) and (14.65) until the most
recently calculated displacement sub-increment is negligibly small, such as given
by the following:

DDuGf gn
�� ��Pn
i¼1

DDuGf gi
����

����
� dAL ð14:66Þ

thereby determining the number of iterations, n, where dAL is a small number
chosen so as to ensure sufficient engineering accuracy for the problem at hand, and
the symbol kk denotes the Euclidean norm of the enclosed parameter.

Although the above procedure will nearly always converge for road way
problems when the time step is sufficiently small, it does suffer from one significant
shortcoming—the fact that Eq. (14.63) requires that the global stiffness must be
reconstructed on each iteration. Since this step is oftentimes computationally
intensive, it is possible to instead use a somewhat less accurate approximation, such
that Eq. (14.63) is modified to the following:

Kt½ � DDuG
� 


jþ 1¼ f ðtþDtÞf gi¼ FGðtþDtÞ� 
� RGðtþDtÞ� 

i ð14:67Þ

where Kt½ � is the global stiffness matrix from the previous time step. This approxi-
mation will both reduce allowable size of the time step for convergence and increase
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the required number of iterations to obtain acceptable accuracy, but it nonetheless
will oftentimes lead to increased computational efficiency since the global stiffness
matrix need not be recalculated during the iterative process. This iterative procedure
is termed the Modified Newton–Raphson method. Figure 14.10 illustrates the dif-
ference between the Newton–Raphson and the modified Newton–Raphson method.

The following example problem can be used as a simple means of verifying the
Newton–Raphson and modified Newton–Raphson algorithms within a finite ele-
ment code.

Example Problem 14.1
Given: A uniaxial bar is subjected to a monotonically increasing loading P ¼ P0t;
as shown below. In addition, the bar is composed of a nonlinear elastic material
with modulus E ¼ E0½1� k0ðe11Þ2�:

E0 ¼ 105; k0 ¼ 105; d ¼ 1;w ¼ 1; l ¼ 10;P0 ¼ 100

Fig. 14.10 Cartoon
demonstrating the
comparative convergence
rates for the Newton–Raphson
and modified Newton–
Raphson methods
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Required:

(a) Derive the incremental Newton–Raphson equations for estimating the dis-
placement increment at the end of the bar, DuðLÞ

(b) Use the result obtained in (a) to estimate the displacement DuðLÞ at time
t = 0.01 with both the Newton–Raphson and the modified Newton–Raphson
approaches

Solution:

(a) According to the Newton–Raphson method, the displacement increment is
estimated using the following formula:

Du1ðlÞi ¼
Pðt ¼ 1Þ � ðr11Þiwd

 �

Ki
ð14:68Þ

where the subscript implies the iteration number. In addition,

Ki ¼ E0½1� k0ðe11Þ2i �wd
l

ð14:69Þ

Also

ðe11Þi ¼

Pi
j¼1

Duj

l
ð14:70Þ

ðr11Þi ¼ E0½1� k0ðe11Þ2i �ðe11Þi ð14:71Þ

(b) Predicted results are shown in Table 14.3 using the above formulation, where
convergence using the Newton–Raphson method is obtained in 6 iterations,
whereas convergence using the modified Newton–Raphson method is
obtained in 7 iterations when convergence criterion (14.66) is used with
dAL ¼ 5:0 � 10�7. Finally, the predicted stress as a function of iteration number
is shown graphically in Fig. 14.11, where it should be noted that the exact
axial stress is r11 ¼ 100 and the exact axial strain is e11 ¼ 0:001153:

14.3 Implementation of Constitutive and Fracture Models
to a Mechanics Finite Element Code

14.3.1 Implementation of Plasticity

Recall from Chap. 13 the Drucker–Prager yield criterion with combined hardening,
given by the following:
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FDP ¼
ffiffiffiffiffi
J 02

q
þ l2ffiffiffi

6
p I 01 � a1DP ð14:72Þ

where

J 02 �
1
2

r0
ij � a20ij

� �
r0
ij � a20ij

� �
ð14:73Þ

in which

a20ij � a2ij � a2kk
3

dij ð14:74Þ

Table 14.3 Predicted results for example problem 14.1

Fig. 14.11 Graphical
depiction of predicted stress
in example problem 14.1
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and

I 01 � rkk � a2kk ð14:75Þ

The consistency condition takes on the following form:

@FDP

@rij

drij

dt
þ @FDP

@a2ij

da2ij
dt

þ @FDP

@a1DP

da1DP
dt

¼ 0 ð14:76Þ

The evolution law for the isotropic hardening variable is given by:

da1DP
dt

¼ b
r0
ij

2
ffiffiffiffiffi
J2

p þ lffiffiffi
6

p dij

� �
drij

dt
ð14:77Þ

In addition, Zeigler’s rule for combined hardening is given by:

da2ij
dt

¼ �lðrij � a2ijÞ ð14:78Þ

Substituting (14.78) into (14.76) thus results in the following:

�l ¼
@FDP
@rij

drij

dt þ @FDP
@a1

da1DP
dt

@FDP
@rkl

ðrkl � a2klÞ
ð14:79Þ

Recall also the normality condition, given by:

dePij
dt

ðrklÞ ¼ �kðrklÞ @FDPðrklÞ
@rij

ð14:80Þ

Substituting (14.72) into (14.80) thus results in the following:

dePij
dt

¼ �k
1

2
ffiffiffiffiffi
J 02

p r0
ij � a2

0
ij

� �
þ lffiffiffi

6
p dij

( )
ð14:81Þ

Squaring (14.81) results in the following:

�k ¼
ffiffiffi
3

p d�εP

d�r0
d�r0

dt
ð1þ l2Þ�1=2 ð14:82Þ

where

�r0 � 3J 02
� �1=2 ð14:83Þ
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in which

d�εp

dt
� 2

3

dePij
dt

dεPij
dt

 !1=2

ð14:84Þ

The above equations are adjoined with the stress–elastic strain relation, given by:

rij ¼ Eijklðekl � ePklÞ ð14:85Þ

The above set of equations provides a complete description of the Drucker–
Prager model, that is, the model consists of the following four components:

1: Stress–elastic strain relation—Eq. (14.85)
2: Yield criterion—Eq. (14.72)
3: Flow rule—Eq. (14.81)
4: Workhardening rules—Eqs. (14.77) through (14.79)

Unfortunately, the above formulation is not particularly convenient for imple-
mentation within the finite element method. This is due to the fact that the finite
element method utilizes formulation that assumes that the stress–strain relation is of
the general form:

Drij ¼ CijklDekl ð14:86Þ

where the symbol D implies a finite increment of the quantity appended, and the
tensor Cijkl is termed the tangent modulus tensor. Within the context of the finite
element method, this would signify the incremental output due to an increment in
the input boundary conditions. The formulation given by Eq. (14.86) normally
results in the most computationally efficient method of deploying the finite element
method. As such, it is propitious to reformulate the Drucker–Prager model in a way
that is consistent with Eq. (14.86). The challenge is therefore to determine the exact
form of the tangent modulus tensor.

In order to accomplish this restructuring, it is first necessary to write the dif-
ferential form of Eq. (14.85) as follows:

drij

dt
¼ Eijklðdεkldt

� dεPkl
dt

Þ ð14:87Þ

where it should be apparent that the time derivatives may be replaced with the
incremental symbol D. Thus, in order to cast Eq. (14.87) in a form that is consistent
with Eq. (14.86), it is necessary to deal with the terms containing the time
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derivative of the plastic strain tensor. This may be accomplished in the following
way.

First, substitute Eq. (14.80) into Eq. (14.87) to obtain the following:

drij

dt
¼ Eijklðdekldt

� �k
@FDP

@rkl
Þ ð14:88Þ

Substituting the above into Eq. (14.76) thus results in:

@FDP

@rij
Eijklðdekldt

� �k
@FDP

@rkl
Þ

� �
þ @FDP

@a2ij

da2ij
dt

þ @FDP

@a1DP

da1DP
dt

¼ 0 ð14:89Þ

Now recall that due to the form of the Drucker–Prager yield criterion

@FDP

@a2ij
¼ � @FDP

@rij
ð14:90Þ

And, it can also be seen from Eq. (14.72) that

@FDP

@a1DP
¼ �1 ð14:91Þ

so that Eq. (14.89) may be written as follows:

@FDP

@rij
Eijklðdekldt

� �k
@FDP

@rkl
Þ

� �
� @FDP

@rij

da2ij
dt

� da1DP
dt

¼ 0 ð14:92Þ

Substituting Eq. (14.80) into the third term above results in the following:

@FDP

@rij
Eijklðdekldt

� �k
@FDP

@rkl
Þ

� �
� 1

�k

dePij
dt

da2ij
dt

� da1DP
dt

¼ 0 ð14:93Þ

The above equation can be written equivalently as follows:

@FDP

@rij
Eijkl

dekl
dt

� �
¼ �k Eijkl

@FDP

@rij

@FDP

@rkl
þ 1

�k
2

dePij
dt

da2ij
dt

þ 1
�k

da1DP
dt

" #
ð14:94Þ

where the reason for the form of the last term will become apparent below. Solving
Eq. (14.94) for �k now results in:
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�k ¼
@FDP

@rtu
Etuvw

devw
dt

@FDP

@rpq
Epqrs

@FDP

@rrs
þ 1

�k
2

dePij
dt

da2ij
dt

þ 1
�k

da1DP
dt

ð14:95Þ

Now define c such that

drij

dt
� c

dePij
dt

 !
@FDP

@rij
¼ 0 ð14:96Þ

The above, together with the normality condition and the consistency condition,
implies that (Allen 1980):

c
@FDP

@rij

@FDP

@rij
¼ 1

�k

@FDP

@rij

drij

dt
¼ 1

�k
2

dePij
dt

da2ij
dt

þ 1
�k

da1DP
dt

ð14:97Þ

Substituting the above into Eq. (14.95) now results in the following:

�k ¼
@FDP

@rtu
Etuvw

devw
dt

@FDP

@rpq
Epqrs

@FDP

@rrs
þ c

@FDP

@rpq

@FDP

@rpq

ð14:98Þ

Substituting Eq. (14.98) into Eq. (14.88) now gives:

drij

dt
¼ Cijkl

dekl
dt

ð14:99Þ

where, by inspection

Cijkl ¼ Eijkl �
Eijmn

@FDP

@rmn
Etukl

@FDP

@rtu

c
@FDP

@rpq

@FDP

@rpq
þ @FDP

@rpq
Epqrs

@FDP

@rrs

ð14:100Þ

It can be seen that the incremental constitutive equation is now in the desired
form given by Eq. (14.86).

In order to determine the unknown coefficient c in the above equation,
Eq. (14.80) is substituted into Eq. (14.96), thereby resulting in the following:

c ¼ drijdePij
dePklde

P
kl

ð14:101Þ
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Since the material is elastically isotropic, during a uniaxial test ðr11 6¼ 0;
8 other rij ¼ 0Þ the above simplifies to the following:

c ¼
dr11
dt

de11
dt � 1

E
dr11
dt

� �
de11
dt � 1

E
dr11
dt

� �2 þ 2 de22
dt þ m

E
dr11
dt

� �2 ð14:102Þ

Alternatively, c may be obtained from a hydrostatic compression test
r11 ¼ r22 ¼ r33 ¼ �pð Þ; in which:

c ¼ �1
3

dp
dt

1
3
dekk
dt

þ 3E
dp
dt

� ��1

ð14:103Þ

The above incrementalized equations may be supplemented with the radial
return algorithm (Lubliner 1990) for the purpose of transitioning from elastic to
elastoplastic response.

Example Problem 14.2
Given: A uniaxial bar is known to have material properties as follows: E = 103

MPa, m = 0.3, b = 1.0, l = 0.0, rY ¼ 1:0 MPa. The uniaxial stress–strain curve is
as follows:

Required: Use the Drucker–Prager model to predict the response of the material to
the following cyclic loading history.

Solution: When the plasticity routine is functioning properly, the output of a cyclic
uniaxial simulation should appear like that shown in Fig. 14.12.
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14.3.2 Implementation of Viscoelasticity

In order to utilize the finite element method to solve linear viscoelastic IBVPs, it is
necessary to convert the integral formulation of the constitutive equations to an
incremental form that may be deployed within a time-marching scheme.
Accordingly, an incremental formulation will be constructed from the convolution
integral representation given by Eq. 12.38. The formulation contained herein fol-
lows that reported in Zocher et al. (1997). For simplicity, only the isotropic case is
presented here. As a further simplification, it will be assumed herein that Poisson’s
ratio is constant in time. The reader interested in the formulation for more generally
anisotropic media is referred to the above reference.

Consider the isotropic form of the stress formulation for linear viscoelastic
media, given by the following:

ri ¼ fij

Z t

0

Eðt � sÞ @ej
@s

ds ð14:104Þ

where for convenience single-subscripted notation has been employed for the stress,
ri, and strain, ej and the range on 1 and j, as well as the values of the coefficients of
fij ¼ fijðmÞ will depend on the dimensionality of the problem. For example, for the
three-dimensional case

Fig. 14.12 Depiction of the predicted response of an elastoplastic uniaxial bar subjected to cyclic
loading described in example problem 14.2
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fij

 � � 1

ð1þ mÞð1� 2mÞ

1� m m m 0 0 0
m 1� m m 0 0 0
m m 1� m 0 0 0
0 0 0 ð1�2mÞ

2 0 0

0 0 0 0 ð1�2mÞ
2 0

0 0 0 0 0 ð1�2mÞ
2

2
66666664

3
77777775

ð14:105Þ

Now suppose that the stresses and strain are known at time tk . Suppose fur-
thermore that Eq. (14.104) is to be integrated for the purpose of calculating
riðtk þDtÞ for a generic increment of time, Dt; given ejðtÞ; t� tk þDt: Applying
Eq. (14.104) for this circumstance results in the following:

riðtk þDtÞ ¼ fij

Ztk þDt

0

Eðtk þDt � sÞ @ej
@s

ds

¼ fij

Ztk
0

Eðtk þDt � sÞ @ej
@s

dsþ fij

Ztk þDt

tk

Eðtk þDt � sÞ @ej
@s

ds

ð14:106Þ

Now define the following:

DE � Eðtk þDt � sÞ � Eðtk � sÞ )
Eðtk þDt � sÞ ¼ Eðtk � sÞþDE

ð14:107Þ

Substituting Eq. (14.107) into Eq. (14.106) now results in the following:

riðtk þDtÞ ¼ fij

Ztk
0

Eðtk � sÞ @ej
@s

ds

þ fij

Ztk
0

DE
@ej
@s

dsþ fij

Ztk þDt

tk

Eðtk þDt � sÞ @ej
@s

ds

ð14:108Þ

The first term on the right-hand side of Eq. (14.108) can be seen to be the known
state of stress at the beginning of the time increment, riðtkÞ; so that Eq. (14.108)
may be rewritten as follows:
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Dri � riðtk þDtÞ � riðtkÞ ¼ fij

Ztk þDt

tk

Eðtk þDt � sÞ @ej
@s

dsþDrR
i ð14:109Þ

where the residual stress term is defined as follows:

DrR
i � fij

Ztk
0

DE
@ej
@s

ds ð14:110Þ

The above provides a means of predicting the stress increment for a given
increment of strain during the time increment, Dt: For example, consider the case
wherein the relaxation modulus, EðtÞ; is fit with a Prony series (with M terms) of
the following form:

EðtÞ ¼ E1 þ
XM
m¼1

Eme
� t

sm ð14:111Þ

Suppose also that it can assumed that during the time increment of interest the
components of the rate of strain, _ej � e0j , may be assumed to be approximately
constant, that is:

ejðtÞ ¼ ejðtkÞþ e0j � ðs� tkÞHðs� tkÞ )
@ej
@s ¼ e0j Hðs� tkÞþ e0j � ðs� tkÞdðs� tkÞ tk � s� tk þDt

ð14:112Þ

Substituting Eqs. (14.111) and (14.112) into Eq. (14.109) in closed form
therefore results in the following:

Dri ¼ fijE
0Dej þDrR

i ð14:113Þ

where it should be apparent that Dej ¼ e0j Dt; and

E0 ¼ E1 þ 1
Dt

XM
m¼1

Emsmð1� e�
Dt
smÞ ð14:114Þ

Now, consider the incremental residual stress term, DrR
i , defined in

Eq. (14.110). Substitution of Eq. (14.111) into Eq. (14.107) and this result into
Eq. (14.110) will result in the following:

DrR
i ¼ �fij

XM
m¼1

ð1� Cm
1 ÞSmj ð14:115Þ
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where

Cm
1 � e�

Dt
sm ð14:116Þ

and

Smj �
Ztk
0

Eme
�ðtk�sÞ

sm
@ej
@s

ds ð14:117Þ

Equation (14.117) may be replaced by a recursive formula by first writing
Eq. (14.117) in the following equivalent form:

Smj ¼
Ztk�Dt

0

Eme
�ðtk�sÞ=sm @ej

@s
dsþ

Ztk
tk�Dt

Eme
�ðtk�sÞ=sm @ej

@s
ds ð14:118Þ

The above may be written in the following recursive form (Zocher et al. 1997):

Smj ðtkÞ ¼ Cm
1 S

m
j ðtk � DtÞþDSmj ð14:119Þ

where

DSmj �
Ztk

tk�Dt

Eme
�ðtk�sÞ=sm @ej

@s
ds ð14:120Þ

Integrating Eq. (14.120) will result in the following:

DSmj ¼ Cm
2 e

0
j ðtk � DtÞ ð14:121Þ

where e0j ðtk � DtÞ is the rate of strain for the previous time step, and

Cm
2 � Emsmð1� e�

Dt
smÞ ð14:122Þ

Equation (14.113) may now be utilized within the time-stepping finite element
algorithm to increment the stresses for an isotropic linear viscoelastic material.

Example Problem 14.3
Given: A linear viscoelastic uniaxial bar is subjected to a uniaxial relaxation test
such that eðtÞ ¼ 0:01HðtÞ; as shown below. In addition, the material behavior of the
bar is modeled with a standard linear solid, given by the following:

EðtÞ ¼ E1 þE1e�t=s1

where E1 ¼ 105 Pa;E1 ¼ 105 Pa; s1 ¼ 10 s
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Required:

(a) Construct a one-dimensional incremental algorithm for the purpose of deter-
mining the predicted stress, rP

11 ¼ rP
11ðtÞ

(b) Use the algorithm to calculate the predicted stress up to the time t = 60 s.
(c) Compare the predicted stress, rP

11ðtÞ; to the exact stress, rE
11ðtÞ:

Solution:

(a) Reduction in the incremental algorithm to uniaxial form results in the fol-
lowing recursive formulation:

Initialize
C0 ¼ e�Dt=s1

E0 ¼ E1 þ 1
Dt E1s1 1� C0ð Þ½ �

C1 ¼ 1� C0

C2 ¼ E1s1C1

S ¼ 0
Increment
t ¼ tþDt
DrR

11 ¼ �C1Sðt � DtÞ
DrP

11 ¼ E0De11 þDrR
11

rP
11ðtþDtÞ ¼ rP

11ðtÞþDrP
11

DS ¼ C2 _eðt � DtÞ
SðtÞ ¼ C0Sðt � DtÞþDS
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(b) The above incremental equations may be used to predict the stress versus time
for an arbitrary value of Dt; where it should be noted that after the initial
increment of time De11 ¼ _e ¼ 0: Results for two different values of Dt are
shown in Table 14.4.

(c) The exact solution is obtained by integrating the convolution integral as
follows:

rE
11ðtÞ ¼

Z t

0

Eðt � sÞ @ð0:01HðsÞ
@s

ds

¼
Z t

0

Eðt � sÞ0:01dðsÞds

Applying the sifting property, Eq. (9.28) thus gives the following:

rE
11ðtÞ ¼ Eðt � 0Þ ¼ E1 þE1e

�t=s1

Predicted results using the incremental algorithm are compared with the exact
result in Table 14.4, wherein it can be seen that the incremental algorithm con-
verges rapidly as the time step, Dt; is decreased. This is demonstrated graphically in
Fig. 14.13.

Table 14.4 Predicted results
for example problem 6.3

time (s) rP
11 rP

11 rE
11

Dt ¼ 12 s Dt ¼ 6 s

0 2000 2000 2000

6 1752 1548.8

12 1582.3 1412.7 1301.2

18 1226.5 1165.3

24 1175.4 1124.3 1090.7

30 1068.2 1049.8

36 1052.8 1037.4 1027.3

42 1020.5 1015

48 1015.9 1011.3 1008.2

54 1006.2 1004.5

60 1004.8 1003.4 1002.5
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14.3.3 Implementation of a Cohesive Zone Model

The implementation of a cohesive zone model within the finite element framework
will allow for the prediction of cracking on any length scale desired. It is necessary
only to incrementalize the cohesive zone model to be deployed within the FE code.
Toward this end, the computational implementation of the nonlinear viscoelastic
cohesive zone model introduced in Chap. 13 will be described herein as a generic
introduction to this subject.

The technique for integrating the previously introduced viscoelastic cohesive
zone model is essentially the same as that utilized to integrate the viscoelasticity
model within the bulk material described in Chap. 12. This can be accomplished by
first referring to Eqs. (13.147) and (13.150), reproduced here for simplicity as
follows:

tiðtÞ ¼ 1

kC
uCi
u�i

ð1� aCðtÞÞ
Z t

0

ECðt � sÞ @k
C

@s
ds ð14:123Þ

daC
dt ¼ aC1

_�k
C

� �nC _�k
C 	 0 and aC � 1

daC
dt ¼ 0 _�k

C � 0 or aC ¼ 1
ð14:124Þ

The above equations may be incremented in time (Allen and Searcy 2000). To
see how this is accomplished, note that, given the variable at time t, it is desired to
predict the variables at time tþDt: Therefore, first define the increment in the
viscoelastic relaxation modulus as follows:

DEC � ECðtþDt � sÞ � ECðt � sÞ )
ECðtþDt � sÞ ¼ ECðt � sÞþDEC ð14:125Þ

Fig. 14.13 Graphical
comparison of predicted stress
as a function of time step
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Furthermore, let

D�k
C � �k

CðtþDtÞ � �k
CðtÞ ) �k

CðtþDtÞ ¼ �k
CðtÞþD�k

C ð14:126Þ

DuCi � uCi ðtþDtÞ � uCi ðtÞ ) uCi ðtþDtÞ ¼ uCi ðtÞþDuCi ð14:127Þ

DaC � aCðtþDtÞ � aCðtÞ ) aCðtþDtÞ ¼ aCðtÞþDaC ð14:128Þ

In order to accommodate the integration of the integral equation over the time
increment, it is assumed that the crack opening displacement rate is constant during
the time increment, that is:

�k
CðsÞ ¼ �k

CðtÞþ _�k
C

0 ðs� tÞHðs� tÞ t� s� tþDt ð14:129Þ

where _�k
C

0 is the constant displacement rate. In order to integrate Eq. (14.124) in
time, it is assumed that the time derivative may be approximated as follows:

daC

dt
ffi aC1

�k
CðtÞþ �k

CðtþDtÞ
2

" #nC
ð14:130Þ

Thus, for small time steps

aCðtþDtÞ ffi aCðtÞþ daC

dt
� Dt ð14:131Þ

The above approximations allow the formulation of the following recursive
time-stepping algorithm:

DtCi ¼ uCi ðtÞþDuCi
dCi

1� aCðtþDtÞ½ �
�k
C þD�k

C � ECðDtÞ � _�kC0Dtþ DtCi
� �R ð14:132Þ

where

DtCi
� �R ¼ uCi ðtÞþDuCi


 �
1� aCðtþDtÞ½ �

dCi
�k
CðtÞþD�k

C
h i

8<
:

9=
; � EC

1�kCðtÞþ
XpC
j¼1

rC
j ðtÞ

" #

� uCi ðtÞ 1� aCðtÞ½ �
dCi

�k
CðtÞþD�k

C
h i

8<
:

9=
; � EC

1�k
CðtÞþ

XpC
j¼1

rC
j ðtÞ

" #

þ uCi ðtÞþDuCi

 �

1� aCðtþDtÞ½ �½ �
dCi

�k
CðtÞþD�k

C
h i

8<
:

9=
; � �

XpC
j¼1

1� e�EC
j Dt=g

C
j

h i
rC
j ðtÞ

" #

ð14:133Þ
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where it is assumed that the cohesive zone relaxation modulus is modeled with a
Prony series containing pC terms, thereby resulting in

ECðDtÞ � EC
1 þ 1

Dt

XpC
j¼1

gC
j 1� e�EC

j Dt=g
C
j

� �
ð14:134Þ

and

rC
j ðtÞ ¼ e�EC

j Dt=g
C
j � rC

j ðt � DtÞ
h i

þgC
j
_�k
C

1� e�EC
j Dt=g

C
j

h i
ð14:135Þ

The above completes the development of a recursive relation for incrementing
the cohesive zone tractions in time. They are then implemented to the FE algorithm
by placing equal and opposite tractions according to the above equations on the
faces of the cohesive zones, wherever they are to be implemented within the
algorithm.

This then may be utilized to predict the evolution of cracks within the road way,
whereby the development of damage within the cohesive zones will result in the
cohesive zone tractions going to zero where the cohesive zones fail, in the process
producing predicted crack extension within the road way.

14.4 Summary

In this chapter, a brief overview has been given of the computational methods
required to perform finite element analyses of asphalt mixtures and asphaltic road
ways. It has been shown that the finite element method may be deployed to predict
both temperature and moisture within the road way as functions of time and spatial
coordinates, and these may then be utilized, together with input loads on the road
way, to predict the mechanical response, including stresses, strains, and displace-
ments of the road way.

Newton iteration has been discussed as a means of accounting for nonlinearities
due to plasticity, viscoelasticity, viscoplasticity, and evolving cracks within the road
way. The finite element method has then been utilized to demonstrate the power of
computational mechanics in predicting the performance of road ways as a function
of global, local, and even microscale input variables, including tire pressure dis-
tribution, fillers, fines, aggregate, base material and compaction, and even envi-
ronmental effects.

As tools for computational analysis, both micromechanics and multi-scaling
have been discussed in some detail, with emphasis placed on how designers can
account for the effects of controllable parameters such as mix volume fractions (see
Chap. 7) and pavement thickness to improve road way performance (see Chap. 8),
and particular attention has been paid to how these parameters can affect road way
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rutting and cracking (see Chaps. 1 and 8). The tools discussed in this chapter will
therefore serve the designer well in improving performance of road ways of the
future.

14.5 Problems

Problem 14.1
Given: The governing equations for the temperature and moisture field problems
Required:

(a) Describe a one-to-one relation between the input loads, geometry, and material
properties for these two field problems

(b) Describe a one-to-one relation between the output variables for these two field
problems.

Problem 14.2
Given: A material is known to behave uniaxially according to the equation

r ¼ Ee where E � E0 cosðe=e0Þ; E0 ¼ 105 , e0 ¼ p=0:02
Required: Predict r ¼ rðeÞ on the range 0� e� 0:01 using Newton iteration and
compare to the exact solution.

Problem 14.3
Given: The algorithm for integrating linear viscoelastic constitutive equations
described in Sect. 14.3.2.
Required:

(a) Reduce the algorithm to a one-dimensional form
(b) Use the algorithm constructed in part (a) to model a ramp test for a material

point subjected to a constant strain rate of _e ¼ 0:0001; where the material may
be modeled with a standard linear solid with material properties
E1 ¼ 105 Pa;E1 ¼ 105 Pa; s1 ¼ 10 s.

(c) By comparing your predictions to the exact answer, determine the minimum
time step that will produce identical results to three significant digits up to the
time t = 10 s.
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Chapter 15
Computational Modeling Applications

15.1 Introduction

In the previous chapter, numerical methods were introduced for predicting the response
of asphalt mixtures and flexible pavements. In this chapter, the power of computational
methods will be demonstrated via a number of example problems, and these methods
will be utilized to make computational predictions of pavement performance. Much of
what appears in this chapter was previously published by the first two authors and
co-workers, and is reprinted herein by permission of the publisher Taylor & Francis Ltd.
(Allen et al. 2017a, b, c).

15.2 Computational Techniques for Road way Design
and Analysis Using the Finite Element Method

15.2.1 Computational Micromechanics

As discussed in Chap. 11, it is oftentimes impractical to perform a detailed analysis
of an infrastructural component that accounts for material inhomogeneities within
the structure. This may be due to cost and/or time limitations, but oftentimes the
enormous number of inhomogeneities can render a detailed analysis that accounts
for each inclusion computationally impractical even with a supercomputer. For
example, consider a practical rule of thumb—each inclusion requires on the order of
one hundred constant strain triangular elements in order to obtain accurate pre-
dictions of the distributions of stresses and strains within the inclusion. Thus, a
structural component such as that shown in Fig. 15.1 will necessarily require on the
order of hundreds of thousands of elements (or more!) to accurately account for the
material inhomogeneities within the component. It should therefore be apparent that
such analyses are oftentimes computationally impractical.
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Alternatively, it is oftentimes necessary to perform multiple analyses on the
selfsame structural component, each on a different length scale. For example, when
focusing on the global length scale (the scale of the structural component), an
analysis may be performed wherein the component is assumed to be statistically
homogeneous, as described in Chap. 11. For purposes of this analysis, it may be
necessary to perform a micromechanics analysis in order to predict the homoge-
nized material properties to be deployed in the global scale analysis, as also
described in Chap. 11. The resulting homogenized properties may then be utilized
to perform a global scale analysis as a means of designing the structural component.

In this problem, the micromechanics approach is first employed to obtain the
homogenized material properties (see Chap. 11), and for this purpose, the microme-
chanical analysis may be performed computationally using the finite element method
described in the previous section. Toward this end, consider the finite element meshes
shown in Fig. 15.2 for three different volume fractions of aggregate, wherein the
aggregate and binder are treated as separate materials, but the material properties in each
finite element are nonetheless spatially homogeneous. Although the meshes shown are
two-dimensional, research suggests that at least for the case of macroscopically isotropic
materials, a two-dimensional analysis is sufficient for this purpose (Rodin 1996).

In order to predict macroscopic properties that are representative of the macro-
scopically homogenized material, a minimum size of the sample is required. Research
suggests that the minimum size in the absence of microcracking depends on the shape,
spacing, angularity, orientation distribution, and volume fraction of the aggregate
(Helms et al. 1999). For typical asphalt mixes, the minimum number of aggregate grains
is normally around 20–30, thereby guiding the meshes shown in Fig. 15.2. While more
refined meshes may be deployed, they will normally require more computational time
without producing significantly improved estimates of the homogenized properties.

Fig. 15.1 A typical specimen of asphalt concrete
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In order to ascertain whether this is the case, the analysis is performed on the
mesh, and the higher order terms in Eq. (11.60) may be checked. If these terms are
small compared to the average state variables within the mesh, then the predictions
made with the mesh will produce macroscopically averaged properties that are
representative of the homogenized material, and the mesh is called a representative
volume element (RVE). Alternatively, one can perform analyses with successively
more refined finite element meshes and calculate the predicted homogenized
properties obtained with each analysis. When the predicted properties converge to
the desired degree of accuracy, the mesh is sufficiently refined.

The RVE is then subjected to spatially homogeneous tractions (or displace-
ments) on the boundary, and the resulting stresses and strains within the object are
volume averaged using Eqs. (11.54) and (11.59) to obtain the average material
properties for the global scale. When the component is macroscopically isotropic,
this process will be quite simple. However, should either of the constituents be
orthotropic, or should the inclusions take on some preferred orientation, then the
resulting global scale properties will be macroscopically anisotropic to some
degree, and the number of analyses necessary to characterize the macroscopic
properties can be cumbersome. Fortunately, in road way materials the macroscopic
response may usually be assumed to be isotropic, and in this case a single analysis
is sufficient to obtain the macroscopic material properties.

Assuming the material may be modeled as macroscopically isotropic, the
homogenized properties may be obtained from a single uniaxial simulation in which
the RVE is subjected to loading in any one direction, but is free to contract normal
to the loading direction. For example, if both constituents are linear elastic, the
results of the simulation can be used to calculate the average stress, �r11 , in the
loading direction (x1) using Eq. (11.54), and the average strain in the loading (�e11)
and transverse directions (�e22) using Eq. (11.59). These results may then be utilized
to predict the homogenized Young’s modulus and Poisson’s ratio as follows:

Fig. 15.2 Finite element meshes for three different volume fractions of aggregate imbedded
within a cementitious binder
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E ¼ �r11

�e11
ð15:1Þ

and

�m ¼ ��e22
�e11

ð15:2Þ

The above may be contrasted to the following bounds, obtained by assuming
parallel assemblages of the constituents.

Upper (Voigt) bound:

E ’ VAEA þVBEB ð15:3Þ

Lower (Reuss) bound:

E ¼ EAEB

VAEB þVBEA
ð15:4Þ

where VA and VB are the volume fractions of the two constituents. As an example, the
RVEs shown in Fig. 15.2 have been modeled using the finite element method, with
elastic properties representative of granite aggregate (EA ¼ 5:5GPa; mA ¼ 0:3Þ and
asphalt binder (EB ¼ 0:10GPa; mB ¼ 0:4Þ. A plot of the axial stress for the case
wherein the volume fractions of aggregate and binder are equivalent is shown in
Fig. 15.3. It is shown in the figure that the stress concentrates within the aggregate.

Predicted results for the homogenized Young’s modulus are shown in Fig. 15.4
for three different volume fractions of aggregate. It can be seen that the
micromechanical analysis using the finite element method produces predicted
results that are significantly different from the upper (not shown in the figure
because it is off the diagram) and lower bounds, thereby supporting the importance
of performing micromechanical analyses, especially computationally.

15.2.2 Simulating the Resilient Modulus Test

The methods developed within this textbook can be utilized to simulate a variety of
standard pavement tests such as the resilient modulus test (AASHTO 2007), and
although this test is normally performed on unbound materials, the predicted results
obtained for asphalt can nonetheless be useful for design purposes.

In this test, a cylindrical test specimen is first subjected to a spatially and
temporally constant hydrostatic pressure, p, as shown in Fig. 15.5. The specimen is
subsequently subjected to a cyclic pressure, rd , termed the deviator stress, in the
axial direction, as shown in Fig. 15.6. The output axial strain due to the deviator
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stress is recorded, as also shown in Fig. 15.7. A cross-plot of the deviator stress
versus the axial strain is shown in Fig. 15.8, wherein the recoverable axial strain, er,
is shown on the seventh loading cycle.

Fig. 15.3 Depiction of the axial stress in an RVE containing 43% volume fraction of aggregate

Fig. 15.4 Comparison of computed average Young’s modulus to lower bound for various volume
fractions (note that mB is Poisson’s ratio for the asphalt binder)
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The resilient modulus obtained from the test is defined as follows:

MR � rd
er

ð15:5Þ

It is shown in Fig. 15.7 that the resilient modulus varies from cycle to cycle, but
it normally shakes down to a constant value after a number of loading cycles, and
this is the value that is intended for use as a design tool (AASHTO 2007).
Experiments on typical base materials indicate that the resilient modulus depends
on the loading rate, the confining pressure, and the deviator stress (Huang 2004).
Therefore, it is customary to utilize loading rates defined by the standard, and a
series of costly experiments are performed with varying values of both the con-
fining pressure and the deviator stress, and graphs showing these dependences are
produced (Huang 2004). Oftentimes, the number of tests can run to 25 or more,
thereby expending considerable time and resources for the purpose of evaluating
the resilient modulus.

Fig. 15.5 Depiction of a
resilient modulus test
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A question comes to mind: Is all this costly testing really necessary? As a
qualitative answer to this question, suppose that the computational mechanics
methodology described within this textbook is employed to simulate the resilient
modulus test. For example, suppose that the expanding multi-scaling approach
developed above is utilized to predict the linear viscoelastic relaxation modulus of
an asphaltic concrete. The reader will recall that this process produces predicted
values of the relaxation modulus as a function of the volume fractions of mineral
filler, fines, and aggregate. Accordingly, should the results of this technique be
utilized to predict the resilient modulus, it might be possible to predict the resilient
modulus for a given asphalt binder as a function of these same design variables,
namely volume fractions of mineral filler, fines, and aggregate. This approach has
been employed herein to model the resilient modulus using the predicted linear
viscoelastic properties produced above.

Fig. 15.6 Typical input deviator stress and output axial strain versus time from a resilient
modulus test
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The following results are reported in SI units, whereas MEPDG uses the English
system of units. The predicted cross-plot stress deviator versus axial strain curves
are shown in Fig. 15.8 for cases B2-F2-A1 B2-F2-A2 (see Table 15.5). Similar
predictions can be made for other values of the stress deviator, thereby leading to
predictions of the resilient modulus versus the deviator stress for various aggregate
volume fractions, as shown in Fig. 15.9. It is notable that the predicted change in
magnitude of the resilient modulus is considerably less than that observed in actual
experiments, and this is presumably due to the fact that a linear viscoelastic material
model has been employed, and no damage accumulation has been included within
the simulations. Including these two energy dissipation mechanisms would pre-
sumably improve the accuracy of the simulations.

15.2.3 Multi-scaling

As shown in Fig. 15.10, examination of the materials utilized in road way con-
struction will reveal that there are in fact multiple length scales within these
materials (see Chap. 2–7), essentially all of them resulting from the geometry of the
various materials added to the asphalt binder. For example, the typical asphalt
mastic is constructed by adding microfine mineral fillers such as lime or sand, and
the length scale of these particles typically ranges from 10�7 to 10�5 m (see
Chap. 5). For notational purposes, this will be denoted as the binder length scale,
and variables described on this length scale will be superscripted with the letter B.
Note that this length scale is nonetheless sufficiently large compared to the
molecular length scale (approximately 10�10 m), so that continuum mechanics may
be deployed with reasonable accuracy.

Fig. 15.7 Cross-plot deviator stress versus axial strain from the resilient modulus test shown in
Fig. 15.6
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The next larger length scale pertaining to road ways is the scale of fines, which
ranges from about 75 � 10�6 m to about 2 � 10�4 m. For notational purposes,
this will be denoted as the fines length scale, and variables described on this length
scale will be superscripted with the letter F.

As described in the section in Chap. 11 on micromechanics, there is also a length
scale associated with the aggregate, which typically ranges from 10�3 to
5 � 10�2 m. This scale will be denoted as the aggregate length scale, and vari-
ables described on this length scale will be superscripted with the letter A.

Finally, the length scale of the road way generally runs from 3 � 10�1 to
2 � 101 meters. This scale will be denoted as the road way length scale, and
variables described on this length scale will be superscripted with the letter R,

Fig. 15.8 Predicted cross-plot deviator stress versus axial strain curves for two different aggregate
volume fractions
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thereby leading to the multi-scale superscripted notation given by the binder length
scale, lB, the fines length scale, lF , the aggregate length scale, lA, and the road way
length scale, lR, and variables on these length scales will be superscripted
accordingly, (B, F, A, R).

Road way engineers are well aware that physical phenomena on all four of these
length scales can contribute to failure of road ways (see Chap. 8). Therefore, sig-
nificant research has been reported in recent years that attempts to account for these
effects. Although many design approaches account for the effects of local and
microscale physics phenomenologically (AASHTO 2007), researchers are turning
increasingly to more physically based methods of accounting for these effects.

Perhaps the most robust approach would be to model each and every inclusion,
void, crack, and particle within the entire road way as a separate homogeneous
material embedded within the road way. Common sense dictating that such a
complicated IBVP would not avail a closed-form analytic solution, the logical
candidate for a solution technique of such a complex problem would be the finite
element method. However, given that each inclusion requires a minimum of 10–20
elements, and that a typical section of road way is composed of literally hundreds of
thousands of inclusions, the analyst is led to the conclusion that such a highly
refined finite element mesh would necessarily contain millions to tens of millions of
degrees of freedom. At the speed that today’s computers run, such calculations for
any given time would typically require the order of perhaps a CPU week or more.
Add to that the necessity to deploy a time marching scheme for the purpose of
predicting the degradation of the road way over time, and the calculation could
amplify to as much as CPU centuries. Thus, this approach will perhaps lead to a
predictive tool that will take longer to run than the current life of road ways—an
approach that is clearly untenable, at least at the time of this writing.

This conundrum is not unique to the structural mechanics community. The pace
of scientific developments has led to numerous theories in recent times that cannot

Fig. 15.9 Predicted resilient modulus versus deviator stress for two different aggregate volume
fractions
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be deployed using today’s computational capabilities, including global plate tec-
tonics, weather, and the biomechanics of the human body (Allen 2014).

Fortunately, there is Moore’s law (Moore 1965), which states that computer
capacity will double every eighteen months, and this law has been shown to be
accurate for more than a century. Should it continue to be accurate for the fore-
seeable future, it is quite possible that road ways can be modeled in such a precise
way in the next century. Perhaps it will even be possible to model each and every

Fig. 15.10 Depiction of length scales relative to roadway infrastructure
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molecule within the road way at some point in the future, but this is simply not
possible at the time of this writing.

Until then, it will be expedient to model the physics and chemistry on each
length scale separately and link them together using homogenization techniques
recursively, as described in the previous section on micromechanics. In this text,
this recursive process of linking length scales will be termed multi-scaling.

15.2.3.1 Expanding Multi-scaling

When the process of multi-scaling is deployed on successively increasing length
scales, together with intervening homogenization of material properties, it will be
termed expanding multi-scaling. Note that, due to the fact that the analysis on the
smaller scale does not depend on the analysis on the larger scale, this process is
mathematically one-way coupled, thereby potentially introducing some approxi-
mation within the model. This approach will yield accurate predictions under the
following conditions:

(1) The length scales described above are widely separated ðlB � lF � lA � lRÞ;
(2) The statistical geometry of the inclusions, including the locally averaged size

distribution, orientation, and shape, may be assumed to be spatially invariant
throughout the road way;

(3) The material properties of all of the constituents within the road way may be
assumed to be statistically spatially homogeneous within the road way; and

(4) Any chemical changes occurring during mixing are accounted for within the
model.

The expanding multi-scaling procedure commences with the smallest length
scale, lB, wherein a micromechanical analysis is performed, as described in the
previous section. The results of this analysis are then homogenized to obtain
averaged material properties for the purpose of performing an analysis on the next
larger length scale. This process is then repeated on the next larger length scale, lF ,
and thereafter on the aggregate length scale, lA, thereby arriving at an analysis at the
road way length scale, lR.

As mentioned above, this process is not only computationally much simpler than
a full-scale analysis that accounts for every inclusion on a single length scale, but it
also produces mathematically accurate results so long as the above assumptions
hold within the road way (Helms et al. 1999; Allen 2002; Souza et al. 2008).

Consider the multi-scale example with volume fractions of constituents at each
length scale shown in Table 15.1. For example, the makeup of the asphalt concrete
for the B2-F2-A2 case is shown in Table 15.2. Note that in this analysis, the binder
at the smallest length scale, lB, is termed bitumen or binder, whereas at the fines
length scale, lF , the homogenized binder is termed modified binder. Furthermore, at
the aggregate length scale, lA, the homogenized binder is termed mastic, and at the
road way length scale, lR, the homogenized binder is termed asphalt concrete.

648 15 Computational Modeling Applications



Table 15.1 Depiction of geometric parameters for constituents at each length scale in a sample
asphalt concrete

Binder length scale

Case B1

Material⟶ Bitumen Filler Interphase Total
Volume Fraction 0.941 0.039 0.02 1.00

Case B2
Material⟶ Bitumen Filler Interphase Total
Volume Fraction 0.867 0.102 0.031 1.00

Case B3
Material⟶ Bitumen Filler Interphase Total
Volume Fraction 0.801 0.161 0.038 1.00

Fines length scale

Case F1
Material⟶ Binder Fines Total
Volume Fraction 0.565 0.435 1.00

Case F2
Material⟶ Binder Fines Total
Volume Fraction 0.48 0.52 1.00

Case F3
Material⟶ Binder Fines Total
Volume Fraction 0.405 0.595 1.00

Aggregate length scale

Case A1
Material⟶ Mastic Aggregate Voids Total
Volume Fraction 0.48 0.47 0.05 1.00

Case A2
Material⟶ Mastic Aggregate Voids Total
Volume Fraction 0.39 0.56 0.05 1.00

Case A3
Material⟶ Mastic Aggregate Voids Total
Volume Fraction 0.30 0.65 0.05 1.00
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Note also that three different geometric configurations are considered on each
length scale, thus leading to three different analyses to be performed on each length
scale, the intent being to determine the sensitivity of the road way performance to
variations in the primary design variables: filler volume fraction, fines volume
fraction, aggregate volume fraction, and asphalt concrete depth (see Chap. 8).

On the binder length scale, it is assumed that bitumen is embedded with a
microfine mineral filler such as lime (see Chap. 5), and that this process produces an
interphase between the filler and the bitumen. Both the filler and the interphase are
assumed to be isotropic elastic, with properties shown in Table 15.3. Three different
volume fractions of filler are considered, with finite element meshes shown in
Fig. 15.11. Note that in this case, because the filler is a relatively small volume
fraction, it is possible to analyze a single particle (only a quarter of which is modeled
due to symmetry), called a unit cell. Research has shown that the homogenization
process yields comparable results to more computationally intensive RVE results
when the particles represent a small volume fraction (Helms et al. 1999).

The analyses of these three unit cells are utilized, together with the homoge-
nization methodology described in the previous section, to construct the homoge-
nized material properties on the next length scale, lF . The binder is assumed to be
linear viscoelastic, with coefficients in the Prony series describing the relax-
ation modulus shown in Table 15.4 (Note that these were obtained by multi-
plying the shear relaxation modulus obtained in Example Problem 12.3 by
using E ¼ 2Gð1þ mÞ; where m ¼ 0:4Þ. Note that lðtÞ must be converted to E
(t) using Eqs. (11.46) and (11.48).

Homogenization of the resulting solution using Eq. (15.1) leads to the predicted
relaxation data shown in Fig. 15.12 (Allen et al. 2017a). These curves are then fit using
the approach described in Chap. 12, and the resulting relaxation modulus for each
volume fraction offiller is utilized to perform the analysis on the next larger length scale.

The homogenized binder properties are next utilized to perform the analyses on
the fines length scale, lF , with three different volume fractions of fines, as shown in

Table 15.2 Depiction of the asphalt concrete makeup for the B2-F2-A2 case described in
Table 15.5

Asphalt concrete makeup on roadway length scale

Case B2-F2-A2

Material⟶ Bitumen Filler Interphase Fines Aggregate Voids Total
Vol. Fraction 0.162 0.019 0.006 0.203 0.56 0.05 1.00
Mass Fraction 0.071 0.017 0.004 0.242 0.666 0 1.00

Table 15.3 Elastic properties of typical roadway fillers

Filler⟶ Lime Interphase Fines Aggregate

Young’s modulus (GPa) 20.0 10.0 50.0 50.0

Poisson’s ratio 0.3 0.3 0.3 0.3
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Fig. 15.13. The process of homogenization is repeated, thereby resulting in the
mastic relaxation modulus for three different volume fractions of fines, as shown in
Fig. 15.14 (Allen et al. 2017a).

The mastic relaxation modulus is then utilized to perform the analyses for the
RVE at the aggregate length scale, lG, with three different volume fractions of
aggregate (see Chap. 3), as shown in Fig. 15.15. Note that on this length scale, it is
also assumed that approximately 4% of air voids are included in the analyses. The
analyses and resulting homogenization process result in Fig. 15.16 (Allen et al.
2017a), with predicted relaxation modulus for three different volume fractions of
aggregate within the asphalt concrete shown in Table 15.5 (Allen et al. 2017a).

Fig. 15.11 Depiction of three different geometries for filler within bitumen

Table 15.4 Prony series coefficients used to model the relaxation modulus of the binder

E1(MPa) E1(MPa) E2(MPa) E3(MPa) E4(MPa) E5(MPa) s1(s) s2(s) s3(s) s4(s) s5(s)

2.8 11.0 25.0 56.0 10.6 2.6 1.E-3 1.E-2 1.E-1 1.E0 1.E1

Fig. 15.12 Predicted relaxation modulus for analyses performed on the cases shown in Fig. 15.11
(Allen et al. 2017a)
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Fig. 15.13 Depiction of three different geometries for binder with fines added

Fig. 15.14 Predicted relaxation modulus for analyses performed on the cases shown in Fig. 15.13
(Allen et al. 2017a)

Fig. 15.15 Depiction of three different geometries for mastic with aggregate and voids added
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The three previous scales of analysis now result in a homogenized set of road
way length scale asphalt concrete relaxation moduli as functions of fillers, fines, and
aggregate volume fractions (see Chaps. 8, 10, and 12). Figure 15.17 demonstrates
the mechanical effect on the relaxation modulus produced by each of the fillers
(Allen et al. 2017a). As shown in the figure, the properties of the asphalt concrete
are increased multifold by introducing (usually) inexpensive geologic particulates.
Note that this procedure could also be utilized for other constituents, such as void
volume fraction and cracking (to be described later in this chapter).

The asphalt concrete relaxation modulus may now be utilized to perform analyses
at the road way length scale, lR. Toward this end, Fig. 15.18 depicts a typical finite
element mesh constructed for the purpose of modeling the performance of a cross
section of the road way. This particular two-dimensional mesh contains 3,162 degrees
of freedom and 3,000 constant strain triangles. The analysis is carried out assuming
plane strain conditions in the direction of travel (normal to the plane of the depiction).

As described in Table 15.6, three analyses are performed at this length scale,
each with a different thickness of the asphalt concrete layer, while holding all other
design variables constant. If all of the design variables (filler volume fraction, fines
volume fraction, aggregate volume fraction, and road way thickness) are consid-
ered, this results in a matrix of 34 ¼ 81 possible road way configurations, thereby
demonstrating the open-ended nature of the road way design problem.

For convenience, only a few of the road way scale results are shown herein. Each
road way configuration is subjected to five successive cycles of road way traction
(for a typical truck tire). Figure 15.19 shows the peak predicted stress component
r11 as a function of location in the road way for the case B2-F2-A1 (Allen et al.
2017a). Figure 15.20 shows the predicted plastic strain component eP11 after five
loading cycles for the B2-F2-A1 case (Allen et al. 2017a).

As a measure of road way performance, maximum residual deformations of the
road way surface are predicted as a function of loading cycle number. Figure 15.21

Fig. 15.16 Predicted relaxation output for analyses performed on the cases shown in Fig. 15.15
(Allen et al. 2017a)
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Fig. 15.17 Predicted effect of introducing fillers to bitumen on the asphalt concrete relaxation
modulus (Allen et al. 2017a)

Fig. 15.18 Depiction of finite element mesh utilized to predict roadway performance

Table 15.6 Analyses performed at the roadway length scale

Case R1

Layer Type ⟶ Asphalt Concrete Base Subgrade
Depth 0.05 m 0.4 m 2.0 m
Case R2
Layer Type⟶ Asphalt Concrete Base Subgrade
Depth 0.10 m 0.4 m 2.0 m
Case R3
Layer Type⟶ Asphalt Concrete Base Subgrade
Depth 0.15 m 0.4 m 2.0 m
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shows the predicted effect of varying aggregate volume fraction on permanent
deformation (an aggregate length scale design variable) (Allen et al. 2017a).
Similarly, Fig. 15.22 shows the maximum permanent surface deformation plotted
as a function of cycle number for three different thicknesses of asphalt concrete (a
road way length scale design variable) (Allen et al. 2017a).

As a final example, consider the case wherein the base material is compacted in such a
way as to increase the initial yield point of the base material (without increasing the
elastic modulus). As shown in Fig. 15.23, while the effect of further compaction of the
base material is not quite as pronounced on the residual deformation as is the effect of
increasing asphalt concrete thickness, it is nevertheless detectable (Allen et al. 2017a).

Fig. 15.19 Predicted peak stress r11 (Case B2-F2-A2-R1) (Allen et al. 2017a)

Fig. 15.20 Predicted residual plastic strain component eP11 after five loading cycles (Case
B2-F2-A2-R1) (Allen et al. 2017a)
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Whether this effect is significant will depend on a cost analysis, but it is often found that
improving the properties of the base material is less costly than increasing the thickness
of the surface layer (see Chap. 8).

It should now be apparent that the expanding multi-scale procedure leads to a
road way analysis tool that can be utilized to assess the cost-effectiveness of
microfine mineral fillers, millimeter-scale fines, centimeter-scale aggregate,
meter-scale road way layers, and even base treatments (see Chaps. 2–8). Note that
cracking has not been included within the present analyses, nor has the effect of
environment been accounted for. Thus, while the analysis contained herein is only a
demonstration of the capability of multi-scaling, it should be apparent that it can be
used as a powerful tool in the road way design process. The effects of both cracking
and environment will be considered in later sections.

Fig. 15.21 Predicted maximum residual deformation versus cycle number for three different
aggregate volume fractions. (Cases B2-F2-A1-R2, B2-F2-A2-R2, and B2-F2-A3-R2) (Allen et al.
2017a)

Fig. 15.22 Predicted maximum residual deformation versus cycle number for three different
asphalt concrete thicknesses (Allen et al. 2017a)
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15.2.3.2 Modeling Evolving Cracks in the Road way

The computational algorithm for incrementing the cohesive zone model introduced
in Chap. 14 may be used to predict crack growth in the road way. As an example,
Fig. 15.24 depicts the output cohesive zone normal traction component versus
displacement for three different loading rates of the binder properties shown in
Table 15.4 (dC1 ¼ 1:0; aC1 ¼ 0:025; nC ¼ 0:50Þ, thereby illustrating the
rate-dependent fracture behavior of asphalt binder (Allen et al. 2017b).

Figure 15.25 shows the predicted results for the same cohesive zone as that
depicted in Fig. 15.24, but this time subjected to a cyclic loading in displacement

Fig. 15.23 Predicted maximum residual deformation versus cycle number for three different base
yield points (denoted as Y in the figure) (Allen et al. 2017a)

Fig. 15.24 Depiction of normal component of cohesive zone model for three different opening
displacement rates (Allen et al. 2017b)
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control (Allen 2017b). As shown in the figure, the fracture toughness of the
cohesive zone is not only rate dependent, but it is also history dependent. As shown
in the figure, the cohesive zone fails on the fifth cycle, and at a load level that is
lower than on the previous cycles, thereby illustrating the history dependence of the
fracture toughness in the viscoelastic cohesive model.

Next, consider the case of a compact tension specimen of mastic (Case B2-F2)
subjected to opposing tip displacements that are slowly increased monotonically in
time, as shown in Fig. 15.26. Note that the mastic has been embedded with a
precrack, as shown in the figure. The viscoelastic properties of the mastic are as
shown in Table 15.7, and the finite element mesh utilized for the analysis is shown
in Fig. 15.27, with the distribution of the vertical component of normal stress (r11)
just before propagation of the crack shown in the figure (Allen et al. 2017b).
Figure 15.28 shows the crack length versus tip displacement for three different
displacement rates, demonstrating the rate dependence of the fracture model (Allen
et al. 2017b). Finally, Fig. 15.29 depicts the evolution of the normal component of
traction within the cohesive zone as the crack tip advances (Allen et al. 2017b).

Note that in the example problem described above, the test has been simulated in
displacement control. By contrast, consider the case wherein the specimen shown in
Fig. 15.26 is subjected to load control, with the tip loads increasing at constant rate.
This results in a slightly different prediction of the traction curve as the crack
propagates, as shown in Fig. 15.30 (Allen et al. 2017b).

Fig. 15.25 Predicted normal traction versus displacement in a viscoelastic cohesive zone subject
to cyclic loading (Allen et al. 2017b)
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15.2.3.3 Contracting Multi-scaling

Now consider the reverse of the contracting multi-scaling process, one in which the
analysis is performed on successively smaller length scales. For example, in some
cases, the designer may determine that the global scale homogenized analysis leads
to the prediction of locally excessive stresses, strains, or displacements within the
global component. In such a case, it is possible to utilize the output tractions from
the global analysis to perform a more detailed study of a portion of the structure,
one wherein the material heterogeneity is included in the analysis.

As an example, consider once again the road way shown in Fig. 15.18. As
shown in Fig. 15.31, suppose that it is determined that as a result of the global scale
analysis (denoted with superscripts G) that a more detailed analysis is performed on
the local scale (denoted with superscripts L). Using this approach, a more highly
refined finite element mesh may be constructed for the purpose of determining the
local effects of the distribution of tire traction on the road way.

Figure 15.32 shows the predicted initial components of surface displacement
due to the tire loading, whereas Figs. 15.33 and 15.34 show plots of the initial
in-plane normal components of stress (Allen et al. 2017b).

Figure 15.35 shows the predicted components of stress just below the surface of
the road way as functions of the horizontal coordinate xL2 (Allen et al. 2017b). Note

Fig. 15.26 Depiction of a precracked specimen of mastic subjected to opposing tractions
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Fig. 15.27 Finite element mesh and distribution of stress component r11 prior to propagation of
the crack tip (Allen et al. 2017b)

Fig. 15.28 Predicted crack growth rate within the specimen shown in Fig. 15.26 for three
different loading rates (Allen et al. 2017b)
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that in Fig. 15.35, the shear stress has been plotted both on the vertical plane,
denoted r12 , and the 45° plane, denoted r12ð45�Þ. This is due to the fact that it is
sometimes observed that rutting cracks form at an angle with respect to the road
way surface. However, as shown in the figure, in the present analysis, the shearing
stress on the vertical plane exceeds the shearing stress on the 45˚ plane.
Furthermore, the three normal components of stress are all comparable to one
another beneath the tire load, signifying that the state of stress is nearly hydrostatic
compression, a circumstance wherein cracks cannot grow. On the basis of these
observations, it is anticipated that if cracking does occur, it will be due to the
vertical component of shearing stress, r12 (termed Mode II cracking), just inside the
edge of the tire loading. Thus, a third analysis is now performed in which a

Fig. 15.29 Normal component of traction on the faces of the cohesive zone ahead of the crack tip
as the crack advances (displacement control) (Allen et al. 2017b)

Fig. 15.30 Normal component of traction on the faces of the cohesive zone ahead of the crack as
the crack advances (load control) (Allen et al. 2017b)
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cohesive zone is embedded on the vertical plane at a distance of 0.015 m from the
centerline of the tire loading, as shown in Fig. 15.36.

The analysis predicts that the crack initiates at the road way surface and prop-
agates downward, with the crack length versus tire pressure shown in Fig. 15.37
(Allen et al. 2017b). Figures 15.38, 15.39, and 15.40 show the predicted contours
of the in-plane components of stress after the crack has propagated to the bottom of
the asphalt layer, wherein it can be seen that the road way surface beyond the crack
is essentially unloaded, thereby further concentrating the stresses beneath the tire
loading (Allen et al. 2017b).

Figure 15.41 shows the evolution of the cohesive zone shearing traction as the
tire pressure is increased monotonically (Allen et al. 2017b). Note that once the
crack is initiated, very little increase in the tire pressure is required to propagate the
vertical crack through the entire asphalt concrete layer, implying that the crack is
very nearly unstable.

Fig. 15.31 Depiction of a local segment of the roadway selected for a more refined analysis
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Fig. 15.32 Predicted initial surface displacement components (Allen et al. 2017b)

Fig. 15.33 Predicted initial normal stress distribution in the vertical direction (Allen et al. 2017b)
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The process of downward multi-scaling can be continued with decreasing length
scales if it is desirable to investigate the physics of the cracking process in greater
detail. For example, the results of the analysis at the local scale can be utilized to
perform an analysis at the aggregate length scale, as depicted in Fig. 15.42.

Fig. 15.34 Predicted initial normal stress distribution in the horizontal direction (Allen et al.
2017b)

Fig. 15.35 Predicted initial stress components beneath the roadway surface (Allen et al. 2017b)
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Figure 15.43 depicts a comparison of the total crack surface area versus
monotonically increasing horizontally applied normal tractions and vertically
applied shear tractions (Allen et al. 2017b). As shown in the figure, cracks are
predicted to grow much more rapidly due to shearing tractions, indicating that

Fig. 15.36 Finite element mesh of roadway cutout showing embedded cohesive zone

Fig. 15.37 Predicted crack length versus tire pressure for configuration depicted in Fig. 15.36
(Allen et al. 2017b)
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cracking is more likely to occur in the present case due to shear stresses resulting
from the tire pressure applied at the road way surface.

The predicted crack growth for the shear traction case is further detailed in
Fig. 15.44, wherein the evolution of the distribution of cracking due to monoton-
ically increasing shearing traction is shown in successive diagrams of the RVE
(Allen et al. 2017b).

15.2.3.4 Two-Way Coupled Multi-scaling

Road ways are often observed to undergo cracking on multiple length scales, and
these cracks can number into the hundreds or even thousands per cubic meter of the
road way (see Chaps. 1 and 8). Because cracks cause stress concentrations, each

Fig. 15.38 Contour showing predicted stress component r11 in cracked roadway (Allen et al.
2017b)
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crack will necessitate the deployment of hundreds or even thousands of finite
elements to accurately predict the stresses near each crack tip. Thus, when there are
numerous cracks present, it can become computationally untenable to account for
the effects of these cracks on pavement performance using a single scale finite
element mesh. Fortunately, the length scales associated with road way cracking
tend to congregate around the same length scales as those associated with the
geometric length scales of the road way such as the filler length scale, lF , the
aggregate length scale, lA, and the road way length scale, lA, and quite often these
length scales are widely separated, that is,

lF � lA � lR ð15:6Þ

Fig. 15.39 Contour showing predicted stress component r22 in cracked roadway (Allen et al.
2017b)
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Accordingly, as in the cases of expanding and contracting multi-scaling, anal-
yses can be performed on the different length scales and coupled via homoge-
nization techniques.

However, whereas the various layers of the road way may be assumed to be
initially spatially homogeneous on length scales that are large compared to the
various fillers, this assumption will not necessarily remain accurate when cracks
form and propagate within the road way. This is due to the fact that cracks tend to
concentrate at spatial locations within the road way where tire loads are applied, as
shown in Fig. 15.45.

Due to the development of these spatially concentrated cracks, the structural
stiffness of the road way will vary significantly as a function of both spatial
coordinates and time, thereby leading to still further concentration of the failure of
the road way. In a mathematical sense, this implies that not only does the global

Fig. 15.40 Contour showing predicted stress component r12 in cracked roadway (Allen et al.
2017b)
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scale analysis of the road way affect the local scale analysis (as described above),
but the local scale analysis also affects the global scale analysis, and the means
whereby this two-way dependence is accounted for is termed herein as two-way
coupled multi-scaling.

The process of performing two-way coupled multi-scaling is shown pictorially in
Fig. 15.46, where it should be understood that the typical RVE depicted on the
local scale is one of many RVEs that are distributed throughout the global finite
element mesh, with one local RVE per global finite element, and these local RVEs
are implanted within the global mesh wherever evolutionary cracking is anticipated
to occur on the local scale, lL, as compared to the global scale, lG, and the
microscale, lM , the length scale on which the cohesive zone model is formulated.
Note that the local scale can be any length scale, so long as it is small compared to
the length scale of the road way, lR, and large compared to the microscale. Note also
that cohesive zones may be implanted within the global mesh as well as the local
mesh, so that global scale cracking can be simulated simultaneously with local scale
cracking. Thus, it is conceivable that this multi-scaling process could be deployed
on several different length scales simultaneously (Allen 2002, Allen and Searcy
2006), but for demonstrative purposes, it is only utilized herein on two length
scales, that is, in this text, we consider only the case wherein

lL � lA and lG � lR ð15:7Þ

In order to affect this two-way coupling between the local and global length
scales, the modeling process utilizes a time stepping procedure as described at the
beginning of this chapter. On the first time step, it is assumed that the road way is
undamaged, and a global analysis is performed for an increment of loading, wherein
it is assumed that the road way is initially spatially (layered) homogeneous at the

Fig. 15.41 Depiction of the predicted cohesive zone shearing traction versus coordinate location
for increasing tire pressure (Allen et al. 2017b)
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road way length scale. The globally calculated stresses obtained from this first
loading increment are then applied to each and every local scale RVE, thereby
producing spatially varying predicted states in the evolutionary cracking in each
RVE, with greater cracking occurring in those RVEs that undergo greater global
stresses. This process causes the local analyses to be dependent on (coupled to) the

Fig. 15.42 Depiction of downward multi-scaling from the local length scale to the aggregate
length scale

672 15 Computational Modeling Applications



global analyses due to the spatial variation in the global scale stresses. Once the
local analysis has been performed within each local RVE on the given time step, the
predicted results can be utilized to construct the homogenized tangent modulus
within each RVE, and this modulus can be seen to vary spatially due to the different
states of cracking predicted within each RVE.

In order to determine the homogenized tangent modulus within each RVE,
consider a generic RVE with cracks, as shown in Fig. 15.47.

The volume, VL, of the RVE is composed of mastic volume, VL
M , aggregate

volume, VL
A , and crack volume, VL

C, and the surface, SL, of the RVE is composed of
the exterior surface, SLE and crack surface, SLC. Because there are cracks within the
RVE, the procedure for determining averaged properties within the RVE must be
modified somewhat from that discussed previously. Whereas the volume average of
these variables is utilized when the RVE is undamaged, this is not strictly correct
when there are cracks present. This is due to the fact that stress is defined to be a
force per unit area acting on a surface, so that the proper means of calculating the
stress and strain are to perform a boundary average of these variables on the
exterior surface of the RVE (Costanzo et al. 1996). Accordingly, the
surface-averaged incremental stress is defined as follows:

DRG
ij �

1
2VL

Z

SLE

DrLikn
L
k x

L
j þDrLjkn

L
k x

L
i

� �
dS ð15:8Þ

where nLk are the components of the unit outer normal vector. Similarly, the exterior
surface-averaged incremental strain within the RVE is defined as follows (note that
the symbol E is the Greek symbol capital epsilon rather than E, the Latin symbol,
which is utilized for the modulus tensor):

Fig. 15.43 Comparison of predicted crack growth due to normal and shear tractions applied to the
RVE shown in Fig. 15.37 (Allen et al. 2017b)
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Fig. 15.44 Predicted
evolution of cracking due to
shear traction t1 (Allen et al.
2017b)
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DEG
ij �

1
2VL

Z

SLE

DuLi n
L
j þDuLj n

L
i

� �
dS ð15:9Þ

Since the cracks are either traction-free or self-equilibrating, it can be shown that
under quasi-static conditions (Costanzo et al. 1996):

DRG
ij ¼ D�rLij ¼

1
VL

Z

V

rLijdV ð15:10Þ

Fig. 15.45 Photograph showing typical alligator cracking along wheel path within the roadway
(Source Road Science, a Division of ArrMaz)

Fig. 15.46 Depiction of the two-way coupled multi-scale problem
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It should be noted that Eq. (15.10) is less cumbersome to calculate for a generic
RVE than is Eq. (15.8), and this is the procedure recommended herein (Allen et al.
2017c).

As for Eq. (15.9), it may also be shown to be equivalent to the following
(Costanzo et al. 1996, Allen and Yoon 1998, Allen 2002, Allen et al. 2017c):

DEG
ij ¼ D�eLij �

1
2VL

Z

SLC

DuCi n
C
j þDuCj n

C
i

� �
dS ð15:11Þ

where �eLij is the volume-averaged strain within the RVE, DuCi are the components of

the increment in the displacement vector on the crack faces, and nCi are the com-
ponents of the unit outer normal to the crack faces. It should be apparent that either
(15.9) or (15.10) can be utilized to calculate DEG

ij . For the case wherein the cracks
are all stationary at the end of the current load increment, it can be shown that
(Allen et al. 2017c):

Fig. 15.47 Generic RVE with cracks
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DRG
ij ¼ CG

ijklDE
G
kl ð15:12Þ

where CG
ijkl is the tangent modulus tensor for the current loading increment to be

determined from the analysis of the RVE. Note that if the cracks are not stationary,
the above equation will in general overestimate the value of the tangent modulus
tensor. In the case of road ways, wherein cracks generally propagate in a stable way
over many loading cycles, this overestimate may be inconsequential.

As described in Chap. 11, due to symmetry of the locally averaged stress and
strain tensors, as well as thermodynamic constraints, there are at most twenty-one
unique coefficients in CG

ijkl. Furthermore, if it can be approximated as orthotropic,

there are only nine unique coefficients in CG
ijkl. These can be determined by applying

small one-dimensional shear and normal displacement increments to the RVE in each of
the coordinate directions at the end of each time step, thereby resulting in the calculation
of the nine unknown components of CG

ijkl. However, this is a rather cumbersome
process that may not be necessary for the purposes of engineering accuracy.

As a simplification, when the damaged RVE may be assumed to be reasonably
isotropic, the inverse of Eq. (15.12) simplifies to the following form on each time
step (Allen et al. 2017c):

DEG
ij ¼ DG

1 DR
G
kkdij þ 2DG

2 DR
G
ij ð15:13Þ

where DG
1 and DG

2 are time-dependent compliances that may be determined directly
from the incremental tractions applied to the RVE during the time step. This can be
accomplished as follows: First note that in Eq. (15.13), shearing is uncoupled from
dilatation, so that the incremental coefficient DG

2 may be calculated using the fol-
lowing formula, obtained by setting i = 1 and j = 2 in Eq. (15.13):

DG
2 ¼ DEG

12

2DRG
12

ð15:14Þ

Similarly, the incremental coefficient DG
1 may now be determined by contracting

Eq. (15.13), thereby resulting in the following formula:

DG
1 ¼ DEG

kk

3DRG
kk

� 2
3
DG

2 ð15:15Þ

from which DG
1 may be calculated.

In order to obtain the instantaneous tangent modulus tensor, Eq. (15.13) must
now be inverted, thereby resulting in the following:

DRG
ij ¼ CG

1 DE
G
kkdij þ 2CG

2 DE
G
ij ð15:16Þ
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where

CG
1 ¼ � DG

1

2DG
2 ð3DG

1 þ 2DG
2 Þ

; 2CG
2 ¼ 1

2DG
2

ð15:17Þ

For purposes of the implementation to a finite element program, it may be
simpler to write Eq. (15.16) in matrix form using Voigt notation (see Chap. 11)
which is as follows (Allen et al. 2017c):

DR1

DR2

DR3

DR4

DR5

DR6

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

¼

C1 þ 2C2 C1 C1 0 0 0
C1 C1 þ 2C2 C1 0 0 0
C1 C1 C1 þ 2C2 0 0 0
0 0 0 C2 0 0
0 0 0 0 C2 0
0 0 0 0 0 C2

2
6666664

3
7777775

DE1

DE2

DE3

DE4

DE5

DE6

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

ð15:18Þ

Under plane strain conditions, Eq. (15.18) reduces to the following:

DR1

DR2

DR6

8><
>:

9>=
>; ¼

C1 þ 2C2 C1 0

C1 C1 þ 2C2 0

0 0 C2

2
64

3
75

DE1

DE2

DE6

8><
>:

9>=
>;

DR3 ¼ C1ðDE1 þDE2Þ

ð15:19Þ

Also, under plane stress conditions, Eq. (15.18) reduces to the following:

DR1

DR2

DR6

8><
>:

9>=
>; ¼

ðD1 þD2Þ
4ðD1D2 þD2

2Þ
�D1

4ðD1D2 þD2
2Þ

0

�D1
4ðD1D2 þD2

2Þ
ðD1 þD2Þ

4ðD1D2 þD2
2Þ

0

0 0 1
4D2

2
6664

3
7775

DE1

DE2

DE6

8><
>:

9>=
>;

DE3 ¼ D1ðDR1 þDR2Þ

ð15:20Þ

The spatially varying tangent modulus is then utilized within the corresponding
global finite element on the subsequent time step, thereby causing the global
analysis to be dependent on (coupled to) the local analyses. Applying this procedure
repeatedly within a time marching scheme produces the desired two-way coupled
multi-scaling algorithm, as described by the flowchart shown in Fig. 15.48.

There are certain shortcomings to performing two-way coupled analyses,
including the following:

• The procedure is both mathematically and computationally complex;
• Modeling long-term response of the road ways requires considerable computer

time;
• There are currently no readily available user-friendly multi-scale finite element

codes available for public use;
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• The procedure may produce spurious results when deployed by novices; and
• Simpler one-way coupled analyses may be sufficient for many design purposes.

On the other hand, the two-way coupled approach is gaining rapid interest due to
the following advantages:

• Design variables on widely differing length scales can be accounted for directly
in the design process;

• Multiple analyses such as those described for expanding and contracting
multi-scaling are obviated; and

• Material properties are required only at the constituent scale, thereby decreasing
laboratory experiment costs substantially.

Because two-way coupled algorithms are not generally available in either
open-source or commercially available finite element codes at the time of this writing,
it is necessary to develop one’s own multi-scale algorithm. Accordingly, the authors
and co-workers have over a period of several years developed a two-way coupled
multi-scale finite element code computer code. This code currently contains the
following capabilities for the purpose of modeling and designing flexible pavements:

• A user-friendly preprocessor for generating both global and local finite element
meshes,

Fig. 15.48 Flowchart
describing the two-way
coupled multi-scaling
algorithm
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• Both two- and three-dimensional formulations,
• Both quasi-static and dynamic (explicit) formulations,
• Some post-processing capabilities, and
• A library of material models for various layers within a road way, including

plasticity, viscoplasticity, and viscoelasticity.

The authors and co-workers have previously published extensively on the
algorithm that is utilized in this section (Zocher et al. 1997; Allen and Yoon 1998;
Allen and Searcy 2000; Phillips et al. 1999; Allen 2002; Soares et al. 2008; Allen
and Searcy 2006; Souza et al. 2008; Souza and Allen 2009, 2011a, b), and for that
reason, further detail regarding this procedure will be foregone in this text.

As an example of two-way coupled multi-scaling, consider once again the road
way depicted in Fig. 15.18. Suppose that it is the intent of the designer to study the
onset and evolution of cracking in the asphalt concrete layer. Toward this end, a
global finite element mesh is constructed, as shown in Fig. 15.49. Note that for the
purposes of computational thrift only the forty elements within the asphalt concrete
layer nearest to the load application point are multi-scaled (as depicted in medium
brown in Fig. 15.49). Each of these global elements is multi-scaled with the local
mesh shown in Fig. 15.50. Material properties utilized throughout the simulation
are depicted in Table 15.8.

The multi-scaled finite element mesh is subjected to a monotonically increasing
point load applied at the road way centerline, as shown in Fig. 15.49, and this load
is applied at a constant rate of 0.25 MN/s. Figure 15.51 shows the evolution of
cracking in RVEs 1, 3, 5, and 7, the four topmost local meshes closest to the load
application point, as a function of the applied load (Allen et al. 2017c). As shown in
the figure, crack growth at the local scale decreases with distance from the point of
load application. For example, no damage is predicted in RVE 9 (not shown in the
figure).

Fig. 15.49 Global finite element mesh utilized in two-way coupled multi-scale example
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Figure 15.52 shows the predicted specific crack density versus applied force for
the four RVEs shown in Fig. 15.51 (Allen et al. 2017c), where specific crack
density is the predicted total crack length within the RVE at any point in time
divided by the maximum cracking allowed within the RVE mesh (0.1825 cm). This
example demonstrates the ability of the two-way coupled multi-scaling approach to
model damage as a function of spatial and temporal coordinates.

Due to the fact that multiple finite element meshes are deployed simultaneously,
as well as the necessity to account for nonlinearity via a time marching scheme, the
multi-scaling approach described herein is computationally intensive, especially
when modeling the response of road ways to cyclic loading conditions. When doing
so, it may be necessary to utilize supercomputers to predict road way life, especially
when modeling the road way in three dimensions. This difficulty notwithstanding,
significant insight can nonetheless be gained for the purpose of designing road ways
with the use of an ordinary desktop computer, and this can be accomplished by
modifying the design variables one by one and predicting the resulting road way
response for the first few loading cycles (Allen et al. 2017c).

In order to demonstrate how this design procedure may be employed within the
two-way coupled multi-scaling approach, consider two cases, one wherein the base
layer initial yield point is 6.0 MPA, and a second wherein the base layer is further
consolidated so as to increase the initial yield point by 10%, all other design
parameters held unchanged. As shown in Fig. 15.53, the maximum residual
deformation (directly beneath the applied load) is plotted versus loading cycle

Fig. 15.50 Local finite element mesh utilized in two-way coupled multi-scale example
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Fig. 15.51 Graphical depiction of predicted crack growth in selected RVEs as a function of
applied force (Note that the stress component rG11 is shown for the global roadway) (Allen et al.
2017c)
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number for the two different cases (Allen et al. 2017c). As shown in the figure, the
predicted residual deformation for the weaker base material is predicted to be larger
than the stronger base material for the first four cycles of loading, but on the fifth
loading cycle, the two (somewhat counterintuitively) reverse, with the predicted
residual deformation to be larger for the case wherein the base layer is further
consolidated, thereby demonstrating the complex nature of road way design. In this
design scenario, as shown in Fig. 15.54, the multi-scaling algorithm predicts that
cracking in RVE3 (where the cracking is most pronounced) will occur in the asphalt

Fig. 15.52 Predicted specific crack density in selected RVEs as a function of applied force (Allen
et al. 2017c)

Fig. 15.53 Predicted maximum residual deformation as a function of loading cycle number for
two different base layer yield points (Allen et al. 2017c)
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concrete slightly sooner if the base layer is further consolidated, thereby enhancing
residual deformations in the road way (Allen et al. 2017c).

Now consider the case wherein the same road way configuration is subjected to
cyclic loading with time. The maximum residual deformation versus loading cycle
number is now predicted for three different asphalt concrete thicknesses. As shown
in Fig. 15.55, the multi-scale analysis results in smaller predicted residual defor-
mations in the thicker pavement on the first three loading cycles (Allen et al.
2017c). However, on the fourth and fifth loading cycles, the predicted trend is once
again reversed, with the thinner pavement undergoing smaller residual
deformations.

Fig. 15.54 Predicted crack length as a function of loading step number for two different base
yield points (Allen et al. 2017c)

Fig. 15.55 Predicted residual deformation as a function of loading cycle for three different asphalt
concrete thicknesses (Allen et al. 2017c)
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As in the previous design scenario, this counterintuitive result may be traced to
the fact that the predicted residual deformations over the first three loading cycles
are caused solely by plastic deformations in the base layer. As shown in Fig. 15.56,
significant cracking is predicted thereafter, and while this cracking is comparable in
RVEs 1, 5, and 7, cracking occurs much more rapidly in the thicker asphalt layer in
RVE 3, thereby inducing larger residual deformation in the thicker pavement than
in the thinner pavement (Allen et al. 2017c).

The previous two examples demonstrated the ability of the two-way coupled
multi-scaling approach to predict the effects of pavement thickness and base yield
point on road way performance, both of which are global scale design variables.
Suppose, however, that the designer is more interested in determining the effects of
local scale variables on road way performance. For example, suppose the examples
described above are performed once again, but in this case, the volume fraction of
aggregate is varied, all other design variables held fixed. Figure 15.57 shows
predicted residual deformation versus loading cycle number for three different
volume fractions of aggregate (Allen et al. 2017c). As shown in the figure, there is
significantly less residual deformation for the pavement with 59% volume fraction
of aggregate, but little difference between the 49% and 54% aggregate volume
fraction cases.

Fig. 15.56 Predicted RVE cracking as a function of load step number for three different pavement
thicknesses (Allen et al. 2017c)
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As shown in Fig. 15.58, the evolution of pavement cracking occurs in all
locations later in the 59% aggregate volume fraction concrete than in the other two
cases, thereby providing evidence that higher volume fraction concrete provides
superior road way performance for this design scenario (Allen et al. 2017c).

Fig. 15.57 Predicted residual deformation as a function of loading cycle number for three
different volume fractions of aggregate (Allen et al. 2017c)

Fig. 15.58 Predicted pavement cracking as a function of load step number for three different
volume fractions of aggregate (Allen et al. 2017c)
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As a final demonstration of the power of the two-way coupled multi-scaling
approach for designing road ways, consider the case wherein the designer has
access to an asphalt filler that produces a 10% increase in the cohesive zone
properties. Predicted maximum residual deformation versus cycle number is shown
for two cases in Fig. 15.59, and while the results are not dramatically different,
there is a clear trend toward improved performance with the filler included in the
asphalt concrete (Allen et al. 2017c).

As shown in Fig. 15.60, this improved performance is once again traceable to
the evolution of cracking, wherein it is found that the untreated asphalt cracks
significantly sooner than does the treated asphalt (Allen et al. 2017c).

Fig. 15.59 Predicted maximum residual deformation as a function of loading cycle number for
two different cohesive zone relaxation moduli (Allen et al. 2017c)

Fig. 15.60 Comparison of cracking as a function of loading step in RVE1 for treated and
untreated asphalt concrete (Allen et al. 2017c)
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While the results shown herein may not hold true for other road way configu-
rations, they demonstrate the power of the multi-scaling approach for the purpose of
improving pavement design.

15.3 Summary

In this chapter, several different computational methods have been demonstrated for
the purpose of modeling asphalt mixtures and flexible pavements. Specifically, the
following computational methodologies have been deployed herein:

(1) Micromechanics,
(2) Expanding multi-scaling,
(3) Contracting multi-scaling, and
(4) Two-way coupled multi-scaling.

Each of the above approaches has its place in the modeling of flexible
pavements.

15.4 Problems

Problem 15.1
Given: An isotropic linear elastic aggregate is embedded in an isotropic linear
elastic binder with properties of the constituents given as follows:

EA ¼ 10GPa; mA ¼ 0:3

EB ¼ 1:0GPa; mB ¼ 0:4

Required: Using the finite element code of your choice

(a) Construct finite element meshes for three different volume fractions of aggre-
gate given by VA ¼ 0:40; 0:50; 0:60 and a volume fraction of voids given by
VV ¼ 0:05 in all three cases.

(b) Use your meshes to estimate both the Young’s modulus and Poisson’s ratio of
the asphalt concrete by the finite element method for the three different volume
fractions of aggregate.

(c) Plot your results on two graphs showing Young’s modulus and Poisson’s ratio
versus volume fraction of aggregate and compare to the Voigt and Reuss
bounds.
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