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Preface

Specialized knowledge and expertise, especially of the kind that can shape public
opinion, have been traditionally conceived to be the domain of individuals holding
degrees awarded by higher learning institutions or occupying formal positions in
notable organizations. Their expertise is validated by reputations established in an
institutionalized marketplace of ideas with a limited number of ““available seats” and
a stringent process of selection and retention of names, ideas, topics, and facts of
interest. However, the social media revolution, which has enabled over 2 billion In-
ternet users not only to consume, but also to produce information and knowledge, has
created a secondary and very active informal marketplace of ideas and knowledge.
Anchored by platforms like Wikipedia, YouTube, Facebook, and Twitter, this infor-
mal marketplace has low barriers to entry and has become a gigantic, and potentially
questionable, knowledge resource for the public at large.

The availability of these new knowledge markets poses some important research
questions concerning the ways in which knowledge producers and users interact, and
how knowledge is created and evolves. Credibility and quality of such knowledge
is also a critical issue. Notions such as expertise and reputation need new defi-
nitions and metrics. Tools and methodologies to carry out research to answer those
questions are needed, perhaps based on extensive data analyses. With the goal of cre-
ating and fostering a research community able to answer these questions, and also
to identify novel related research directions, the US National Science Foundation
founded the KredibleNet project—a multidisciplinary project involving researchers
from different disciplines including computer science, social sciences, and statistics.

This book is the result of the first invitational KredibleNet workshop, which was
held at Purdue University in April 2013. The workshop was an interactive forum to
present the latest theoretical and methodological advances related to social media
social roles, structures, and reputation research.

The workshop included sessions of “featured” presentations, followed by discus-
sions, and two “round table” sessions, in which the discussants proposed possible
future research agenda items related to social media roles, authority, and trust.



vi Preface

The core workshop topics included:

1. What are the most important existing or emerging Social Media knowledge
markets and what distinguishes their working mechanisms?

2. What is the social structure of the emerging social media knowledge markets and
what are the main motivator factors that fuel the individuals that are central in
these social structures?

3. Which approaches based on social network analysis techniques can be used for
defining “expert” reputation in informal marketplaces of ideas?

4. Which social graph topological configurations are associated with specific
functional roles and levels of reputation in social media knowledge markets?

5. How do functional roles, reputation and authority emerge on social media knowl-
edge generation projects and how can they be operationalized, measured and
explained?

6. How does trust and knowledge credibility connect to specific functional roles and
authority structures?

7. How can a new theoretical understanding of credibility, roles, and trust be turned
into specific actionable tools and approaches to moderating knowledge market?

8. What are the most promising yet under-researched areas in the field of social
media knowledge markets, especially with respect to authorship and reputation?

Workshop presenters were invited to author chapters for the book. As a result, the
book represents a comprehensive research coverage concerning questions of trust
and reputation in the new knowledge market.

The book is organized is several parts. The first part introduces the book and con-
sists of two chapters. Chapter 1, titled “A Research Agenda for the Study of Entropic
Social Structural Evolution, Functional Roles, Adhocratic Leadership Styles, and
Credibility in Online Organizations and Knowledge Markets” by Sorin Matei at al.,
provides an overview of the KredibleNet project and the research agenda that has
been formulated as part of the project. Notable research directions outlined as part of
this agenda include how to use network analysis techniques for modeling functional
roles and reputation, how to assess the stability of leading functional roles, and how
to extend data analytics and statistic methods for functional role analysis. The chapter
also introduces the novel concept of social entropy as one of the metrics for modeling
collaborative spaces. In this context, entropy explains the degree of social organi-
zation in knowledge building spaces by measuring contribution inequality. Chapter
2, titled “Building Trusted Social Media Communities: Organizations, Motivation,
Reputation” by Ben Shneiderman introduces several basic concepts including repu-
tation, trust, and credibility and discusses how these concepts form the foundation
for credible web-based communities.

The second part of the book focuses on methods for researching trust and credi-
bility and consists of four chapters. Chapter 3, titled “Semantic and Social Spaces:
Identifying Keyword Similarity with Relations” by Yun Huang et al. addresses
the problem of identifying the expertise and topics of individuals participating in
knowledge networks. Such information is critical in order to assess the quality of
information in those networks. The chapter then proposes an approach based on
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semantic tagging and text analysis. Chapter 4, titled “Emergent Social Roles in
Wikipedia’s Breaking New Collaborations” by Brian Keegan focuses on temporal
patterns of activities and collaborations of Wikipedia editors when dealing with
breaking news. The chapter, based on an extensive analysis of four case studies,
identifies several different patterns followed by editors of such news. Chapter 5, ti-
tled “Words and Networks: How Reliable are Network Data Constructed from Text
Data?” by Jana Diesner, focuses on the key problem of designing methods support-
ing the reliable construction of network datasets that are then used for research in
computational social networks. Chapter 6, titled “Predicting Low-Quality Wikipedia
Articles Using User’s Judgments” by Ning Zhang, Lingun Ruan, and Luo Si, in-
vestigates the problem of assessing the quality of Wikipedia contents. The approach
make uses of the Wikipedia reader feedback data to build a regression model able to
predict the quality of articles.

The third part of the book focuses on tools for increasing trust and transparency
and consists of Chap. 7, titled “From Invisible Algorithms to Interactive Affordances:
Data after the Ideology of Machine Learning” by Bernie Hogan. The chapter ad-
dresses the important issue of how to support user navigation in information networks.
The chapter introduces two different approaches based on two different “ideologies”
and discusses how these approaches can be used for reputation analysis. An interest-
ing point made by the chapter is that the “dominant ideology” used for information
presentation is based on sorting and that this “ideology” is not well suited to the
study of reputation and credibility.

The fourth part of the book focuses on novel research directions. It consists of
three chapters. Chapter 8, titled “Iron Law of Oligarchy: Computational Institutions,
Organization Fidelity, and Distributed Social Control” by Howard Welser, makes
the point that recent developments in on-line communities and social networks can
help overcoming the tendency that all organizations have in structuring themselves
as oligarchies. The chapter elaborates on challenges and on the fundamental design
elements needed to achieve a distributed control in organizations. The author pro-
poses that a solution to the tendency of organizations to suffer mission drift and to
allow the top agents of power to exploit it to their own advantage is to share depen-
dence on the success of the organization across all agent roles, from the top ones to
the rank and file. More importantly, he proposes a comprehensive system of contri-
bution monitoring, visualization, and conditioning of rewards on inputs introduced
in the system. Chapter 9, titled “Cultural Differences in Social Media: Trust and
Authority” by Mei Kobayashi, makes the point that people with different cultures
may exhibit different behavior in cyber space with respect to the perception of trust
and reputation and therefore large-scale studies are needed to better assess the impact
of cultural differences. The chapter also identifies the applications that may benefit
for such an assessment and includes an extensive review of existing work. Chapter
10, titled “Convincing Evidence” by Andrew Gelman and Keith O’Rourke, focuses
on statistical tools and makes the important observation that authorship, reputation,
credibility and past experience play an important role in decisions about statistical
procedures. The chapter also elaborates on issues related to the use of big data in
research.
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The book is concluded by Chap. 11, titled “The Trajectory of Current and Future
Knowledge Market Research: Insights from the First KredibleNet Workshop” by
Sorin Adam Matei, Brian Britt, Elisa Bertino, and Jeremy Foote, which reports the
results of the discussions at the workshop with the goal of organizing such discussions
into a research roadmap. Two broad research areas emerged during the workshop
focusing respectively on theoretical frameworks and on methodologies to assess
these theories. For each such area, the chapter covers the current state of the art and
promising research directions.

As this book is result of a multidisciplinary effort to assess the current state of
the art and identify novel research directions, we trust that the reader will find in the
book interesting and novel research perspectives.

Purdue University, Lafayette, IN, USA Elisa Bertino
Sorin Adam Matei
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Chapter 1

A Research Agenda for the Study of Entropic
Social Structural Evolution, Functional Roles,
Adhocratic Leadership Styles, and Credibility

in Online Organizations and Knowledge Markets

Sorin Adam Matei, Elisa Bertino, Michael Zhu, Chuanhai Liu,
Luo Si and Brian Britt

Introduction

The new social media enabled by the Internet and the Web have deeply changed the
ways in which individuals interact and how knowledge is created and exchanged,
which is opening up interesting new research questions for social science. A key
question is how the notions of expertise and reputation will evolve as a consequence
of the emergence and broad use of social media. Addressing such questions is cru-
cial for many different domains, from traditional academic settings and processes
(e.g., promotion procedures), to research funding (e.g., assessing the impact of re-
search results), homeland security and intelligence (e.g., detecting campaigns aiming
at spreading deceiving information), and healthcare (determining the source and
credibility of health information on the Net).

At the same time, the fact that communication has been migrating to social media
makes it possible to collect extensive datasets for use in research. A major problem,
however, is that just having huge collection of datasets, which document human
interactions in detail, is not sufficient. We also need data management and analytical
tools that can support timely, effective, and efficient knowledge extraction processes
from such data. In general, currently available tools have not been designed to deal
with massive interaction data, and they are particularly unable to deal with specific
questions concerning expertise and reputation. Understanding which new tools we
need and how to design and build these tools requires input from a broad multidisci-
plinary community involving experts from different research communities, including
the social sciences, computer sciences, and statistics.

KredibleNet was designed as a broad, multidisciplinary community effort focused
on researching expertise and reputation in the new social media, and on designing and

Pre-print draft—to appear in 2014 in Matei, S. A. and Bertino, E. Roles, trust, and reputation in
Social Media Knowledge Markets: Theories and Methods. Contract Signed with Springer Verlag.

S. A. Matei (0X) - E. Bertino - M. Zhu - C. Liu - L. Si - B. Britt
Purdue University, West Lafayette, IN, USA
e-mail: smatei @purdue.edu

E. Bertino, S. A. Matei (eds.), Roles, Trust, and Reputation in Social Media Knowledge 3
Markets, Computational Social Sciences, DOI 10.1007/978-3-319-05467-4_1,
© Springer International Publishing Switzerland 2015



4 S. A. Matei et al.

building new large-scale data analysis and management infrastructures to support
this research. In what follows, we discuss the fundamental questions that Kredi-
bleNet hopes to answer, with a review of the previous research and an explanation
of our research agenda, including details regarding the datasets we can offer the
research community and the possible strategies to explore them. Next, we describe
the roadblocks, and explain why we believe that these questions can only be resolved
via a broad and interdisciplinary approach. We also discuss our current efforts on
dealing with a few of these roadblocks. Finally, we discuss what we see as the future
directions for knowledge market research, and our goals for how the KredibleNet
community can be involved in that research.

In essence, this chapter presents a summary of the assets and of the visions that
we will bring to bear to make them valuable to a broader community of scholars and
practitioners as well as a way to document and explain present and future challenges.

Knowledge and Expertise and the New Social Media Knowledge and expertise,
especially of the kind that can shape public opinion, have been traditionally perceived
to be the domain of individuals who hold degrees awarded by higher-learning institu-
tions, or those who occupy formal positions in notable organizations. Their expertise
is validated by reputations established in an institutionalized marketplace of ideas
with a limited number of “available seats” and a stringent process of selection and
retention of names, ideas, topics, and facts of interest.

With the advent of online communication and social media, however, knowledge
creation has become a much more complex process. The communication revolution
has enabled over 2 billion Internet users to not only consume, but also to produce
information, creating a secondary and very active informal marketplace of ideas and
knowledge. Anchored by platforms like Wikipedia, YouTube, Facebook, and Twitter,
this informal marketplace has low barriers to entry and has become a gigantic, and for
some questionable, knowledge resource for the public at large. Furthermore, the in-
formal mechanisms for knowledge creation and sharing openly challenge traditional
notions of authority and reputation sanctified by the institutionalized, expert-based
marketplace of ideas (Weinberger 2011).

Reputation and Authority Changes in the nature of reputation and authority rep-
resent an important research topic, since such changes fundamentally reshape the
knowledge production process. They are of equally great importance for commercial
interests, as sites and companies like Klout and Social Mention demonstrate. The
search string “online reputation measure” on Google Scholar produces no less than
12,000 scholarly articles within the social sciences alone. Even more impressively,
Amazon.com offers no less than 1039 paperback and 355 hard cover books on the sub-
ject of “online reputation.” Measures for reputation have been proposed and interest-
ing algorithms have been deployed, both by academic and industry researchers (Adler
and de Alfaro 2007; Arazy et al. 2010; de Alfaro et al. 2011; Dellarocas 2006; Hasan
et al. 2009; Hennis et al. 2011; Jgsang and Golbeck 2009; Kraut and Resnick 2012;
Masum and Tovey 2012; Matei et al. 2010a; Welser et al. 2007).

Research Challenges Yet, significant gaps remain to be filled. First, the basic defini-
tion of reputation and the metrics proposed for measuring it are not always convertible
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Fig. 1.1 The data-driven discovery and collaboration strategy of KredibleNet

from one domain of reference to another. Second, nonproprietary data, tools, and
procedures used to measure online reputations are often not readily available or
shareable. Finally, the data-intensive nature of a project that would support research
on social media itself presents numerous challenges including data heterogeneity,
entity and network discovery, and data size.

Project Goals To meet these challenges, our project aims to create a community
of scholars and practitioners interested in defining, measuring, and operationalizing
reputation as a new and essential lens for understanding and evaluating the knowl-
edge that is generated and consumed online. Additionally, we aim to develop a new
generation of data management and analysis tools and techniques to support reputa-
tion research on extremely large datasets, while making these tools and techniques
available to spur further research and related activities.

The community will grow through a series of workshops and a collaboratively de-
signed cyber-infrastructure prototype that aims to bring reputation related tools and
visualization techniques closer to the public. KredibleNet will serve as an experimen-
tal laboratory for the research community (Fig. 1.1), and will offer live social media
data to researchers who wish to experiment with data-intensive analytic strategies to
better define the nature of and extend the reputation measurement problem.

Techniques and Tools Answering the many research questions about credibility and
reputation will require the development of novel techniques, which will be used as
building blocks for the broader project, and for the transformation of these techniques
into tools. The tools and techniques will first be defined using the Wikipedia revision
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dataset (Britt 2011), which contains 250 million data points representing all of the
edits made to the Wikipedia articles throughout its first 9 years of life (Adler and
de Alfaro 2007). These tools and techniques will then be applied to other available
social media datasets including Twitter and YouTube. Novel techniques that we will
investigate in the project include:

¢ Techniques for mapping the graph of editorial, communicative, and semantic
interactions between contributors

» Techniques for entity discovery (rule- and learning-based) that aim to decompose
the graph of editorial collaboration into its basic building blocks

» Techniques to uncover structures of interaction utilizing social entropy theory and
related methodologies (Matei et al. 2010a; Matei et al. 2010b)

¢ Techniques for associating social network building blocks with functional roles
and reputations

» Techniques for predictive quality rating of wiki content and for associating quality
with contributions from individuals who perform specific functional roles that are
associated with measurable reputations

¢ Techniques for predicting the development of social media projects over time

A central analytic effort is directed at differentiating recurring patterns of interaction
within an intact social media interaction graph, namely that created by the Wikipedia
editors over a period of 9 years. Such patterns (building blocks) would, in effect, be
subnetworks associated with specific functional roles and reputations, as performed
by the people who contribute to Wikipedia. These building blocks will be incorpo-
rated into the tools able to assess reputation and credibility not only with respect to a
single medium, but also across all three media (Wikipedia, Twitter, and YouTube). At
the same time, we intend to uncover the degree to which Wikipedia’s collaborative
structures have emerged by utilizing social entropy and network statistics (such as be-
tweenness centrality) as main investigation tools (Matei et al. 2010a; 2010b). A core
concern is to understand the socio-evolutionary dynamics of knowledge production
spaces.

Other Applications In addition to the research area described above, the proposed
infrastructure and tools can be used to support the research in the area of security
for social networks, determining, for example, how wiki and social media spam
attacks and campaigns originate and spread. We anticipate that the target data will be
organized as graphs, and auto-correlative processes under conditions of uncertainty,
and as such, the infrastructure and tools under development can be used for any
research area that requires integrating and analyzing graph or auto-correlative data
via Bayesian methodologies.

Problem Space Overview As important as online reputation of the contributors to
social media projects is, the concept has yet to be rigorously defined and measured.
After all, reputation is typically associated with fame and public recognition. Yet,
as we will argue in more detail below on social media, reputation might be seen as
a function of the amount and frequency of contributions multiplied by the velocity
at which the content is disseminated. Recognition is implicit, defined by the “viral
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impact” of content shared or contributed. Such impact presupposes hard work and
constant presence online. To gain and maintain a high reputation online, one must
perform tasks and deliver tangible results constantly and credibly.

Further, reputation is the product of fulfilling specific functional roles, including
a contributor, disseminator, project coordinator, and so forth. It is not a simple
individual attribute but a relational entity, predicated on the intensity and diversity
of implicit ties that individuals establish by sharing or contributing content online.

If reputation is defined relationally, we need to reconceptualize how it is measured
and assigned to actors. Furthermore, a new understanding of reputation needs to be
incorporated into tools that measure and visualize its magnitude for each social media,
while the meaning of these tools should be communicated to the public effectively.
The research agenda that will emerge through our project will propose guidelines
for generating tools and services that measure reputation relationally and will make
reputation measurements and visualization an integral and essential part of ordinary
individuals’ online knowledge production and consumption.

Another issue that our project will tackle, which is a challenge in and by itself,
relates to collecting and analyzing the data necessary to understand, measure, and
assign reputation to social media actors. Measuring and visualizing reputation from
social media data requires access to and the ability to handle massive datasets, typi-
cally in a graph format. These datasets are several orders of magnitude greater than
what a typical social scientific research project deals with and involves complexities
that are not yet fully understood. In some of the sections below, we will detail a
possible approach that uses network analysis to find clusters of interactions in the
middle of which nodes (users, concepts, ideas) with higher levels of reputation can
be found.

In addition, we are interested in uncovering the emergence and temporal evolution
of interaction structures in collaborative spaces, such as those that are created by
people coediting articles on Wikipedia. To this end, we utilize a modified version
of social entropy theory (Matei et al. 2010a; 2010b; see also Shannon 1948) by
integrating other approaches, including network analytic methodologies. As entropy
is a core concept of our broader theoretical approach, and a starting point for our
initial exploratory research in this area, including a doctoral dissertation (Britt 2013),
it might be useful to detail in a few words how we operationalize it and how it could
be useful for this project or cognate projects that will emerge from our research. As
proposed by Matei et al. (2010a):

[s]ocial entropy could be used to measure how structured or unstructured a group is. More
specifically, we reformulate Shannon’s theory of information to suggest that:

1. Information and “structure” go in the opposite direction of entropy;

2. Information and structure, especially in the social realm, are intrinsically connected;
and,

3. Structure (of a language, symbol system, or group organization) can be measured with
one synthetic indicator, namely entropy.

We emphasize the connections between social entropy and structure because groups are more
than mere aggregations of people who share the same space. A group is the structure of ties
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between its individuals. Individuals that occupy specific roles in this structure communi-
cate, contribute or interact in a specific way. The distribution of outputs in the group will
follow the curve of abilities, productivity, task and power allocation specific to each role.
Employing Shannon’s entropy measure to describe group efforts, communicative patterns
and collaborative patterns, we expect that as a group becomes more structured (i.e., roles
emerge, tasks are assigned or assumed, power and information starts flowing from specific
nodes to other nodes), imbalances in the distribution of communication or work will appear.

In other words, as the group starts to form and its structure to emerge, group units (indi-
viduals) start behaving in predictable and non-random way. This predictable pattern entails
a specific amount of unevenness. It is important to mention that “specific’” has no normative
meaning in our research. We have no a priori preference for any given level of uneven-
ness, nor do we think that unevenness is demanded by “natural,” individual characteristics.
Rather, we propose that unevenness, while ever present, is a dynamic group process. Any
group member can theoretically occupy any level of contribution or interaction. For each
group and type of structure, some of which can be flatter while other more hierarchical,
there is a “specific” level of unevenness and social entropy that needs to be observed and
explained, not predicated.

To make these research goals a reality, several challenges need to be addressed: (1)
transforming contribution data into analyzable interaction graph data, (2) entity and
network discovery within the social interaction data, and (3) calculating entropy val-
ues and social network statistics over time for the entire collaborative space within the
social medium (e.g., Wikipedia). Other less important, but still relevant, challenges
are represented by managing large social media data (in our case, databases con-
taining hundreds of millions of data points), new statistical procedures for analyzing
noisy network data, and data integration.

Expected Results To meet these challenges, our project aims to create a commu-
nity of scholars and practitioners who seek to define, measure, and operationalize
reputation as a new and essential component of the knowledge that is generated and
consumed online. The community will grow around a series of workshops and a
collaboratively designed reputation measurement and dissemination platform proto-
type, which aims to bring reputation-related tools and visualization techniques closer
to the public. The platform will mine and serve social media data collected on a large
scale (over 250 million data points) and will become an experimental laboratory
for the research community. It will offer live social media data for the development
of data intensive analytic strategies to better define the nature and extension of the
reputation measurement problem.

The research program that will emerge from our activities will produce the
following major results:

1. Heuristic tools and strategies for detecting under what conditions functional roles
and reputations emerge in social media knowledge spaces, how their footprints
can be captured and measured, what their main characteristics are, and how
the networks in which they are embedded influence knowledge production and
consumption. Social entropy and network analytic methods and tools for under-
standing how social media collaborative structures emerge will also be central to
our effort.
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2. A blueprint and an early prototype for a set of integrated online data analytic and
integration services to monitor the flow of social media more broadly. These will
provide actionable intelligence on where functional nodes and roles appear and
what their potential reputation and impact could be. A platform that explores the
use of social entropy for measuring interactions online has been produced and
can be experimented with at http://veffort.us.

3. A collaborative cyberinfrastructure platform for researchers, public policy ex-
perts, media, or citizens to pose questions, and to interact with each other in the
process of mining social media. This platform will further provide insight about
the functional roles, reputations, and actors that continuously emerge in social
media.

The Workshops and the Publications To successfully build a community that can
directly engage and address the described challenges, our research program includes
two workshops covering a distinct set of research topics. The first one is dedicated to
social-scientific research methods in the context of social media, while the second one
focuses on computer scientific and statistical analyses that can help in understanding
social media.

Each workshop will be conducted using a time-tested academic process wherein
topics will be identified and distributed, and then papers will be solicited for submis-
sion and review. Papers will be presented with moderated discussions surrounding
the topic captured by assigned members of each group. All content is to be curated
for a workshop report which will include a roadmap for action and the guidelines for
social media reputation research. The reports and selected papers will be published in
an edited volume of the Computational Social Science series at Springer Publishing
House.

The KredibleNet Cyberinfrastructure The workshop results will support build-
ing a cyberinfrastructure upon the extensible Purdue The Computational Research
Infrastructure for the Sciences (CRIS) research infrastructure. This cyberinfrastruc-
ture will be designed to make reputation-related tools, visualization techniques and
results, and social network data freely and openly accessible. In particular, CRIS will
integrate the tools and the data made available by the NodeXL project. The NodeXL
Graph Gallery Website (http://nodexlgraphgallery.org) makes tools for improving
the variety and quality of data available to the social network analysis community.
The collections of images and datasets on the site have created a learning commu-
nity that exchanges best practices and improves on them over time. Related projects
like ThreadMill, and tools to extract networks from data sources like Facebook and
message boards, significantly expand the scope of this learning community.

Novel Contributions

KredibleNet is one of the first projects to develop a data-intensive approach for cross-
disciplinary research in the area of reputation and credibility in social media. As such,
it aims to achieve major advances in several disciplines, including the social sciences,
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communication, computational social science, data analytics, and data management
and security. Specific novel research contributions include:

* Techniques for querying raw knowledge construction and coeditorial interactions
in social media, including techniques for structuring and defining interactions
relationally, attaching metadata to interactions, tracking interactions over time,
and measuring system level states and interaction

* Techniques for integrating nontextual data in the collaborative corpus and
explaining the knowledge-based interactions that surround such data

* Approaches based on social network analytic techniques for defining “expert”
reputation in informal marketplaces of ideas as a functional (achieved) role, not
as an ascribed (institutionally sanctioned) role. As functional roles are seen as
nodes of interaction in a network graph, metrics will also be defined in terms of
graph measures and features including:

— The definition and measurement of social media reputation as a relational
(graph) phenomenon

— Theidentification of topological configurations that are associated with specific
functional roles and levels of reputation

— Statistical measures that can be used to define the roles of connections
(autocorrelative interactions, thus reputation related) in shaping outcomes (in-
dividual productivity, power in the network, etc), such as autocorrelation-based
regression models

— Topological characteristics that make some nodes more generative of new
subnetworks with specific impact on knowledge production and gaining
reputation

 Entity discovery strategies for defining privileged nodes and subnetworks

e Strategies for translating collaboration graphs across domains, adapting graph
measures to each domain and defined translational measures, and calibrating
reputation across domains (e.g. defining a common unit of measurement)

» Techniques for calculating social entropy values, as they change over time, for
entire collaborative spaces (e.g., Wikipedia)

Research Roadmap

While the project is primarily focused on creating a community of researchers inter-
ested in redefining online reputation and better understanding knowledge production
via social media, the synergies that the project creates are channeled to address a
number of very specific research challenges. In what follows, we expand on the core
challenge of defining reputation as a function of functional roles and on using social
entropy as a collaborative metric. Our approach, discussed below, is to view this
problem as a longitudinal network analysis problem within a dynamic social sys-
tem framework. In developing our approach, we will also address other subsidiary
challenges, especially those related to constructing network analytic tools.
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Functional Roles and Reputations as a Network Analysis Problem

Reputation, which is one of the core concepts of our project, is by definition a
relational construct. Any social media actor has a publically acknowledged and
measurable impact on the communication space with which he or she interacts.

In the context of our project, reputation focuses on the amount of “social capital”
(number and strength of coeditorial ties) or the “social weight” an actor has in a
computer-mediated network of interactions (Britt 2011; Coleman 1988; Lochner
et al. 1999; Matei 2004). With the emergence of social media, reputation becomes
more than public acknowledgment of fame; it is, in fact, an attribute of an achieved
position in a network of interactions.

People are influential and important by the amount of content they share, con-
tribute to, or manipulate. As all these behaviors are relational, they exist through
and in a network of interactions. Furthermore, the number of relationships, their
direction, intensity, diversity, and the specific locations of the individuals connected
by those relationships within the broader network topology illuminate the specific
roles individuals play in the network (Britt and Matei forthcoming). In other words,
knowing the topology of a specific network of social media interaction allows us to
derive the functional role and reputation of each node or individual.

Under this understanding of the concept, reputation becomes a social structural
concept that can be measured using social network analysis. Reconceptualizing repu-
tation in this manner requires a substantial amount of theoretical and methodological
work and likely represents the greatest challenge that our project addresses. In addi-
tion, we are interested in conceptualizing social structure as a social entropy problem
and in detecting temporal trends in the emergence of social structures at the macrosys-
tem level (e.g., the entire Wikipedia corpus). This line of research also broadly lays
the groundwork for an investigation into the nature of collaborative structures as
well as, more specifically, the presence of functional leadership groups and the like-
lihood that specific individuals are quasi-permanent members of such groups. In
what follows, we present the research questions, preliminary data, approaches, and
methodologies that we will employ to meet these challenges.

The Research Questions

a. How can online reputation in informal knowledge markets be defined and
measured?

b. Can the concept of “functional role,” which is defined by the interactions in an
online network of contributions to a social media project, provide sufficient con-
ceptual content and measurable dimensions for redefining the idea of “reputation”
in informal knowledge markets?

c. What is the impact of “reputation,” as redefined by this project, on network
growth, knowledge production, and content quality?

d. How do functional leadership groups emerge and how likely they are to be “sticky”
(to include a quasi-permanent group of individuals)?

e. What is the structural evolution of a social media space, as captured by social
entropy measures?
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The Challenge Addressing our research questions requires constructing a network
of interaction from simple contributions to an informal knowledge marketplace,
which by itself represents a major challenge. This approach is demanded by the
emergence of social media—online communication and knowledge creation envi-
ronments that rely on user contributions—such as Wikipedia, Facebook, or YouTube,
or Twitter, which have created invaluable opportunities for tracking and reconstituting
intact and exhaustive networks of interaction.

Such systems distinguish themselves through three essential characteristics: self-
organization, a quasi-complete record of the social and intellectual transactions that
support self-organization, and services that allow systematic retrieval of these interac-
tions as semi-structured graph (who interacts with whom) data. These characteristics
allow us to generate network graphs representing the manner in which communica-
tion and collaboration are structured into networks of communication, interaction,
or work.

Such graphs may represent a wide variety of collaborative and knowledge di-
mensions. They may run the gamut from direct, person-to-person communicative
exchanges to implicit connections that can be discerned from coeditorial activity.
Howeyver, interaction on social media is often based on common work on or with a
body of content, rather than on direct, person-to-person interaction.

Asanexample in case, when we retweet a message, add new content to a Wikipedia
article, or share a picture, we implicitly “collaborate” with other people. We do not
address them by name or often even suggest that they are the explicit targets of our
sharing or editing work, yet we ultimately engage their attention or work, and a
specific type of mediated interaction is constructed. The core research challenges
of our project entail understanding these interactions, the social benefits derived
from interacting in such a manner with a network of invisible collaborators, the
ways in which the interaction space grows and how it can be measured, and the
implicit reputation and influence on the social media space one gains from these
same interactions.

Research Datasets and Methodologies Our research challenge will be met by
gathering a community of scholars and applying the insights and guidelines gen-
erated through their interactions within our project on a prototype of an analytic
environment. This cyberinfrastructure will take advantage of a complete database of
implicit interactions in a given social media project—namely, the revisions made to
Wikipedia articles from 2001-2010. This is an essential component of our project, as
it is a unique network graph dataset containing all implicit collaborative interactions
of over 21 million editors (roughly 3 million logged-in users and 19 million edi-
tors identifiable by their IP addresses) who have contributed to 7 million Wikipedia
articles. This dataset will be available to the research community established by
KredibleNet as a working laboratory.

According to Alexa.com, Wikipedia is the sixth most visited website in the world,
attracting 15 % of the world Internet population every day. Further, more than half of
the US students use Wikipedia on a regular basis for coursework (Miller 2010). There-
fore, Wikipedia can be considered one of the most important informal knowledge
markets in the world. Its ability to shape public opinion and learning is tremendous.
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The Wikipedia data, collected by Luca de Alfaro (Adler and de Alfaro2007) and
made available in a network format by KredibleNet, will be used to test and validate
research questions related to the presence of specific functional roles, defined as
position in a subnetwork of interaction. Subnetworks will be uncovered using entity
discovery procedures. Two different approaches will be used to identify subnetworks.
The first approach will directly utilize the network layer or the coeditorial network
data and use model-based clustering methods for uncovering groups of editors that
form subnetworks. The particular statistical network models used are stochastic block
models and latent space models. The second approach relies on the user log layer
or the user contribution data, and it consists of several steps. In Step 1, it segments
all wiki editors using their weekly contribution profiles with the aim to identify the
elite editors, who are the major contributors as well as the most active editors. In
Step 2, the elite editors are clustered into different types. In Step 3, treating those
elite users as the center nodes, editor subnetworks will be constructed and validated
by the network layer data.

The dataset, which is currently available through Purdue’s supercomputing
environment, consists of several layers.

1. Primary layer The primary layer is the dataset created by Luca de Alfaro (one
of the senior personnel in our team) and his colleagues at the University of
California-Santa Cruz (Adler and de Alfaro 2007). It contains 250 million records
representing all revisions made to Wikipedia articles from January 2001 through
June 2010. The metadata for each revision include, among other pieces of infor-
mation, the username and the unique identification number for the user making
the revision; the unique identification number for the article being revised; the
timestamp of the revision; and a measurement of the quantity of content changed
through the revision, which de Alfaro et al. (2010) termed the edit distance, or
“Delta.” The text file containing this information comprised over 67 GB of hard
drive storage space.

2. Network layer The network layer, which is also available as a 120 GB database,
includes the implicit editorial interactions between over 21 million unique con-
tributors (approximately 3 million logged-in users and 19 million IP addresses),
who have contributed to 7 million Wikipedia articles between 2001 and 2010.

3. An entropy layer A weekly normalized value of interaction entropy has been
calculated to measure the degree of collaborative evenness and diversity on
Wikipedia.

4. A user log layer A user-by-week table was generated (21 million users x 495
weeks) was created to describe the individual weekly contributions of each
individually identifiable user.

The primary layer has been used to generate the other three layers. First, social en-
tropy values for collaborative interactions were calculated at a weekly level. The
entropy measure for each week indicates the degree to which the contributions
(as measured by delta values) are even or uneven. Initial findings suggest that fol-
lowing an initial period of relative instability, entropy increases over time, reaching
a plateau by the fifth year of the project (2006).
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Second, the user log layer took the form of a summary database for the weekly
contributions of 22 million unique Wikipedia editors (3 million utilizing registered
accounts and 19 million unique, anonymous IP addresses). These contributions were
tracked over time in order to detect the emergence of functional leadership groups
and the temporal stability (“stickiness”) of such groups.

Third, the network layer represents critical semantic information for structuring
the raw data into a social network. In building this layer, we started from the premise
that on Wikipedia, collaboration occurs whenever individuals coedit the same article.
The weights of coeditorial ties (network edges) represent the probability of one editor
engaging the content left by a previous editor.

In order to establish this probability, we define edge weights using two factors: the
quantity of information contributed by each editor, and the number of intervening re-
visions between those made by the two editors. After all, the more substantial the first
editor’s contribution is, the more visible that contribution will be to subsequent edi-
tors, and the more likely those later editors are to interact with the prior contribution.
Likewise, the more substantial the contribution of the second editor, the more likely
that editor is to have reviewed a larger portion of the article, and the more likely he or
she therefore is to have seen and evaluated the first editor’s contribution. However,
as more editors continue to revise the article after the first revision, the contribution
made by the first editor may be changed or removed entirely, reducing the likeli-
hood that subsequent editors will have the opportunity to interact with the content of
the first revision. As such, the more revisions made between those of any two given
editors, the less likely the second editor is to be able to engage the content of the first.

This approach falls in line with Isard’s (1954) gravity model of trade, which
approximates the likelihood of two potential trade partners forming an exchange
relationship based on the quantity of goods held by each party and the distance be-
tween them. Similarly, in developing our network layer, we evaluated the likelihood
of two editors of the same Wikipedia article forming a collaborative relationship
by considering the quantity of content contributed by each editor and the temporal
distance between their revisions, as measured by the number of intervening revisions
that might obscure the contribution of the first editor. Thus, while Isard’s original
model approximates the likelihood of connections between parties located in phys-
ical space, our modified version, the gravity model of online interaction targets the
probability of connections between revisions, and the editors who developed them,
over time (Britt 2011).

Further details on the approach used to define network edges are given below,
followed by a short overview of our plans for using this data for research in the
KredibleNet community.

Network Edge Definition The definition of edges represents the most critical step
for constructing the network layer. In accordance with the gravity model of online
interaction, a connection (e.g. edge) from a given editor A to editor B was formed
when editor A contributed to a Wikipedia article, and editor B revised that article at a
later point in time; in other words, editor B was working with the content that editor
A developed.
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The significance of each revision was quantified using de Alfaro’s (Adler et al.
2008) “Delta” score, while the distance between a pair of revisions was assessed by
using the timestamps to determine the order of revisions to a given article and taking
the difference between revision numbers for the pair in question. For instance, the
distance between the second and fifth revisions to a given article is 5 — 2 = 3.

Using the gravity model of online interaction, then, the weight of the connection
formed between editors A and B based on their two revisions is given by the product
of the two revisions’ Delta scores divided by the squared distance between them. The
gravity model of online interaction formula is:

_ MM;
- D
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ij

where M; and M represent the Delta scores of two revisions, and Dj; is the squared
distance between those revisions.

Of course, on Wikipedia, a given editor may revise an article multiple times, cre-
ating multiple instances of one’s own work over the development of an article. Each
of these instances has a different temporal location in the article’s growth, and thus
there are different temporal distances between that contribution and others in the
same article. Connections are formed between revisions, which we can then extrap-
olate to represent additional connections between the authors of those revisions—or,
more appropriately, further growth in the connection between the two authors.

In addition, collaborators may not be limited to partnerships that stem from
revising a single article repeatedly. Two individuals might connect by mutually col-
laborating on a number of articles across the Wikipedia community, which would
strengthen the bond between those fellow editors just as recursive interactions on a
single article would.

Thus, while each article forms its own miniature community, the full Wikipedia
network consists of all individuals from all of these subcommunities. Any redundant
edges moving to and from the same two actors are summed in creating this master
network, reflecting relationship growth over the course of collaborative activities
throughout the community. As such, the more that any two editors built upon their
relationship by mutually editing the same set of articles repeatedly, the more that
their collaborative connection grew.

From network layers to hypotheses about functional roles and reputations The final
network graph constructed using this methodology and divided into weekly summary
sequences will be available to the research community gathered by KredibleNet as a
“sandbox” for testing statistical algorithms, socio-technical theories or hypotheses.
Some of the hypotheses will focus on the emergence of functional roles, division
of labor, or reputation derived from functional roles in the Wikipedia knowledge
creation marketplace.

The network graph resides in the computing cloud made available by the Rosen
Center for Advanced Computing and the cyberinfrastructure environments of the
Cyber Center and Discovery Park at Purdue University. It will be accessible to the
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project participants and to the larger academic and professional communities through
a set of Web services and query interfaces facilitated by CRIS and NodeXL.

The services we provide will allow data query and retrieval, statistical analysis
for hypothesis testing and visualization of various aspects of the Wikipedia network
graph. For example, researchers who would like to focus on the coeditorial networks
that have contributed to articles related to climate change could query the dataset
for all articles related to a particular concept, such as “global temperature record” or
“paleoclimatology,” or a whole category like “climate history,” and obtain the full
list of articles within their query. Further, researchers will be able to generate the
networks of interaction for a specific article or for the entire query. Such graphs can
be delivered as graphML or UCINET files, which can then be further imported into
other network analysis tools, such as the previously mentioned NodeXL framework.

These examples, however, represent mere simple exploratory procedures. Our
primary goal is to support more sophisticated analytic strategies, especially those
focusing on revealing functional roles and reputations, collaborative structures, or
functional leadership dynamics.

Research Task—Exploring Functional Role and Reputation Measurements A
significant amount of research that will be conducted on the Wikipedia coeditorial
network dataset will consist of detecting network signatures for functional roles and
for deriving the implicit “reputation” (social capital) held within those roles.

This type of research demands a sophisticated approach to entity discovery in
communication networks. Such entities (subnetworks) will be categorized according
to their contribution to the structuration of the larger coeditorial network and their
potential attribution to the functional roles that the nodes found in their central
locations may perform. A later section (see Sect. 4.2) describes the various strategies
that can be used for entity discovery. In the rest of this section, we focus on what
we will gain by identifying specific entities in a social media network, in this case,
Wikipedia.

Identifying subnetworks in a broader, undifferentiated network of collabora-
tion will be equivalent to identifying the constitutive building blocks of a building
(Matei et al. 2010a). A large network of collaboration is made of many overlap-
ping local networks in which people interact with the same content and connect
with one another through that content. These small groups are further divided into
the functional roles that their members assume: information aggregator, coordina-
tor, proof-reader and so on, each discernible through those members’ patterns of
interaction with each other and with the content (Welser et al. 2007).

Analytically, when the larger network is decomposed into simple subnetworks,
we indirectly reveal how local collaborative structures exist. Such microcollaborative
clusters are seen as footprints of routinized interactions, which we will categorize
into a variety of functional roles. Revealing the nature of the functional roles can be
done by comparing the subnetworks they anchor and dividing them into a taxonomy.
This would require a semi-inductive process. Practically speaking, the taxonomy will
take into account the nature of the connectivity of the individuals with highest level of
betweenness centrality in each of the subnetworks. Node multiplexity, connectivity
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intensity, breadth and diversity, as well as overall contribution to group contributions
will be used for defining recognizable functional roles of editorial, administrative,
or “political” consequence and for classifying each subnetwork. Associations be-
tween roles and interaction structures will be identified by comparing individual and
network-level attributes using appropriate statistical modeling.

Furthermore, roles isolated into subnetworks of interaction could be further con-
textualized in the coeditorial network of a specific article or topic by the effect they
have on group productivity, coordination, and norm enforcement. This will become,
in effect, the root procedure for assigning “reputation” to any individual node. This
measure of reputation will be refined by observing affinities between the nodes and
the manner in which the local regions in which nodes interact pass on key infor-
mation to other regions, allowing them to self organize. Reputation will therefore
incorporate role characteristics and the impact of these roles on the local and global
networks of interactions.

Once the local networks have been “sequenced” in this manner and divided into
building blocks, these subnetworks (and the roles they define) may themselves be
treated as superordinate “nodes” within the complete network. We approach networks
and the functional roles associated with them within the framework of a lattice
structure, in which simpler structures contribute to creating increasingly complex
structures. Similarly, analyzing combinatorial affinity with entity discovery statistical
methodologies allows us to assess the likelihood of simple graphs associating with
one another in a specific order and following a statistically meaningful pattern to
form more complex structures. This operation may be repeated until all the nodes,
both local and superordinate, are joined in a meaningful structure.

To summarize, the process of detecting network graph building blocks, and ul-
timately the functional roles and reputations most responsible for the structuration
of a social media space, involves breaking down the undifferentiated networks of
collaboration social media into their most basic units (local graphs/communities as-
sociated with functional roles). The next step is to define the possible range of such
subnetworks and associating the most central nodes in each one with the “functional
role” that it performs. Then, we measure the impact of these central nodes on the
connectivity of rest of the network and on the productivity of the nearby nodes.
These two types of impacts effectively represent the “reputation” component of the
functional roles, or their “social capital” potential. We thus aim to derive a definition
of reputation whose measure is restricted to a function of a node’s specific role and
impact in the network.

Research Task—Quality Impact of Functional Roles Our efforts to identify spe-
cific functional roles and to measure their impact on knowledge production processes
would not be complete without an assessment of the connection between functional
roles and the quality of the articles produced by editors with specific reputations and
impacts on the network. In order to address this key issue, we make use of the Article
Feedback Tool, which Wikipedia launched in 2010. This tool allows Wikipedia users
reading a particular article to rate it on several dimensions:
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» Trustworthy: “Do you feel this page has sufficient citations and that those citations
come from trustworthy sources?”’

e Objective: “Do you feel that this page shows a fair representation of all
perspectives on the issue?”’

* Complete: “Do you feel that this page covers all the essential topic areas that it
should?”

o Well-written: “Do you feel that this page is well-organized and well-written?”

This tool has been very popular. In 2011, there were about 30,000 ratings every
day. About 97 % of users submitting ratings were not logged-in editors, indicating
significant uptake by registered and anonymous readers alike.

We and some of our collaborators have conducted several preliminary data analy-
ses to study the correlation between these ratings and attributes such as page length,
the number of revisions, and the number of registered and anonymous users who had
contributed to the article at the time of a given rating. These analyses have already
produced some interesting results; for instance, we have found that the number of
users involved in editing an article is an important positive indicator for the “Com-
plete” dimension, but it appears to be unimportant in whether an article is deemed
“Trustworthy.”

In the context of the KredibleNet project, we plan to utilize the Wikipedia coedito-
rial network data to predict quality and trustworthiness based on the functional roles
and reputations of each article’s most influential editors. In the process, we intend
to define a specific quotient of “contribution impact” for each contributor, with the
measure sensitive to the moment in time and the place in the sequence of edits of a
specific contribution. This work will build on and extend work done by one of our
external collaborators, Luo Si (Cetintas et al. 2011; Zhang et al. 2012).

Research Task—Assessing the Structure of Collaboration and the Stability
of Functional Leadership Groups The uneven distribution of rewards and ben-
efits within working groups is a constant of human affairs and a topic of much debate
and political conflict. Pareto’s “80/20 rule,” which says that 80 % of the output or
benefit is produced or enjoyed by 20 % of the members of any given group, has
increasingly come under debate, and the economic, social, organizational, and es-
pecially ethical justification for systems of contributions and benefits that follow
uneven distribution curves is questioned every day.

The current heated debates that surround income distributions in the US and
Western Europe about the proper amount of taxation to mitigate social and economic
inequalities invoke the rule often and in a contradictory manner, even when the
numbers are not as dramatic as those postulated by Pareto’s rule. The top 20 %
American earners, for instance, each of whom makes over $ 101,582 per year, reap
51 % of the combined national personal income—a majority of the American wealth,
to be sure, but not nearly as extreme a fiscal division as the 80/20 rule would suggest
(US Census Bureau 2012).

Team efforts are often equally skewed in corporate contexts, as are material
rewards for those efforts. CEO, for instance, are often accused of reaping a dis-
proportionate share of compensation, with the average CEO earning 380 times the
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annual salary as the average American worker (Liberto 2012). At the microlevel, the
distribution of effort in teams generally follows the same rule, with a small proportion
of team members responsible for most team productivity.

Bales (1953) observed that across numerous experiments of small groups, the
distribution of effort was consistently unequal across group members. Kumar et al.
(2010), in turn, showed the prevalence of this inequality apart from work commu-
nities, even in online social networks, while Ortega et al. (2008) demonstrated its
applicability to the online community of Wikipedia editors. Bruno (2010) extended
this notion, arguing that the observed inequities illustrate not merely the natural vari-
ation of individual effort in the statistical sense, but much more significantly, the
adoption of different functional roles by community members.

Such observations and the public debates that they spur are very important be-
cause they speak about the nature of human collaboration and about the incentive
systems that can be used to stimulate it. Furthermore, the ethical dimension of such
distributions is just as important to consider, particularly given their relationship with
our core concern for equality, the keystone of democratic societies.

With the advent of the Internet, and especially the widespread adoption of online
communication and interaction, many scholars and practitioners invested a great
deal of hope in the capacity of such new media technologies to level the societal
playing field, so to speak. These individuals hoped for the Internet to create more
opportunities for individuals to contribute more evenly and to be rewarded commen-
surately in a variety of contexts, from business to media to educational endeavors.
One famous example comes from Raymond (1999), who argued that freely allowing
more programmers to enter the Linux development community greatly enhanced the
workflow and the final product. After all, he argued, “Given enough eyeballs, all
bugs are shallow.”

Yet, claims that the Internet will usher in an era of egalitarianism have been
dampened by empirical observations from Ortega et al. (2008), and Bruno (2010),
among others (for instance, Correia et al. 2006; Huberman 2001; Madey et al. 2002;
Mockus et al. 2002), that seem to suggest an alternative scenario of inequality (Matei
and Bruno 2012). Shirky (2008) offered an especially prominent assessment of this
imbalance, observing that the time users spend taking part in Internet communities
tends to follow the power law distribution previously observed in such domains as
income and organizational effort.

This imbalance, however, results in both dramatic benefits and serious conse-
quences. For instance, Kuk (2006) found that many open source software developers
strategically form small clusters with others who are especially resourceful, and that
taking advantage of this opportunity, which is afforded by the openness of the com-
munities in question, ultimately enhances the collaborative effort, that is, as long as
this concentration is not taken to an extreme. Moore and Clayton (2008), in contrast,
examined a phishing (malicious spam attack) patterns and showed that the power
law distribution of contributions among its users made it slow to pinpoint problems,
susceptible to manipulation, more prone to inaccuracies, and generally less complete
than proprietary sites serving the same purpose.
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In short, Internet production projects, especially voluntary collaborative efforts
which are open to newcomers, display uneven distributions of contributions and re-
wards, which are on par with those of other domains, especially offline interactions,
some of them explored as early as the 1950s (Bales 1953). The same kinds of dispari-
ties among users persist on Wikipedia, which is perhaps the most famous example of
a voluntary collaborative community. According to our own calculations, supported
by previous independent work (Ortega et al. 2008), if Wikipedia was a nation and
words were its wealth, the top 1 % contributors would own more than 90 % of the
“riches.” In other words, a small minority of editors controls the vast majority of in-
formation on perhaps the world’s single most widely-used knowledge resource. And,
as we will show, even if the method for calculating member contributions varies, the
observed disparity remains quite consistent.

The prevalence of uneven distributions of contributions across online projects is
widely known, and past work has proposed social entropy as a method for measuring
it (Matei et al. 2010b), but the ultimate meaning of such distributions has not been
sufficiently explored. A core question that remains unanswered is whether such
skewed distributions are merely a result of random processes, or whether there is
something special about top contributors such that the digital world grows to be
dominated by an increasingly stable group of elites.

In the context of Wikipedia, which is the empirical ground of the present study, if
we were to examine the top 1 % contributors over time, what should we expect? That
the composition of this group changes all the time, as some users join and others leave
the project, and as some find time to contribute and others do not? Or, alternatively,
would we observe contributors who become one of the top 1 % tend to remain top
contributors for a long time, joining an elite group of similar long-term leaders? In
other words, does the elite group tend to become durable over time, preserving its
membership even as wave after wave of new contributors join the project every day?

This question has not only descriptive, but also inferential consequences. Let
us assume, for the moment, that the contribution and collaborative processes on
Wikipedia, or those of any other similar project, are dominated by a small group of
stable, long-term elites at the top of the project, and that this group is consequently
responsible for a vast share of the content contributed. In this case, we may ask such
questions as:

» Will the project exhibit a system-level structuration process through which routine
activities and functional roles stabilize and become accepted standards over time?

e What are the distinct phases through which this structuration progresses?

* How does the emergence of a stable elite influence other aspects of the structura-
tion process, including the possible solidification of other functional roles in the
community, and how does this promote or detract from project productivity?

* Moreover, is the durability of the contributing elite group an indicator that social
media projects such as Wikipedia gradually develop “functional roles,” which can
be defined as a measurable pattern of social collaboration?
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* Finally, do the top users subjectively view themselves as being part of a stable
leadership team within the project as a whole, and do they act accordingly by forg-
ing alliances with other top members, eventually taking on more formal functions
in the project and attaining increasingly consequential leadership positions?

In short, one of our core research tasks is to ascertain how voluntary knowledge
production social media projects such as Wikipedia evolve over time, especially
including how they become structured. We aim to measure these structures using
social entropy, to assess the degree to which membership becomes organized into
functional roles and elites, to observe how the elites function as a group, and to
explore the impact of these processes in order to better grasp how social media
change the way human organizations work.

In the subsidiary, we would like to find a number of synthetic indicators that
could be used to develop a continuum for social media projects. At one end of
this spectrum, we would have a situation where the leadership is forever changing,
with each individual doing his or her part only to abandon the leadership post after
a very short time, following the “wisdom of the crowds” paradigm in which no
particular individuals dominate the collaborative effort. At the other end, we would
observe collaborative groups in which the top contributors are almost all long-term
members who tend to know and promote one other and who possess a nuanced,
subjective understanding of their leadership positions gleaned from their extensive
time working within the project. Such indicators would help us to enhance our
understanding of leadership roles in the social media era and their potential impact
on human organizational behavior in general.

The strategy for determining the top collaborative groups (in terms of output)
and their likelihood to be sticky, over time, will rely on a variety of methodological
approaches. The general approach starts by differentiating between edits generated
by users that have created an account and those created by anonymous users, which
can only be identified by IP addresses. The characteristics of the two groups of
editors are compared, including output distributions, percentiles, and frequencies.
The comparison results show that, although the groups are different from each other,
the top IP editors cannot be ignored. According to preliminary investigations, 65 %
of the editorial effort is generated by a mere 80,000 editors of the total 22 million.
Of these 80,000 top editors, 50 % (40,000) are anonymous and can only be identified
by IP addresses. Therefore, both anonymous and logged in editors will be included
in the analysis.

All editors are rank-ordered based on their overall contributions, and two thresh-
olds for the ranks are identified, which can be used as the cut-off points for defining
or identifying the elite editors. The first threshold is T_1, including the top 80,000
editors. The second threshold is T_2. There are 1 million editors with contribution
above T_2, and collectively they account for 90 % of the total contribution. In addi-
tion to the total contribution, the number of active weeks of an editor further reflects
the editor’s duration, editing frequency, and reputation in wiki. For the top 1 mil-
lion editors, their average weekly contribution and the total number of active weeks
are calculated, and a two-dimensional density surface is fitted to the resulting data.
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The fitted density surface is then used to identify editors with either large average
weekly contributions or high editing frequencies. The identified editors are consid-
ered the elite editors.

Hidden Markov models are used to model the editing patterns of the elite editors,
which are clustered into groups. The fitted models and identified clusters can be used
to study the stickiness of the elite editor groups and further be used to construct the
editorial subnetworks required by the entity discovery procedure described above.

Data Analytics

In order to address these research questions, we will make use of machine learning
techniques (including statistical machine learning) and sophisticated data analysis
tools to support new analytic and statistical approaches for analyzing the KredibleNet
data. We first propose an initial set of data analytic approaches, and we expect to
develop a fuller, broader set of requirements and a preliminary design for the analytic
techniques and tools during the workshops. Below, we discuss the three critical
analytic challenges.

Entity and Network Discovery Entity recognition and network discovery (e.g.,
association or relationship discovery) are two important research problems to be
addressed before we can measure the credibility or reputation of entities.

One key task of entity recognition is to identify different types of entities such
as people, their respective structures of interaction in a given implicit network of
collaboration, and even entire organizations and locations. In our case, we will focus
on decomposing the broad Wikipedia interaction dataset into smaller subnetworks,
each of which will then be associated with particular functional roles and reputations.

There are two main approaches to such an entity recognition task: the rule-based
approach (such as the one discussed above) and the learning-based approach. Re-
searchers enacting the rule-based approach design different types of rules to identify
entities of appropriate types. In contrast, the learning-based approach begins with the
development of different types of models based on some training data; these models
may then be used to identify entities on test data.

Both approaches have been successful in past research endeavors. One intuition
is to combine both types of methods (rule-based and learning-based) together to im-
prove the accuracy of entity recognition. Prior research by Si, Kanungo, and Huang
(2005) proposed a meta entity recognition method to combine the results from multi-
ple entity recognition system in order to obtain a superior final product. The authors
proposed three meta recognition algorithms, and their initial empirical confirma-
tion demonstrated that these methods substantially improved the entity recognition
accuracy of a biomedical application over the use of individual entity recognition
systems. The best results were obtained with a conditional random field method that
took advantage of structural information for recognition.
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One of the most important tasks within this process is to identify the association
between different types of entities. In this case, we first aim to address networks based
on coeditorial activity, and then to explore clusters of subnetworks associated with
functional roles. This is similar to previous research (Balog et al. 2012; Fang et al.
2010, 2011) on faculty home pages, a conceptual entity which is clearly associated
with a particular individual (the faculty member in question) even when the page’s
author is not explicitly stated.

To explore these relationships, Fang et al. (2010) proposed a joint prediction
model, which started by defining a dependence graph for web pages. Next, a con-
ditional undirected graphical model was employed to make joint predictions about
page references to individuals/owners by capturing the dependence of the decisions
on all the candidate pages.

Three cases of dependencies among units of analysis (in the cited work, Web
pages) are typically considered for constructing the graphical model. The statistical
model utilizes a discriminative approach so that any informative features can be
used conveniently. Learning and inference processes for the joint prediction model
are relatively efficient because the dependence graphs resulting from the three cases
of dependencies are not densely connected. An extensive set of experiments were
conducted on two test-beds to show the effectiveness of the proposed discriminative
graphical model, and the cited work built separate models of association detection
(i.e., faculty homepage detection) for different domains (e.g., different universities).

The KredibleNet team will use this approach for building models of association
detection that use the coeditorial connections on Wikipedia as a graphical model. The
overall goal of this effort is to identify dependencies between nodes (editors) defined
by mutual coeditorial activity, and to use the observed dependencies to predict the
roles of those editors.

Social Entropy Measurement The structuration of a collaborative space is a func-
tion of the number of participants (m) and the shares of participants (S;). More
participants and more equal shares imply a higher level of uncertainty about activity
within the community, which can be translated conceptually as a higher level of
“entropy.”

How can we translate this into a synthetic indicator? We can do it, as Shannon
(1948) suggested, by measuring the relative degree of disorganization found in any
system. We can envision disorganization as the random mixing of various elements,
whose relative presence should thus be equal. In this situation, we can also say that
the diversity of the system is at a maximum, since all elements are equally (randomly)
present.

Shannon’s entropy index takes a value of zero when there is an absolute order in the
system (one element is prevalent at the expense of all others) and a maximum value
(which varies from system to system) when there is perfect disorder and diversity (all
elements are equally present). Entropy is therefore a synthetic measure that tells us,
ata glance, the extent to which the different components of a social or communicative
space are well-represented.
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Mathematically, the entropy of a random variable X (which in this case represents
the contribution level) is based on the proportion of all contributions made by each
individual contributor. For all contributors the collaborative effort, the proportion
generated by each individual person, in other words, the percentage of the workload
for which each individual was responsible, has the probability mass function p(x).
Using this, we can define H(X), the social entropy of the entire system, as follows:

H(X) == p(x;) log, p(x;).

i=1

Entropy therefore varies from zero to log, m.

How do we apply this measure to online collaboration environments? Consider an
online communication space in which there is a uniform distribution of contributions
by four members, (41'1’ %, }1, }1) The entropy of this communication space is

4

4
1 1
H(X)=— E S; log, S; = — E ZIOgZZ =log, 4 =2.
i=1 i=1

Now, consider another communication space with four members. Assume that the
shares of contribution by these members are unequally distributed, (%, 13—0, 1—10, %)
The entropy of this communication space is

H(X) 24:51 S = logt — 2og, > — o L oe, L — 169
=— ; log, Si = —=log, = — —log,— — 2*—log,— = 1.69.
£ £ 29822 7 1098270 T 7 10 °8270

The entropy of the former communication space with a uniform distribution of
contributions is higher than the latter one with unequally distributed contributions.

Although entropy is an elegant modality to measure diversity in a system, there are
some potential limitations. Entropy reflects not just one, but two system dimensions:
richness and evenness. When we collapse them into one index score, we necessarily
lose some information (Balch 2000).

Moreover, the two dimensions can contribute in different ways to entropy scores
that are very similar, which can lead to all sorts of confusion. For example, two very
different online communication groups in terms of composition and contributions
can have entropy characteristics that seem to be very similar (Balch 2000).

Consider acommunication space (C) with four contributions made by two partici-
pants. The shares of the two participants are equal, (%, %) . The second communication
space (C,) has 64 contributions unequally distributed among seven participants,
(% }‘, % 1—16, é, é, 6—14). However, the calculation of entropy provides a counterintu-
itive result: while the entropy of the first communication space (C)) is 1, the entropy
of the second communication space (C) is 2, despite the obvious fact that in (C,) the
contributions are less evenly distributed than in (C;). This is because (C,) has more
participants. The fact that their contributions are unequally distributed is hidden.

This problem can be solved by normalizing the entropy values. This enables us
to compare the evenness of two communication spaces, including over time, by
controlling for the number of elements that compose each of them. Normalization
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can be obtained by dividing the raw entropy score by its maximum log,m, which
limits its range from O to 1:
H
H,=——,0 < H, <1,where Hy,x = log, m.
Hmax

Normalized entropy is particularly useful for handling the “lurker” problem in
studying diversity in online environments. Lurkers are users who do not make any
tangible contributions to an environment; he or she is just an observer. Such lurkers
can make an environment potentially richer, but they can also impact diversity. How
can we capture both of these aspects of the lurker behavior?

Suppose the following two communication spaces. In both, the contributing
members make equal contributions:

11
C, ={A,Q}, P, = {Tom, Jane}, and the share distribution is <5, 5)

11
C, ={A,Q}, P, ={Tom, Jane, Sara}, and the share distribution is (5, 5,0).

In the second communication space, however, is lurker Sara, who did not contribute
to the interaction. Despite this important difference, the nonnormalized entropy of
the two communication environments is the same, 1.

H (X)) 22 Si log, S, 1l ! 1l ! 1
cl) = — i L0820 = —Zl082 7 — Zl082 = =
P 27%72 2772

H(X) iSl S 11 ! 11 ! Olog, 0 =1
2) =— i108y0; = —75 108, 5 — 71085 — U log, U= 1.
P 2 2 2 2

Although the two raw entropy scores are identical, normalizing these raw entropy
values highlights the presence of the lurker in one of the spaces. For example, the
max log (m) entropy value for Cy is

Hmax(Xcl) = 10g2 2=1,

which yields the normalized entropy value

=—-—=1

Hy(X.) =
( 1) Hmax 1

For C,, the maximum entropy value will be

Hpax(Xe,) = log, 3 =1.58

. . . . H 1
and its normalized social entropy is therefore H,(X,)) = i = T3

12

0.63.
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Wikipedia editorial activity 2001 - 2010
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Fig. 1.2 The editorial activity of logged in users mapped on several dimensions: entropy, share
of top editors of total editorial activity, total amount of editorial activity, number of authors, and
number of articles.

Comparing the normalized entropy of two communication spaces shows us that
the second communication space is more diverse than the first one, because the
second formula takes into account the presence of the lurker.

We have employed the normalized entropy measure to plot the evolution of contri-
butions on Wikipedia over time. A project-wide weekly entropy value was calculated
for 495 weeks (2001-2010), which indicates the degree to which the project has be-
come more or less structured (entropic) on a weekly basis. The red line in Fig. 1.2
presents weekly changes in normalized entropy level on a 0—100 scale over a period
of 9 years, against a number of other metrics: share of contributions accounted by
the top 1 % contributors, total amount of contributions, number of articles, and num-
ber of logged in authors. The Y-axis should be read according to the metric of each
measure. For entropy, which is a normalized variable, values span between 0 (no
entropy) to 100 (maximum entropy). Share of contributions spans 0—100 %. Amount
of contributions, number of articles and authors are unbounded on the upper end
and their values on the Y-axis need to be multiplied by the numbers in parenthesis.
Entropy and share of top 1 % contributors reflect data for the 3 million users that
logged in to make changes, and whose effort account for about 2/3™ of the total
editorial work done on Wikipedia over 495 weeks.

The most important preliminary finding is that after a period of wild fluctuations,
partly induced by changes in MediaWiki, the underlying platform that supports the
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online collaboration on Wikipedia, entropy on Wikipedia has reached a stable level
around the middle of 2006. Holding steady at values a little over 60, it is a rather
low level, as well. To better understand it, it needs to be compared with the share
of contributions accounted by the top 1 % logged in contributors (blue line). In July
2006, these editors accounted for no less than 84 % of all editorial effort. By the end
of the study period, 4 years later, in July 2010, they accounted for 89 % of editorial
effort. As the level of entropy is directly correlated with variation in distribution of
effort, the steady entropy level of over 60 (on a 0—100 scale) indicates that Wikipedia
had become very well structured and remained in a “steady state” over a prolonged
period of time. This is all the more remarkable since during the same period of time
(July 2006—-July 2010), the amount of contributions has increased almost seven fold,
the number of articles four fold, and the number of logged in authors over 13 fold!
The fact that entropy decreases in the last 4 years, indicating a larger amount of work
being performed by a smaller number of people, is even more remarkable given the
explosive increase in number of authors.

Statistical Modeling and Analysis Starting from this descriptive exploration of the
data, our further investigation of the Wikipedia coeditorial network will embrace two
main statistical strategies: exploratory analysis and statistical model-based inference.
We intend to use exploratory analyses to summarize and report features of the network
using summary statistics, whereas statistical model-based inferences will allow us
to characterize the network using proper statistical models.

Among the various types of models proposed for social networks, two stand out
as the most promising. The first type consists of exponential random graph models
(Snijders et al. 2006), in which ties among nodes are assumed to be random variables
and further dependencies among these random variables are imposed. The second
type consists of latent social space models (Handcock et al. 2007). These models
postulate the existence of a latent space and further assume that ties, as random
variables, are determined by the relative positions of actors within the latent social
space. Both models can be used to statistically infer fundamental rules and patterns
within a social network based on observed data.

In this project, concepts, models, and methods developed in social network re-
search will be employed and further extended to study online networks for the purpose
of developing proper online reputation measurement. Because online reputation is a
relatively new concept that has not been well-studied in the literature, new conceptual
models and methods need to be developed. In particular, online social networks are
usually much larger, more complex, and less structured than face-to-face or “real-
life” networks. Data collected from online networks are massive and to use a term
from information theory, “noisy.”

In the literature on statistical analysis of social networks, both the maximum
likelihood estimation (MLE) method and the Bayesian method have been suggested
as reasonable approaches to fitting statistical models, such as the two types of models
previously discussed, to observed data. The Bayesian method using Markov Chain
Monte Carlo (MCMC) simulation is generally considered to be more favorable than
the MLE method, so we will use MCMC simulation as the primary analytic tool for
the current project.
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For Bayesian analysis of our online network data, the PIs plan to develop (1) effi-
cient MCMC sampling algorithms for the statistical models built during the research
and (2) MCMC methods in parallel and distributed computing environments.

Over the past two decades, much work has been made to create efficient MCMC
sampling methods (see, for example, Liang et al. 2010) for Bayesian inference
as well as closely related efficient EM-type algorithms for maximum likelihood-
based inference (see, for instance, He and Liu 2011; Lewandowski et al. 2010).
We believe that, like many proposed efficient iterative algorithms, new efficient
algorithms can be developed by making use of statistical thinking that takes the
advantage of the specific features in the statistical models for online networks. The
development of efficient MCMC iterative algorithms is expected to be an effective
approach to statistically analyze online network data using statistical models that
deal with complex structures.

The second objective in developing computational tools for statistical inference
focuses on the massive data problem. The project will develop MCMC methods in
parallel and distributed computing environments. Such methods can dramatically
reduce the time and complexity of the approaches needed to sieve through, interpret,
and test hypotheses on massive datasets. Chuanhai Liu of Purdue University recently
developed an experimental R package called DISC which may be used for experi-
menting in a Distributed Iterative Statistical Computing environment. This package
was written for a graduate course on Large Scale Data Analysis which Liu offered
in the fall of 2011. The DISC package can run on any number of network-connected
computers, including computer clusters.

DISC is an R package, which abstracts the idea of iterative computation
in distributed computing environments, such that the popular strategies for
handling distributed data, such as MapReduce (Dean and Ghemawat 2008),
become a special case of the DISC framework. The system provides a suite of default
configurations and a user-friendly implementation that makes it simple for the user
to implement iterative algorithms in a distributed computing environment.

In essence, DISC consists of three types of R sessions, which are structured using
the “master—slave” interaction model:

1. User sessions, which provides an interface between the user and DISC system

2. System sessions, such as the MasterProxy session running on the master machine
as a daemon process, which helps establishing new connections between the
master and “slave,” end-R processes, and FileServers on machines with DISC
“slaves” that play the role of transferring R objects and files, and

3. Parallel R sessions invoked by the “slaves” to perform computing tasks specified
by the user.

DISC provides a simple way to manage distribution of data and parallel processing
across multiple sessions of R, either running on multiple cores of the same machine,
or in a cluster of machines. DISC was designed to be extensible to make it easy to use
experimental algorithms, and allows user to develop and add modules, called DISC
applications. Two useful built-in applications included in the current version are DS
and MR. The DS application creates and distributes data subsets. Together with the
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built-in FileServers, the DS application offers data manipulation in a distributed com-
puting environment, especially if one wants to replicate the Hadoop paradigm. The
MR application implements the MapReduce algorithm (Dean and Ghemawat 2008).

Glen DePalma and Sanvesh Srivastava, two students in Liu’s class implemented
EM (Expectation Maximiziation) algorithms on DISC. EM is typically used to com-
pute maximum likelihood estimates using incomplete data (Dempster et al. 1977).
Their work and upcoming presentation at the American Statistical Association’s
2012 Joint Statistical Meeting (see DePalma et al. 2012 for details) demonstrated
that iterative simulation in DISC is indeed promising.

The KredibleNet Cyberinfrastructure

To realize the goals of KredibleNet, the team will deploy a transformative
cyberinfrastructure—CRIS—to unify a vibrant network of data and scholars. The
goal of the CRIS component is not only to test some hypotheses of its own, or to
deploy the tools and approaches described in the preceding sections, but to share
the findings, the documentation of our approaches and analyses, and the datasets
themselves to other researchers, in such a way as to provide springboards for fur-
ther research. CRIS’s primary tenets are to provide an easy to use, trustworthy,
cost-effective, and scalable cyberinfrastructure for scientists lacking expertise in
computational tools and system administration. CRIS will deploy as a broadly
accessible cloud-based community platform, enabling the easy sharing of data
with transparent attribution and embedded computational and analytical tools, and
facilitating secure community collaboration and research extensions.

The CRIS philosophy is to not reinvent data networks, but to allow existing dis-
tributed data and computational tools to be “wrapped” into the system, thus providing
broader and more uniform access. In this manner, CRIS brings together the pieces
that exist today into an infrastructure to allow scientists to focus their efforts on under-
standing sustainability efforts in new and innovative ways. This is accomplished by
providing: (1) a suite of tools to automatically capture, transform, and analyze data;
(2) embedded attribution for all levels of research activity (data, workflows, revi-
sions, etc.); (3) integrated vocabularies for data definition; (4) automatic data quality
monitoring; (5) interactive research workflows; (6) easy integration of existing data
and computational tools; (7) easy, yet trusted access to workspace information; and
(8) long-term storage and access to organized and managed data; all leading to
verifiable collaborative research.

Through the use of the CRIS system in KredibleNet, the community will be able
to improve the quality of what they can already produce, accomplish more through
improved efficiency, enhance their scientific rigor, avoid duplicative efforts, and ad-
vance understanding through more complete access to all research components. In
particular and as a starting point, CRIS will integrate tools and data made avail-
able by the NodeXL project. For example, the NodeXL Graph Gallery Website
(http://nodexlgraphgallery.org) makes tools for improving the variety and quality of
data available to the social network analysis community.
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Conclusions

KredibleNet is an ambitious project, whose aim is to map the relatively uncharted
territory of social media roles, reputation, and trust. This goal is to be fulfilled by
a collective effort of an academic and practitioner community, which we hope will
grow over time. The multifaceted activities of the project—workshops, research tool
development, content-specific research, publishing—are meant to converge in a new
research agenda, which proposes that social media should be seen as an important
“knowledge market,” shaped by individual efforts that are generally voluntary, yet re-
lying on a hierarchy of functional, achieved roles that accrue reputations through their
linkages to social networks of collaboration. Describing these networks through new
statistical methods, decomposing them into simpler subnetworks that can be seen as
“social signatures” for specific roles, measuring the degree to which these networks
become more complex (less entropic), and the role played by the nodes (roles) that
dominate them are at the heart of this enterprise. Furthermore, determining the level
of social credibility and trust of such roles and the role of social networks in but-
tressing credibility and trust is also central to our project. New statistical approaches
and theoretical perspectives will be proposed in the process and an online tool suite,
which takes advantage of a large, intact social media corpus (Wikipedia) will bring
these insights to life. The tool will allow data mining activities to better understand
how 21 million individual contributors created 7 million articles, through 250 million
edits, over a period of 9 years. Questions regarding the social networks of collab-
oration, the contours of collaborative interaction over time, the emergence or roles
or simpler, descriptive statistics will be possible to be generated by any researcher
interested in how knowledge is generated in an informal collaborative information
market like Wikipedia. Future directions for taking advantage of the tools and ideas
proposed by our project are described in a separate chapter of this volume (see TITLE
and pages). We hope, however, that the ideas presented in this chapter will grow over
time and will take more tangible shape as the corpus of the literature inspired by our
project will emerge and grow, changing the way we think about social interaction in
knowledge markets.
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Chapter 2
Building Trusted Social Media Communities:
A Research Roadmap for Promoting Credible
Content

Ben Shneiderman

Introduction

Trusted contributors who provide credible content are vital nutrients for success-
ful social media communities. When community members can rely on responses
to questions, restaurant reviews, or health-care recommendations, they may bene-
fit personally and be more likely to help others. Social capital as well as tangible
economic benefits grows when good deeds are rewarded and malicious actions are
suppressed. In addition, reliable resources of software, hardware, servers, and net-
works provide the technical foundation, while responsible organizations ensure a
robust socio-technical foundation.

Techniques for assessing credibility and design principles that encourage trustwor-
thy behavior are still emerging as the web, mobile, and social technologies mature.
Early studies of website credibility focused on surface features such as spelling
errors, willingness to provide contact information, professional appearance, rapid
response, recognizable domain name, recency of content, and volume of informa-
tion [4-8, 20]. Later work began to emphasize external markers such as verifiable
seals of approval (e.g., eTrust, BBB, Microsoft MVP), public reputations based
on long-term performance (e.g., eBay, Amazon), references from other users (e.g.,
likes, confirmations, badges, karma points), and visible histories of activities (e.g.,
Wikipedia edits, Amazon reviews). These more complex systems are still maturing
as community site managers refine designs to promote more credible content that is
less subject to deceptive practices [11, 14, 15, 17, 28].

The distinctive open nature of social media communities means that millions of
people may post content such as reviews, answers to questions, videos, or comments
on blogs. This significant design choice opens up participation broadly, but presents
new challenges to researchers and community leaders. Off-topic postings, links to
commercial or pornographic sites, and libelous attacks can easily disrupt and under-
mine a thriving community. The volume of posting means that centralized review is
difficult, so automated and social approaches to ensuring credibility are necessary.
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Dangers exist from those who build reputations artificially or legitimately with
the goal of ultimately providing misleading advice [15]. These botnet-facilitated
deceptions and cleverly designed moles require more sophisticated filters to detect.
Simpler, but effective, threats come from individuals self-promoting their work,
companies surreptitiously promoting their products, or political actors undermining
opponents. Criminals and terrorists may be few in number but they have more trou-
bling agendas and they are often well organized and knowledgeable. The disturbing
reality is that trust is fragile, so that a small fraction of misleading or malicious
postings can undermine an otherwise trustworthy community.

While small social media communities are rarely attacked, as they succeed they
become more attractive targets, requiring increasingly diligent monitoring to preserve
credible content. Wikipedia has developed an especially rich set of protections, since
small slips become newsworthy stories that can dramatically undermine a long history
of positive reputation. As more people depend on social media communities for travel,
health, financial, and legal information, increased research and greater diligence on
the part of community leaders is necessary.

A research agenda that addresses all these threats will produce a broad range
of recommendations. However, traditional controlled laboratory experiments have
little relevance in the large bustling world of social media communities. Reductionist
models are less relevant, and the number of uncontrollable variables is large. At
the same time, interventions in functioning systems can be difficult to arrange and
have their own risks. Therefore, partnerships between industry system managers
and academic researchers could prove to be beneficial. By combining applied and
basic research, which is informed by practical and theoretical frameworks, high-
impact outcomes seem possible. Repeated case studies using design interventions
produce data that can support theories, principles, and guidelines. Such systematic
interventions in working systems may prove to be the most valuable approach. Of
course, automated logging when combined with ethnographic observations, in-depth
interviews, and validated surveys have the potential to produce actionable research
results.

Research on scalable organizational structures and processes are a further oppor-
tunity. Just as large organizations must have a hierarchy, or other structure, online
communities will need to have multiple levels of management and leadership. The
Reader-to-Leader Framework suggests how multiple levels of participation can be
designed into systems [21]. Successful communities have a large number of readers
of the content, but often the number of content contributors may be in the neighbor-
hood of one percent of the readers. Those who become active collaborators, engaging
in discussions with other contributors are a still smaller circle. Those who rise to lead-
ership positions to guide design processes, cope with problems, and mentor novices
is a still narrower circle, but an essential component to a thriving community. In large
communities, such as Wikipedia, there are many formal policies and evolving norms,
so there is often a great deal for newcomers or aspiring leaders to learn. Creating
motivations for readers to become contributors, then collaborators, and eventually
leaders is crucial. Then, providing recognition for those who contribute actively or
collaborate productively is a further challenge. Research opportunities abound for
those seeking to study how visible recognition of positive contributions (downloads,
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likes, retweets, etc.) and rewards for substantial efforts (leaderboard of most prolific
contributors, selection as a Wikipedia featured article, Most Valuable Professional
awards).

The leaders help set inspirational agendas, promote behavioral norms by their
examples, take the community into new directions, and deal with a wide variety
of threats. Successful communities must develop leaders who create resilient social
structures to deal with serious threats from hackers who maliciously violate privacy,
attack servers, vandalize content, or provide misleading content

Even large communities can go astray, failing to attract, motivate, and recognize
contributors adequately. These communities can also face challenges from malicious
participants who wish to subvert the community for their own purposes. Worse still,
internal dissent, corrupt leaders, or failure to serve stakeholders can rapidly under-
mine trust, which may be difficult to recover. This was the scenario for Digg’s fail-
ure (http://www.computerworld.com/s/article/9214796/Elgan_Why_Digg_failed).
Therefore, independent oversight by external bodies with high reputation offers a
proven approach for corporations, government agencies, or universities that could
be valuable in social media communities.

Previous work on web credibility guidelines provides a foundation for social
media community credibility, but the shift from a centralized web construction model
to an open participatory community environment introduces many new concerns.

The Stanford Web Credibility Project (http://en.wikipedia.org/wiki/Stanford_
Web_Credibility_Project) compiled 10 reasonable guidelines [5-7]:

1. Make it easy to verify the accuracy of the information on your site.

2. Show that there is a real organization behind your site.

. Highlight the expertise in your organization and in the content and services you
provide.

. Show that honest and trustworthy people stand behind your site.

. Make it easy to contact you.

. Design your site so it looks professional (or is appropriate for your purpose).

. Make your site easy to use—and useful.

. Update your site’s content often (at least show it has been reviewed recently).

. Use restraint with any promotional content (e.g., ads, offers).

. Avoid errors of all types, no matter how small they seem.
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Others have extended the list of web credibility guidelines up to 39 items
(http://conversionxl.com/website-credibility-checklist-factors/#), such as show-
ing staff bios and photos, client lists, testimonials, and trust marks. A
workshop devoted to web credibility contains a set of early helpful papers
(http://projects.ischool.washington.edu/credibility/).

These are valuable points of departure, but the open nature of social media com-
munities presents far greater challenges for researchers, community leaders, and
community members who seek credible content. Research on trust in social media
communities [9] is a growing topic, which deserves further attention.
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Like the proverbial elephant, there are many ways to think of social media com-
munities. Sociologists may focus on the bounded nature of community members
and seek to ensure that only trusted contributors participate [30]. Natural language
researchers may study the inherent sentiment or linguistic patterns in the millions
of posts, looking for indicators of credible content. Privacy and security analysts
want to certify the software, control the devices, restrict access to servers, and pro-
tect their networks, while social theorists focus on responsible organizations such as
professional societies, corporations, and government agencies.

There are undoubtedly more ways of thinking about credible communities, but
these four components (Fig. 2.1) already constitute a large and complex socio-
technical system that provides a plethora of research opportunities. At the same
time, this four-component framework gives community leaders and members a way
to organize their discussions and actions so as to raise their credibility. Each com-
ponent suggests research tasks, the need for operational tools, and the development
of guidelines for community leaders and members. For management effectiveness,
quality metrics will be needed to monitor changes and assess the impact of systematic
interventions.

A few initial thoughts may trigger deeper thinking and constructive work on (1)
trusted contributors, (2) credible content, (3) reliable resources, and (4) responsible
organizations.

1. Trusted Contributors

Every community would like to have only trusted contributors, but the rough reality
is that many contributors are misinformed even if they are well-intentioned. They
can give misleading medical advice or incomplete financial information, which could
have devastating effects. Second, contributors may be biased, so they present only
favorable book reviews or report only good restaurant experiences. Third, contribu-
tors may be maliciously seeking to undermine a competitor’s products or a political
opponent’s reputation.
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Many strategies are being tried to ensure that only trusted contributors participate,
such as raising the barriers to entry for contributors by requiring a log-in (no anony-
mous contributions), identity verification, background check, probation periods, and
public performance histories. Greater transparency about who the contributors are
and what their past is has the potential to increase trust in their future contributions.

Ancient social processes are finding new instantiations in online communities to
help ensure trusted contributors. Some communities require recommendations from
members to admit new members, a waiting period before contributions are accepted,
or several stages of membership so that novices have limited privileges, which are
increased as positive contributions are made. However, research to validate, measure,
and refine these techniques will be necessary to support practice and develop effective
social theories.

Network analysis to reveal past histories of troubling relationships with known
malefactors could be a powerful approach [9-11, 30]. In some cases, such as with
Twitter, follower and following relationships are accessible so deeper understanding
of social relationship is possible, but clever users have developed strategies to appear
trustworthy or cover troubling histories. Research on advanced network analysis
techniques could improve their efficacy and resistance to subversion [23]. Trust-
worthy contributors are likely to be related to other trustworthy contributors, but
developing a metric based on networks would be a helpful strategy.

2. Credible Content

The core of community credibility is credible content: movie reviews, responses to
technical questions, blog posts about travel destinations, how-to videos, and much
more. Verifying that each content offering is credible is an enormous and impossible
task, especially as the volume and pace grows. Even within the range of credible
content, there is a wide range in quality [12, 19] of content, ranging from brief
notes to detailed commentaries with evidence to support claims. Studies of question-
answering websites have shown that those websites that require question askers to
pay for answers produce higher-quality answers.

While encouraging high quality is one research goal, another is filtering out off-
topic, inappropriate, or unhelpful postings. Spam filters for email have been refined
enough to work quite reliably and rapidly, but that experience is only partially appli-
cable to building credible communities. Tracking contributors and comparing content
against blacklist databases of names and spam messages are basic approaches, which
could be adopted for social media communities [22]. In addition, research on so-
phisticated text analysis of individual content items and comparisons with similar
items can all help to ensure that only credible content is ever made public. How-
ever, these filters are imperfect and attackers will become increasingly sophisticated
[3, 14]. Therefore, follow-up verifications and retrospective analyses of all content
submitted by a contributor can be helpful.

Social processes such as community confirmation by votes or likes and mecha-
nisms for community members to challenge content can also be beneficial. These
processes all build awareness of the threats and a greater devotion to building a
credible community. Here again, anecdotal evidence is encouraging, but systematic
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research and innovative interventions will be helpful. For example, changing from
simple “Likes” to allow ‘“Respect” could allow community members to make more
nuanced comments on political content [27]. Community managers who wish to en-
sure credible content face additional challenges in dealing with political discussions
or debates over controversial subjects such as climate change or abortion. Content
may be seen as credible by some readers, but not by others, often leading to hostile
debates that cannot be easily resolved.

While social media community designers are increasingly adding features to pro-
mote credible content, there are also leadership strategies to motivate community
members to participate in credibility-supportive ways, while discouraging malicious
actors. Inspirational leaders who express visionary beliefs about their community
can encourage members to be more active in ensuring credible content. These lead-
ers can promote social norms by their examples or praising actions of members,
possibly tied to motivations such as altruism, egoism, collectivism (commitment
to helping a community), and principlism (devotion to doing good deeds) [2, 29].
They can also arrange social processes by which the members adopt and enforce
policies about content, with punishments for violators, and dispute resolution pro-
cesses to deal with naturally emerging differences. A well-managed community with
devoted members who care about their community may be able to inoculate itself
against threats and show resilience after attacks or damaging episodes. Research that
tracks threats, attacks, and resilient responses could provide valuable guidelines for
managers and predictive theories.

3. Reliable Resources

A credible community depends on reliable resources, including trustworthy soft-
ware, dependable devices, well-managed servers, and secure networks. Each of
these software and hardware components has large research communities devoted
to self-improvement, but since all these components are needed to produce a
credible community, there are many paths to failures. Bug-free software, secure
devices, non-stop servers, and private networks are all fantasies promoted by many
well-intentioned people, but the reality of these complex systems is that they are
dangerously vulnerable [13, 14].

Strong privacy protection builds trust and credibility. Users who fear that their
identity, personal data, address, or photo will be exposed beyond the range of those
who they grant permission will resist participating or provide only partial informa-
tion. Research on privacy is a vast topic already, with progress being made about
enabling users to understand and specify their privacy requirements [1].

The realistic response is to strive for reliable resources, while continuously mon-
itoring performance and repairing problems promptly. Another part of a realistic
response is to make honest statements to all stakeholders about the vulnerabilities,
report openly about failures, and invite efforts to make improvements. Active research
continues on these issues because so much of every country’s national infrastructure
depends on reliable resources. Social media communities have some special needs
because of the large and rapidly growing numbers of users, the high variance between
normal and peak usages, and because malicious actors often target these resources.
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4. Responsible Organizations

We all like to believe that our large international, national, or local organizations
are responsible, accountable, and even liable for failures. We all like to believe that
these organizations are run by informed leaders acting on behalf of their members
with integrity and honesty. Once again, the reality falls far behind the expectations,
producing organizations that are corrupt, self-serving, or incompetent.

While there are no guaranteed methods to ensure responsible organizations,
the goal is an important one that needs discussion and research. Internal audits,
transparent processes, and open reporting of performance are good starts. How-
ever, independent oversight by trusted external organizations is still a valuable
approach. Better Business Bureau Online, eTrust.org, and truste.com offer some
approaches that could help build more credible communities, but research on still
newer approaches will be beneficial.

Independent oversight can occur in many ways. Continuous oversight by trusted
individuals or organizations is effective but expensive. A less costly approach is
annual reviews, such as corporate audits, which are commonly done, but vary in their
effectiveness. Strong annual reviews by informed panels who have open access to
historical records can lead to valuable reports and recommendations, but the follow-
up to ensure that recommendations are followed is vital. Finally, review panels when
disasters occur, such as in airline crashes, can lead to recommendations to reduce
future threats, but only if conducted in an open environment with full disclosure of
reports [18].

Conclusion

The promise of social media communities is that they lower barriers to participation
so as to create valuable resources, give assistance where needed, and promote more
informed decisions among billions of users. However, the reality is more troubling.
Misinformed, biased, and malicious contributors could produce harmful content that
would undermine trust enough to destroy the value of these communities. Other
threats such as corrupt leaders and internal strife can also undermine otherwise
credible communities.

A substantial research effort will be needed to raise the possibility that outcomes
will be positive. The research agenda offers rich possibilities for many disciplines
and interdisciplines. Multiple research methods, including novel ones, will be
needed because of the tightly interrelated nature of social media communities, which
defy reductionist approaches. Carefully monitored interventions and rigorous case
studies are likely to be more valuable than controlled experiments. Furthermore,
research projects that combine basic and applied goals, practical and theoretical ap-
proaches, and mission-driven and curiosity-driven aspirations seem more promising
than fragmentary efforts [24].

At the same time, designers of social media communities will have to work dili-
gently to produce effective user interfaces, supported by reliable resources, so that



42 B. Shneiderman

community leaders and members can contribute credible content while they help
raise the quality of everyone’s contributions. There is also research to be done by
software, hardware, and network designers, as well as by organizational designers.
Responsible organizations can have powerful impacts, especially when their actions
encourage every individual contributor to produce credible content.
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Chapter 3
Semantic and Social Spaces: Identifying
Keyword Similarity with Relations

Yun Huang, Cindy Weng, Baozhen Lee and Noshir Contractor

Introduction

With the development of Web 2.0 technologies, semantic contents and social inter-
actions have become tightly integrated in online social networks and social media
such as blogs, micro blogs, and social tagging. Moreover, user generated content on
Wikipedia and citizen science sites (e.g., Scitable at Nature Publishing Group), has
begun to organize and even generate knowledge from crowd participations.

Most content generated by users is noisy, ambiguous, and unstructured because of
the voluntary nature of contributors and varying reliability of information resources.
On the other hand, complex human interactions can provide the rich information
to reveal the expertise and credibility of users and in turn optimize the process
of information retrieval on the Web. A key problem in constructing and mining
semantic spaces is how to utilize users’ preference information in the process of
extracting information structures from unstructured data sources and construct a
relevant concept similarity network (Steyvers and Tenenbaum 2005). By jointly
considering text and relational data, we propose to analyze multiple dimensions of
human expertise and behavior.

This chapter proposes a three-layer framework to integrate semantic and social
networks and to reveal people’s expertise based on their words and relations. To
demonstrate the value of user preference in semantic analysis, we use social tagging
activities on CiteUlike as an example to illustrate the potential of utilizing social
relations on identifying similar concepts.
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Semantics Meets Social Networks

Semantic networks represent semantic relations among concepts using linguistic
information, such as documents and keywords. There are a few approaches in con-
structing concept similarity networks. Formal concept analysis (FCA) is a principled
way to derive formal ontology from a collection of objects and their properties
(Ganter et al. 2005). The binary relations between objects and attributes reveal
formal concepts and concept hierarchy. Similarly, latent semantic analysis (LSA)
applies the singular value decomposition (SVD) method to reduce dimensions and
construct concept networks based on the frequency relations between documents and
keywords (Deerwester et al. 1990). Centering resonance analysis (CRA) (Corman
et al. 2002) uses keyword adjacency relations in sentences to understand how the
keywords are being used in a specific document. Whereas keyword frequency meth-
ods create insights based on a “pile of words,” CRA mainly adopts the betweenness
concept of social networks. These approaches mostly focus on content of documents
and neglect the socio-technical context such as user preference and why and how
frequently people use the keywords.

To reflect the influence of user preference information on the process of con-
structing concept similarity networks, tripartite network models such as high-order
singular value decomposition (HOSVD) (Omberg et al. 2007) utilize three types of
elements, e.g. authors, keywords, and documents. While incorporating an additional
dimension with content information, the users are treated as an additional type of
nodes providing more association information but not as a human agents whose
preferences, expertise, and relations change the use of keywords and documents.

There are some recent technical approaches to integrate semantic and social net-
works. The semantic social network (SSN) (Downes 2004) has extended the ontology
of Semantic Web to online social networks. Using the Resource Description Frame-
work (RDF), a conceptual description of information in triples and XML, every type
of entity and relation is defined by descriptive vocabularies and the ontology provides
anew view of Web information space connecting people and resources. As a formal
method, SSN utilizes reasoning and deduction to retrieve information among people
with related interests. In a more generic setting, heterogeneous information network
(Sun et al. 2009) considered the collection of social and semantic networks as a hy-
brid network of multiple types of entities and multiple relations. Mining a particular
meta path, i.e. a sequence of relations among different entity types, reveals the po-
tential similarity structures in a complex network. Both approaches take a symmetric
and abstract view of entity types. For example, a user is not different from a key-
word unless they are specifically characterized by ontology or meta-paths. Without
a conceptual framework, these approaches are limited in their ability to establish a
systematic way to combine social and semantic networks.
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In order to reveal the inherent influences in large complex networks, we classify
entities in a multi-dimensional network using three categories: human, artifacts, and
concepts; and thus construct a three-layer framework representing heterogeneous
knowledge and social networks (Contractor et al. 2011). Figure 3.1 describes the
three layers and the relations within and between layers.

The concept layer represents the content domain of a knowledge and semantic
network and consists of all knowledge entities including keywords/tags, properties,
classes, topics. The links between entities are the logic relations defined by their on-
tologies. The semantic networks are either directed (e.g. semantic trees characterizing
the concept hierarchy) or non-directed (e.g. concept similarity/sibling networks).

The human layer represents social networks and consists of human agents who
can make decisions and actions. Each agent has a certain profile (for example status,
preference, and expertise) which potentially affects its behavior. Agents could be
individuals or aggregates of individuals such as groups, organizations, countries,
etc. The links between two agents are their social relations and interactions such as
friendship and communication. The structural tendencies of these social relations re-
flect the underlying motivations for creating and maintaining links such as homophily
and proximity (Monge and Contractor 2003).

The artifact layer represents a collection of physical and information artifacts
created by human agents—web pages, articles, products, and events. Artifacts are
linked by various connections based on the content or usage such as web page
hyperlinks, article citations, and product promotion events. Artifacts also act as
intermediaries connect concepts with human agents. Some artifacts are associated
with concepts (e.g. document-keywords and product-properties), while others link to
human activities and transactions (e.g. user’s web page access and product purchase).

The association relations and transactions can be projected to the concept and
human layers and be used to generate derived relations. The combination of different
relations can produce more information about user behavior and the knowledge
domain. For example, suppose person H1 is an editor of a journal (A1) that focuses
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on “social network analysis” (C1). Therefore the information entity Al establishes
a relation between H1 and C1. Suppose A2 is a research paper, with keywords
“friendship” (C2) and “recommender systems” (C3) in the journal A1 coauthored by
H2 and H3. The artifact A2 generates many derived relations such as co-authorship
between H2 and H3, keyword co-occurrence between C2 and C3, H2 and H3’s
expertise indicated by keywords C2 and C3, potential interests of keyword C2 for
the journal A1, etc.

The three-layer framework is very flexible in preserving various types of relations:
semantic networks in the concept layer, social networks in the human layer, and
association and transaction relations in the artifact layer and between layers. The
concept and artifact layers represent the application scenario of content and semantic
analysis, and the human and artifact layers represent the scenario of social interactions
and sociomateriality (Contractor et al. 2011). Based on this framework, a multi-
dimensional network can be represented as a tensor (e.g. a 3-dimensional array) and
simplified through dimensionality reduction for higher-order factor analysis. For
example, the higher-order generalization of SVD (HOSVD) for tensors (Lathauwer
etal. 2000) is used efficiently in independent component analysis (ICA) and converts
a given N-dimensional tensor into a full orthonormal system in a special ordering of
singular values. It is capable of extracting clear and unique structures underlying the
given multi-dimensional network (Lu et al. 2011).

Contributions of Social Relations in Identifying
Concept Similarity

To demonstrate the utility of incorporating information about social relations to
identify similar topic words, we use a sample data set in the social tagging website
CiteULike. We compare different LSA methods. In CiteULike’s interest group “Blog
and Wiki Research,” there were 2961 tagged documents between November 2004
and August 2010. From these documents, we selected 69 research papers that had
been tagged by at least ten users as the test case. These documents were tagged with
169 different tags by 145 users.

We evaluated the performance of three approaches, SVD, HOSVD, user-oriented
SVD (UoSVD), to demonstrate the contribution of information at different layers in
the three layered framework in semantic analysis.

Latent semantic analysis (LSA) takes a sample of documents as a term-by-
document matrix where each cell indicates the frequency with which each term
(rows) occurs in each document (columns). Using SVD, the matrix is reduced into
a low dimensional vector space in which each term and document is identified by a
vector. Thus, the distance between a pair of term vectors provides a similarity mea-
sure between the two terms. In the case of social tagging, users choose some tags
to annotate relevant information resources. Similarly higher-order SVD (HOSVD)
uses a 3-dimensional array (term-by-document-by-user) to include user information
with terms and documents and the relations among the three types of entities are
used to construct concept similarity in a reduced vector space.
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Fig. 3.2 Concept similarity network of sample data based on UoSVD (similarity > 0.4, and isolates
removed)

Since the concepts depend on not only their relations to relevant documents but
also the types of users who use it, the similarity between tags should consider prefer-
ence information of corresponding taggers. Therefore we construct user-oriented
information explicitly through a term-user matrix in which each cell is a term
frequency—inverse document frequency (tf-idf) measuring the relative frequency a
tagger used in the collection of the documents. In this user-oriented approach, we
use both term-document and term-user matrices via traditional SVD to estimate
similarity of the concepts.

Using the sample dataset, the three approaches generated keyword similarity
networks with similar network structures. Figure 3.2 visualizes the concept similarity
network produced by the UoSVD model. Only the links with similarity values larger
than 0.4 are included and the graph shows clusters of tags with their similarity
indicated by link width. No isolated tags are included.

In actuality, the link weights in the concept similarity network should be bigger
between tags conceptually similar, and smaller among different tags. Therefore, the
evaluation criteria should consider not only the consistency of concept similarity in
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Fig. 3.3 Similarity scores among three related tags

this sample set extracted from one interest group, but also consider the discrimination
power to separate different concept clusters in the set.

Figure 3.3 shows the similarity scores between each pair of elements in the
cluste—information navigation (IN), information foraging (IF), web browsing
(WB)—as an example. The similarity scores among the three tags based on the
UoSVD have a larger power to discriminate the tags from each other, whereas the
traditional SVD model produce almost the same similarity scores for each pair of
tags. The UoSVD model that considers the influences of user preference can be used
to discriminate the relations among relevant concepts more accurately in intra-cluster.

As a comparison, Fig. 3.4 shows similarity scores between each element in the
cluster of the three tags and an unrelated term “peer to peer” (P2P). Again, we find that
the UoSVD is more effective to detect the differences among concepts in different
clusters than the traditional SVD and HOSVD models. Furthermore, the UoSVD
has a much higher signal ratio of similarity scores of related tags vs. similarity
scores of irrelevant tags and therefore has a much better performance to identify true
associations among tags. On the other hand, using the same amount of information,
the HOSVD achieves the worst results in discriminating tags. This suggests that user
behavior and social relations provide a different mechanism in influencing semantic
networks, and user information does not reveal the association of tags directly.

Based on accuracy evaluation methods in the literature (Breese et al. 1998), we
evaluate the consistency of concept similarity in the concept similarity network using
the variance scoring metric. The expected variance of concept similarity between tag
i and other tags is defined as

m—1 m—1

1 1 Z
Vi_m—lz_ i m—l.ISU)

J J=

where §;; is the similarity score between tags i and j. The overall consistency of all
tags equals to one minus the average variance of all tags.
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Fig. 3.4 Similarity scores between each of the three tags and an irrelevant tag “peer to peer (P2P)”

We evaluate the discrimination of concept similarity in the concept network using
the range scoring metric. The expected range of similarity for tag i is defined as

max min
| Smex—sp

S.rr}ax V‘]
ij

where S;; is the similarity score between tags i and j, and S;;** is the maximum
possible similarity score between tag i and other tags, and S{;‘i“is the minimum
similarity degree.

We consider the whole dataset as one cluster and calculate the average vari-
ance of similarity for each tag in concept similarity networks generated by different
algorithms. Figure 3.5 illustrates the overall consistency and average discrimina-
tion scores of concept similarity in the three approaches. The results show that the
UoSVD, which utilizes user preference information, produces more consistent sim-
ilarity scores and has a slightly better discrimination power compared to the SVD
model. The size of the differences is very small because we calculated the overall con-
sistency and discrimination scores using all possible pairs of tags. Since many tags
are not related and most similarity degrees between tags are zero, the two evaluation
scores are highly inflated. More detailed comparisons among different clusters, like
the three tag case we illustrated above, would show further significant differences.

Conclusion and Future Work

This chapter discusses the importance of integrating social relations and semantic
networks in the discovery of topics and similar concepts in social media. Instead of
using a generic network model and treating all types of nodes and relations equally in
a heterogeneous network, we propose a three-layer model to characterize the unique-
ness of semantic and relational information as well as their interconnections. Using
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Fig. 3.5 Overall consistency and average discrimination scores of concept similarity in the three
approaches

a sample case with social tagging in CiteULike, we demonstrate that the correct
use of human preference and relational information can help identify similar con-
cepts and topics. User-oriented information captures people’s expertise, motivation,
and preference in participating information consumption and production online, and
therefore, it potentially affects the structure of the semantic networks.

The three-layer framework we introduce captures the essential structure of many
application scenarios, such as scientific publication with authors, documents and key-
words, Wikipedia with contributors, wiki articles and concept items, and marketing
with consumers, products and features. The increasing practice of social network-
ing makes the semantic space of online topics and content more dynamic. Further
advanced methods to discover the latent social space underneath social relation net-
works have become a key challenge to further integrate the social and semantic
networks.
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Chapter 4
Emergent Social Roles in Wikipedia’s Breaking
News Collaborations

Brian C. Keegan

Introduction

Disasters and accidents are endemic to social life, but so are the unique forms of social
behavior and organization that emerge following them. The “improvisation of order
out of chaos,” equanimity of victims, emergence of serendipitous and egalitarian
social ties, and redemptive moments of solidarity have characterized postcatastrophe
communities for centuries, but are also intrinsically ephemeral and recede as the most
acute phase passes (Quarantelli and Dynes 1977; Solnit 2010). Following unexpected
and traumatic news events such as a major natural disaster, transportation accident,
or mass shooting, familiar reference sources such as Wikipedia become the focus of
many people seeking information to help them share information, learn about the
response, and make sense of the event (Keegan 2013).

However, the vast majority of Wikipedia contributors are personally unaffected
by the immediate consequences of these events, and may not have the most up-to-date
information about these events. This should inhibit their motivation to devote their
time and expertise to topics so remote from their interests. Furthermore, Wikipedia’s
policies repeatedly emphasize that the content of its articles should take a historical
perspective and rely upon neutral and reliable secondary sources; prerequisites that
are obviously absent in the coverage immediately following a breaking news event.
In addition to these barriers, developing a collaborative account of a breaking news
event on a site where “anyone can edit” would seem to inhibit, rather than promote,
the generation of a reliable account. Editors’ diverse motivations and skills, their
lack of experience working together, no expectation of collaborating in the future,
and their volition to contribute as much as they prefer should lead to major break-
downs in the process of collaborating together. The responsibilities for integrating
and updating content, reverting vandalism, formatting citations, and mediating dis-
putes are likewise diffused among all editors. This lack of clear roles or strong ties
to bind participants together undermines crucial, but unstated, assumptions in many
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theoretical approaches for understanding online communities and organizational be-
havior. Furthermore, the volatile information environment, lack of a central authority
to assign tasks, make decisions, or enforce rules, and need to sustain attention to de-
velopments over long periods of time and across broad topical areas likewise should
be a recipe for profound organizational dysfunction. Yet, the top 25 Wikipedia arti-
cles by contributors every month since 2003 consist exclusively of articles pertinent
to current events. Similarly, articles receiving the most unique edits and pageviews
in any given week or month likewise demonstrate a substantial bias toward articles
about current events. Wikipedia’s coverage appears to thrive in spite of the serious
challenges for organizing and coordinating responses to breaking news events on an
open and large-scale collaboration system (Keegan et al. 2013).

How is Wikipedia able to cover breaking news events in spite of itself? I argue
Wikipedia’s ability to manage the complexities of breaking news collaborations de-
rives from the ability of its contributors to improvise and regenerate organizational
resources such as interactional roles, routines, and resources developed in previous
collaborations. This would imply that breaking news collaborations involve editors
who have repeatedly worked together or even specialized in editing content about
breaking news articles. Analyzing these patterns requires data that can capture the
interactions of Wikipedians with each other as well as changes in these interactions
over time. Empirical analyses of Wikipedia collaboration structure use event logs
that archive records of changes editors have made to artifacts. Event logs gener-
ally contain information about the agent, artifact, order, and action taken such as a
Wikipedia editor (agent) making an edit (action) to an article (artifact) at a specific
time (order). The event logs of multiple articles are often combined to extract rela-
tionships about which editors modified which articles. The resulting networks reveal
large-scale patterns of collaboration around who edits which articles (Keegan et al.
2011a) and how these editing patterns are distinct from typical forms of collaboration
on Wikipedia (Keegan et al. 2012a, 2013).

However, these analyses usually examine patterns of editor collaboration across
articles rather than the evolution of editor behavior occurring within an editor’s con-
tribution history. The temporal ordering of sequential contributions with a single
editor’s event logs also encodes relationships reflecting the editor’s shifting interests
and attention. Looking at these records of what an editor modified over time can
provide a new perspective on the structure and evolution of their role within collabo-
rations. A “user sociotechnical trajectories” reflects the time evolution of how a single
editor’s behavior changed through his or her contributions to articles (Iba et al. 2010;
Keegan et al. 2012b). These implicit, indirect, and latent interactions of editors’
sequential modifications potentially capture unique social roles and collaboration
processes that have been overlooked before.

This chapter reviews prior work that has examined relationships and social roles
within Wikipedia, provides methodological detail about the construction of so-
ciotechnical trajectories, and explores the concept with a case study of several users
who edited articles related to the 2011 Japanese earthquake and tsunami. These col-
laborations bring together a unique cast of characters with disparate backgrounds
that fulfill distinct roles in these collaborations. This analysis suggests that breaking
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news article collaborations rely to a great extent on interactional roles of motivated
editors self-selecting into these collaborations rather than structural roles such as
news editors wholly dedicated to editing breaking news articles. Editors exhibit
considerable variability in the structure of their editing trajectories reflecting their
diverse backgrounds. The emergence and expansion of collaborative infrastructure
on these breaking articles employ more improvisational features like disaster re-
sponse rather than the regeneration of collaborative infrastructures like emergency
room care. I conclude by outlining a research agenda for how researchers can employ
the sociotechnical trajectories of editors to understand social roles, organizational
routines, and behavioral patterns that lead to more reliable user-generated content,
and emergence of leadership within self-organizing systems.

Background

Networks on Wikipedia

Wikipedia is not only the “encyclopedia that anyone can edit,” but the accessibility
of its databases has also made it the “dataset that anyone can analyze.” There are a
variety of user-to-user, user-to-artifact, and artifact-to-artifact relationships that can
be explored within Wikipedia (Keegan et al. 2013). Prior work on Wikipedia has
analyzed the structure of editors contributing to articles (Capocci et al. 2006; Jesus
et al. 2009; Laniado and Tasso 2011; Keegan et al. 2012a), articles linking to other
articles (Kamps and Koolen 2009; Kane 2009; West et al. 2009), editors modifying
other editors’ contributions (Brandes et al. 2009; Turek et al. 2010; Keegan et al.
2012b), editors’ discussions with other editors (Laniado et al. 2011; Leskovec et al.
2010; Massa 2011), and changes in these structures over time (Buriol et al. 2006;
Iba et al. 2010; Scripps et al. 2009). In addition to characterizing the structure of
the networks of collaborators and hyperlinks among articles, researchers have also
examined how these structures influence the quality of articles (Ransbotham et al.
2012; Wilkinson and Huberman 2007; Kittur and Kraut 2008; Hu et al. 2007) and
the relationships between concepts across languages (Hecht and Gergle 2010; Bao et
al. 2012). However, the network structure of an editors’ changing interests and roles
is more difficult to capture with static network analyses—which articles did she edit
first and which has she contributed to most recently? These shifts in topic and type
of page over time are strong behavioral signatures of social roles yet ignored in most
empirical network analyses of Wikipedia and other peer production platforms.

Social Roles on Wikipedia

Social roles describe the positions individuals hold within social structures and
the expectations individuals have for their own and others’ behaviors. Theories
of social roles abound, but two dominant theories merit discussion. Interaction-
ists perceive roles as focused on the individual and his or her subjective perceptions,
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negotiations, contextual demands, and informal interactions. Structuralists perceive
roles as focused on the social environment and the cultural or institutional processes
that generate patterns of behavior and relationships that individuals occupy (Biddle
1986). However, roles are not stable, but can change in accessibility (barriers to
entry), prestige (social and cultural value), and contingency (relevance to specific
contexts) (Callero. 1994). Gleave et al. (2009) provide a detailed theoretical and
operational definition of social roles in online communities as emerging from behav-
ioral regularities, network attributes, social actions, self-identification, and formal
classifications. Social roles may also be defined as an “ecology” in which one role
operates in relation to others such as antivandals acting to revert the damage done
by vandals (Welser et al. 2007; Geiger and Ribes 2010).

Several previous studies have employed a social role framework to examine
knowledge collaboration in Wikipedia and provided diverse findings. Although
Wikipedia has some formally credentialed roles such as administrator and bureau-
crat, these are a tiny minority of the editor population. The majority of editors inhabit
emergent roles organized around practices such as vandal fighting, copyediting, new
page patrolling, content standardization, administration, article evaluation, tool de-
velopment, and new editor welcoming. Gaved et al. (2006) gave one of the earliest
examinations of role ecologies on a Wiki identifying “locators” who identify specific
information on a topic, “explorers” who gather general information on a topic, “graz-
ers” who move between topics, “monitors” who check known sources, and “sharers”
who make information more accessible. Kane et al. (2009) identified “flitterers” who
place ideas then leave, “idea champions” who ensure the kernel of idea is maintained
and evolved, and “defenders” who use technology to respond to adverse changes in
the content. Yates et al. (2010) identified “placeholders,” “completers,” “housekeep-
ers,” and “shapers” who contribute, integrate, and synthesize content on Wikipedia.
Welser et al. (2011) identify four distinct social roles: technical editors correcting
small style and formatting errors, vandal fighters reverting vandalism and sanction-
ing norm violators, substantive experts who specialize in improving articles within
a particular domain, and social networkers who use the Wiki as a platform for inter-
personal relations rather than substantive contributions to content or administration.
While these analyses of social roles in Wikipedia are instructive for identifying gen-
eral behavioral regularities and interactions, they do not examine the roles used for
high tempo knowledge collaboration that operate under very different coordination
conditions.

Social Roles for High-Tempo Collaboration

Social roles also play an important part in the operation of organizations that must
respond to unpredictable and urgent tasks such as disaster response (Majchrzak et
al. 2007), emergency medicine (Faraj and Xiao 2006), aircraft carrier flight decks
(Weick and Roberts 1993), or breaking news journalism (Berkowitz 1992). Highly
differentiated and formalized roles such as attending doctor versus nurse allow
individuals to adopt a swift and depersonalized trust based on arbitrary category
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membership heuristics alone (Meyerson et al. 1996). The roles in these systems are
often stable and endure through successive temporary organizations (Bechky 2006;
Bechky and Okhuysen 2011; Klein et al. 2006). However, some temporary organi-
zations like disaster response teams lack the role clarity or group stability of other
temporary organizations like emergency room teams. The former have diverse moti-
vations, mixed perspectives, varied resources to contribute, and substantial volition to
come and go as they please. Factors like these contribute to unstable task definitions
and the pursuit of multiple and potentially conflicting goals. These emergent response
groups are characterized by participants orienting to what is known about the situa-
tion, the history of actions already taken, developing “swift trust,” and focusing on
relationships between people and tasks rather than people and expertise (Majchrzak
et al. 2007). Even these theoretical approaches assume colocation of group members
and material or physical tasks, neither of which apply to distributed online Wikipedia
collaborations. However, this approach emphasizes the ability for Wikipedians to
step in and assume roles without prior qualifications, which is appealing for mod-
eling Wikipedia’s “anyone can edit” ethos. However, these interactionist roles have
problematic implications as it suggests that editors need to “learn the ropes” and im-
provise the necessary social roles and behaviors rather than regenerating previously
effective roles and behaviors.

Other scholars criticize approaches emphasizing temporary organizations’ man-
agement of ephemerality through improvisation and “swift trust.” Coordination and
self-organization in temporary teams can also proceed by participants regenerating,
adapting, and improvising roles and routines used in previous projects and collabo-
rations (Klein et al. 2006; Bechky 2006; Bakker 2010; Bechky and Okhuysen 2011).
Temporary organizations can be organized around enduring, structured role systems
that are negotiated, reproduced, and reinforced across collaborations within indus-
tries characterized by temporary organizing. Entrants to a position find expectations
through socialization and interaction, encounter and deploy resources with which
to negotiate expectations, and enact the position in response to particular situations.
Role expectations guide interpersonal relationships and the execution of tasks, but
this role structure simultaneously provided continuity and stability that temporary
projects lack (Bechky 2006; Ratcheva and Simpson 2011). This approach is ap-
pealing for the study of Wikipedia’s breaking news articles because it suggests that
editors occupy structural roles that allow them to specialize in particular types of
editing. But because they can regenerate and adapt social roles and behaviors from
prior work, this may limit their ability to incorporate innovations and best practices
learned outside of this community compared to interactionist roles.

Event Logs and Sociotechnical Trajectories

To explore which of these role types prevail in Wikipedia’s breaking news col-
laborations, editors’ behavioral histories need to be collected and analyzed. Many
sociotechnical systems archive records and other meta-data about changes in the state
of the system into event logs. These data are valuable for editors to trace changes
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across versions of documents, evaluate other editors’ contributions, and build addi-
tional tools to support collaboration.! Wikipedia editors can review the history of
every change made to almost any article since the first edit as well as every revi-
sion made by any user. A temporal adjacency is the relationship from an artifact
a user acted upon to the next artifact the user acted upon. Because sociotechnical
trajectories are built from temporal adjacencies in event log data, they capture im-
portant temporal contexts and dependencies in the structure of the network itself. As
we review below, these temporal adjacencies are overlooked in traditional network
analysis approaches, but nevertheless encode complex behaviors into micro- and
macro-level structures denoting distinct behavioral patterns and dispositions.

A sociotechnical trajectory of a user traces the path of users “moving through” the
artifacts they have interacted with over time. The aggregation of temporal adjacencies
in an editor’s contribution history reflects the shifting interests, motivations, and roles
from his or her first contribution. These contributions may be highly erratic in the
case of vandal fighters moving rapidly between articles or they may be highly focused
on a single topic. Using an event log archiving the records of a single user’s actions
to one or more artifacts, a temporal adjacency exists from artifact i to artifact j when
a user’s actions on artifact j immediately follow an action on artifact i. The final
user trajectory ultimately contains the set of artifacts that the user has taken action
on and the temporal adjacencies between artifacts based on the user’s event log.

The differences in the construction and interpretations of a traditional editor—
article collaboration network and sociotechnical trajectory are illustrated in Fig. 4.1.
This example is drawn from the event log in Table 4.1 where one editor makes six
contributions to four articles. Using the same event log, the traditional method of
constructing collaboration networks of editors and articles is illustrated in the left
column and the construction of the user’s sociotechnical trajectory is illustrated in
the right column.

1. At time 1, editor X makes a contribution to artifact A. In Fig. 4.1a, this creates
a link between the editor and artifact in the collaboration network, but creates an
isolated editor node in the sociotechnical artifact trajectory. Note that editor X
does not appear in the user trajectory because the trajectory is unique to this user
based solely on her behavior.

2. At time 2, editor X makes a contribution to artifact B and the number of articles
in the collaboration grows to two which is reflected in both types of networks.
However, the trajectory captures the temporal adjacency A — B that is missed
in the collaboration network. In other words, the editor can be said to have moved
from artifact A to artifact B.

3. At time 3, the early stages of a “chain” begin to form in the artifact trajectory
(Fig. 4.1c) as the editor modifies a third article but never returns to the articles
she previously edited.

! In the remainder of this chapter, I will use the terms “editor” and “user” interchangeably to
refer to members of the Wikipedia community who make contributions to the project on articles,
discussions, and other pages. However, “users” can refer generally to individuals within other
sociotechnical systems while “editors” are specific to Wikipedia.
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Description Co-authorship network  User trajectory

(a) User X modifies artifact A.

(b) User X modifies artifact B.

(c) User X modifies artifact C.

(d) User X modifies artifact A .

(e) User X modifies artifact D.

(f) User X modifies artifact A.

Fig.4.1 A user sociotechnical trajectory. The user (blue square) contributed to 4 pages (red circles).
Pages outlined in green received the most recent contribution. The edge width reflects the number
of revisions the user made to the page

4. Attime4, this nascentchain(A — B — C — A)isclosed and creates a “cluster”
or “cycle” where the editor returns back to editing an article she previously edited.
This cycle is a particular structural form that can be detected with traditional social
network metrics.

5. Attime 5, that modifies artifact D. This temporal adjacency reveals A’s increasing
centrality as a place where the editor returns to and departs from that is obscured
in the collaboration network.
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Table 4.1 Example of an

. Activity Case Performer Order

editor’s event logs. The

activities are all edits and the =~ Commit A X 1:01
order are the timestamps of Commit B X 2:02
the contributions. The Commit C X 3:03
performer is user X and the Commit A X 4:04
cases are the set of artifacts Commit D X 5:05
{A,B,C, D} Commit A X 6:06

6. Attime 6, editor X’s sixth contribution modifies artifact A yet again, reenforcing
artifact A’s centrality in the behavioral repertoire of the editor as well as creating
a reciprocated link between A and D that is distinct from the cycle.

Formally, the sociotechnical trajectory of a user is a one-mode directed graph wherein
an edge from artifact i to artifact j exists if and only if the user made a contribution
to artifact j immediately following a contribution to artifact i in a temporally-sorted
event log. Thus, a A — B dyad in an article trajectory can be interpreted as “user
i contributed to artifact B after artifact A”. These graphs are visualized using a
combination of spring-embedding algorithms within Gephi to ensure that nodes
with similar link patterns cluster together visually while nodes that do not share links
tend to be repulsed. While this structural method invites the application of existing
network analytic methods to understand positions, the focus here will instead be on
qualitatively examining features in these editors trajectories’ that predispose them or
uniquely qualify them to participate in breaking news article collaborations.

The nodes in these visualizations are colored by their namespace or the page
type. There are at least 14 distinct namespaces on Wikipedia, but activity is pri-
marily concentrated in a handful of these. “Main” namespace is where the articles
themselves reside, “Talk” namespace is the discussion pages associated with these ar-
ticles, “User” namespace is where editors post information about themselves, “User
talk” is where editors communicate with other editors, “Wikipedia” namespace is for
administrative and policy-related content, “Wikipedia talk” is for discussions about
these policies and procedures. The remainder about files, MediaWiki, templates,
help, categories, and portals is highly specialized and make up a tiny fraction of total
contribution to the entire project. Because these patterns of contribution to specific
namespaces reflect distinct types of work and varying levels of familiarity with or-
ganizational norms, they are important for understanding editors’ roles. The extent
to which editors’ contributions are concentrated in any one of these namespaces re-
flects some social role or specialization on the part of the editor as a contributor,
copywriter, consensus-builder, vandal-fighter, policy-enforcer, or other roles.

The edges in this graph also encode information related to the delay or lag between
an editor’s consecutive edits. Because an editor can potentially shift from editing ar-
ticle A to article B many times, this edge can contain multiple lag values that can vary
dramatically in their values. To simplify this array of lags, only the median value
reflecting a central tendency for the editor to wait before editing the next article is
used. Some lags may be very short, of the order of seconds or minutes, reflecting a
highly engaged editor moving quickly to update several articles in rapid succession



4 Emergent Social Roles in Wikipedia’s Breaking News Collaborations 65

while other lags may be very long, of the order of months or years, reflecting an
editor who went on hiatus between successive edits. These time lags are reflected
in the trajectory by adjusting the darkness or opacity of the edges such that darker
lines indicate shorter (median) lags reflecting immediate engagement while fainter or
whiter lines indicate longer (median) lags reflecting incidental relationships. These
distinctions are especially important in the context of a breaking news collaboration
as the rapid engagement of editors across a variety of articles may reflect impor-
tant coordination work responding to problematic editors, standardizing information
across articles, or executing a decision made in discussion with others.

User Trajectories

This section explores the sociotechnical trajectories of editors who were significant
contributors to articles around the 2011 Tohoku earthquake and tsunami such as the
“Fukushima Daiichi nuclear disaster” and ‘“Fukushima Daiichi Nuclear Power Plant”
(Keegan et al. 2011). These editors’ contributions are almost exclusively focused on
a single article or handful of articles within this general topic. User L.tak extensively
involved several articles related to the “Fukishima Daiichi nuclear disaster” and
“Fukushima Daiichi Nuclear Power Plant” articles, talk pages, and related pages
beginning on March 11. He (or she) continued editing these articles on a daily basis
until April 1, ultimately making more than 211 revisions out of the 6165 revisions on
the article. User Flodded edited the main article about the earthquake and tsunami
exclusively approximately 14 h into the collaboration and continued to edit daily
until March 23 making 542 of the article’s approximately 6000 revisions. L.tak’s
contributions were also wide-ranging and varied. He was the most active editor on
the articles for the “power plant” article and talk page as well as the second most
active editor on the “nuclear disaster” article, and seventh most active on its talk
page. Like Flodded, L.tak’s involvement was extensive but temporary and appears
to have stopped contributing to either article after early April.

Remarkably, neither of these editors ever crossed paths: they worked on their
“own” articles independently of each other despite the similarity and timeliness of
their topics. Alternatively, a user like ACSE edited many articles related to this break-
ing news event, but concentrated attention on a pair of articles, editing the “nuclear
disaster” article 160 times, the “earthquake and tsunami article” 83 times, and the
other articles no more than 13 times. Thus, highly active editors appear to occupy dis-
tinct social roles as either specialists focusing solely on a single article (like Flodded)
or highly related topics (like L.tak) or as something like generalists moving between
several or articles like ACSE. This specialization of prolific editors contributing to
only a single article or subtopic is startling as it suggests substantive coordination
or collaboration in coverage proceeds through other channels and mechanisms than
coauthorship of articles. These features and these editors’ interactions with them will
be explored in editor trajectory sections below.
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Flodded

User Flodded was the prolific contributor to the “earthquake and tsunami” article,
making the most contributions (560) in the corpus and is the first editor trajectory
(Fig. 4.2). Flodded’s first edit was made in August 2009 to the article “Shellfish”
and involved updating and adding citations. S/he edited an article about a failed dot-
com company “AboveNet” and then went on a lengthy hiatus until January 2011.
Flodded’s renewed editing activity was related to another breaking news event, Jared
Lee Loughner’s assassination attempt against Gabrielle Giffords in Tuscon, Ari-
zona. Flodded edited the articles “2011 Tuscon shooting,” “Jared Lee Loughner,”
“Gabrielle Giffords,” and “United States Congressmen killed or wounded in office”
in rapid succession over an 11-h period on January 11. Flodded was initially involved
in copyediting the articles to remove unverifiable speculation and unencyclopedic
content. As is often the case with breaking news articles, this article was “semipro-
tected” by administrators to limit the changes made by novice or unregistered editors.
Unregistered editors or editors who have been active for fewer than 4 days and 10 edits
are blocked from editing, but may make requests for edits on the talk page. Flodded
was involved in responding to several of these edit requests and then became involved
in an intense discussion about whether Loughner identified as an atheist on both the
discussion page and “Biographies of living persons” administrative notice board.
He continued to perform copyediting duties on the Loughner article, fixing capital-
izations, ensuring the consistency of names and styles, and correcting grammatical
mistakes as well as remaining involved in the article’s discussion page. Despite the
marathon 11-h editing session, Flodded abruptly stopped editing the article and did
not make another contribution until February 21, performing daily antivandalism
work on unrelated articles about “Extremes on earth,” “Bell Mobility,” “Lowest tem-
perature record on earth,” and other topics on a daily basis. However, s/he was not
deeply involved in the ongoing maintenance of these articles, but simply made a
single contribution and moved on to other topics. In early March 2011, he edited
the article “Cheiracanthium,” a genus of spiders, to update information implicating
them in a recall of Mazda vehicles.

As discussed above, Flodded was a relatively early editor of the “earthquake and
tsunami” article, but s/he was not among the first editors. His initial edits focused
on removing over-specific information relating to areas where minor tsunami alerts
had been issued justifying these edits on the talk page:

‘We could list out thousands of places with tsunami warnings or that received a few extra cm
of water. Obviously this is not feasible, nor is it encyclopedic. I suggest a good balance would
be to only list places that have reported more than minor damage, have reported casualties,
have reported large-scale evacuations in mainstream media, or are otherwise notable.

Flodded was also an extremely active editor on the discussion pages, making 257
revisions between March 11 and March 22 on topics like the looming nuclear dis-
asters, finding sources to verify the extent to which the island of Honshu had been
displaced, and increasingly on the topic of establishing reliable numbers about the
casualty tolls. Flodded went on a remarkable 24-h editing marathon; between 19:35
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Fig. 4.2 User trajectory for Flodded
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UTC on March 11 and 19:47 UTC on March 12. Flodded made several edits per
hour presumably precluding the ability to sleep during this time frame. After a 7-h
break, he embarked on another 24-h editing marathon stretching from 3:34 UTC on
March 13 to 2:47 UTC on March 14 in which he made several changes per hour.
Returning to his editor trajectory, several structural features merit discussion.
First, the graph is comparatively small, having only 149 nodes and 285 edges, but
very dense (1.27e-2). The halo of light red points around the central “earthquake and
tsunami” article represents the talk pages of other users Flodded communicated with
about the article, warning them to stop reverting his changes or providing boilerplate
welcome messages to new users cautioning them about the norms of editing on
Wikipedia. This halo structure of pendants with reciprocated ties to the core article
reveals that Flodded would be working on the earthquake and tsunami article, go
to these users’ talk pages to warn them, and then return immediately to editing the
central article again. Several articles are also present in this halo such as articles
with alternative titles for the event (“2011 Sendai earthquake,” “Japanese earthquake
and tsunami,” “2011 Tohoku earthquake”) that each redirect to the main article. The
strong tie between the main article and the light blue dot reflects that a substantial
amount of his total activity involved shuttling between the main namespace article
and the article’s talk page in rapid succession, 107 transitions in total with a median
edit lag of 4 min and 7 s. Flodded was also involved in a variety of administrative
processes related to requesting page protection as well as filing reports related to
user misbehavior which are the peripheral green nodes near the central node.
Flodded’s intense editing sessions became shorter and more infrequent and he
began to shift attention to editing the casualty templates on March 16. As previously
discussed, this is highly specialized and technical work involving knowledge of how
to identify and locate templates, format them appropriately so they appear correctly
in the rendered pages, and update the information contained within them on a regular
basis. As the Japanese authorities released information about casualty numbers at
the beginning and end of each day, Flodded would take these reports and update the
numbers in the corresponding templates. Despite these contributions to the casualty
templates, Flodded remained involved in many other aspects of the article, a “jack of
all trades” involved in many discussion threads, communicating with users on their
talk pages, performing copyediting, updating information on related articles such as
“Lists of earthquakes by magnitude,” and participating in administrative discussions.
His final edits on the topic were on March 23, and apart from 3 revisions to the Libyan
civil war on April 3, Flodded has not made a single contribution since then.
Flodded fulfills an interesting role as an editor demonstrating a latent interest
in not only editing articles about current events throughout his history but also un-
usually dedicated by contributing for 48 h in a 55-h period of time and making a
substantial number of edits in the successive weeks. Although his edits were highly
concentrated, he nevertheless played a crucial coordinating role discussing a variety
of topics with editors on the talk and their user pages. Despite the apparent lack
of an editing history which would qualify him for this type of work, Flodded flu-
ently engaged in a variety of tasks, demonstrating knowledge of Wikipedia policies
justifying his editing decisions when challenged by other editors, participating in
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arcane bureaucratic proceedings about protecting pages and notifying administra-
tors of trouble, and actively developing and modifying highly specialized templates
about casualty numbers.

L.Tak

User L.Tak was the second most prolific editor in the corpus, the most active editor of
the “Fukushima Daiichi Nuclear Power Plant,” and the second most active editor of
the “nuclear disaster” article with 211 edits (after User Sandpiper’s 281 edits). L.Tak’s
editor trajectory is plotted in Fig. 4.3. This trajectory reveals several significant
differences from Flodded’s structure that in turn have implications for understanding
the role ecology of users responding to breaking news articles. First, it is clear
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that L.Tak has a substantially deeper and more varied editing history than Flodded,
making 9907 revisions since making his first contributions in late October 2007
and then beginning the contribute regularly in May 2009 on the article “European
Parliament election, 2009.” 63.9 % of L.Tak’s contributions are in the “Main” article
namespace, 14.5 % in the “User talk” namespace, and 11.0 % in the “Talk” namespace
for article discussions. With 3206 unique pages edited and 6105 unique edges, L.Tak
has a substantially larger but also less dense (5.93e-4) trajectory than Flodded.

While Flodded had a predilection for contributing to articles about events in the
news, L.Tak’s extensive editing history is more complex. The most central article is
his own talk page which suggests much of his activity involves responding to other
editors’ queries and concerns. The history of this talk page suggests a problematic
debut and struggle with the learning curve of Wikipedia norms and rules initially but
more recently becoming a backchannel with other editors soliciting his opinion and
asking for elaboration on actions performed elsewhere. Other central articles in his
trajectory concern international trade, visa, and labor agreements as well as environ-
mental organizations. L.Tak’s intense involvement in and extensive contributions to
the “nuclear disaster” article motivating this analysis is, incidentally, very peripheral
in his trajectory residing in the dense outlying subgraph at approximately 1 o’clock.
The articles preceding his involvement in the nuclear disaster article are a variety of
copyediting tasks and linking to other concepts on a variety of outwardly mundane
topics like provincial and colonial governance in the Netherlands and the articles
following his involvement are about the foreign relations of European countries and
nuclear treaties. This trajectory suggests a passing interest in the social and cultural
history about nuclear technologies and the environmental movement, information
that became relevant in the aftermath of the tsunami-induced nuclear disasters.

The work L.tak performed was initially focused on the “nuclear plant” article
copyediting to ensure the consistency of times and timezones, removing alarmist
predictions, and plagiarized material. While L.tak did not have the marathon 24 h
editing sessions of Flodded, he nevertheless made regular contributions over 6-, 8-,
and even 14-h periods of time between March 11 and 15, with contributions slowing
thereafter. L.Tak also fulfilled an essential coordinator role, with his contributions
shuttling between the article page, discussion page, and user talk pages. The con-
tributions L.Tak made during this time largely involved copyediting and removing
duplicate information as well as adding information about the timeline of events and
reliable sources.

Sandpiper

User Sandpiper was the sixth most active editor in the corpus and the most active
editor of the “nuclear disaster” article and his user trajectory is plotted in Fig. 4.4.
Sandpiper made 9240 revisions since starting June 2005, editing articles about Sussex
and Harry Potter. Like L.Tak, his editing trajectory is also substantially more complex
than Flodded but Sandpiper’s trajectory also has distinct subgraphs corresponding
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to distinct phases of his editing history. Dalliances with unrelated topics are also
apparent with a burst of editing relating to articles about English radio transmitting
station towers, “Cutty Sark,” and a large amount of activity on the 1916 “Battle
of Jutland.” Like L.Tak, Sandpiper’s participation in the “nuclear disaster” is not
embedded within a larger subgraph of breaking news events, but a tangent from his
typical edits. This trajectory is emblematic of an editor who focuses on a particular
topic and works extensively on a variety of articles within it but then moves on to an
entirely new topic. The diversity of the colors also reflects a diversity of activity in
making changes to articles, participating in discussions, and talking to other users.
This user is a generalist who specializes in both time and topic, unlike L.Tak who is
a generalist, who also edits a diverse set of articles but returns back to earlier articles
throughout.
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ACSE

User ACSE’s trajectory is plotted in Fig. 4.5. His 41,778 revision editing history
focused predominately on a strange pair of topics, Japanese pop, and Japanese serial
killers. But ACSE was also the editor who contributed to 34 articles in the Tohoku
corpus, updating information on many of the preexisting articles about towns, vil-
lages, and other points of interest that had been affected by the tsunami as well as
editing the “earthquake and tsunami” and “nuclear disaster” articles extensively. This
lack of embeddedness in a larger context of current events editing occurs in many
other editor trajectories as well. Although he is not a regular editor of breaking news
articles, this editing trajectory reveals a specific and important types of expertise
about Japanese culture and geography. The preponderance of blue in this graph re-
flects the fact that ACSE engages minimally with discussions on article discussions
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or user talk pages—his contributions are almost exclusively audience-facing. This
may reflect preferences to eschew these discussions and move on to other topics,
or could also reflect the inherent credibility of his edits. The fact he edits article
namespaces almost exclusively suggests his contributions may have high levels of
credibility because few editors are reverting him or attempting to draw him into
discussions.

Discussion

A characteristic feature of breaking news article collaborations is shifting attention
across articles as collective effort initially focused on a central article (e.g., the
earthquake and tsunami article) but then diffused to other articles and recentralized
again on another related breaking event (the nuclear disasters) (Keegan et al. 2011a).
Despite the opportunity for a single editor to make substantial contributions to each
of the articles about parallel breaking news events, the most prolific editors on many
articles like the nuclear disasters had negligible activity on others like the earthquake
and tsunami. Examining the user trajectories of several top contributors suggests
that prolific editors’ investments in breaking news articles are at once novel but also
reflect a latent interest or expertise in the topic. Editors of the articles about the
nuclear disasters are drawn not from a cohort of editors dedicated to editing breaking
news events, but rather editors like L.Tak with a background in international trade or
ACSE’s familiarity with Japanese pop culture. These editors’ backgrounds conferred
the collaborative competence, editing skills, and norm familiarity to extend and
expand their repertoire of practices and routines necessary to manage a complex
collaboration even if they had limited or no prior experience working on breaking
news articles. This suggests that the capacity to engage in the intense coordination
demanded on these articles can be acquired and learned in situ rather than developed
from peripheral participation on prior breaking news articles or reliance on other
editors with whom they have previously collaborated.

Wikipedia’s collaborations on articles about current and breaking news events
bring together a unique cast of characters with disparate backgrounds who fulfill
distinct roles in these collaborations. This analysis suggests that breaking news arti-
cle collaborations rely, to a great extent, on interactionist roles of motivated editors
self-selecting into these articles rather than structural roles such as news editors
wholly dedicated to editing breaking news articles. While editors exhibited consid-
erable variability in the structure of their editing trajectories reflecting their diverse
backgrounds, trajectories within breaking articles follow regular structural patterns
reflecting the presence of a highly centralized coordinators and substantial churn in
contributor cohorts. Across breaking articles, these central coordinators appear to be
unique as well as otherwise inexperienced breaking news collaborators. This com-
plicates attempts to frame these collaborations as communities of practice because
they lack the deference to tenure and peripheral participation and instead appear to
embody the improvisation and adaptation found in other high tempo and emergent
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response groups. The social roles that emerged on these breaking articles reflect more
of the interactionist dimension of disaster response teams rather than the regeneration
of collaborative infrastructures found in ER teams.

These findings have theoretical implications for understanding the origins and
transformation of social roles and structures. As other authors have noted, roles in
Wikipedia are highly informal but these breaking news articles appear especially flex-
ible given the variance in participants’ backgrounds. Breaking news articles about
major news events will inevitably attract a large number of editors making only pass-
ing contributions. The responsibility for synthesizing, copyediting, and integrating
these contributions fall to everyone in an open peer-production system, yet editors
with some contextual background but wholly lacking the experience of working on
other high tempo articles nevertheless appear to thrive and invest themselves heavily.
As Bechky (2006) found in her study of role adoption, roles are not a consequent
of position in a structure but resources that are claimed, negotiated, and enacted.
Editors do not operate in a vacuum but continually encounter collaborations in the
midst of their unfolding development complete with dependencies on synthesizing
content across articles, copyediting new content, and explicitly coordinating efforts
with other editors working in parallel. These overlapping dependencies constitute a
dynamic environment of opportunities and resources which results in an ecology of
roles which editors adopt and negotiate in response to others’ actions as well as their
own background.

Future Research Agenda

The cases above are illustrative of the types of analyses that can be conducted by con-
densing large and complex event log data into sociotechnical trajectories. Given the
fluidity with which editors inhabit and shed roles in breaking news article collabora-
tions, further analysis and methodological development is needed. In particular, the
method for extracting and interpreting users’ sociotechnical trajectories outlined here
can be expanded into a larger research agenda to examine how users’ trajectories in-
teract with each other and overlap. The trajectory analogy can be extended in several
ways to reveal temporal patterns (“velocity”), pervasive forces (‘“fields”), recurring
patterns of actions (“orbits”), and actions preceding abrupt changes (*“collisions”)
within sociotechnical systems:

Velocity The edges which link the nodes in artifact and user trajectories reflect the
time elapsed or the delay between actions. Because some actions occur in quick
succession (e.g., an antivandal bot reverting changes made by a troll), while other
actions are prolonged (e.g., months passing between a editor’s edits), these temporal
lags can be called “velocities” to reflect the rapidity with which a user or artifact
moved from one state to another. The distribution of velocities within a user suggests
the intensity of work that he or she engages in. These low velocity transitions can be
potentially highlighted as transitions or discounted as boundaries.
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Collisions Mapping the trajectories of multiple users together provides an oppor-
tunity to analyze a trajectory’s “field.” Again borrowing from classical mechanics,
collisions occur when two trajectories intersect. If two editors edit the same article,
their respective trajectories will collide at that article (albeit at different positions
along their own trajectories) and these editors may exhibit similar behavior there-
after, such as continuing to edit similar articles. If two articles are edited by the
same editor, again these articles’ trajectories will intersect. The position of this col-
lision in each article trajectory might reveal whether the editor has a tendency to
work on articles at certain stages of their development. The number of collisions be-
tween different users’ trajectories may reveal shared latent interests or even emergent
communities of practice.

Orbit Highly regular or periodic action sequences observed across many user tra-
jectories are “orbits.” An orbit might be a sequence of articles which always have
a tendency to be edited in succession. For example, a user responding to a vandal
would first revert the damage to the article itself, warn the user on his talk page, and
finally notify administrators on a notice board to take action against the vandal. These
types of orbits capture organizational routines, many of which have been automated
within Wikipedia (Geiger and Ribes 2010).

Researchers can employ the sociotechnical trajectories of users to not only understand
social roles as I did here but also to examine organizational routines that generate
credibility, behavioral patterns that lead to more reliable user-generated content,
and emergence of leadership within self-organizing systems. Trajectories were only
computed for four out of the hundreds of users who contributed to these articles, but
trajectories could also be computed and compared across all these editors as well to
look for similarities in their behavioral patterns.

This type of comparative analysis could begin to unpack whether particular types
of sequences or structures are associated with editors becoming socialized into the
community and learning to making valuable and high-quality contributions. Take
for example an editor who wants to add new information across many articles. This
editor could make the changes herself, editing each article individually and creating
a “chain” within her sociotechnical trajectory. But these changes may also lack con-
sensus within the community and lead to them being reverted and her then having to
make appeals on discussion boards afterwards for others to adopt the changes. This
would manifest as a high number of “collisions” with other editors across articles.
Alternatively, we might imagine her canvassing editors and discussion boards ahead
of time to develop consensus, creating a dense web of connections in her trajec-
tory rather than a chain as she diplomatically shuttles between them. This pattern
of collaboration might lead to higher quality edits that are more accepted by the
community or may mobilize other editors to make the changes themselves. This
thought experiment thus also documents behavioral patterns that lead to more reli-
able user-generated content and the emergence of a leader within a self-organized
system.

Researchers also might employ user trajectories to understand the dispositions and
evolution of behavioral patterns that predict being elected to administrative roles.
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Wikipedia administrators, for example, are granted a variety of tools that allow
them to delete pages, ban editors, or protect articles from being edited after passing
through an intensive screening process. Comparing the trajectories of these editors
may reveal similarities in their behavior as they migrate toward particular editing
patterns around antivandalism efforts or new content monitoring. For example, be-
havioral regularities in reporting vandalism might involve reverting changes on the
vandalised page, warning the responsible user on her talk page, and then notifying
other users on administrative notice boards that would lead to characteristic cycles in
auser’s trajectory of moving from articles to user talk pages to administrative boards
repeatedly. Users’ trajectories that are characterized by high levels of cyclicality and
reciprocity (consider again the example in Fig. 4.1) demonstrate higher levels of re-
peat engagement and monitoring of articles. Thus the user’s trajectory capturing the
“velocity” of edits and number of “orbits” can serve as a proxy for her commitment
and may forecast her effectiveness as a potential administrator.

The sociotechnical trajectory method outlined here opens up new domains for in-
quiry into latent relationships that have been heretofore ignored in previous network
analyses of Wikipedia. More than graphs of who edited what, these trajectories can
be read as a narrative of editors inhabiting, discarding, and sampling different social
identities over their history. But more than inhabiting a particular social role, the
differences between trajectories may also reveal the extent to which authors protect
valuable content that does not require them to litigate it in other forums and fore-
cast their leadership and influence as they actively move between domains within
the system. Thus, sociotechnical trajectories allow the researcher to mix quantita-
tive metrics for sampling or deductive inference with qualitative interpretations for
contextualization and inductive inference, making them superlative tools for mixed
methods research.

Conclusion

Wikipedia’s coverage of breaking news events challenges traditional theoretical con-
ceptions of organizational behavior and social roles. Despite being a radically open
platform for participation that attracts hundreds of editors with mixed motives and
expertise, the resulting articles are nevertheless exemplars of timeliness, depth, and
style. Drawing on theories of both social roles in online communities as well as
high-tempo organizing, this analysis examined whether the most active editors of
articles related to a breaking news event performed social roles characterized by a
regeneration of prior structural forms or improvisation of new interactional forms.
Examination of several prominent editors’ sociotechnical trajectories revealed that
few possessed expertise specific to editing breaking news articles. However, these
editors’ histories revealed editors migrated very credible local reputations from
other domains to these breaking articles. Editors improvised on their prior social
roles as dispute mediators or experts in Japanese culture and emerged as cen-
tral coordinators—sometimes even leaders—in the efforts to coordinate work on
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breaking news articles. These findings suggest that rather than demanding explicit
credentials to engage in some types of knowledge work or occupy certain social roles,
editors focus on the task and trust each other to leverage their existing competencies
or adapt to the needs at hand.
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Chapter 5
Words and Networks: How Reliable Are
Network Data Constructed from Text Data?

Jana Diesner

Introduction

Social network data as well as the information produced or shared by network partic-
ipants are prominent sources for studying reputation and authority in social media.
Research studies on this topic often start with one or more network datasets and bring
relevant substantive questions about socio-technical concepts such as the evolution
of credibility to the data. This chapter deals with the reliability of network data itself
and aims to shed some light on the following question: How reliable or accurate are
network data depending on the data construction method for cases where text data
are used as an input to this process? I provide a concise overview on some of the most
common methods for constructing network data from text data sources, report on our
findings from applying these methods to three corpora from different domains and
genres, and derive implications and suggestions for theoretical and practical work.
Basically, network data can be collected or constructed in two ways: First, it
might be explicitly available. For example, based on information about network
participants, i.e. individuals or organizations who get represented as nodes in a graph,
their connections, e.g. other social agents who they have friended or whose content
they have commented on or replied to, and the content that network members provide
or disseminate, such as their posts and tweets. In this case, existing application
programming interfaces (APIs) and tools can be used to download and prepare these
network data for analysis. For example, Facebook, Twitter, and YouTube provide
such APIs, and network analysis tools such as NodeXL (Hansen et al. 2010) and
ConText (Diesner et al. 2013) provide respective data import options.
Alternatively, network data can be constructed or inferred from textual data and
metadata that are generated, authored, or disseminated by network participants.
These data typically occur in the form of semi-structured or unstructured natural
language text data (Corman et al. 2002; Danowski 1993; Diesner and Carley 2005).
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In computing, this process is also known as relation extraction (Bunescu and Mooney
2005; Culotta et al. 2006; Roth and Yih 2002).

Besides distilling network data from text data, text data can also be used to enhance
explicitly given social network data with the information authored or disseminated
by network members. This can be done, for instance, by linking nodes representing
agents to nodes representing highly salient information associated with these agents.
The resulting networks are typically referred to as socio-semantic networks (Diesner
2012; Gloor and Zhao 2006; Roth and Cointet 2010). One of the main advantages of
considering text data for network analysis is that this approach allows for studying
the interplay and coevolution of information and social networks. This includes the
transformative role that language can play in networks and vice versa (Milroy 1987).

Overall, constructing or enhancing network data based on text data involves a
plethora of decisions that have to be made. For example, how to identify nodes
and linking them into edges. These decisions can majorly impact the understanding
that end users gain about a network and any conclusions they draw from that. The
problem here is that the impact of these choices on the resulting relational data is
insufficiently understood. This chapter focuses on the different views of a network
that one can get when using different relation extraction methods. Who cares about
this knowledge? I argue that an empirically grounded understanding of the impact
of choices made for text analysis on the derived networks structures contributes to
an improved comparability and generalizability of respective methods and tools.
Furthermore, such knowledge helps researchers and practitioners to draw valid and
reasonable conclusions from analysis results. This is particularly important in cases
when validating network data against ground truth data is hard to infeasible, e.g. in
the case of covert or historic networks.

From Words to Networks: Methods for Constructing Network
Data from Text Data

Network Construction Based on Text Data

In the (computational) social sciences and (digital) humanities, textual data are often
converted or coded into networks by developing and applying a codebook (Abello
etal. 2012; Gerner etal. 1994; Roberts 1997). Codebooks contain rules for translating
relevant pieces of text data into code. These codes represent relevant categories for
studying a certain topic, domain, or corpus. Applicable categories can be identified
in a top-down fashion from theory and/or in a bottom-up or empirical fashion from
the underlying data (Bernard and Ryan 1998; Glaser and Strauss 1967). Node classes
can also serve as codes, e.g. “agents”, “organizations” and “locations” (Diesner and
Carley 2008). Multi-columned tables that associate text terms with codes are also
referred to as thesauri or dictionaries. Traditionally, codebooks and thesauri were
created in a manual or semi-automated fashion (Bernard and Ryan 1998), which



5 Words and Networks: How Reliable Are Network Data Constructed from Text Data 83

allows for incorporating human expertise, manual verification of the term to code
assignments, and the creation of a controlled vocabulary at the cost of scalability
and generalizability (Diesner 2012). Alternatively, techniques from natural language
processing and/or machine learning can be applied to create codebooks and thesauri
(Cohen and Sarawagi 2004; Diesner and Carley 2008; Roth and Yih 2002), which
enable the efficient coding of vast amounts of text data sources (Abello et al. 2012).

The identified instances of relevant entity classes can further be used as nodes for
constructing networks. Common approaches for linking nodes into edges rely on (a
mixture of) co-occurrence or proximity as well as semantic, syntactic, and statistical
features of the text data. While proximity-based approaches have been criticized for
their arbitrariness (Corman et al. 2002) and potentially high ratio of false positives
(Diesner 2012), it is the most common technique for linking codes or nodes into
edges. Technically speaking, proximity-based node linkages result in association
networks; a very common type of relational structures extracted from text data. The
considered node classes determine the type of network that gets constructed: for
example, when identifying social agents (people and organizations) from text data,
the resulting graphs represent social networks. When retrieving instances of knowl-
edge and information and the connections between them, the resulting networks can
represent semantic networks (Diesner and Carley 2011; Woods 1975). We are tak-
ing a more humble approach herein by referring to networks where nodes represent
instances of knowledge and information referenced in the text data as knowledge
networks.

Network Construction Based on Metadata

While codebook applications operate on the content level, metadata associated with
text corpora can serve as another or supplemental source of information for con-
structing network data. For example, when using LexisNexis—a provider of large
collections of data from various sources and genres—to search for documents, the
retrieved articles can be downloaded along with metadata. These metadata concisely
index the content of the underlying text bodies along various categories. For the case
of news wire data, for example, these categories entail “person” and “organization”
(social agents), “geographic” (locations), and “subject” (themes). Furthermore, in
LexisNexis, each metadata entry is associated with a relevance score that indicates
the strength of the association of an article with an index term. Resembling the
idea of proximity-based link formation as discussed above, indexed keywords can
be linked into edges if they co-occur for the same article. The link weight can be
increased accordingly when the same pair of index terms is observed for multiple
articles. Another prominent source for metadata are keywords for research proposals
and publications that authors select when submitting a paper. Such keywords can
be based on a predefined catalogue of eligible terms (controlled vocabulary) and/or
identified by the authors given the content of their documents.
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Building (multi-modal) network data from metadata is a highly efficient process:
Once the metadata are organized, e.g. in a database, the network construction process
becomes basically a search and retrieval routine. The ConText software for example
supports the construction of metadata databases from previously downloaded Lex-
isNexis files, and the construction of one- and multi-modal network data from these
databases (Diesner et al. 2013). The limitation with this approach is that the assign-
ment of metadata entries and relevance scores to articles is not always transparent.
For LexisNexis, for example, there is no publicly available documentation on the
algorithms or methods used for this process.

Ground Truth Network Data

One way to assess the accuracy of relation extraction techniques and network con-
struction based on text data and metadata is to compare the obtained results against
ground truth data, which are also referred to as gold standard data. Ground truth data
are typically generated by humans who are specifically trained for this task. Humans
can construct ground truth network data in two ways: first, by performing relation
extraction based on some text corpus by hand, typically in a computer-supported
fashion, and second, by denoting network data to the best of their knowledge, gen-
erally also in some computer-assisted way. Both processes are assumed to result
in reliable or validated data at the expense of costs and scalability. In other words,
given the time-consuming nature of this process, it is often not possible to generate
ground truth data for a large-scale dataset or networks. This fact hinders the valida-
tion of relation extraction techniques, including the evaluation of the performance
of prediction models beyond accuracy rates (Diesner 2012).

Overall, the whole process of going from texts to networks and validating the
resulting data is only needed or applicable if one cannot ask network members
directly about their relationships or their views of a network (Krackhardt 1987). This
applies, for instance, to the case of hidden or historic networks (Diesner and Carley
2005; Sparrow 1991).

Problem Statements

Given these different approaches to network construction and validation, the fol-
lowing research questions with high impact for practical applications are eminent
yet heavily under-researched: First, given a corpus, how closely do the results from
various content-based and metadata-based network construction techniques resem-
ble ground truth data? And second, how do the outcomes of these methods compare
to each other? In other words, what different views of a network do we gain when
choosing one method over another? We have conducted several of these comparisons
in a series of empirical experiments and report on our findings in the results section
(Diesner 2012).
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Data

We used three datasets for our analyses: First, our curated version of the Enron email
dataset (herein referred to as Enron). This particular version contains 58,266 emails
from employees of the former Enron corporation (Diesner et al. 2005). Second, a
corpus of news articles about the Sudan (herein referred to as Sudan). This corpus
is a curated collection of 79,388 news wire articles released between 2003 and 2008
about the Sudan (Diesner 2012). We collected these data from LexisNexis. Third, a
corpus of 55,972 proposals accepted for funding through the European Framework
Programmes between 1988 and 2010 (herein referred to as Funding) (Diesner 2012).

While these datasets differ with respect to genre (social media, news articles, sci-
entific writing), domain (business, politics, science), target audience (from internal
or private to public), and time span, they are comparable in that they entail text bodies
plus metadata: For Enron, we used the email bodies and social agents denoted in the
email headers. For Sudan, we worked with the content of the articles and the index
terms assigned by LexisNexis. For Funding, we used the project title plus description
and predefined index terms selected by the people who submitted the proposals. For
details on these data see also Diesner (2012).

Methods

For extracting network data from text data, we built codebooks and thesauri, applied
them to the text data, and linked any matches based on their proximity (for details
see Diesner 2012). For each dataset, two different thesauri were constructed, which
enables the comparison of the impact of different approaches to this step:

First, we used text mining techniques to identify salient terms, e.g. based on
(weighted) term frequency metrics, and leveraged existing external and internal dic-
tionaries. We manually verified, consolidated, and disambiguated every entry. This
process took between two days (Enron) and six weeks (Sudan) where the time costs
mainly depend on the quality and compatibility of leveraged existing material. I refer
to this process as relation extraction based on classic codebook construction (CCC).
For all three datasets, we aggregated networks per year (Sudan), funding period
(funding) and stages of the organizational crisis (Enron) into cumulative graphs per
time chunk. The same procedure was also used for the next two methods.

Second, we ran prediction models for entity extraction on each corpus. I refer to
this process as entity extraction-based codebook construction (EECC). We had built
these models by using conditional random fields, a supervised machine learning
technique particularly suited for learning from sparse, sequential data where it is
highly beneficial to exploit long-range dependencies (Diesner 2012). Our models go
beyond the classic set of named entities (people, organizations, locations) by also
detecting other entity classes that are relevant for modeling socio-technical systems,
such as resources, tasks, events, knowledge, and attributes, as well as instances of
entities that are referred to by a name (e.g. Barack Obama) or not (e.g. politician).
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While the models achieved accuracy rates (F scores) of 87.5-88.8 % during the k-
fold cross-validation of the machine learning process, applying them to our datasets
and again manually verifying their fitness showed that thesauri built this way also
need some post-processing in the form of reference resolution and cleaning. Still, the
EECC approach outperforms the alternative CCC process in terms of time costs, with
this process taking seconds to a few minutes for generating a thesaurus per corpus
and up to 2 days for post-processing it. Moreover, the prediction models generalize
with known accuracy while a thesaurus built in the classic way for one dataset cannot
be assumed to generalize well to corpora from other domains, genres, or points in
time due to the deterministic nature of thesauri.

For constructing metadata networks, for Sudan, we linked any two entities occur-
ring in the metadata that represent people, organizations, locations, or knowledge
per article into bidirectional, weighted graphs. The weights were identified by com-
puting the average of the lowest-relevance scores for any two linked entities. For
Funding, we coded all index terms as knowledge and linked any such pairs per pro-
posal into edges. For Enron, we connected senders and receivers (to, cc, bcc) into
directed social networks that were weighted by the cumulative frequency per entity
pair. Note that this approach defines a classic, explicitly given social network; the
way it is often constructed from social media data. The resulting network can then
be compared against social networks extracted from the text data. Each of these op-
erations was a matter of minutes once we had curated the data and organized them
in relational databases.

As for ground truth networks generated by human experts, we were only able to
construct such data for Sudan. This was possible through a collaboration with Dr.
Richard Lobban, a leading expert on the Sudan, and his team. More specifically,
we went through a qualitative, computer-supported, iterative process of building
expert-verified networks of tribal affiliations in the Sudan for each calendar year
of 2003-2008. We started by applying a list of all tribes in the Sudan, which was
provided by Dr. Lobban’s team, to our Sudan corpus, creating a first visualization
of the tribal network and sending that to Dr. Lobban for verification, i.e. annotating
false positives and false negatives in terms of nodes and edges. Once we received
their modified maps, we adjusted our coding scheme and regenerated the network
data. We repeated this process until Dr. Lobban’s teams assessed the networks as
representative of the ground truth based on their expertise. The time costs for this
process are comparable to building codebooks without leveraging machine learning
methods. Since this process cannot be expected to scale up, it can only be used for
small to moderately sized networks.

Once we had constructed these networks, we compared them within and across
datasets and methods. More specifically, we identified the structural overlap of nodes
based on their node names or labels and the edges between them.

Results and Conclusions

How much do network data constructed from text data or metadata resemble ground
truth data? It depends, but overall very little, as our results suggest: Out of the social
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network data built in collaboration with subject matter experts, 53 % of the nodes
and 20 % of the links also appeared in networks distilled from text bodies when using
the classic thesaurus construction (CCC) approach. These values drop to 11 % for
nodes and 5 % for edges for relation extraction based on automatically built thesauri
(EECC), and to flat zeros for metadata-based networks. What accounts for these
differences? The main reason for the overlap between networks based on ground
truth data and the CCC method is that we reused the same list of tribes as input
for the human experts and thesaurus construction while the EECC method finds any
applicable matches purely based on the underlying machine learning techniques.
We observed the same effect for other methods: CCC-based networks resemble
metadata networks more closely than the EECC-based networks, mainly because
we enhanced the classic thesauri with data that we also used for defining nodes for
metadata networks, e.g. lists of index terms. At the same time, EECC-based networks
and metadata networks are constructed from different data, namely text bodies and
metadata; with the differences in terminology and scope leading to different views of
the networks. In summary, reconstructing social networks by applying text mining
techniques to corpora, including metadata, will lead to largely incomplete and biased
incomplete results. This limitation could be alleviated by switching from proximity-
based node linkage to alternative methods, such as approaches based on syntax,
semantics, and machine learning techniques (Roth and Yih 2002; Zelenko et al.
2003). In our studies, the structural agreement between any pair of networks was
consistently higher on the node level than on the edge level. This effect might also
change by using different node linkage strategies.

Another factor that we observed to strongly impact the agreement in networks
structure is the network size: Larger networks have a higher chance to resemble
parts of networks constructed with alternative methods that lead to smaller networks,
both in number of nodes and edges. This fact is of methodological and practical
relevance since various network metrics have been shown to correlate with network
size (Anderson et al. 1999; Friedkin 1981).

Comparing networks not on a structural but a substantive level leads to different
findings depending on the domain and network construction method: For corpora of
news articles, social networks created from metadata feature major international key
entities and their connections, while social networks distilled from text bodies provide
to a more fine-grained and localized understanding of important actors and their
links. In contrast to that, when looking at knowledge networks across the genres and
domains considered, text-based networks give a high-level overview on salient terms
and their connections for a given domain, while metadata networks drill down to more
specific pieces of knowledge and information per domain. The reason for this effect is
that the keywords and index terms from which the metadata networks are constructed
are already highly condensed and often carefully selected mini-summaries of the
underlying text bodies while these concepts are being elaborated on in a more detailed
fashion in the actual text bodies. This explanation also partially accounts for another
observation: Looking at ambiguity issues in the generated networks, we found that
metadata networks are less limited by co-reference resolution issues than methods
that operate on the content level. Co-reference resolution here means disambiguating
terms with the same surface form but different meaning and consolidating terms with
different surface forms but the same meaning.
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Synthesizing our findings, we recommend fusing text-based and metadata-based
networks in an informed fashion: using machine-learning-based entity extraction
to build a thesaurus, refining and enhancing it based on subject matter expertise
if available, and linking up nodes based on methods that are more advanced than
co-occurrence is best suited for generating social networks. These networks can be
combined with knowledge networks derived from metadata. Based on our findings,
the resulting networks will allow for a broad and deep look into social and knowledge
networks.
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Chapter 6
Predicting Low-Quality Wikipedia Articles
Using User’s Judgements

Ning Zhang, Lingyun Ruan and Luo Si

Introduction

As the largest free and collaboratively edited on-line encyclopedia, Wikipedia has
more than 4 million articles and about 120,000 active contributors from all over the
world'. In the meantime, it faces a great challenge to ensure article’s quality because
anyone can act as a contributor to create or revise an article. These contributors,
who may not be professional editors, have different levels of writing skills and may
even be malicious. To claim the criteria of high-quality, a set of Featured Articles®
are voted by Wikipedia editors. An article is selected as featured article only if it
fulfills a series of quality requirements on accuracy, neutrality, completeness, and
style. The criteria are so strict that only 3825 out of 4,191,250 articles are featured
on English Wikipedia, which also indicates that most articles still have sufficient
space for improvement. To help reduce the workload of selecting featured articles,
researchers proposed a problem of automatically judging whether an article was
featured and formulated it as a binary classification problem. Different approaches
are applied and good results are gained to predict featured articles from non-featured
ones (Blumenstock 2008; Wilkinson and Huberman 2007; Hu et al. 2007; Stvilia
et al. 2005).

Featured articles give perfect examples of high-quality writings and provide a
very good quality measurement. Nevertheless, having all of the non-featured articles

! https://en.wikipedia.org/wiki/Wikipedia:Statistics#Page_views.
2 http://en.wikipedia.org/wiki/Wikipedia:Featured_articles.
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revised to achieve this standard is impractical since that it brings about unaffordable
workload and that even the most experienced editors cannot guarantee that all of their
writings are able to meet those strict quality requirements. To best improve reading
experience with limited resources, the community has to start from finding out those
low-quality contents which affect the reading experience most significantly and have
urgent needs for improvement.

There does not exist a precise definition for “low-quality”, but apparently, not all
non-featured articles are low-quality.

Vandalism detection is among those practices to find out low-quality contents,
and tools to automatically detect vandalism have been studied for a long time. For
instance, Wikipedia has deployed a group of rule-based bots to automatically identify
and eliminate vandalism?®. Also, researchers casted a binary classification problem to
do vandalism detection (Potthast et al. 2008; Smets et al. 2008). In Adler et al. (2010,
2011), reputation features based on WikiTrust* project are utilized, which builds a
reputation (authors and articles) system for Wikipedia.

Another attempt is article flaw prediction. Instead of defining low-quality, re-
searchers aimed at specific quality flaws and developed automatic tools to identify
them. Anderka et al. (2012) made use of “cleanup tags” (each kind of tags represents
a corresponding quality flaw) to investigate whether an article has quality flaws. They
formulated a set of one-class classification problems and achieved reasonable result
in predicting common quality flaws.

Vandalism definitely affects reading experience a lot, but it only counts for a small
part of low-quality contents. Besides, even though cleanup tags are quite closely
related to low-quality, they still cannot explicitly indicate user’s reading experience.
As the influences on reading experience differ from flaws, it is hard to tell whether
an article’s quality is below user’s expectation, even when we know exactly what
flaws it has.

In this paper, we utilize article ratings collected by Wikipedia Article Feedback
Tool to judge article quality from user’s point of view. As an user-oriented repre-
sentation of article quality, article ratings indicate user’s reading experiences and
feedbacks toward articles directly and intuitively. We formulate a set of binary clas-
sification problems to find out low-quality articles and we believe that this approach
provides a promising solution to predict low-quality Wikipedia articles.

The remainder of this paper is organized as follows. The data description is given in
“Revision Feature Extraction and Article Rating Processing”. “Low-Quality Revision
Prediction” provides the problem formulation. Experiment setting and results eval-
uation are shown in “Experiment and Result Evaluation”. “Conclusion and Future
Work” concludes our work and provides our sight on future work.

3 http://en.wikipedia.org/wiki/Category:Wikipedia_anti-vandal_bots.
4 http://www.wikitrust.net/.
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Table 6.1 Revision feature table

Feature

Description

Language count
Category count
Expression count
Picture count
Reference count
External link count
Internal link count
Sixth subsection count
Fifth subsection count
Fourth subsection count
Third subsection count
Second subsection count
Section depth

Section length

Words count

Word length

Sentence count
Sentence length
Paragraph count
Paragraph length
Author contribution
Registered author
Author reputation
Parent revision rating

Number of versions in different languages

Number of categories that the article belongs to

Number of mathematic expressions

Number of pictures (including tables)

Number of referenced resources

Number of external links (toward pages outside Wikipedia)
Number of internal links (toward pages inside Wikipedia)
Number of sub-sub-sub-sub-sub-sub-sections

Number of sub-sub-sub-sub-sub-sections

Number of sub-sub-sub-sub-sections

Number of sub-sub-sub-sections

Number of sub-sub-sections

Depth of the section structure

Section length in average

Number of words

Word length in average

Number of sentences

Sentence length in average

Number of paragraphs

Paragraph length in average

Number of revisions this author contributed

Whether the author is registered: 1 if yes, O if not
Average rating this author got over all of his/her contributions
Average rating the revision’s parent revision got

Revision Feature Extraction and Article Rating Processing

Revision Feature Extraction

When we read an “article” in Wikipedia, we are actually reading the newest version of
the article. Ever since the creation of an article, Wikipedia generates a new version for
it whenever there comes an editing behavior. A term “revision” is used to represent
each of these historical versions. As time goes by, an article may have thousands
of different revisions edited by hundreds of different users. Wikipedia keeps all
historical revisions and indexes them by “revision ID”.

Unlike some other research that treats each “article” (the newest revision) as a data
point, we count different revisions of an article as different data points and choose
revision as the unit in our experiment. We use a backup of English Wikipedia® which
was dumped in August 2012 with complete historical revisions. As an article may
have thousands of revisions, we parse more than 10 million revisions and randomly
sample 1/50 of them. We write a Python parser and extract 22 features (the first 22
features shown in Table 6.1) from the text and meta information of these sampled

3 http://en.wikipedia.org/wiki/Wikipedia:Database_download.
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Table 6.2 Statistic information of ratings

N. Zhang et al.

Dimension Total number  Average number  Average rating  Average variance
of ratings of ratings each of ratings each
revisions got revision got revision got
1, Trustworthiness 702,308 8.22 3.70 1.75
2, Objectivity 660,388 7.73 3.69 1.71
3, Completeness 685,959 8.03 3.51 1.72
4, Well-written 736,666 8.62 3.78 1.63

revisions. Those features are related to article structure, content, network, and edit-
ing history. Pages with less than 30 revisions and revisions that do not have valid
contributor information are filtered out.

Article Rating Processing

In order to achieve better quality assessment and to boost reader engagement,
Wikipedia launched Article Feedback Tool (AFT) in 2010°%. From July 2011 to
July 2012, the fourth version of AFT was deployed on the entire English Wikipedia
and was shown as a “rating this article” box on the bottom of article pages. Users
can rate an article (the “current” revision at that specific time) in four dimensions of
quality: trustworthiness, objectivity, completeness and well-written, each from one
star to five star (the larger, the better). We make use of this 1-year anonymous rating
data’. Revisions which have less than three user rating records are filtered out. We
calculate the average rating and rating variance for each revision in each of the four
quality dimensions.

Based on the rating information, we add two important revision features (the
last two features shown in Table 6.1). The first One is author reputation, which is
indicated by the average rating that the revision’s author got over all of the revisions
he/she has edited before. The second feature is parent revision rating showing the
quality of the former revision on which the current one is based. Every revision must
come out from a specific author’s editing behavior on a parent revision, so its quality
must be closely related to the author’s writing skill and the parent revision’s quality.
As indicators of author’s writing skill and parent revision’s quality, the above two
features will act as very important roles in our experiment.

Combining ratings together with revision features, we get a data set that consists
of 85,417 revisions with their features and ratings. Some statistics of the ratings are
shown in Table 6.2.

As it can be seen from the table, each revision in our data set has about eight rating
records in average. In different quality dimensions, the average ratings range from

6 http://en.wikipedia.org/wiki/Wikipedia: Article_Feedback_Tool.
7 http://datahub.io/dataset/wikipedia-article-ratings.
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Table 6.3 Percentages of low-quality revisions

Dimension 1, Trustworthiness 2, Objectivity 3, Completeness 4, Well-written
Number of low- 6633 6565 10,173 4871

quality revisions
Percentage of low-  0.078 0.077 0.119 0.057

quality revisions

3.5 to 3.8. We also find that the rating variances are relatively large as the average
variance is about 1.75. We will make further discussion about it in “Experiment and
Result Evaluation”.

Low-Quality Revision Prediction

Regarding each article revision as a data point, we propose the low-quality article
prediction problem as follows: given a revision with extracted feature values, decide
whether it is low-quality in each of the four quality dimensions. Here “low-quality” is
defined as that its average rating in the specific dimension is lower than a threshold 4.

Let R be the set of article revisions (represented as feature vectors) and let Q
be the set of four quality dimensions. We ignore the possible correlation between
different quality dimensions and aim at finding a classifier ¢ which can solve the
following multi-labeling problem:

c:R—>2Q,

where 22 denotes the power set of Q. To keep the problem simplified, we formulate
this multi-labeling problem by multiple binary classifications instead of by multi-
class classification:

¢:R—>0,1,i =1,2,3,4

where in each of the four dimensions, a revision with feature vector x is labeled with
t = 1 if its average user rating is lower than /# and with # = 0 if its average rating is
higher than 4.

Experiment and Result Evaluation

In experiment, we heuristically set / to be 2.5 and revisions with average rating lower
than 2.5 are labeled as low-quality. The percentages of low-quality revisions (85,417
revisions in total) are shown in Table 6.3. Our data set is quite imbalanced: in the four
dimensions, even the highest percentage of positive samples is below 0.12. But it
also reveals the nature of low-quality prediction problem: even though most articles
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Table 6.4 F1 scores of baseline algorithms

Dimension Baseline 1 Baseline 2
(author reputation) (parent revision rating)
1, Trustworthiness 0.0214 0.2290
2, Objectivity 0.0221 0.2247
3, Completeness 0.0457 0.3258
4, Well-written 0.0193 0.2061

are not perfect, only a small part of them are significantly below reader’s expectation
and are in urgent need for improvement.

We apply Logistic Regression algorithm and compare it with another two simple
algorithms on the data set.

As a discriminative classification algorithm, Logistic Regression models the class
posterior probability with logistic sigmoid function. In our case, it is the probability
of a revision to be low-quality given all its feature values. We apply BFGS method
to maximize the regularized log-likelihood function, which is shown as follows:

L=InPAX, W)=Y (tIny, + (1 —)In(l = y,)) - pw'w,

where y, = P(t, = 1|lw,x,) = o(w’x,) denotes the posterior probability (o'( - )
is logistic sigmoid function) and w is the coefficient vector. Please refer to related
books (Hosmer and Lemeshow 2004) for more details about Logistic Regression
algorithm.

The two baseline algorithms are derived from the two important features which we
mentioned above. The first simple baseline algorithm directly uses author reputation
to predict the revision’s rating: if its author got an historical average rating which
is lower than 2.5, we predict the revision to be low-quality. In the second baseline
algorithm, we utilize parent revision rating to make prediction: if a revision’s parent
revision is low-quality (get an average rating lower than 2.5), we predict it also to be
low-quality.

We choose F1 score to measure the results. Since F1 score can be interpreted as
a weighted average of precision and recall, it provides us an objective and compre-
hensive view angle to compare the algorithms. The formal definition of F1 score is
as follows:

precision x recall
Fl=2x

precision + recall”

We split the data set into two part. Half of it is used for training purpose and the
other half serve as testing set.

Table 6.4 contains the results of the two baseline algorithms. The F1 values of
the second baseline algorithm are acceptable but those of the first baseline algorithm
are surprisingly low. After checking precision values and recall values, we find that
the recall of the first baseline algorithm drastically pulls down the F1 value, which
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Fig. 6.1 Learning curves of Logistic Regression algorithm

Table 6.5 Testing F1 scores of Logistic Regression algorithm

Sampling rate 0.01 0.10 0.20 0.3 0.40 0.5
of training data

1, Trustworthiness 0.1434 0.2630 0.2703 0.2715 0.2720 0.2727

2, Objectivity 0.1510 0.2410 0.2419 0.2429 0.2454 0.2460
3, Completeness 0.2940 0.3743 0.3775 0.3811 0.3831 0.3855
4, Well-written 0.1090 0.2003 0.2224 0.2273 0.2304 0.2312

indicates that bad editors do write some of the low-quality revisions but there are
still many other low-quality contents are composed by normal or even good editors.
Moreover, the cooperative nature of Wikipedia makes the parent revision’s rating
more markedly than author’s reputation in rating prediction task since editors just
modify a relatively small part of the article in most cases.

Compared to the baselines, Logistic Regression algorithm gets more reasonable
results. Figure 6.1 shows the learning curves of Logistic Regression algorithm and
the testing F1 values are listed in Table 6.5. In the most imbalanced dimension of
“well-written” (only 5.7 % of the points are labeled as 1), the F1 score for testing set
is about 0.23. In the more balanced dimension of “completeness” (about 12 % of the
points are labeled as 1), the F1 score for testing set reaches 0.38. Here we can tell that
the distribution of data has distinct influence on Logistic regression algorithm’s effec-
tiveness. Moreover, most features we use are article statistics. Compared to the other
high-level quality dimensions such as “Trustworthiness” which is harder to be inter-
preted without understanding of natural language, the dimension of “completeness”
is more predictable by those naive features.

As mentioned in “Article Rating Processing”, article rating variances are non-
negligible. To investigate how rating variances can influence the performance of the
learning algorithm, we filter out revisions which has large rating variance and only
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Table 6.6 Testing F1 scores

. . Variance threshold 1 0.5
after variance filtering
1, Trustworthiness 0.3733 0.4549
2, Objectivity 0.3248 0.445
3, Completeness 0.5160 0.5937
4, Well-written 0.2656 0.3544
Table 6.7 Number of revisions left Variance threshold 1 05
1, Trustworthiness 27,405 16,268
2, Objectivity 28,343 16,749
3, Completeness 25,941 13,875
4, Well-written 29,567 16,808

keep those revisions whose rating variance is lower than a threshold v. Testing results
and number of revisions left after doing such filtering are listed in Tables 6.6 and 6.7.

We can see that the results improve quite a lot after doing variance filtering:
the lower the threshold, the better the results. When v = 0.5, Logistic Regression
algorithm reaches a highest F1 value of 0.5937 in the third quality dimension. Since
the data distribution shifts only a little bit after variance filtering, we rule out the
possibility that it is caused by higher positive data percentages. In fact, when human
readers cannot achieve an agreement about the revision’s quality and give the revision
very biased ratings, it is difficult for automatic algorithms to judge the quality, too.
Correspondingly, by doing variance filtering, we remove the revisions that have too
biased ratings and the improvements are expected. However, the filtered data set
becomes much smaller and this side-effect brings about a problem to strike a balance
between performance and applicability.

Conclusion and Future Work

This paper proposes a novel low-quality Wikipedia article prediction task by making
use of Wikipedia reader feedback data. We formulate it as a set of binary classification
problems and obtain reasonable predicting results by applying Logistic Regression
algorithm and adding variance filtering. Though our results are far from perfection,
it provides a new method to automatically identify potential low-quality articles and
achieves fairly good effectiveness, especially given the complicated nature of human
writing, readers’ various tastes, and the extremely imbalanced data distribution.

For future work, at least three problems are noticeable as mentioned earlier. First,
features that we currently use are not serviceable enough to interpret the quality
dimensions and specific requirements well. Content-based analysis such as Natural
Language Processing techniques might help extract more useful features. Second,
biased user ratings bring noise into the data and need to be handled properly, either by
more advanced technique to process those ratings or more robust learning algorithms.
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Finally, the imbalanced data distribution limits the classifier a lot and leaves large
space for improvement.

Wikipedia is an important knowledge market. This research work has the potential
to build an effective and efficient tool for ensuring the quality of Wikipedia and other
knowledge markets by identifying low quality contents.
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Chapter 7

From Invisible Algorithms to Interactive
Affordances: Data After the Ideology

of Machine Learning

Bernie Hogan

Introduction

Humans are limited. We cannot fly, shoot lasers from our eyes or leap tall buildings
in a single bound. Nor can we reasonably comprehend even a fraction of the knowl-
edge about the external world that is presented to us. Unfortunately, solutions to our
superhero problems remain in the realm of science fiction. Fortunately, our ability
to organize and present information has expanded rapidly since the advent of the
digital era. In general, the digital revolution has brought with it the profound new
capacities for the codification, sorting, selection and visualization/presentation of
information about the external world. Yet, these capacities neither work nor evolve
in synchrony. Technologists, designers and engineers can focus primarily on one
or more capacities. Research breakthroughs on one (such as force-directed layouts
for visualization, BigTable for selection or collaborative filtering for sorting) do not
necessarily alter our capacities for another. To that end, it is possible and plausible
that certain capacities are given particular emphasis, while others remain understud-
ied and poorly implemented. When one capacity, such as our capacity to visualize
information, is seen as particularly important or self-evident, work on this capacity
is driven by ideology.

In this chapter, I posit that the dominant ideology of information management
is one of sorting, especially personalized or relevance-based sorting, and infused
with faith in machine learning. This dominance is concerning because it is based
on invisible algorithms. That is, the specific algorithm used to rank order a series
of elements, whether it is content from friends, web pages or goods, includes many
elements that are either unknown to the person consuming the information, or worse,
unknowable. The triumph of such invisible algorithms poses serious challenges to
any study of reputation or credibility. We may intuitively accept that a certain ordering
“makes sense”, but without an ability to assess this ordering we are at the mercy of
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those building the algorithms. Worse, to the extent that we consider this ideology as
necessary, we restrict our ability to imagine alternative means for the management of
information and concede that the judgment of the algorithm designers is inherently
better than our own.

I contend that a focus on invisible algorithms is not mere necessity. It is partially a
product of a historical configuration of technologies present at this point in time. At
the moment, data are messy, processors are fast, and “Big Data” means parallelizable
algorithms that reduce large columns of data into discernible metrics. Also, at the
moment, browser toolkits for visualization are evolving slowly while still placing
significant demands on the personal computer; graph databases are emerging as an
alternative and increasingly scalable means for organizing and querying data; and
the web of linked data is becoming an increasingly plausible and coherent future for
the Internet. Yet, a focus on invisible algorithms permeates computer science from
the most basic foundational courses to some of the most sophisticated technological
offerings of our age.

I begin this chapter with a definition, overview and brief discussion of invisible
algorithms. I then briefly discuss alternative approaches that focus on interactive
affordances via selection and visualization. I give an overview of three domains
where both approaches have been applied: music, email and friending. I conclude
with a reflection on why invisible algorithms make practical sense in many cases at
the present but ultimately remain limited by the very features that have made them
so useful: single column ordering, the reduction of highly dimensional data and
simplicity for the end user.

Defining the Invisible Algorithm

An algorithm, at its most basic, is a mechanism for taking in some form of data and
outputting some other form of data. It is not dissimilar to a mathematical function,
f(x) = y. That is, an algorithm is a finite, discrete series of instructions that receive
an input and produce an output. The earliest documented algorithms by al-Khwarizmi
(approximately 800 CE) were designed to solve linear and quadratic equations. In
the twentieth century, the concept was given its most thorough treatment when Alan
Turing described what is now known as the universal Turing machine (1936). One
of the charms of the Turing machine is that it describes a minimalistic set of ingre-
dients to which all algorithms must adhere. If a function can be computed, it can be
computed using a Turing machine (although not all functions can be computed) and
vice versa. Turing machines are not actual machines, of course, but a minimal set of
capacities needed to sequentially arrive at a solution using a specific input. What is
important for this discussion is that they can be treated as “black boxes”. As such,
one does not need to know how the computation is performed in order to use it. It is
sufficient to know that an algorithm receives input and presents an output.

The notion of an algorithm as a black box permeates computer science. I recall
an early exposure to this notion in my second computer science course as the
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“precondition-postcondition contract”, stating that an algorithm will give the cor-
rect output as long as it receives the correct form of input (Main 2002). We were
facetiously supposed to “sign” this contract as symbolizing our focus on creating re-
liable modular code. The black box idea embeds itself in some of computer science’s
most vexing thought experiments, such as Searle’s Chinese Room. Particularly in
object-oriented programming, good code is modular code that merely assumes other
algorithms and packages produce output as specified. The internals of any object or
function need not, and typically should not, be accessible to external programs.

That an algorithm itself can be a black box is a source of consternation for sci-
entists, policy makers, lawyers, marketers and hackers. Is a specific cryptography
algorithm really unbreakable? Are search results unnecessarily privileging a particu-
lar product or excluding a specific term? How can I increase my ranking in Google’s
search results? If the algorithm is a black box, it makes the answer to many such
questions notably challenging. Unfortunately, herein lies an important distinction
that has previously gone unmentioned: Some of these questions concern an algo-
rithm because it is a black box, but others are more challenging—they concern an
algorithm because it is invisible.

Any algorithm can be treated as a black box where one is interested in the output
of that algorithm and not its instruction set. An invisible algorithm is one where both
the instruction set of the algorithm and at least some of the inputs to the algorithm are
designed to be hidden from the recipient of the output. In this regard, the question
about whether a cryptographic algorithm is unbreakable is actually qualitatively
different from a question about increasing one’s search results. If one knew the
cryptographic algorithm, a user could follow along from the input to arrive at the
output. If one knew Google’s ranking algorithm and followed along from what is,
ostensibly, the input, the output is still unclear. For example, when I go to a web
page that computes a trigonometry function, from my point of view, I am using a
black box algorithm. When I go to a search engine to look for “trigonometry”, from
my point of view, I am using an invisible algorithm. In the calculation case, all the
inputs it needs come from me or are available to me (sometimes as “defaults”). In the
latter case, the algorithm ranks web pages using both the search term “trigonometry
calculator” and a host of other hidden factors to define what is presented. Is it using
my location? My grammar? My past history?

Presently, it is said that Google’s search rankings include approximate personal-
ization signals (Pariser 2011). The obvious criticism is that it is not known which
signals it uses, thereby leading to certain pages being unnecessarily hidden. A well-
diffused critique of this situation is Pariser’s Filter Bubble (2011). The argument
suggests that as we train algorithms to know what we like, it will hide things we find
objectionable, problematic or inappropriate, leading to users tacitly reinforcing their
own worldview. Pariser’s solution to this problem still remains within the algorith-
mic paradigm: One ought to actively seek out novel and challenging information to
introduce noise to the algorithms. This criticism falls flat in two ways: First, it places
the burden on the user when it was not the user who hid the information or rendered
the filter bubble in the first place. Second, it suggests a lack of imagination about
how we are to seek out, evaluate and consume information. The single ranked list
remains intact, it is only the ranking itself that ought to change.
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Instead of seeking to retune the invisible algorithm, I follow Gillespie (2014)
in interrogating the entire notion of an algorithmic logic to the presentation of in-
formation. Gillespie’s critique primarily concerns what he calls “public knowledge
algorithms”. These invisible algorithms simultaneously project an air of objectivity
while rendering opaque the many features that went into such ranking. They do not
merely determine what the appropriate answers are but also what the appropriate
questions are. In that sense, they become an epistemology, or way of knowing, in
their own right.

When considering the notion of social reputation, whether it is an eBay seller
rating, a Google PageRank or Twitter Klout score, we tacitly assume that it is possible
to discern a single ranked list of features—and that the challenge is in finding out how
to tune the formula that creates this single list. Ironically, the very forms of data that
have given rise to this ideology can demonstrate the inadequacy of this approach.
Relational data (i.e. data that can be described as a graph) necessarily resist such
abstract ordering—both mathematically and philosophically.

Philosophically, there are a host of reasons why relational data resist an ordering.
I discuss these at length with regards to the specific domains of music, email and
friending. But in general, nodes in relational data are categorical elements. One
cannot say that jazz is better than rock music or polka music. One can only use
proxies such as sales, listenership or recency. However, one can say jazz is more
related to rock than polka by noting that many albums are labelled as both rock
and jazz and few as jazz and polka. Thus, one can create a relational topology that
signifies associations between categorical elements without necessarily implying a
rank ordering.

Mathematically, we can think about the problems of ordering via the notion of
a “monotonic function”. A monotonic function preserves the ordering of a set such
that if x >= y and F(x) >= F(y) then F is a monotonically increasing function.
x is bigger than y and will always be that way when function F is applied. Many
social network algorithms are not actually monotonic functions, however. One core
non-monotonic social network metric is “betweenness” (Freeman 1979). If we want
to know who is the “best connected” in a graph, it is common to use betweenness to
report who is best connected across different parts of the network. Thus, if “Doug”
has the highest betweenness in a graph, it means that the shortest paths run through
Doug. But what about “Charlie”, who has the second-highest betweenness? If you
remove Doug from the network and recalculate the betweenness of the graph, Charlie
might be in first place or he might be in third place. Without Doug, the shortest paths
might reroute to include Charlie or reroute through someone else.! In short, networks
have “dependency” issues; we cannot talk about the position of one node without
taking into account the position of the other nodes.

If relational data are not necessarily orderable, then why do such orderings persist?
There is no single answer, but many proximate ones: Practicality, technology and
ideology all play a role.

!'T want to thank Mason Porter (personal communication) for this insight.
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In practical terms, such orderings exist because people find them at least suffi-
ciently useful. In 2012, Google processed approximately 5.1 billion queries every
day (Statistic Brain 2013). Facebook rank orders socially relevant news and over half
a billion people use it every day. Putting information in a list is straightforward (lit-
erally straight and forward). To present something non-linearly requires something
more than a single line. Should one present results in multiple columns? In a word
cloud? On a globe? All alternative ways of presenting information require consid-
erable decision-making about the aesthetics, layout and design. Another practical
feature is that with a single ordering, sites with rankings can appeal to a scientific
method for determining effectiveness: Alter the algorithm for half the users and see
if they do more of the preferred outcome (such as "clicks per impression" or time
on site). With alternate layouts that change both the layout and elements, it may be
more challenging to change a single feature and identify its impact.

In technological terms, such orderings place limited demands on the users’ hard-
ware. If I am searching on a mobile phone or an old computer, I do not need a
WebGL-enhanced browser to search for the number of a local pizza place. While
being able to see these places on a map and evaluate their nearness, prices, storefront,
reviews, etc. would be pleasant, it might not be necessary for the query.

That rankings persist because of ideology is perhaps the most challenging asser-
tion. Ideology is a set of axioms or foundational statements that inform one’s point
of view (Fairclough 1995). For example, to have a Marxist ideology is to assume
that class conflict and exploitation permeates all instances where capital is used to
create value. Ranked ordered lists are emblematic of a machine learning ideology.
This ideology assumes that as long as the system can learn from the user whether
the ordering is effective, the ordering will get ever more effective (Segaran 2007).
Everything is data, so training on ever more data will provide ever more effective
results. Every click on a second result, every time someone does not “like” the top
story on Facebook, every time someone purchases another product listed on a page
are all signals to be reabsorbed into a ranking algorithm. Within this ideology, feed-
ing data back into the system makes it possible to get increasingly close to the most
accurate results.

One pernicious aspect of ideology for invisible algorithms is that it makes the
collection and analysis of personal data a virtue. Individuals might not realize what
data of theirs are being used, which can include everything from typing speed to how
quickly the mouse moves on the page. However, within this ideology, such collection
is still acceptable from the data provider’s perspective. It is not a private matter, it
is simply more data. It helps to train the algorithms that then make life easier by
providing more effective results. In essence, it is an unknown social contract with
a voracious voyeur who believes that this voyeurism will by its nature make itself
more useful to the user.

Below are examples of how the logic of invisible algorithms as a manifestation of
amachine learning ideology permeates the organization and presentation of multiple
forms of data: music, email and friends. In each case, we can see that the data can
be (and often are) relational, and that alternative forms of presentation and ranking
have emerged.
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Invisible Algorithms and Their Alternatives in Practice

Music

The digital revolution enabled a reconsideration of how music is discovered, dis-
tributed and organized. The distribution of music has always been bound up with
socially constructed notions of taste as well as technical constraints (such as FM,
cassette players, radio, size of an amphitheatre, etc.). However, when music became
widely available digitally, it became possible to access heretofore unimaginable vol-
umes of music with relative ease and convenience, prompting entirely new means
for discovery and organization. Now that music can be integrated into databases that
signify and calculate the relatedness of music, one does not need other media to
discover new music. Virtually every streaming music service, whether it is Google
Play, Spotify, iTunes or Pandora, has some means to impose a machine learning logic
onto music. Thus, one can become acquainted with new music through the Internet
without getting an explicit recommendation from a specific other person but from a
representation of music as a data structure.

Representing music as data poses a number of significant challenges for either
invisible algorithms or interactive affordances. This is because music exists within
a highly tiered multilevel structure. A song is on an album that is by a band who
are on a label. Each song might be more or less popular and include certain guest
artists. At each level (song, band, etc.) one might also ascribe a genre (e.g. dance
music), a subgenre (house music) or even a subsubgenre (electrohouse). While such
features would seem to present an explosion of potential ways to explore new music,
in most cases, these features are not represented structurally. Instead, music listening
is reduced either to sorting by single rational signals (such as most downloaded, al-
phabetical, most recent) within any given single column, or via an invisible algorithm
based on some amalgam of co-listening and other factors. One of the challenges of
representing this relationally is not the paucity of possible relevant features for the
graph, but the abundance.

In addition to the invisible algorithms of iTunes Genius, Amazon, Pandora and
Google Play, interactive affordances are meant to provide an overview of music.
These have yet to be adopted on any broad scale. I contend that one reason for this is
the complexity of providing a Graph Search-like capability using database systems
designed for sorting and ranking. Thus, we are left with user-curated networks of
music, such as Iskur’s Guide to Electronic Music,? a flash-based app that shows
subgenres networked and linked in larger genres, all subjectively assessed. Other ap-
proaches include eMusic’s “Infinite Explorations”, based on user co-downloading,
and MusicPlasma, based on Amazon co-buying. In most cases, however, these sys-
tems do not provide a categorical system based on sets and filters. Instead, the
edges linking different music (typically artists) are themselves based on invisible
algorithms.

2 http://techno.org/electronic-music-guide/.
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This leads to an interesting if somewhat underwhelming situation. The emergent
maps do not tend to show macroscale features such as clusters. Instead, they merely
projectinvisible algorithms into a different space. For instance, the music app Discovr
operates as a music discovery service that draws in streaming from other services. It
includes features for following bands and visualizing one’s artists as a “music map”.
The map shows approximately six nodes based on a search for a specific artist.
These nodes are provided by Echonest, a music tagging service that specializes in
the tagging and organization of music. Echonest’s clients include top music vendors
such as Spotify, MTV and EMI, and they specialize in categorizing and tagging
music according to a host of proprietary formats. In Discovr, one can click on any
node and six more appear with links to the selected artist. Thus, one grows outwards
a selection of nodes that are linked by an invisible algorithm queried by Echonest in
order to presumably discover new music. What is not provided, however, are ways to
determine what constitutes an edge, what sorts of community detection features are
available, any notion of the edge weight or ways to filter. Thus, the network is merely
a projection of ranked lists into two dimensions rather than one. How one arrives
at the edges typically remains opaque even if the user can now browse non-linearly
through such links. While the ranking algorithm has been given a high degree of
polish (as is seen elsewhere), the interactive features remain thin.

Email

Email remains a dominant medium for communication. Yet it is overloaded as a
communication medium, a to-do list, a means for registration and a host of other
uses (Whittiker and Sidner 1996). The dominant way to organize email is simple:
recency. This ordering makes a great deal of sense for most individuals. However,
there are a small number of individuals who are utterly besieged by hundreds of emails
a day. High-tech workers, journalists, celebrities and often academics routinely get
hundreds of emails a day. This has led to the notion of triaging email. The term
“triage” comes from the medical field where patients must first be triaged to determine
their severity. In email, one might, by analogy, get an extremely important update as
well as many offers for new jewellery, male enhancement and lucrative offers from
wealthy princes abroad.

There has been much work on classification systems designed to sift out spam
from relevant messages. This is exactly the sort of task for which machine learning
shines. Using augmented Bayesian classifiers and other related techniques, modern
email systems have been relatively successful at keeping spammers at bay. However,
once one gets rid of the utterly inessential mail, how exactly ought we to organize
what remains?

In 1999, Eric Horvitz designed PRIORITIES at Microsoft Research, a machine
learning-based system for determining which emails to display to a user based on
passive cues. The system would use visual cues such as bold or larger font to indicate
a mail message that the system believed was particularly important. It used continual
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feedback from the user in order to better train the system which emails one ought to
prioritize, essentially working within the ideology of machine learning. Within this
framework, Horvitz et al. (1999) sought to train on criticality. That is, some messages
and some senders have information that is known to be specifically time critical. The
purpose of PRIORITIES was re-organizing mail in terms of its criticality so that
the user would only receive alerts from messages when the cost of interruption was
less than of ignoring the message. Like Google’s 40-odd signals of personalization,
PRIORITIES used a bevy of signals in ways that it considered to be appropriate,
such as monitoring the acoustical environment, an individual’s calendar and past
responsiveness to individuals in one’s inbox. While the algorithm that classified
critical messages correlated at 0.9 with one user’s own evaluation of which messages
were critical, the system was never fully implemented into Microsoft Outlook. While
there are no published records of why this occurred (in fairness, this is common at
Microsoft Research), co-author and PRIORITIES developer Jacobs noted that when
the system failed to assess a critical message, users would be at a loss to determine
why and to fix this issue.? For users, this represented a significant problem. If one
depends on a system for assessing critical messages, even a one-in-ten probability
that a message is misclassified represents a seriously high level of uncertainty for
everyday workflows.

More recently, Google has introduced priority inbox to their Gmail software.
This system is not as explicitly oriented towards criticality, but like PRIORITIES
uses machine learning techniques in order to differentiate mail that it suspects is
important for the user. As their supporting documentation says, priority inbox uses
cues such as sender, recency, whether it is sent to the user, etc. There is currently
no public statistics on how many people adopt priority inbox; so it is challenging to
evaluate its effectiveness. However, it is worth noting that like PRIORITIES it does
not actually present the user with the specific reasons why a mail would or not be
in the priority inbox. However, by keeping the priority inbox small and presenting
the remainder of the mail on the same page, Gmail avoids the nagging suspicion
about whether important mail is getting lost. Nevertheless, Google maintains their
focus on invisible algorithms in presenting priority inbox. As stated on the help page
“Gmail uses a variety of signals to prioritize your incoming messages, including who
you’ve emailed and chatted with most and which keywords appear frequently in the
messages you opened recently. If Priority Inbox mistakes an email as important or
doesn’t flag one that’s important to you, you can teach it to make better selections”
(Google 2013, emphasis mine).

The many signals embedded in an email, including cc, sender, recency and con-
tent, allow mail to be considered in ways other than merely criticality or priority.
Following several years after PRIORITIES, Carman Neustaedter and the Commu-
nity Technologies Group (also at Microsoft Research) took a more augmented than
algorithmic approach to mail. Their program SNARF (Social Networks And Rela-
tionship Finder) was another experimental approach to mail that sought to augment

3 Personal communication, July 2005.
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human decision-making rather than operate as a substitute for it (Neustaedter et al.
2005). SNARF presented multiple views of one’s email that filtered and sorted the
senders based on the relationship to the user. Every view of email was based on a
customizable filter that could be tweaked by the user. For example, one view showed
the senders ranked by how frequently the user sends messages to the sender (imply-
ing that the senders with whom the user has regular contact ought to be ranked at the
top). Much like PRIORITIES, SNARF was a research project and never released as
a commercial product. However, it is a clear example of how social network infor-
mation can be used in direct ways under the control of the user, rather than in indirect
ways and reduced to a single rank order. That said, SNARF was probably too radical
a departure from traditional email practices (in particular by showing the sender and
a count of messages, rather than the messages themselves).

Like PRIORITIES being the spiritual ancestor of Gmail’s priority inbox, the
ideas embedded in SNARF also existed in a commercial product (although it is not
clear that one influenced the other). Xobni (or “inbox” spelt backwards) was an
add-on panel for Microsoft Outlook that similarly allowed significant customization
of how email was sorted, paying specific attention to the relationship between the
user and the sender. Xobni is still relatively unique in enabling a view of the user
as well as a view of the messages. Most email products currently have the ability
to search by individual or email address, but not a dedicated view of the individual
and his/her relationship to the sender. Although Xobni is not likely to be considered
a household name, it was acquired by Yahoo in late 2013 for 48 million in cash,
suggesting that there is still significant interest in providing novel interfaces that
augment human decision-making rather than merely new invisible algorithms that
re-rank email within the dominant single list paradigm.

Friends

Relative to the management of messages and music, the notion of articulating friends
online is perhaps the most recent and novel way in which invisible algorithms
have been applied to data structures. Friendship is unambiguously multidimensional
(Marsden and Campbell 1984). It combines recency, locality, taste, reciprocity, ho-
mophily and a host of other complex attributes into a single state—the friend”
(Gilbert and Karahalios 2009). As noted in qualitative research, however, friendship
online is much maligned by the need to signify a host of different relationship types
using a relatively user-friendly label. As boyd notes, there are many reasons to sig-
nify someone as a friend on a social network site, such as the social cost of saying
no or the wish to look popular (2006).

The high-dimensionality of friends has led to the application of both augmented
and algorithmic approaches, with Facebook at the vanguard of, ironically, both
approaches. Here I mention Facebook’s top news feed and the recent Graph Search.
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The News Feed

When Facebook introduced a news feed in 2006, many users were in shock that the
site would so aggressively repurpose content (Sanghvi 2006). Facebook had provided
a novel affordance for consolidating and viewing content about others. But in doing
s0, it exposed people to a flood of information about their friends, some of which was
not always warranted. The group “Students Against Facebook News Feed” (Schmidt
2006) gained over a quarter million members in less than a week. Interestingly, this
first step was not an invisible algorithm but an interactive affordance. The news feed
was a brilliant case of how to consolidate and reorganize content in such a way that
it allowed users to see things they would not otherwise.

Over several years, the news feed included ever more information from other
individuals to the point where there were substantial complaints about its capacity to
provide information overload. Thus, in 2009, Facebook leveraged a machine learning
logic of invisible algorithms in order to simultaneously minimize the volume of new
information and the burden on users to configure what information was available.
This was not the only direction Facebook could have taken. One (ostensibly failed)
alternative to Facebook, Diaspora, explicitly sought to embed “aspects” or specific
views based on categorically defined lists of friends. It was not unlike the groups
of friends that Facebook originally tried. Not long after, Orkut rolled out a way
to categorize individuals into lists automatically. In 2011, Google rolled out their
alternative to Facebook, Google 4, and explicitly embedded the logic of different
spaces for different individuals under the notion of “social circles”. Ironically, it did
not include Orkut’s capacity for automatic group creation based on social signals.
Instead, Google provides users with a single list of friends and asks users to organize
and create social circles with the significant tedium of dragging each user one by one
into separate social circles.

Graph Search

The machine learning logic for presenting information and potential friends will al-
ways be limited by its reliance on invisible algorithms. While Facebook can record
huge volumes of signals from the users, it also has a mass of highly structured data.
Although Facebook are not using the semantic web explicitly, they have unambigu-
ously embedded semantics within their own Open Graph. Graph Search is in many
ways a culmination of a drive to use this information in visible rather than invisible
ways. Like the “knowledge” engine, Wolfram Alpha, it follows a categorical ide-
ology rather than a machine learning ideology. Within this ideology, it is assumed
that a user can ask for very specific well-defined objects and that it is the user, not
the system, which is to be trained over time. In both the cases of Wolfram Alpha
and Facebook Graph Search, the interface indicates how queries are supposed to
be contracted using a syntax that is similar to, if not exactly the same as, everyday
speech.

In the case of Graph Search, filtering comes first and ranking second. One can
filter to “my friends” or “friends of my friends”. This can be chained with a series of



7 From Invisible Algorithms to Interactive Affordances 113

attributes such as “who like bacon”. In fact, one of the early memes of Graph Search
was a set of queries that exposed unexpected lists of people, such as “people who
like white supremacy and hip hop music”.

What is peculiar about Graph Search, however, is that at present there is still no
means for sorting within a set of people. Rather, Facebook’s preferred ordering is
there. A cursory inspection of friends indicates the sort to be based on a vaguely de-
finable logic of recency and activity. Given the necessity of ordering in some fashion,
some measure of relevance would appear to have the advantage of not being entirely
stable (and thus predictable and dull), but again it implies an invisible algorithm even
behind what is otherwise a very user-centred set of interactive affordances.

Interactive Affordances of Friends as Networks

Particularly in the wake of significant optimizations in JavaScript and dynamic web
pages vis-a-vis HTMLS5, WebGL and AJAX technologies, there has been a veritable
explosion of new interactive affordances for the presentation of information. This
is the first crucial step in moving beyond the single ranked list and the typically
invisible algorithms that order this list. Google, for example, now provides extensive
customization filters on their Google Maps product. Hotel booking sites provide a
huge number of ways to pivot on salient details such as price and nearness. Travel
booker Hipmunk presents users with a pleasant means for seeing flights on a timeline
that can be sorted by user-defined details, including a clever sortable scale “agony”
that weights by the price and the number of changes that one needs to make.

For relational data, the obvious next step is the presentation of data within a
social network format. Indeed, I have been working with many colleagues in order
to present Facebook data as a social network for several years. The latest incarnation,
http://CollegeConnect.us/ (Fig. 7.1), is an attempt to provide users with a means for
viewing their network holistically as well as exposing which people went to a college
or university. The idea is to show individuals peers that have been to college or
university so they can ask questions. We do not rank users based on personalization,
but instead provide a traversable topology and a means for allowing users to explore
the network themselves.

When viewing a social network from Facebook on CollegeConnect, users are
presented with an open-ended means for searching. It thus serves as a form of dis-
covery and a means to place information in context. That is to say, the position of
an individual is indeed influenced by the individuals connected to that person. In a
sociogram, a co-worker is adjacent to other co-workers and parents next to other fam-
ily members. This form of contextualization enables individuals to now see related
information in a wider context, again not unlike the use of networks to categorize
music. By contrast, when search results, top news stories and collaborative filtering
algorithms rank by invisible algorithms, they rank by the similarity of the elements
to the user or the query. But these elements are rarely, if ever, positioned because of
their relation to each other. On Facebook’s top news, one might see a story from a
co-worker next to a story from one’s parents and one’s ex-girlfriend.
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Fig. 7.1 CollegeConnect.us interactive interface for visualizing social networks and surfacing
college information

The Challenges for Interactive Affordances

In the cases of web surfing, music consumption, email use and social media friending,
there are different reasons for a focus on either invisible algorithms or interactive
affordances. However, in all cases, it appears from cursory inspection that greater
attention is being paid to the approaches that help users input less and receive more
elements that are similar. That is, in all cases, information curators eschew a visual,
often two or three-dimensional approach to information management for one that
is one-dimensional for the user and n-dimensional for the server. The server gets
as many dimensions of data as it needs (such as time spent on site, frequency of
replies, distance to sender) and then using some algorithm reduces these dimensions
to a single factor. It rank orders the users based on this factor and presents this
information to a user.

Yet in all cases, I was able to demonstrate that much of this n-dimensional data
can be described as a graph, and to that extent can be presented or arranged based on
relations rather than just vectors of similarity. In the case of both music and friends, I
showed instances where these relations are visualized as a network. So if all of these
data can be described as a topology, then why are such topologies not ubiquitous in
the user experience of information spaces? Here I present a list of reasons, rather
than solutions. If interactive approaches are to seriously compete with ranked lists
from invisible algorithms, then at least in the case of network visualizations, they
must confront the following challenges:
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1. Networks are sciency. From marketing materials to bestselling books, networks
abound as complicated dot-and-line figures that show the world as interconnected
and complex. .. and virtually unintelligible. These graphics commit a host of
visual errors such as unnecessary edge crossings, too much chart junk or a poor
layout. That they look complicated is the point. One of the core websites archiving
such information design is deliberately called “visual complexity” (Lima 2011).
Attempts to reduce the clutter of these networks also tend to require additional
effort from the user to understand motifs or to “read” the graph in a novel way (as
is done with hive plots or substrate plots). This creates the network as specialized
work for professionals.

2. Toolkits for the visual presentation of network data are still lacking and config-
uration is difficult. 1t is only within the last couple of years that browser-based
JavaScript toolkits for networks have emerged that can be easily embedded into
websites. These tools still either require massive processing power to render the
entire graph or are inherently limited in what they can show. A layout that works
well to show everyone who tweeted Kony 2012 will not work so well if one wants
to dynamically filter out the peripheral tweeters from those who are central.

3. Centrality over community. The triumph of the single ranked list harkens to a
focus on key individuals. That is, often we want to focus on or discover the key
individual (whether it is the most important person in the inbox, the exemplar of a
genre or the most interesting tweeter). Being able to situate that artist, colleague
or personality within their respective social context is not as prevalent. Networks
permit us to see communities in conversation, but to do so might take the focus
away from the singular individual.

4. What counts as “as simple as possible” is unclear. There are narratives, conflicts
and factions to be found in networks. Yet, it is virtually impossible to present all
of this in a static image. While contemporary network graphics allow filtering
and highlighting, it is still not obvious how much configuration is too much. An
entire dashboard of controls to change a node’s size or colour based on a variety of
factors suggests that designers do not know which factors work best as defaults
and why. This, then, hints at the central tension between invisible algorithms
and interactive affordances—we wish to augment human intelligence through
presentation of information, but still must trust the user to be able to know how
to look for interesting data.

Conclusion

The criticisms against networks and interactive networks are significant and sub-
stantial. Where then does one turn? We can accept that a network is not always best
presented as a sociogram, but it is still a relational structure. As such, we need not
necessarily project a network in its totality. Many programs employ a graph but do
not visualize it. Facebook Graph Search is one such example of a forward-thinking
way to manage the complexity of graphs with the user rather than instead of the user.
But in doing so, it had to step outside of a machine learning ideology that treats all
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data as columns to be weighted along the way to a perfect sorting. Instead, it had to
combine highly scalable (and novel) graph databases along with named entities that
are of specific types or classes and natural language processing. This sort of work is
clearly interdisciplinary and demanding, but it does move the needle away from the
notion of the perfect search through increased optimization.

The machine learning approach employing invisible algorithms reduces a large
vector of measurements to a single scale and then presents a rank order of elements
in this scale. In doing so, it must weigh the different vectors according to some
scale—what is more important: Something that is local? Something that is liked by
my friends? Something that is recent? The main concern with aggregation is that the
recipe for this secret sauce is hidden from the user and based on the ideology that
training is most important.

Information retrieval in a single column list is almost entirely dominated by some
measure of relevance. The calculation of this relevance is typically based on an
invisible algorithm. Such algorithms do not have to be deliberately manipulative
or underhanded. However, to the extent that they are based on some amalgam of
multiple measurements, such as cosine similarity in topic space or recency, they
remain opaque. This opacity has given rise to both mundane complaints, such as the
cheeky column “TiVo thinks I'm gay” (Zaslow 2002), as well as serious concerns,
such as the legal case against Google. In the latter matter, a European commission
has questioned whether Google had unnecessarily privileged its own social media
product, Google 4, in search rankings (Manne and Wright 2010). As of publication,
Google is still in discussion with the EU as the algorithms behind the search results
remain hidden even to the European authorities.

In the case of relational data, social network diagrams and graph navigation op-
erate as an accompaniment and alternative to opaque scores based on relevance.
While they do not necessarily eliminate the need for invisible algorithms, they shift
at least some of the decision-making power as well as the work back to the user.
The user can gain multiple advantages in these cases. First, there is the ability to see
relational structures at a macro level. For example, building a network of American
political blogs highlights how explicitly blog linking falls along party lines (Adamic
and Glance 2005). The second is a clearer social contract—users are viewing output
based on input that they can theoretically understand. The third is imagination. Users
can now repurpose forms of data and project them in novel ways for new forms of
discover.

The notion of reputation online is one that has heretofore been bound to the
machine learning ideology. That is, how can we better create a system that ranks
people, places or things using whatever data we have on hand? But in interrogating
this logic, I am now prompting a new question: How can we maximize the users’
ability to evaluate these people, places and things themselves rather than to let the
wisdom of crowds embedded in a machine learning ideology do it for them? It
is not a denial of the use of social computing (or even a denial of the utility of
invisible algorithms), but a renegotiation. The possibilities emerging from graphs
and sociograms alongside invisible ranking algorithms are only now starting to be
realized.
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Chapter 8

Breaking the Iron Law of Oligarchy:
Computational Institutions, Organizational
Fidelity, and Distributed Social Control

Howard T. Welser

Corruption: Enabled from the Top Down

(Joseph Keppler 1889: http://www.senate.gov/artandhistory/art/artifact/Ga_Cartoon/
Ga_cartoon_38_00392.htm)

An external observer, witness only to the last century of advances in technology,
might easily suspect that contemporary society would be unpolluted, egalitarian, and
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prosperous. We now enjoy access to electric cars, low-cost solar energy, unprece-
dented communication technology, and dozens of other technological advances. This
expectation is reinforced by the noble intentions of our political constitutions and
the mission statements of our charitable organizations.

Despite these positive expectations, our world is still one of pollution, inequality,
and poverty. Our leaders are charged to work toward collective goods, and yet leaders
of organizations often work toward narrow self interests at the expense of the many
and contrary to the declared organizational mission. Across all types of organizations,
corruption emerges from the top down. Corruption can be understood by combining
agency theory with Gottfredson and Hirschi’s definition of crime (1990) where cor-
ruption includes acts of force and fraud by agents that employ organizational power
and resources to further self-interests; these acts will often include undermining or
damaging the organizational mission.! Accordingly, organizations across all areas of
contemporary society suffer from corruption: economic firms, political parties, labor
unions, educational institutions, governing bodies, judicial systems, and charitable
organizations. Whenever agents exert organizational control, there is the risk that
they will be tempted to subvert their authority and act toward their own interests.
This problem is not new.

Over 100 years ago, Robert Michels (1911) observed that even the most radically
democratic organizations would devolve into oligarchy. Michel saw oligarchy and
corruption as the inevitable result of the hierarchical systems necessary for large-
scale organizations. As authority and power accumulated at the tops of organizations,
the temptations and rewards for corruption would become increasingly powerful, and
the organization would make a transition to a system that primarily lines the pockets
of the leadership elite and would progress very little toward the avowed goals of the
organization. The decision making, influence, and capacity to evade effective moni-
toring accumulate at the tops of organizations. The systems of control flow primarily
from the top down, and the absence of effective controls creates the conditions for
corruption. The ideology or beliefs of the organization do not protect the members
from the risk of corruption. Exemplary cases of organizationally facilitated crimes
are easy to find among charities and churches as well as in government, education,
sport, and business (Paltrow 2013; Washburn 2008; Mason et al. 2006; Huther and
Shah 2000; Theobald 1990). The notion of a church leader like Pat Robertson using
humanitarian aid to fund his private exploitation of a diamond mine seems more like
satire than reality (Prophet Motive 1999). And yet, corruption and mismanagement
of funds are commonplace in charities and other nonprofit organizations (Hundley
and Taggart 2013).

As much as we might want to blame Pat Robertson, Jeff Skilling, or Dick Ch-
eney for their behavior, we should remember that they behaved exactly as we should
predict, given the opportunities presented by their organizational position. From the

! Corruption is sometimes used in a more limited sense where it is applied either to agents of the
state, for instance, “using public office for personal gain” (Shah and Huther 2002) or actions of firms
as they relate to the state, such as businesses agents bribing state officials to further the interests of
their firm.
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perspective of rational choice, and agency theory in particular, the difficulty in ex-
plaining corruption is not in understanding why people would steal or cheat, but in
identifying the circumstances when they will not. Our organizations continue to be
plagued by corruption precisely because they are designed with inherent shortcom-
ings that make it very easy for leaders to serve their personal interests at the expense
of the organizational mission. Those shortcomings hinge fundamentally on three
factors: (1) hierarchically defined asymmetries in monitoring, sanctioning, and de-
pendence such that high-status leaders in organizations enjoy very weak monitoring
are subject to weak sanctions and are often the least dependent upon their orga-
nizations for their continued well-being; (2) extant systems of review, evaluation,
and social control in organizations are concentrated by hierarchy and the application
of these system is inescapably connected to actors identity and their organizational
roles; and (3) opportunities for the most lucrative corruption are often correlated
with position in the hierarchy such that upper-level managers who are the least con-
strained by the systems of control have the best resources to exploit. It is instructive
to consider the control systems of extant organizations in light of theoretical models
of social control, agency, and normative compliance.

The leaders of our organizations are made amoral by the design of those organi-
zations, organizations that have not been redesigned to solve problems of oligarchy
and corruption identified over a century ago. Rather than working to solve the most
pressing human problem of the last century, we, the social scientists, information
scientists, and social computing engineers, have been busy with other tasks. This
chapter is an invitation to all who are in a position to study or design organizations
to solve our most fundamental social problem.

Embedding Organizations in Systems of Computer-Mediated
Interaction

Despite Michels’ warning, organizations have continued to foster the concentration
of power, organizational control, and inequalities of responsibility that gives rise to
corruption and distortion of organizational missions. However, recent developments
in large-scale online communities illustrate some of the ways that organizations
can overcome the tendency toward oligarchy in organizations. Five examples from
computational systems provide partial clues to how organizations can use digi-
tal affordances to overcome some of the inequalities and distortions that occur in
traditional, large-scale hierarchical institutions.

Large software-producing firms manage major code-writing projects through a code base that
is edited in a context that preserves the content of every edit and the identity of every editor.
In principle, these records could become the basis for organizational review and reward.
However, such records of code are not typically part of a systematic, automated, and double-
blinded peer review process. So, even though data on the quality of every programmers
contributions is potentially available for evaluation and reward, that data is only partly used,
and the reputations of the coders and the judges are likely to drive the assessment of any
particular section of code.
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Wikipedia, and wiki projects in general, demonstrates a radical flattening of organiza-
tional hierarchy. In principle, every participant can evaluate the contributions of every other
editor and can administer positive and negative sanctions. The asynchronous nature of in-
teraction and the automated recording system allow members to evaluate the content edits
as well as the tenor of interactions preserved in the edit record. The project illustrates how
large-scale organizations can be flattened and made more democratic. Positive reputational
effects are present as are deleterious effects related to personalistic, political, and other capri-
cious motivations. The same opportunities for double-blinded monitoring and sanctioning
present in the large software datasets are available in Wikipedia as well. However, the review
of contributions remains arbitrary, uneven, and overly influenced by reputation effects.

The online discussion system Reddit presents a large-scale online community where
all registered contributors can vote contributions up or down, which in turn influences the
visibility of those items and accumulates as an assessment of that member’s identity. The
system is large scale and has introduced many behind the scenes modifications to try to limit
users’ capacity to game the system. The system also allows users to create multiple accounts,
which in principle allow contributors to contribute in ways that they might otherwise not feel
free to. Identifiability of actions with identities is an affordance of computational institutions
that can be managed to enhance contribution toward organizational missions.

Google documents allows multiple parties to edit a collaborative document and has the
capability to present editors either as anonymized characters or as their login identity. While
not currently enacted in this manner, contributions to such documents could be presented
as edited by particular anonymized contributors who could be evaluated and sanctioned
according to the content of their contributions alone, and those sanctions could be delivered
to the identity of the contributor while maintaining the anonymity of both parties. The
sanctioning acts themselves could be presented to evaluators who could judge the merit of
those acts while maintaining double-blind anonymity.

CrowdGrader is a homework grading system that enlists students as peer reviewers in a
double-blinded review system where mechanisms for encouraging accuracy of evaluations
and feedback on the evaluation process are integral to the design. After submitting their
homework contributors are required to evaluate the work of a random sample of anonymized
others. The fundamental procedures of this grading system could be applied to contributions
in coding projects, in Wikipedia, or in meetings that combine aspects of Google-documents-
shared editing system and chat features.

Computer-mediated systems like these allow organizational actions to be captured
as digital events, and they represent major advances in the potential democratization
of participation in organizational monitoring and sanctioning. The open structure of
reporting all contributions takes an important step toward transparency in democratic
organizational control. These systems also operate, partly by leveraging the positive
side of informal reputational systems. By linking contributions to semidurable iden-
tities, the contributors are encouraged to comply with organizational goals, and this
compliance is made less subject to distortion by organizationally powerful individu-
als because it is a distributed system of monitoring and sanctioning. The association
between acts and personally meaningful identities allows norms, identity, and social
sanctions to influence behavior. Those positive dimensions are an important focus for
the Kredible net conference and research efforts. However, this chapter will high-
light the fact that reputation systems can also have counterproductive effects and
that computational systems can be further extended with formal systems that double
blind the review of organizational contributions and otherwise break the link between
organizational actions and capricious implementation.
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The digitally mediated contexts discussed above illustrate ways that online sys-
tems offer different interactive affordances for solving problems of social order, but
extant systems still perpetuate many of the linkages between actor, action, sanction,
and sanctioner that have the potential to foster oligarchy. The purpose of this chapter
is to spur further attention to mechanisms that promote oligarchy in organizations
and to begin the process of developing systems of distributed social control that will
ultimately break the iron law of oligarchy.

Theoretical Models for Controlling Corruption in Organizations

Michels (1911) drew attention to several factors that would lead to organizational
leaders to use their authority for personalistic ends. In different ways, the factors
that undermine compliance with the organizational mission hinge on inequalities of
access to and implementation of the systems of organizational control. The funda-
mental principles of these systems are best described by combining principles of
Weberian institutional analysis with models of social control from the rational actor
tradition. The following section articulates the key contributions of these and related
theories for understanding social control in organizations.

Max Weber (1978) developed an analytic framework for assessing differences
between institutional forms. Where Weber focused on developing ideal types of
authority systems and classes of institutions this discussion will focus on how models
in rational choice theory can help identify features of organizations that contribute to,
or impede corruption in organizations. This analysis will focus on dimensions directly
related to instrumentally rational action and generally to motives to action linked
directly to material cost and benefit. Material incentives and instrumental rationality
are not the only important dimensions of action, rather they provide an important
minimum threshold for analysis. Future work should consider how charismatic,
habitual, and traditional modes of action can both increase and decrease the likelihood
of corruption in organizational types.

The rational actor framework (Coleman 1990) combines some version of the
following assumptions in order to model the social implications of the decision mak-
ing of actors in particular institutional contexts. (1) Instrumental action. Action is
assumed to be instrumental or purposive which means that courses of actions are
pursued because of the expected results of those actions. Actions are not therefore
assumed to be expressive, habitual, bounded by tradition, or otherwise enacted with-
out attention to the likely results of those actions. (2) Self interested. Actors are
typically assumed to be individually self-interested, which means that they generally
seek to maximize individual benefits while avoiding individual costs. (3) Rational.
Rational actors use a comparison of costs and benefits to select the path of action
that is most likely to maximize their interests. Rational refers to the decision-making
process, not to the values held by individuals. (4) Material values. Actors typically
are assumed to value money or other fungible goods (goods that can be exchanged
for other goods). Depending on the context, power and status may serve as important
supplementary value assumptions.
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Given these first four assumptions models typically call two contextual factors
into analysis as well: (5) constraints of available information, and (6) discounting
of future payoffs for given levels of uncertainty. Although actors are assumed to act
within the constraints of available information, differences in availability of informa-
tion help to define important ways that organizations differ in their susceptibility to
corruption. Similarly, in situations of organizational uncertainty, access to short-term
gains will tend to undercut compliance with organizational rules that are incentivized
by distant, uncertain future rewards.

The Problem of Controlling Agents

The best model for framing the problem of corruption in organizations is agency
theory. Agency theory or the “problem of agency” refers to situations where one party,
the principal, holds the rights to some resource, but needs to entrust another actor, the
agent, to act on the behalf of the principal (Ross 1973; Arrow 1984; Eisenhardt 1989;
Kiser 1999; Shapiro 2005). In businesses, employees are agents that are contracted
to act on the behalf of the owners of the business, the principal. In Robert Michel’s
example of the Marxist labor union, the union leaders act as agents of the union,
which is collectively owned by the membership. The leaders then are contracted to
act on the behalf of the union as a whole, but like all agents, they are presented with
options that will further their own interests at the expense of the principal.

Kiser uses a sociological variety of agency theory (Kiser 1999) to predict like-
lihood of corruption and inefficiency in state organizations and to explain variation
in the organizational strategies adopted in a variety of premodern circumstances
(Kiser and Schneider 1994; Kiser and Cai 2003; Kiser and Sacks 2011). Kiser and
coauthors’ use of agency theory focused on variations in capacity for monitoring,
sanctioning, dependence, and the alignment of interests. Their research allows us, in
the historical and comparative setting, to better predict when and where corruption
should be more likely based on matching the organizational solutions to the agency
problem as enhanced or limited by the technological and practical limitations of each
case. In the contemporary period, a shortcoming of Kiser et al.’s research is that it
assumes that under conditions of modernity, a bureaucratic system will be optimally
efficient. However, we need to extend our standards of evaluation beyond the tradi-
tional understanding of standard bureaucratic design because of digital innovations
that offer substantially superior alternatives to century old systems of unmediated,
interpersonal, hierarchical management.

The Problem of Powerful yet Low-Dependence Agents

The most basic solution to the problem of agency is to align the interests of the
agent with that of the principal. When lawyers earn a percentage, or salespersons
work on a commission, the contractual relation is written to allow the principal to
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assign a portion of the proceeds to the agent, which is paid in direct relation to the
agent’s capacity to succeed. In the simple principal/agent (where the principal is the
owner who stands to gain materially from successful completion of agent duties),
the systems of monitoring and sanctioning only need to be applied to the agent
because the principal is automatically aligned with her or his existing interest in the
success of enterprise. The principal, by virtue of ownership can claim exemption
from monitoring as well as the right to impose the conditions of the contract. The
agent can try to negotiate alternative conditions, but the agent’s primary recourse
is to simply refuse the work, thereby forfeiting claim to any compensation. This
arrangement works as a solution to the agency problem in simple organizations
where owner/principals can be clearly identified. However, most large organizations
create additional challenges.

Large organizations often employ many levels of management, and those man-
agers often behave both like principals (in terms of power) and like agents in terms
of interests. All managers, but especially upper-level managers will often be granted
the privileges and status of the owner/principals (relative freedom from monitoring
and sanctioning, power to create contracts, high compensation; for a related discus-
sion of overcompensation and corruption see Zyglidopoulos et al. 2009). However,
these actors, who take a managerial role, frequently do not hold sufficient interest
in the success of the organization. The executive privilege that high-level managers
retain would seem to be a traditional carryover of rights from a simpler model of
organization where the executive level manager is the owner, and thus a true prin-
cipal. High-level executives typically will have access to corrupt opportunities that
are both highly lucrative and damaging to the interests of the organization. When
viewed from outside of an organization, or from the vantage of a true principal of an
organization who is entirely dependent on the success of an organization, it seems
quite strange that these glorified agents enjoy such power and latitude with far less
monitoring than lower-level agents. For any individual agent, the degree of compli-
ance with organizational missions and values depends on the degree to which agents
are dependent on the success of the organization for their own current and future
well-being. For the organization, cooperation and success depends on the degree
to which dependence is universally shared across agents and roles. Corruption will
be limited to the extent that hierarchical elites do not hold different organizational
interests than rank and file agents and the organization as a whole.

Motivating Contribution to Group Goods Through Monitoring,
Sanctioning, and Dependence

Hechter defines solidarity as the proportion of individual goods (time, energy, re-
sources) that are contributed to a group (1988). Obligatory groups, such as communes
or other voluntary associations face especially difficult challenges in motivating
members to contribute rather than to free ride and enjoy the benefits of group member-
ship without performing their group obligations. The key solutions in the sociological
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rational choice approach involve the development of socially efficient systems of
monitoring, sanctioning, and dependence. While Hechter’s (1988, 1990) work fo-
cuses on obligatory groups, firms and other compensatory groups still face major
challenges in ensuring contribution even with the additional leverage of contracts
and pay incentives.

In face-to-face interactions, and especially in large organizations, systems of mon-
itoring and sanctioning are often incomplete, and key organizational members may
experience low levels of dependence, seeing plenty of alternative opportunities and
low exit costs. The same monitoring challenges confront common pool resources and
related communities and industries (Keohane et al. 1993; Coleman and Steed 2009).
Improving systems of monitoring and sanctioning should result in higher levels of
compliance with organizational values and lower levels of corruption. Theories of
common pool resources, group solidarity and agency all suggest that actors who are
strongly dependent on the organization will be less susceptible to corruption and,
further, that developing effective and efficient systems of monitoring and sanction-
ing are necessary preconditions for achieving high levels of contribution and low
levels of corruption. This chapter offers two key extensions, first, that firms and
other compensatory organizations still require major improvements in the design of
monitoring, sanctioning, and dependence, and second, that the asymmetries of con-
trol and privilege that are traditionally associated with rank in organizations must be
replaced by a distributed system of control, or we will not escape from the iron law
of oligarchy.

Distributed Social Sanctioning, Norms, and Organizational
Controls

Organizational norms can be understood as the informal rules and expectations that
control the actions of some organizational agents under certain conditions (Coleman
1990). In Coleman’s understanding, proscriptive norms arise as solutions to imbal-
ances of externalities. An externality is a third party cost that arises due to an agent’s
actions in a given situation. If an agent of an organization acts in ways that create neg-
ative externalities for others, those other members have an incentive to exert negative
sanctions, and to the degree that they do so, we can say then that a proscriptive norm
emerges as an informal means of controlling the proscribed behavior. Similarly, pre-
scriptive norms arise when third parties award positive sanctions for behaviors that
generate positive externalities for them. In Coleman’s model, when and where norms
arise becomes an empirical question, one that depends on the capacity of third parties
to impose negative sanctions for violations and positive sanctions for compliance.
However, the informal and personalistic nature of sanctioning behavior gives rise
to additional challenges, such as the second order free rider problem (Heckathorn
1989; Coleman 1990; Panchanathan and Boyd 2004) where third parties are unwill-
ing to exert the social sanction on norm violators because they fear retribution or are
otherwise unwilling to pay the cost of delivering the sanction.
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Further problems arise with organizational norms when those norms reward be-
haviors that undermine the organizational mission, contradict organizational values,
encourage shirking, or otherwise impede compliance with official rules or with par-
ticipation in formal monitoring and sanctioning systems (Jones 1983). Organizations
may introduce special offices, like that of the ombuds, to internally address issues of
institutional justice and equity (Huther and Shah 2000). Such offices offer a partial
solution to the fact that traditional hierarchies can themselves become sources of
actions and influence that undermine the mission of the organization or violate rights
of organizational members. Review boards, abuse hotlines, whistleblower rules, or
other mechanisms can offer a partial solution to enabling distributed members of or-
ganizations to help enforce organizational missions or values. However, these types
of mechanisms themselves can be abused and can be implemented for personalistic
reasons or vendettas (Gould 2000). This work, research on norms, and one organiza-
tional culture all suggest that important improvements can be made in the capacity
of organizations to facilitate effective social monitoring and sanctioning.

Informal Groups, Identity, Status, and Biases

All organizations face challenges in which the informal social network and identities
of agents of the organization can give rise to factions or other subgroups that act in
ways that undermine the mission and values of the organization. A major challenge for
every organization is to create effective social control systems that reflect the mission
and values of the organization. Organizational control systems that allow agents to
sanction in knowledge of personalistic ties and identities open the organization to
corruption of the very system of social control (Prendergast and Topel 1996). Agents
in organizations can also be influenced by conscious as well as unconscious biases in
their evaluation of others, according to research in status characteristics (Berger et al.
1972) and cognitive psychology (Greenwald and Krieger 2006). People evaluate the
work quality of low-status actors lower; they defer expertise to higher-status actors,
and in numerous ways allow status expectations to shape their assessments even
when status differentials should have no bearing on content of a judgment (Berger
et al. 1972). Status differences are especially problematic when they are correlated
with organizationally defined sanctioning role. To the extent that personal identities
and group memberships are connected to the evaluation of work performance, these
biases threaten the legitimacy of the organizational control system.

Reputation, Evaluation, and Distortions of Judgment

People will work for fame and notoriety, and many organizations try to leverage
the desire for esteem and respect in order to motivate members. In online commu-
nities, reputation systems are seen as important, though fickle, tools for motivating
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contribution and exerting social control (cites). In Wikipedia, authors award barn-
stars to recognize noteworthy contributors, Ebay sellers work hard to curry positive
reviews, redditors grant karma to those whose contributions they value, and many
other systems all participants make comments, reshare, or assign positive or negative
sanctions. Through all of these processes, actors accumulate the results of their past
behaviors, and in so doing develop reputations, and these reputations have the po-
tential to influence their future behavior and to influence how others behave toward
them.

While reputation systems have the potential to spur contributions, encourage
prosocial interaction, and otherwise aid organizational missions, they can also distort
and undermine evaluation systems in organizations. The Matthew effect (Merton
1968; others) describes the tendency for reputation systems to distort assessment of
current merit: Those which are already well known, or perceived to be high status,
attract more than their fair share of accolades and endorsements while those which are
less known go wanting. Reputation systems can lead to a “winner takes all” society
where the rewards for performance are disproportionate to objective differences in
performance (Frank and Cook 1996). When people are given a judgment task, they
tend to grant too much quality to the work of the famously good and not enough merit
to the work of the obscure. When agents in organizations evaluate work of peers,
their judgment is distorted by reputational information, and thus a system that blinds
evaluators to the identity of the contributor will provide a more accurate assessment
of that work.

Reviewers can clearly be influenced by the reputations of those they review, but
they may also be influenced by the awareness that their review may contribute to their
own reputation or assessment in the eyes of others. The story of the emperor’s new
clothes underlines a second problem that reputation systems create for evaluation
processes in organizations: Public reviews of quality become subject to concerns
about how exercises of judgment reflect upon the judge. Reviewers can be reluctant
to express support for unpopular work or unpopular contributors, or under other
circumstances, reviewers will use their assessments as statements to draw attention to
themselves for a variety of reasons, distorting the assessment that they would make if
they were purely trying to accurately measure the quality of the work in front of them.

Double-blinded peer review in the scientific academy demonstrates how an insti-
tution has adopted procedures to overcome reputational concerns in the assessment
of quality. Even with those efforts, we can still point to examples of authors whose
work makes them largely identifiable, and in others where reviewers may tip their
hand, revealing their own identities. However, even if the implementation is imper-
fect, the effort to double blind reviews in the scientific process provides support to
the claim that the reputational issues raised above present an important threat to the
validity of assessment in organizations. Issues of reputation can distort evaluation
processes in organizations, and without a system for double blinding the review
process, such reputational concerns will always be present. This threat should be
addressed at a larger scale and across the full range of organizational contexts where
the accurate measurement of member contribution is important for the success of the
organization.
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We can use the term ‘“organizational fidelity” to refer to the capacity of an or-
ganization to actually implement its mission, to encourage exemplification of its
values, and to maximize the productive contributions of members. The concepts dis-
cussed above identified challenges to social control and evaluation in organizations.
Taken together, these concepts suggest ways that organizations vary systematically
in the degree to which they either facilitate or impede organizational fidelity. While
it may seem utopian and unrealistic, digital institutions have the potential to com-
bine features that previously were impractical, costly, or unrealistic. We can now
build organizations that are not limited by the shortcomings that Michel saw as in-
escapable, and thus the next section provides an ideal typical model for high-fidelity
organization that could actually be implemented.

Design Elements for Distributed Organizational Control

Computer-mediated work provides new opportunities for organizations to solve the
long-standing problems of social control that lead to corruption in organizations.
These problems stem from asymmetries in the flow of and access to information about
organizational contributions, and in asymmetric constraints on capacities for exerting
control through monitoring and sanctioning. This section outlines the necessary
conditions that when combined would allow all organizational agents to constitute the
systems of organizational control that will allow the membership of an organization
to reward compliance with organizationally defined values and to prevent agents
from exploiting asymmetries of information for their own advantage. The purpose
of this section is to describe the full list of attributes that need to be designed into an
organization that can overcome oligarchy through distributed organizational control.
This section also helps to articulate an ideal type that can be used as a standard to
compare to extant organizations that will reveal the sources of corruption in those
organizational designs.

Mission A clear mission statement is needed to allow all agents to judge their con-
tributions and the contributions of others according to how effectively those actions
advance that mission. The mission helps to define how the values of the organization
are expressed, and thus how the quality of contribution is created through agents’
actions and how it is measured in the evaluation process.

Values Values are represented in dimensions of agents’ actions on behalf of the
organization. Organizations need value statements that can be clearly translated into
actions, and the qualities of those actions need to be measurable and comparable in
terms of those values. Organizational values need to be clear and concrete enough
that when an agent commits an action on the behalf of the organization that this action
can be at least interpreted as good or bad, and as better or worse than comparable
actions.

Contributions All organizations require agents to take actions on the behalf of the
organization. These contributions are of different types and will vary in terms of
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quality and impact. An effective system of distributed social control will require
a set of definitions of the types of contributions that will be collected, evaluated,
and sanctioned in the system. The effectiveness of the organizational control system
depends on the capacity for the most important contributions to be recorded digitally
and for their dimensions of quality to be accurately recorded in the system and thus
be made available for distributed evaluation.

Criteria of Evaluation Criteria of evaluation are the definitions that apply the orga-
nizational values to the measurement of quality for the defined types of contributions.
These criteria need to be expressed with enough clarity that third parties could em-
ploy those criteria upon a sample of actions and achieve a high degree of intercoder
reliability. Reliably measurable attributes of content is a standard expectation for
content analysis, and to the extent that actions are rendered as textual records of
agent actions, measurement of the quality of individual actions in an organization
will need to, at least, rise to the level of basic social scientific methodology.

Digital Work Efficient distributed organizational control requires a digital envi-
ronment. Work performed in a digital environment creates digital records that can
be stored and selectively displayed while linking to stable identities, but while also
controlling the flow of identity information in ways that are not feasible in face-to-
face interaction. Not only are costs of monitoring and sanctioning reduced, but the
system can be used to both maintain and obscure the key links between identity, eval-
uation, and sanctioning discussed in the Section “Theoretical Models for Controlling
Corruption in Organizations.”

Completeness of Information The greater the percentage of each agents contribu-
tions are accurately recorded in the work system the more effective the system will
be at both motivating contribution and directing those actions toward the mission
of the organization. The complete system would be both motivating (because all
actions would “count”) and would be mission enhancing because contributors would
be aware that the quality of their contributions would be measured.

Double-Blinded Evaluation Digital environments make it possible for the content
of a contribution to be presented in a context that obscures the identity of the contrib-
utor and the evaluator while maintaining a connection to their identities. This allows
evaluation to be based on the quality of the contribution rather than the reputation of
the agent or any other biased rational. Furthermore, the identity of the evaluator is
blinded during the act of evaluation to remove consideration of positive or negative
second-order sanctions. Inescapably identifiable actions, like decisions by agents in
leadership, are subject to single-blinded reviews, so that the reviewers can honestly
assess the value of the contribution without fear of retribution. Inescapably identi-
fiable contributions are a predictable result of leadership roles or highly distinctive
tasks, and thus, given the fact that these will be subject to review that is not blinded,
they should motivate extra compliance with known criteria of evaluation since the
reviews of the evaluations will themselves be blind peer reviewed.
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Evaluation Is Itself Reviewed Evaluation acts are contributions that are themselves
subjected to double-blinded evaluation. This gives evaluators incentive to maximize
the accuracy of their evaluations.

Performance-Based Compensation To the extent that dimensions of agents’ con-
tributions are accurately recorded in the system, their compensation should depend
on the quality of their contributions. Unless the values of the organization are en-
forced through the compensation system, they are like laws without the sword, mere
words (an analogy to Hobbes on the necessity of force as the defining dimension of
the state).

Dependence and Distribution of Dependence Compliance with organizational
rules and degree of contribution toward organizational mission will be higher when
agents are more dependent on organizational compensation for the current and future
well-being. The distribution of dependence of agents within the organization should
reflect the importance of the compliance of those agents with the values of the
organization and capacity to contribute to the success of the mission.

Uniform, Universal Constraints on Agent Control over Visibility of Contribu-
tions All agents have equal and limited capacity to influence the visibility of their
own contributions and the visibility of others.

Uniform Evaluative Rights and Obligation All agents are equal participants in
the organizational control system. Each agent has equal access to and obligation to
participate in the evaluative role.

Uniform, Universally Subject to Evaluation All agents of the organization have
their contributions recorded by the digital work systems and made available for
evaluation.

Open Code and Transparency of Rules The only way to ensure that digital in-
frastructure is not itself corrupted is to open the code to knowledgeable review and
correction. The only way to ensure that the rules of the organization are not being
manipulated to favor some at the expense of others is to open those rules to review
and correction. Openness, review and correction in the machinery of the digital work
system is necessary to prevent organizational agents from distorting the function of
the distributed organizational control system.

Summary of Design Elements for Organizational Fidelity
and Effective Organizational Control

The attributes listed in the Section “Design Elements for Distributed Organizational
Control” can be used as a preliminary ideal type. By holding up these standards,
we can compare the ideal to extant organizations and see dimensions where current
organizations have features that deviate from distributed organizational control and
therefore where those organizations contribute to corruption and oligarchy. It is
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immediately apparent that traditional features of organizations exist in stark contrast
to these design elements (Table 8.1).

In general, we see that despite the fact that high-level contributors in organizations
act primarily as agents rather than as principals, privileges associated with rank make
them less subject to organizational control and more likely to become corrupt. Organi-
zational fidelity is actively undermined by the concentration of privilege related to ca-
pacities for social control. The more that privileges of social control are concentrated
according to rank in hierarchy, the more oligarchic the organization will tend to be
and the more likely that corruption will undermine organizational fidelity. The more
universally distributed the items are, the more democratic the organization will tend
to be and the higher fidelity we expect for implementing the organizational mission.

Implementations for Organizational Fidelity: Partial Examples
from the Contemporary Social Media Ecosystem

Existing social media systems and some organizations currently implement proce-
dures and rules that enact some aspects of organizational designs discussed above.
These systems are far from perfect, and they retain many attributes typical of in-
stitutions that readily encourage corruption and oligarchy. In this discussion, I will
try to focus on helpful lessons to draw from existing systems and identify paths to
strengthen the potential for effective distributed social control.

Universally Distributed Capacity for Monitoring and Sanctioning,
Semipublic Sanctioning, Reputation Systems

Both Reddit and Wikipedia represent large-scale experiments in universalizing the
capacity for monitoring and sanctioning across a population of participants. In Red-
dit, every post and every comment is subject to evaluation and can be sanctioned.
Every member of the community can exert an equal (though weak) sanction, deliv-
ered either to a comment or initial link post of any other participant. Quantitatively,
sanctions are minimally expressive: Each login identity can grant a single upvote or
downvote per item. Additionally, participants can reply to posts or comments, and in
so doing, administer a qualitative sanction, which, to the degree that comment influ-
ences the reading and voting behavior of others, can result in larger-scale changes in
the vote count or “karma” of the login identity to whom they have replied. However,
upvoting and downvoting behaviors are not subject to review or evaluation, and no
justifications or explanations of voting decisions are integrated into the social control
procedure. Therefore this social control measure is not itself subject to social control,
lending to potential arbitrary and antisocial implementations.
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Table 8.1 Comparison between distributed social control and traditional organizations

Dimension Distributed control Traditional organizations

Mission Clear, formal, public; directly Varies
linked to values

Values Explicit, clear, concretely tied to Varies, seldom clear and complete
desired contributions of enough to allow systematic,
organizational actors valid review

Contributions Codified into measurable, Widely varied by level in

Criteria of evaluation

Digital work

Completeness of
information

Evaluation

Review of evaluation

Compensation

Dependence

Visibility of
contributions

Evaluative
rights/obligation

Subject to evaluation

Transparency of rules

important types that are
digitally recorded

Clear and complete enough to
allow high intercoder reliability

Extensive use of digital
participation systems for all
crucial types of contribution

Full records of all digital work is
made available to evaluation
system

Double-blinded evaluation for all
feasible actions, single-blinded
review for inescapably
identifiable actions

Automatically and universally
included as feature of
evaluation process

Compensation from organization
depends upon quality measured
from evaluation process

Maximize dependence of agents
on quality of contribution
toward both long- and
short-term organizational
mission, distribute dependence
uniformly through organization

Uniform and universal obligation
for contributions to be visible
to digital recording system

Uniform and universal right to
and obligation to participate in
evaluation system

Uniform and universal subject to
evaluation of contributions to
organization

Transparent and public rules,
open source code for all digital
institution systems

hierarchy, clarity of
contributions decreases with
status in hierarchy

Hazy and incomplete, especially
at higher levels in hierarchy

Few if any of the key decisions or
contributions are recorded
digitally in any monitorable
form

Little if any of digitally recorded
work is made available for
systematic review

Organizationally determined by
role and position in hierarchy,
top down review of
lower-status agents

Reviews are not systematically
monitored, and if review is
made, it is made by
hierarchically privileged actors

Compensation dependent on
privilege in hierarchy as well as
control over compensation of
others

Hierarchically defined privilege in
freedom from dependence and
capacity to control dependence
of subordinates

Hierarchical control over access
to own contributions as well as
access to others

Hierarchically defined privilege to
engage in evaluation and to hide
contributions from evaluation

Organizationally determined by
role and position in hierarchy,
top down review of
lower-status agents

Access to rules a privilege of rank,
capacity to change rules also a
privilege of rank. Limited
transparency
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Another general source of bias in implementation comes from the fact that sanc-
tioning of particular posts or comments results from the organic process of reading
and commenting on whatever is interesting to each participant, and thus the vote
count for any contribution can be greatly influenced by arbitrary circumstances. An-
other shortcoming relates to the potential for valuable contributions to receive too
little attention, and trivial contributions to receive too much. These will distort the
vote total measures in ways that diminish their potential to reflect community goals
or standards. There are no automated processes for delivering contributions in need
of sanctions to participants, and there is no obligation to sanction particular contri-
butions, and there is no systematic process for making sure that the review process
is providing the feedback that would enhance the organizational mission.

Wikipedia faces similar challenges for evaluating contributions of members. Be-
cause all edits are recorded, and the login identity accompanies the timestamp on the
edit, the wiki software allows actors to sanction particular edits. However, this edit
is typically made when reviewers also have access to knowledge about the identity
of the contributor (Edits by IP addresses are normally treated with great skepticism
as are edits by recently created login identities). The fact of automatic recording
of editor identity is what allows Wikipedia to eventually identify contributors, like
sock puppets who use multiple proxy accounts to circumvent organizational rules
on appropriate editing practices (Owens 2013). However, the presence of identifiers
with each edit makes all wiki systems susceptible to corruption in the forms of the
Matthew effect, vendettas, patronage, and other types of bias based on identity of
the contributor. However, the fact that the default condition in Wikipedia is for all
editors to have equal access to contribution information and to all have potential to
deliver some sanction takes a major and important step toward a distributed digital
organization. Implementing a supplemental review system based on double-blinded
peer review could allow additional progress in this direction.

Double-Blinded Peer Review Systems

Digital systems can automate procedures for double-blinded peer review. To imple-
ment review in online work settings requires identifying sets of equivalent tasks (in
this case, homeworks) which can be collected during a period of time and then later
redistributed to a pool of potential reviewers through the collection interface. Crowd-
Grader (de Alfaro and Shavlovsky 2013) is just such a tool designed for instructors
to use in courses where the students can act as graders of the assignments of their
peers. After submitting an assignment, students have a rubric, grading instructions,
and are presented with a series of anonymized assignments to review. They score
and range the assignments and leave qualitative feedback. After the period of review
ends, students can view the scores and comments from the variable number of (typ-
ically 5 or 6) reviewers who judged their contribution. Students have the capacity to
respond qualitatively to reviewer comments and grades as well as assign a negative
or positive score to that review. I have used this tool in my courses, and it seems
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to have some beneficial effects on student’s perceptions of the legitimacy of their
marks as well as expanding students’ awareness of the range of variation in quality
of work. In addition to organizing the presentation of assignments for review, the
system uses recommender system algorithms to judge the accuracy of reviews and
penalizes students scores if their assessments are inconsistent with consensus, and
it also assigns greater weights to the reviews of students whose own work is highly
scored. Students, as a part of their assignment grade, are obligated to perform reviews
as part of their assignment grade.

A system like CrowdGrader is not perfectly applicable to work environments,
but it is an extremely valuable illustration of how computer-mediated systems can
lower the transaction costs involved in a distributed, double-blinded review system.
The general approach could be extended and developed and could be applied to
other types of digital contributions ranging from writing prose, writing computer
code, contributing to online discussion, editing resources like Wikipedia, and any
other work-related task that can be divided up into relatively discrete and compara-
ble chunks of work. The conflict of interest raised by within group comparisons, as
well as difficulties in fully anonymizing work, can be solved by extending the pop-
ulation of reviewers beyond a particular organization. Reviewers, for some tasks at
least, could be recruited through Amazon’s mechanical turk, or other crowdsourcing
resources, could be partly automated or could be identified from comparable exter-
nal organizations. For instance, decision-making contributions in an online meeting
from one part of an organization could be reviewed by members of a different part of
that organization who lack the contextual knowledge to infer identity of participants.

Partial Illustrations in High Tech Firms

Some high tech firms make efforts to enforce a relatively flat organizational structure
and work to minimize layers of management between engineers and top executives.
Regardless of where this inclination comes from, this organizational structure can
help reduce the tendency toward oligarchy to the extent that it enumerates items from
a list based on theory and ideal type. Reportedly, companies like Google, 37signals,
GitHub, Facebook, and Valve make efforts to keep their organizations relatively flat
(Fried 2011). In particular, organizational structure described by the New Employee
Handbook at Valve (2012) emphasizes the importance of a flat organizational system
as well as other principles of worker autonomy and equality (see also Woffard 2012).

The New Employee Handbook describes several principles that are consistent with
generating higher organizational fidelity but the list is partial, and some key issues
such as the influence of reputation on assessment and the lack of double-blinding
peer review are not addressed. The first principle is a fundamental commitment to
role equality and the seemingly radical commitment to a flattened work environment
“Welcome to Flatland” (Valve 2012, p. 4). In practice, this commitment implements
some important features of a distributed organizational control because by flattening
the work groups Valve eliminates many of the hierarchical asymmetries between
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manager and “managed” in terms of monitoring, sanctioning, and availability as the
subject of monitoring and sanctioning. By working as peers in more freely flowing
workgroups, particular employees do not have the same organizationally enabled
capacity to exert favors or introduce biases and thus take important steps. Freedom
of choice for selection of work is another foundational principle that makes the job
much more attractive to creative workers, but also reduces leverage of holders of
hierarchical positions, at least to the extent that multiple promising projects exist for
a particular employee that flexibility reduces the coercive power of those in leadership
positions.

Valve implements an extensive system of peer review, participation in which seems
to be universally mandated. All employees are obligated to review some number
of their peers, and some of their peers must evaluate them (Valve 2012, p. 25).
This universal participation in evaluation takes an important step toward distributed
organizational control. However, this process is not blinded, so it will likely be
subject to the same reputational distortions and constraints that conventional review
processes are. Also, to the extent that targets of review are self selected by reviewers,
such a process may lead to greater “winner take all” effects than would a more
regimented system of review. There seems to be a risk that those with more easily
visible work or with bigger reputations would end up with inflated reviews while more
obscure contributors are likely to have their work undervalued. The Valve Employee
Handbook is noticeably missing provisions for assessing quality of contributions
without knowledge of reputation, and thus issues of coalitions, the “Matthew effect,”
and other reputation driven flaws in organizational fidelity are likely to arise.

The Employee Handbook mentions many perks for Valve employees: free laundry
service, espresso drinks, food, massage, and company trips (Valve 2012, p. 19). All
of these benefits are collective goods that members enjoy as employees, but they are
primarily valuable in terms of reducing transaction costs, saving time, and allowing
employees to focus more of their time and energy on their work. Time is more
valuable than money to the intrinsically motivated, and an employer who provides
these perks makes the employees more strongly dependent on their employer not
simply for the job but for the well-being that they enjoy from not having to spend
focus on everyday hassles of life.

Taking Valve as an example, a truly double-blind system of review may be dif-
ficult to implement. Some aspects of creative work will be uniquely identifiable,
and some aspects of publicly identifiable accomplishments are important to reward
in the organizational compensation system. However, all workers will also make
contributions to smaller dimensions of work, to decision making, to meetings, and
to other less distinctive contributions. To the extent that these important but less
distinctive contributions can be performed through digital means, they could rep-
resent a distinct data stream for generating an independent source of performance
evaluation. One can imagine a firm like Valve implementing a split system of eval-
uation that maintains their current peer stack assessment system (with its known
flaws related to reputational effects) while introducing a second stream based on a
double-blinded measurement system of digital contributions. Combining these data
streams to predict appropriate compensation would help identify where deviations
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between the measures occur. Deviations would arise both because of differences in
the types of work contributions that are measurable by both and also to instances
where reputational effects are distorting organizational fidelity.

Future Implementations for Improving the Fidelity of Organizations

The potential fidelity of an organization can be improved through distributed social
control. Many design features of contemporary organizations undermine fidelity by
exaggerating problems of agency, magnifying reputational and personalistic biases,
and excluding most organizational members from exerting formal monitoring and
evaluation processes. We can see that some recently developed organizations in the
technology field have adopted flatter organizations, some aspects of peer review, and
embraced principles of more open collaboration. These have shown some success
in quality of work, creative productivity, and, to some extent, in the perceptions of
legitimacy of the organizational systems. However, all of the example organizations
omit key principles outlined in the ideal typical model of distributed organizational
control.

Limited and partial implementations that we can observe in extant organizations
can only provide limited insights into the operation of distributed organizational
control. In the future, the best insights will require experimental tests of alternative
designs of full systems within units of larger firms, in the context of social con-
trol systems in online games, in distributed collaborative projects, or in classroom
environments.

Another productive direction for development would be to design a digitally me-
diated interface for meetings that would be “better than being there” and would
include design features derived from the model of distributed social control, such
as double-blinded review, equally distributed responsibility for evaluation and sanc-
tioning, etc. Meetings are widely understood to be necessary, but also incredibly
inefficient at advancing the organizational mission. We also know that meetings are
very constrained by limitations of status, hierarchy, and reputation effects. A better
interface for organizational decision making that made meetings better would be a
tool that could be developed and implemented, and in so doing, it would spread
examples of types of organizational principles that decrease the tendency toward
oligarchy and increase organizational fidelity.

Another productive direction for implementation would be to introduce distributed
organizational control as a secondary data stream for an existing review and evalua-
tion system and to attach to it a separate stream of compensation in an organization.
For instance, in an academic course, tools like CrowdGrader could be used to assign
a portion of the points from assignments created, managed, and evaluated by the
students themselves. Half of their grade could depend on a traditional set of assign-
ments and the other on the set created by the students. Similar innovations could be
explored in voluntary associations where members of organizations could experience
both traditional and distributed systems of organizational control.
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Implementation of the principles of distributed organizational control will require
testing in small settings and in settings where the institutional hierarchy is not threat-
ened by the loss of privilege that elites in the system enjoy. Certainly, the many deans
of your typical university would not agree to be eliminated by a policy of distributed
organizational control even if their roles of oversight and management could be or-
ganized with higher fidelity by a distributed network of faculty and administrators.
Such a change would only happen once greater organizational efficiency became a
necessity and if that faculty already had experiential insight into distributed organi-
zational forms. This experience could come in their courses, in research groups, or
within their departments but only if researchers develop accessible tools for those
principles in circumstances that help them solve their existing problems.

Implications of Implementing Distributed Organization Control

What are the expected implications of implementing a system of distributed social
control where all agents are subject to universal system of monitoring and sanctioning
that captures accurate records of all of their organizational contributions, including
their contributions to organizational decision making? A system where their organi-
zational rewards are dependent on their evaluation in that system? A system where
the evaluations they receive, as well as those that they make, are not biased by knowl-
edge of identities or attributes of others. They evaluate as fairly and accurately as
they can because their own evaluations are subject to blinded peer review according
to the values of the organization and established, shared criteria of evaluation?
First, we expect a higher level of social order. There would be less corruption, less
malfeasance, simply because of the presence of effective monitoring and sanctioning,
combined with the knowledge that any such acts would generate sanctions delivered
by the distributed evaluations of their peers. Second, we should expect that a higher
percentage of agents’ organizational actions would be productive work consistent
with the mission of the organization. Third, we expect that opportunities to exert
corrupt influence based on personalistic ties, favoritism, or other biases would be
reduced. Fourth, agents who know that their work is being evaluated according
to organizational criteria, that they themselves apply to the work of others, and
whose work they are obligated to review will be likely to see resulting evaluations
of their own work as legitimate. Finally, agents working in such an environment
and implementing their part of the distributed system of monitoring and sanctioning
would likely come to see such a system as legitimate, more so than conventional
systems to which they are a part of. This experiential dimension could increase
the demand for the practices and principles of distributed social control in other
organizational systems. This effect is much like the existing demand among high
tech workers who, having experienced effective peer collaboration systems, have
developed a strong preference for that structure and who may be deeply skeptical
of executives who impose hierarchy and demand compliance without the behavioral
foundation of equality that those workers experienced in their work groups.
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Digital institutions do not automatically create equality, justice, or efficiency,
but depending on how they are structured, digital systems of interaction and social
control offer new opportunities to address long-standing organizational problems
(Kollock and Smith 1996; Glaser and Ebersbach 2004; Suh 2008). We have new op-
portunities to design our institutions in ways that have never been possible before and
to implement them at unprecedented scales. While small-scale, localized solutions
to social dilemmas have been documented (Keohane et al. 1993), digital institutions
that implement distributed organizational control can address the corruption problem
of organizational oligarchy that has long been recognized, but not fully addressed
(Michels 1915; MacLennan 2005; Mason and Misener 2006).

Conclusion: We Need High-Fidelity Digital Organizations
as Alternatives to OQur Institutional Antiques

This chapter began by listing technological advances in science and engineering. If
you watch enough TED talks, it would seem as if our social problems will be solved
through technical means (we need yet another more efficient solar panel or a laser that
zaps mosquitoes). However, I would contend that our most-limiting shortcomings
are imposed by our social systems and that what we really need to work on is the
development of digital institutions that create systems of distributed organizational
control.

The greatest challenges faced by human societies will require unprecedented lev-
els of cooperation and contribution. We need effective, high-fidelity organizations to
overcome major new challenges. Succeeding on those challenges will not be possi-
ble while relying on institutional antiques and organizations with low-organizational
fidelity. The problems inherent to current organizations are cast in stark relief when
we seriously consider theoretical models of agency, social control, reputations, and
biased expectations. Similarly, digital systems for interaction are already being de-
veloped that allow for structures of interaction that are not possible in face-to-face
systems, and these digital institutions can enact double-blinded peer review, efficient
systems of monitoring and sanctioning, as well as distributed systems that allow all
members to participate in the exercise of social control. We need social scientists
and computer scientists to team up to design and promote new digital institutions
that overcome the many pitfalls of earlier hierarchical designs.

We need to keep our lofty ambitions, but we need to start small and think about
building systems that can be used as tools within existing organizations. We can see
glimpses of organizational innovations (Wikipedia, Reddit, Google, Valve, Crowd-
Grader), but we need to be thoughtful and integrative to build systems that more
completely address the problems that reduce the fidelity of organizations. There are
promising opportunities to experiment with distributed social control in online com-
munities, online gaming systems, academic courses, and with specialized tools like
computer-mediated systems that make key aspects of organizations (like meetings)
work more effectively than they do in person. Cultivating experience and success in
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these limited areas will provide a baseline for integrating the same types of practices
into larger and more socially influential organizations.

We need a global distributed effort, a space race for high-fidelity organizational
design. The organizations that can effectively solve the problem of oligarchy will
provide much more fair and equal work environments for their members, they will
more accurately reward the productivity of all members, and they will minimize
opportunities for those in leadership roles to turn organization into oligarchy. High-
fidelity organizations should also enjoy substantial comparative advantages, such
that eventually they simply outcompete the institutional antiques. But we will not
actually see that better world unless we develop new institutions that let us work
together better.
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Chapter 9
Cultural Differences in Social Media:
Trust and Authority

Mei Kobayashi

Culture is always a collective phenomenon, because it is at least
partly shared with people who live or lived within the same
social environment . ..

(Hofstede 1991).

However, culture can only manifest itself through the individual.
... In search of (cultural) effects on online trust formation . ..
analysis at the individual level is most appropriate, as online
activities are individually oriented . . .

(Hitosugi 2011).

Introduction

Over millennia, humans developed the ability to communicate, nurture trust, and
identify experts and authorities who could provide helpful information. Sociologists
have studied these phenomena within and between different cultures (Hofstede 2003;
Kroeber and Kluckhohn 1952). Most communication was face-to-face until the de-
velopment of writing. Reliable courier services made possible relationships between
people who had never met, but had a solid, concrete reason for communication, e.g.,
leaders, scholars, businessmen, pen pals.

The advent and proliferation of the internet has led to the birth of virtual
relationships, in which two parties may “meet” in cyberspace (Haythornthwaite
2005; Preece and Maloney-Krichmar 2005). Each party may have very limited
information about the party at the other end—much less information than in a
face-to-face meeting. Often, information exchanged may be limited to text messages,
documents or downloaded media. Establishment and continuation of relationships
in cyberspace pose new sets of challenges in the absence of facial and body cues,
or direct, real-time communication (Cummings et al. 2002; Jiang et al. 2009b).

Despite these challenges, the internet is seen as a means for developing new
relationships or maintaining existing ones. The Pew Research Center’s 2013 Spring
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Tracking survey of residents of the United States found 85 % of male adults and
84 % of female adults use the internet'. The greatest per capita use was by 18-29
year olds (98 %) followed by 3049 year olds (92 %), 50-64 year olds (83 %), and
65 years and older (56 %). A 2006 Pew study on online dating found: “Some 31 % of
American adults say they know someone who has used a dating website, and 15 % of
American adults—about 30 million people—say they know someone who has been
in a long-term relationship or married someone he or she met online” (Madden and
Lenhart 2006). An August 2013 Pew study found 72 % adults who go online use
social networking sites, with 18 % of them using Twitter, an increase from 16 %
a year ago (Brenner and Smith 2013). Facebook dominates the social networking
domain, but Twitter is steadily gaining ground. Surprisingly, the top activity on
the internet (91 % of users) was “using a search engine to find information on the
internet”, followed by “send or read e-mail” (88 %)*. Rounding out the top seven
activities were: “look for info on a hobby or interest” (84 %), “search for a map or
driving directions” (84 %), “look for info on a product or service thinking of buying”
(78 %), and “get the news” (78 %).

The growth in cyberspace activity has led to the need for a quick and reliable means
for assessing the trustworthiness and level of expertise (or authority) of people and
documents/information in cyberspace (Tidwell and Walther 2002). Moreover, “There
is a need for a high-level, abstract way of specifying and managing trust, which can
be easily integrated into applications and used on any platform” (Grandison and
Sloman 2001). Below we discuss some scenarios in which measurement of trust and
authority significantly improve the outcome:

e-Commerce 1is impacted by on-line perceptions. Studies have shown that a good
on-line reputation can improve sales prices in on-line auctions and sales, even when
the seller is undeserving of a highly positive reputation (Brown and Morgan 2006;
Guertler and Grund 2006; Klewes and Wreschniok 2010; Livingston 2005).

Targeted Marketing by search engine, portal, and social network sites exploits
visitor data to identify users who are likely to buy a product or service. Since many
ad contracts are pay-per-purchase, increasing the rate of purchases per display is
critical for revenue. Further improvements to internet site monetization may require
adeeper analysis of the visitors and their cultural background, e.g., degree of cultural
assimilation for immigrants (Chau et al. 2002).

Cybersecurity is a major application area for ratings of trust and reputation. Ac-
curate algorithms for evaluating trustworthiness and authority (with very low false
positives and false negatives) will be critical for their public acceptance and success-
ful adoption. Since studies have shown the existence of demographic (age, gender,
race) and cultural differences in internet use and practices—even within the same
country? (Kobayashi 2012; Recabarren et al. 2008), a one-size-fits-all approach for
identifying suspicious behavior that triggers alerts and leads to unwarranted close
monitoring of an individual or party will not work. In addition to wasting resources,

2 www.pewinternet.org/Trend-Data-%28 Adults%29/Online-Activites-Total.aspx Access 14 Aug

2013
3 www.pewinternet.org
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it may lead to serious consequences, €.g., claims of breaches in personal privacy and
racial profiling.

Crowdsourcing Data and social networks are being considered by some gov-
ernments for efficient dissemination of critical information following natural or
man-made disasters*3-¢ (Yeomans 2012). Some prototypes and products have been
deployed, e.g., CrisisTracker™ (Rogstadius et al. 2013), NewsBrief ™7 (Best et al.
2005), Sahana®, TweetTracker™ (Kumar et al. 2011), Twitcident™ (Abel et al.
2012), Ushahidi™?, and VirtualAgility™'° (Yin et al. 2012). Crowdsourcing is also
being considered for gathering accurate, real-time traffic data to reduce congestion
and emissions. Identification of trustworthy, influential people with many links to
trustworthy and efficient disseminators of information will be the key to success.
These people must be trusted by governments as well as ordinary citizens. To be of
practical value, the yardstick for measuring trust must account for diverse cultural
values and beliefs.

Online Knowledge Markets for question answering can be traced to crowd sourcing
sites, such as Quora™!!, stackoverflow™!'2, and the now defunct Aardvark™. In
these marketplaces, people with good answers to questions will be rewarded with
an increase in esteem and reputation (Hicks 2011). More recently, sites that require
payment in real or virtual'? currencies have emerged.

The primary goal of this position paper is to show that development of accurate,
reliable, and automated systems for evaluating trust and authority of people and in-
formation (including documents) in cyberspace requires an understanding of cultural
differences of parties involved in the creation, dissemination, and consumption of
information. The remainder of this paper is organized as follows. The next section
surveys works on cultural differences in cyberspace behavior, specifically: use of
the internet (including blogs, messaging services and social network services), as-
sessment online document quality, personal expertise, and online trust. The paper
concludes with a discussion on open data, with a focus on Wikipedia.

Cultural Influences on Cyberspace Behaviors and Perceptions

Cultural influences on cyberspace perception and behavior is a topic that is receiving
attention by scholars, businesses, and governments (Simon 2001). It has become

4 FEMA, US: www.fema.gov/social-media, www.fema.gov/blog-newsroom-videos-photos

3 Council of Australian Govts, nat’l. strategy for disaster resilience: www.coag.gov.au/node/81
6 University of Colorado at Boulder, National Hazards Center: www.colorado.edu/hazards/

7 EMM NewsBrief: press.jrc.it

8 Sahana software: sahanafoundation.org

9 Ushahidi: www.ushahidi.com

19 Virtual Agility WorkCenter: www.virtualagility.com

" www.quora.com

12 stackoverflow.com

13 Experts Exchange: www.experts-exchange.com/
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common practice for people to run an internet search to find more information about
someone they just met or a business they recently heard. The practice of “checking
up” on someone or something seems to have become socially acceptable and re-
garded as being “akin to asking . . . friends about this fellow (or business)—offhand,
sociable and benign” (Cohen 2002). As a consequence, on-line reputation manage-
ment (personal, professional, corporate, and institutional) has become a lucrative
new profession (Bilton 2011).

However, the impression about a person or business based on information in
cyberspace may not necessarily be accurate, complete, or unbiased. People from
some cultures may be more apt to post personal information, while others may
have very strong views regarding personal privacy (De Angeli 2009). Whether first
impressions in cyberspace are accurate in the long run, and how the accuracy com-
pares with first impressions in the real world are important questions. (Vazire and
Gosling 2004) examined whether interpersonal perceptions in the real-world are mir-
rored in cyberspace, and they identify some correlations. Their work extends that
by (Kenny 1994) who studied perceptions in interactions between two people in the
real-world. In an earlier study, (Gosling et al. 2002) found simple physical data (e.g.,
tidiness, physical objects related to hobbies, and décor in offices and bedrooms)
correlates well with real-world personality traits.

Understanding how cultural differences in the real-world extend into the cyber
domain is an important first step towards the design of systems for international
cyberspace users. Below is a brief review of works on cultural differences in: internet
use; evaluation of document quality, identification of experts on a subject; and views
of trust. It is intended to serve as a starting point for discussion and is by no means
comprehensive.

Internet and Social Network Sites (SNSs)

Popular sites and services on the internet vary widely according to geographic re-
gions. Quite arguably, Google™ has become synonymous with internet search
in the United States. According to Alexa™!%in September of 2013, the top 10
visited sites by internet users in the United States were: Google, Facebook™,
YouTube™, Yahoo!™, Amazon.com™, LinkedIn™, WikipediaTM, Twitter™,
eBay™, Craigslist.org™. However, in the People’s Republic of China the most
popular site is the search engine Baidu™, followed by the portal site gg.com™
(not Yahoo!) and the consumer to-consumer (C2C) marketplace taobao.com™ (not
eBay). In fact, all of the top 10 most visited sites were Chinese. South Korea’s top
10 sites had only three non-Asian sites: Google (ranked third), Facebook (ranked
fourth), and YouTube (ranked sixth).

Site ranking is just one of countless measures of user behavior on the Internet.
(Graff et al. 2004; Li and Kirkup 2007) examined gender and cultural differences in

14 www.alexa.com
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internet use in the People’s Republic of China and the UK. The Pew Research Center
initiated the Internet & American Life Project starting 2000 to gather data and publish
reports on “issues, attitudes and trends shaping America. . . (with special focus on)
the social impact of the internet”.'> Results from this Pew project show that within
the United States, internet associated practices differ according to demographics,
such as: gender, age, ethnicity, and level of education.

Studies of cultural differences in user behavior on the internet are increasing, for
example: (Recabarren et al. 2008) studied relationships between culture, subcultures
and the internet; (Jackson et al. 2008) conducted studies on use of information tech-
nologies by Chinese and American students. (Lee et al. 2002; Young 2004) compared
Korean and Japanese internet use; (Vitartas et al 2004) studied cultural influences
on internet and media use among Thai and Australian students; (Akman and Mishra
2010) examined the influence of gender, age and income differences on internet us-
age in Turkey; (Ibrahim and Ibrahim 2006) studied cultural influences on internet
usage by Malaysian students; and (Canton 2012) examined cultural differences in
mobile phone use.

A major phenomenon in the evolution of cyberspace was the sudden emergence of
Weblogs (or blogs) on personal websites. As blogs grew in popularity, studies showed
differences in motivations of readers and writers of blogs in different countries.
Within the United States, blogging was initially regarded as a platform for self-
promotion by college-educated, white males for career advancement or advancement
of some political agenda. As inexpensive or free, user-friendly blogging tools became
widely available, a more diverse community of bloggers ensued, with a broader range
of agendas. They wrote about anything from hobbies, clubs, and activities involving
children and families to cooking or pets.

Motivations for blogging and blogging communities in other parts of the world
are markedly different (Kobayashi 2012). In South Korea and Japan, typical blog-
gers contribute to several blogs, each on a different hobby or interest. Bloggers
often use different pseudonyms for different blogs in the (mistaken) hope of protect-
ing their anonymity. The proliferation of sophisticated mobile phones and their use
in Seoul and Tokyo during long commutes on public transportation expedited the
trend towards reading and writing blogs from personal smart phones. Microblogs,
including Twitter™, became popular, given the small screen size of personal phones.
The Japanese language is well-suited for microblogging since each word typically
consists of a single or pair of characters; A Japanese microblog with no special
abbreviations has more information than a typical English tweet.

In the United States, blogging fell out of favor as people began to find it too
consuming of time and energy. The debut of microblogging may have hastened the
decline. In contrast to blogging, microblogging can be done anywhere (e.g., while
waiting for a friend, child, or an order at a café), and it does not require grammat-
ical knowledge or strong writing skills. Friends can respond to short messages in
(near) real-time. People seem to enjoy the real-time interaction that was absent in

15 www.pewinternet.org/
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conventional blogging. Social interactions and experience sharing in real-time via
cyberspace became popular. Soon thereafter, social networking became the next big
thing.

As recently as 2008, mixi™!6 was the most popular SNS in Japan, and the fifth
most visited site by Japanese, while Facebook™ was primarily a United States-
based phenomenon and was the fifth most visited site by Americans. The initial
success of the SNSs is related to cultural preferences for the site design—mixi for
Japanese and Facebook for Americans (Fogg and lizawa 2008). (Hargittai 2007)
examined why certain people joined a SNS, while others did not. The study only
involved internet users in the United States and four SNSs: Facebook, MySpace™,
Xanga™, and Friendster™. Among those who joined, gender, race, ethnicity, and
parental educational background influenced the choice in SNS. In studies involving
423 Facebook users from 5 countries, (Vasalou et al. 2010) found that experience
with the site and culture were the strongest factors influencing “true commitment”
to use of the SNS. A survey paper, “Overview of research on cross-cultural impact
on social networking sites”, by (Vitkauskaite 2010), gives additional references up
to 2010.

Jiang and de Bruijn (2013) considered three levels of cross-cultural social net-
working: “individual (e.g., self-presentation, privacy), interaction (e.g., networks,
motives for use), and consequential (e.g., cross-cultural social capital)”’. They
propose a strategy for researching cultural differences and their effects on social net-
working at these levels. Other studies on cultural differences in users of SNSs are:
(Cho 2010), who examined differences in Korean, American, and Korean—American
users of SNSs, and (Huang and Park 2013), who found cultural differences in pro-
file photographs between Taiwanese and American Facebook users. Their findings
supported earlier studies by (Kenny 1994; Gosling et al. 2002) that found an Asian
preference for group-oriented, context-related photographs and Western preference
for close-up photos with a clear view of the author’s face.

Marcus and Krishnamurthy (2009) compared the human-computer interfaces of
Japanese, Korean and American SNSs and found that cultural factors tend to influ-
ence the design and personalization of virtual spaces. A study by (De Angeli 2009)
examined sixty MSN™ virtual spaces'” of British and Chinese students. Less vari-
ation in design was found among the Chinese students than the British students.
Chinese favored symmetrical layouts, designed new functions more frequently, and
posted far less personal information (if any). The main conclusion was the layout
and design of personal pages in SNSs are biased towards Western users. There is
“a big challenge and moral responsibility for the HCI community to find effective
methods and techniques to address cultural differences of users in the design of tech-
nology. ... Designing for a global population requires understanding differences
and similarities between heterogeneous groups of people”.

16
17

mixi.jp
www.microsoft.com/presspass/newsroom/msn/factsheet/msnspaces.mspx Access 14 Sept 2013
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In Asia, a two-year messaging service named LINE™!® has attracted a strong
following, particularly among young people (Osawa 2013; Pfanner 2013). In early
September of 2013, it had 230 million users and had been installed on 71 % of
iPhones™ in Japan. The service is free, and unlike many other providers, users can
register using a pseudonym, and ads are not based on user data, mitigating privacy
concerns. A significant portion of LINE’s revenue comes from games, which can be
downloaded for free. However, many users opt to pay for special features. Another
revenue source and popular feature are cute stickers that can serve as emoticons. By
September of 2013, the average day saw the purchase of over 1 billion stickers that
were sent to friends and family. The owner, NHN Corporation™ of Korea, plans
to expand services to European countries and the United States. Its recent debut
in Spain, which involved the recruitment of high-profile celebrities, was extremely
successful. It remains to be seen if LINE and its revenue-generating features will be
as appealing to users outside of Asia.

Document Quality

A number of approaches have been used to evaluate the quality of documents in
cyberspace. The most straightforward is to ask members of the question answering
(Q&A) community to set up rules for posting and rating posted answers during a
fixed period of time, as in Yahoo! Answers™1°. (Adamic et al. 2008) found Q&A
on the site covers a broad range of topics, however, much of the discussion lacked
depth.

Another approach is link analysis. The HITS (Kleinberg 1999) and PageRank
(Page et al. 1999) algorithms work well for this application. A modified version of
HITS which uses ExpertiseRank was particularly good at finding good questions
and good answers (Zhang et al. 2007). (Agichtein et al. 2008) conducted one of the
first large-scale studies to identify high quality content in community-driven Q&A
sites. They introduced a new framework and system to assess the quality of input in
the question answering domain and conducted implementation studies that showed
“accuracy close to that of humans”

In Korea, more people use Q&A sites than search engines to find information on
the internet (Bonfils 2011; Nam et al. 2009; Sang-Hun 2007). Specifically, Naver™
Q&A service?® dominates search in Korea, with 30 % of the population visiting the
site every day. Reliable methods to evaluate the quality of answers that are language
independent will have high practical value in Korea.

In other countries, most people use traditional search engines to find information
in cyberspace, so evaluation of retrieved document quality is important (Zhou 2007).
The most straightforward approach for evaluation is relevance judgment by users who

18 Line: line.naver.jp/en/
19 answers.yahoo.com, Access 7 Sept 2013
20 www.naver.com, Access 7 Sept 2013
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manually assess the relevance of retrieved documents with respect to their queries.
Evaluation involves the use of metrics, such as mean average precision (MAP), i.e.,
the mean of the average precision scores for each query?! (where precision is the
fraction of retrieved documents that are relevant or useful) or discounted cumula-
tive gain (DCG), a measure of the usefulness, or gain, of a document based on its
position in the result list?? (Manning et al. 2008). However, manual assessment is
a cumbersome and unrealistic approach due to the number of users, the volume of
data that is searched, and volume of results retrieved.

A more realistic approach for evaluating retrieval quality is to use online user-
behavior in situ, rather than from a test collection (Radlinski and Craswell 2013).
User behavior can be evaluated through direct observations, e.g., time elapsed un-
til users click, position of clicks, downloads (Huang et al. 2011; Kelly and Teevan
2003; Wang et al. 2009). In another approach known as infterleaved evaluation,
users are shown “combinations of results retrieved by different ranked retrieval al-
gorithms, and observing which results users select from this combination” (Radlinski
and Craswell 2013).

Automated evaluation of e-document quality has become an important research
area with high potential for growth as a service business (e.g., ARiISAT™?3). Studies
have shown that consumer perceptions of products are strongly influenced by the
quality of supporting documents (Smart et al. 1996). Until recently, the focus of
e-document assessment was on software code since most text documents were not
in electronic form. (Wingkvist et al. 2010) extended a system originally developed
for evaluating software quality to evaluate supporting documentation.

Evaluation of e-documents requires some basic groundwork. (Juran 1998; Klein
2001) proposed some definitions for information quality; (Hargis et al. 2009) pro-
posed characteristics that should be considered when examining documents for
quality; (Wingkvist et al. 2010) proposed some Key Performance Indicators (KPIs);
and several research groups have proposed frameworks for evaluating document
quality (Arthur and Stevens 1992; Chidamber and Kemerer 1994; Naumann 2002;
Stvilia et al 2007; Wang and Strong 1996). (Ge and Helfert 2007) and (Knight and
Burn 2005) give overviews of the subject and review relevant works.

Klein (2002) conducted a survey to determine characteristics people associate
with document quality and found five main categories: “accuracy (discrepancy,
source/author, bias/intentionally false information), completeness (lack of depth,
technical problems, missing desired information, incomplete when compared with
other sites, lack of breadth), relevance (irrelevant hits when searching, bias, too
broad, purpose of Website), timeliness (information is not current, technical prob-
lems, publication date is unknown), and amount of data (too much information, too
little information, information unavailable)”.

21
22
23

en.wikipedia.org/wiki/Information_retrieval, Access 9 Sept 2013
en.wikipedia.org/wiki/Discounted_cumulative_gain Access 8 Sept 2013
www.arisa.se/index.php?lang = en Access 14 Sept 2013
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Zhou and Croft (2005) proposed and implemented a document quality model for
a search engine to improve the quality of retrieved documents. The HITS algorithm
(Kleinberg 1998) is effective for finding authorities on a topic on the open internet.
It uses link analysis (links between documents and links between people). Since
authorities will author or cite high quality documents, the algorithm can be used
to find them. (Naveed et al. 2011) examined the problem of retrieving tweets with
quality information. Language-independent methods, such as HITS, can be used to
assess document quality in cross-cultural, multilingual comparison studies.

Despite advances in document quality assessment, more work is needed to prevent
the spread of incorrect information (Carr 2013), particularly in the age of microblog-
ging. False and unfounded accusation of a student, Sunil Tripathi, as a suspect in
the Boston Marathon bombings, led to a horrific nightmare for his family: “Some-
one will tweet, then retweet, and completely unsubstantiated things can proliferate
so rapidly and destructively” (Shih 2013). Unlike traditional media, for which ed-
itors and owners can be held accountable, pinpointing the blame is difficult, if not
impossible, when stories spread like wildfire through social media.

Authority: Finding Experts in Cyberspace

Automated identification and ranking of experts on a topic is a difficult problem
that has been studied for over a decade (Maybury 2006). Early studies examined the
problem of finding experts in an organization using e-mail and corporate intranet
data (e.g., internal reports, internal projects, report chain data). Some organizations
facilitate expert search by requiring employees to input their skill sets into their cor-
porate intranet. Since compliancy may be low or incomplete (especially within large
institutions with many new hires), alternative means are often needed. Analysis of
email communications has been shown to yield good results since most people com-
municate via email with workplace colleagues (Balog and de Rijke 2006; Campbell
et al. 2003). Many people find experts using information on the institution’s intranet
(Becerra-Fernandez 2000; Pohs et al 2001; Reichling and Wulf 2009; Vivacqua and
Lieberman 2000). As mentioned above, the HITS algorithm (Kleinberg 1998) is ef-
fective for finding experts on a topic in cyberspace. An extensive survey of expert
finding is Chap. 2 of a PhD thesis by Serdyukov (2009).

Trust and Reputation

Merrian-Webster Dictionary defines reputation as, “overall quality or character as
seen or judged by people in general, recognition by other people of some character-
istic or ability, a place in public esteem or regard: good name”**. A more modern

24 www.merriam-webster.com/dictionary/reputation Access 11 Sept 2013
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definition that is more applicable to on-line relationship is a definition proposed in a
Ph.D. Thesis by Mui (2002) on Trust & Reputation: “(trust is) a perception that an
agent has of another agent’s intents and norms”.

One of the earliest surveys on trust and the internet is (Grandison and Sloman
2001). Mui et al. (2002) review computational models of trust and reputation, and
they propose that information from social and friendship networks is important in
modeling trust. A recent book by Castelfranchi and Falcone (2010) begins with a
review of several different definitions of trust, then critiques each, with provocative
questions, such as, “Is trust only about predictibility?”, “Is trust only willingness
for any kind of vulnerability?”, etc. The book concludes with a dialog on trust and
technology. A survey by Artrz and Gil (2007) examines research on trust and the Web
from four perspectives: policy-based trust, reputation-based trust, general models of
trust, and trust in information resources. They note that human beings currently
judge and evaluate the trustworthiness of information and people in the real-world as
well as cyberspace. However, in the Semantic Web, agents and so-called “automated
reasoners” will have to perform these tasks.

Abdul-Rahman and Hailes (2000) propose a simple model for trust in virtual
relationships that accounts for social activities such as prior experiences, word-of-
mouth, reputations of recommenders, and intransitivity of trust. They note that trust
in cyberspace has important consequences for e-commerce. (Chow and Chan 2008)
examine trust in social networks and information sharing. (Cutillo et al. 2009) discuss
Safebook™? a privacy-preserving social network that exploits features of real-life
trust. (Downward et al. 2001; Hitosugi 2009, 2011; Karvonen et al. 2000, 2001)
examine trust across different cultures in online contexts.

Open Data: Wikipedia

A major hurdle to conducting studies on cultural differences in cyberspace behavior
is the dearth of open data. Reliable comparison of cultural differences can only
be made if the data comes from similar types of sources. Although limited datasets
have become available in the US and Europe, few open datasets are available in other
regions. Japan has been making progress following the 2011 disasters; Mistrust of the
government by ordinary citizens (Onishi and Fackler 2011; Keshet 2013; Wetherell
2013) led to successful demands to open government data files. In July 2012, the
Open Data Promotion Consortium was established (Tanaka 2013).

On a more positive note, on August 17, 2013, NHK news in Tokyo announced
that twelve railway companies (including JR East and Tokyo Metro subway) will
provide real-time information on trains in service as part of an open data project
involving the Tokyo Metropolitan Government, the Transportation Ministry, and

25 answers.yahoo.com, Access 7 Sept 2013
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the University of Tokyo?. Information will include locations of trains and buses
and levels of traffic congestion. The Japanese government’s goal and hope is the
open data project is will lead to the development of new business opportunities,
including innovative new services for smart phone users, visually impaired persons,
and the general public during emergencies and disasters. The aggregation of data
from many transportation sources is important since most people need to know how
to effectively use combinations of trains and buses, rather than just one line or mode
of transportation.

In the United States, online communities have served as repositories of valuable
open data sets. (Hansen 2007) reviews the development of these communities and
the challenges they faced during their growth. Many communities created archives
to help new members catch up with discussions that took place prior to their par-
ticipation. Recently, a number of cities in the United States and Canada have made
some of their data available to the public27 (e.g., Chicago, San Francisco, Edmon-
ton, Ottawa, Toronto, Vancouver?®) for a variety of reasons, including government
transparency, political accountability, and encouragement of technical innovation
and civic participation?®. The open data movement is also picking up in Europe™.
The United Kingdom held the Open-data Cities Conference in April 20123! and pub-
lished a 52-page white paper®?> two months later to opine on the benefits of open
data (transparency, equality in the data market, enhancement of trust in public data,
personalization of public services) and to elaborate on its policies.

Currently, one of the largest, international, well-documented, archived data set is
the Wikipedia®® dataset. It provides an excellent opportunity to study how authors,
editors and readers behave in collaborative work in cyberspace (e.g., authoring and
editing). Collaboration involves a number of important attributes, such as trust,
respect for the scholarly authority of others, as well as distrust and disrespect (Brandes
et al. 2009; de Alfaro et al. 2011; Wilkinson and Huberman 2007).

Several studies found cultural differences in the behavior of members of the
Wikipedia communities (e.g., Callahan and Herring 2011; Hara et al. 2010; Pfeil et al.
2006). However, these studies have only examined a fraction of all of the communities
(intra- and international), which can have very different characteristics even within
the same country and language, e.g., communities associated with computer science
vs. mathematics vs. literature (Halavais and Lackaff 2008, Ibaet al. 2010). We believe

26 NHK World, Tokyo rail companies unite in open data project, 17 Aug 2013: www3.nhk.or.jp/
nhkworld/english/news/20130817_19.html (English) Access 18 Aug 2013 www3.nhk.or.jp/news/
html/20130817/k10013841691000.html (Japanese) Access 19 Aug 2013

27T www.data.gov/opendatasites

28 data.cityofchicago.org, opensf.wordpress.com, data.edmonton.ca, data.ottawa.ca data.toronto.
ca, data.vancouver.ca

2 http://opencityapps.org/,http://citycampsf.govfresh.com/

30 www.govdata.de/,www.data.gouv.fr/,www.dati.gov.it/, data.gov.uk/

31 http://opendatacitiesconference.com/

32 Open Data White Paper: Unleashing the Potential, #opendata @uktransparency, @cabinetof-
ficeuk, Her Majesty’s Government: data.gov.uk/sites/default/files/Open_data_White_Paper.pdf

33 http://en.wikipedia.org/wiki/Main_Page
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that a more comprehensive study of differences in Wikipedia authoring, editing, and
evaluation by the readership is an important first step towards understanding and
appreciating different practices in diverse cyberspace communities. The results will
be important for the design of systems that rely on quantitative measures of trust and
authority of people and documents in cyberspace.
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Chapter 10
Convincing Evidence

Andrew Gelman and Keith O’Rourke

The rules of evidence as presented in statistics textbooks are not the same as the infor-
mal criteria that statisticians and practitioners use in deciding what methods to use.

According to the official rules, statistical decisions should be based on careful
design of data collection, reliable and valid measurement, and something approx-
imating unbiased or calibrated estimation. The first allows both some choice of
the assumptions and an opportunity to increase their credibility, the second tries to
avoid avoidable noise and error, and the third tries to restrict to methods that are
seemingly fair. This may be fine for evaluating psychological experiments, medical
treatments, or economic policies, but we as statisticians do not generally follow these
rules when considering improvements in our teaching (Gelman and Loken 2012) nor
while deciding what statistical methods to use.

Did Fisher decide to use maximum likelihood, because he evaluated its perfor-
mance, and the method had a high likelihood? Did Neyman decide to accept a
hypothesis testing framework for statistics because it was not rejected at a 5 % level?
Did Jeffreys use probability calculations to determine that there were high posterior
odds of Bayesian inference being correct? Did Tukey perform a multiple compari-
son analysis to evaluate the effectiveness of his multiple comparison procedure? Did
Rubin use matching and regression to analyze the efficacy of the potential-outcome
framework for causal inference? Did Efron perform a bootstrap of existing statistical
analyses to demonstrate the empirical effectiveness of resampling? Do the authors of
the textbook on experimental design use their principles to decide what to put in their
books? No, no, no, no, no, no, and no. We do know some psychometricians who fit
item response models to evaluate their exam questions, and this is one of the very few
examples we can think of where statistics researchers are using statistical principles
to make professional decisions. Gigerenzer et al. have decided to use percentages
versus natural frequencies for better understanding of analysis while the analysis are
done by the medical students or faculty.
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Then, how, do we gain our knowledge as in how to analyze the data? This is a
question that arises over and over as we encounter new sources of data that are larger
and more structured than ever before. How do we decide to believe in the effectiveness
of a statistical method? Following Gelman (2013), here are a few potential sources
of evidence:

1. Mathematical theory (e.g., coherence of inference or asymptotic convergence);

2. Computer simulations (e.g., demonstrating approximate coverage of interval
estimates under some range of deviations from an assumed model);

3. Solutions to toy problems (e.g., the comparison of Rubin (1981) of a partial
pooling estimate for a test-preparation program in eight schools to the no pooling
or complete pooling estimates);

4. Improved performance on benchmark problems (e.g., getting better predictions
for the Boston Housing Data (Harrison and Rubinfeld 1978), an example that is
loved by textbook writers in statistics and computer science);

5. Crossvalidation and external validation of predictions (see Vehtari and Ojanen
2012), as can be done in various examples ranging from education to business to
election forecasting;

6. Success as recognized in a field of application (e.g., a statistical method that is
used and respected by biologists, economists, or political scientists);

7. Success in the marketplace of software or textbooks (under the theory that if
people are willing to pay for something, it is likely to have something to offer);

8. Face validity: whether the method seems reasonable. This can be a minimum
requirement for considering a new method.

As noted by Gelman (2013), “None of these is enough on its own. Theory and
simulations are only as good as their assumptions; results from toy problems and
benchmarks don’t necessarily generalize to applications of interest; cross-validation
and external validation can work for some sorts of predictions but not others; and
subject-matter experts and paying customers can be fooled. The very imperfections
of each of these sorts of evidence and how they apply to different user populations
and settings gives a clue as to why it makes sense to care about all of them. We can’t
know for sure so it makes sense to have many ways of knowing.” Informal heuristic
reasoning is important even in pure mathematics (Polya 1941).

There is also the concern that a statistical method will be used differently in the
field than in the lab, so to speak—or, to give this problem a pharmaceutical spin, that a
new method, approved for some particular class of problems, will be used “off-label”
in some other setting. Rubin (1984) discusses concerns for recommending methods
of analysis for repeated use by those (and often ourselves) with limited statistical
expertise, limited resources, and limited time. To further complicate this, there has
long been experimental evidence that optimal methods of information processing
do not always lead to optimal human performance, and this varies by level of skill,
incentives, and time pressure (Driver and Streufert 1969).

We may also wish to consider as how to choose between methods in a given
application for ourselves, to recommend to colleagues of similar or different levels
of technical skill, and to communities of users who are not full-time statisticians or
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quantitative analysts, i.e., how should we go about approving statistical methods for
use in various applications by various users, making reasoned, critical choices. To
do this we lean on background material, again following the model of the choice
of medical treatments for use by various professionals or end users. Our primary
objective is to maximize the rate of learning about the empirical application while
minimizing the rate and magnitude of mistakes. These goals require a sort of metaev-
idence that is not captured by any single sort of inquiry. More generally, we have
argued that stories, to the extent that they are anomalous and immutable, are central
to building understanding in social science (Gelman and Basbgll 2013).

How do we build trust in statistical methods and statistical results? There are lots
of examples but out of familiarity we will start with my (Gelman’s) own career. My
most cited publications are my books and my methods papers, but I think that much
of my credibility as a statistical researcher comes from my applied work. It somehow
matters, I think, when judging my statistical work, that I’ve done (and continue to do)
real research in social and environmental science.

Why is this? It’s not just that my applied work gives me good examples for my
textbooks. It’s also that the applied work motivated the new methods. Most of the
successful theory and methods that my collaborators and I have developed in the
context of trying to solve active applied problems. The methods have faced real
challenges and likely have been appropriately tempered in some generally relevant
ways. At the very least, any of our new methods are computationally feasible, have
face validity, and solve at least one applied problem. In developing and applying
these methods, we weren’t trying to shave a half a point off the predictive error in
the Boston housing data; rather, we were attacking new problems that we couldn’t
solve in any reasonable way using existing approaches.

That’s fine, but in that case who cares if the applied work is any good? To put
it in another way, suppose my new and useful methods had been developed in the
context of crappy research projects where nobody gave a damn about the results?
The methods wouldn’t be any worse, right?

The mathematics does not care whether the numbers are real or fake. I have an
answer to this one: If nobody cared about our results we would have little motivation
to improve. Here’s an example. A few years ago I posted some maps based on
multilevel regression and post stratification of preelection polls to show how different
groups of white people voted in 2008. The blogger and political activist Kos noticed
that some of the numbers in my maps didn’t make sense. Kos wasn’t very polite in
pointing out my mistakes, but he was right. So I want back and improved the model
with the collaboration of my student Yair Ghitza (Ghitza and Gelman 2013). It took a
few months, but at the end we had better maps—and also a better method (which was
later published in the American Journal of Political Science). This all happened only
because [ and others cared about the results. Kos and other outsiders performed severe
testing of our conclusions, which ruined the face validity of our claims, and then we
went through a process of trying to get the representation (model) less wrong for
this particular empirical problem. If all we were doing was trying to minimize mean
squared predictive error, I doubt the improvements would’ve done anything at all.
Indeed, it turns out that it is difficult to identify improvements in hierarchical models
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via cross-validated mean squared error, even with large sample sizes (see Wang and
Gelman 2013, a paper that was developed as our attempt to understand our challenges
in comparing different models for this and similar small-area estimation problems).

This is not to say that excellent and innovative statistical theory can’t be devel-
oped in the absence of applications or, for that matter, in the context of shallow
applications. For example, my popular paper on prior distributions for group-level
variance parameters (Gelman 2006) came through my repeated study of the 8-schools
problem of Rubin (1981), a dead horse if there ever was one. Hierarchical modeling
is still unsettled, and it was possible to make a contribution in this field using an
example without any current applied interest. In many cases, though, seriousness of
the application, the focus required to get details right (the representation less wrong),
was what made it all work.

As suggested earlier, one possible way to better cover all the issues and chal-
lenges for deciding on which statistical method is most credible is to borrow from
the regulatory review and approval perspective that is brought to bear on decid-
ing which medical treatments should be approved, for what purpose, by whom, in
which circumscribed situations. The actual reason for statisticians and nonstatisti-
cians choosing statistical methods in practice may be less interesting, the reason
being largely more to do with perceived authority, sociology (peer group), psychol-
ogy, and economics (skill level, access to software, and budget limitations of client)
than any putative evidence. A regulatory perspective would attempt to set this aside,
at least until the benefits and harms of methods have been assessed along with their
relative value/importance and the real uncertainties about these are clarified. We
are not literally suggesting that statistical methods be subject to regulatory approval
but rather that this perspective can help us make sense for the mix of information
available about the effectiveness of different research methods.

More recently, it has been argued that the truth comes from “big data” (see Hardy
2013, for a contrary view). We agree with the saying “data trumps analysis” but in
practice it can be easier to work with small datasets that we understand rather than
with large datasets with unknown selection biases. For example, in our analysis of
home radon levels (Lin et al. 1999), we used national and state-level random sample
surveys of about 80,000 homes (which sounds like a lot but is not that much when you
consider that radon concentrations vary spatially, and there are over 3000 counties
in the USA), ignoring millions of measurements that were collected by individual
homeowners, buyers, and sellers, outside of any survey context. We suspect that
if we had ready access to the large set of self-selected data, it would be possible
to perform some analysis to calibrate with respect to the more carefully gathered
measurements, and get the best of both worlds. In that particular example, how-
ever, we doubt this will ever happen, because there is not such a sense of urgency
about the problem; our impression is that everyone who is worried about radon has
already had their house measured. For other problems such as medical treatments
(or, in the business world, social advertising), we suspect that much can be learned
(indeed, is already being learned) by combining experimental measurements with
larger available observational data (see, e.g., Kaizar 2011; Chen et al. 2013).
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This article is appearing in a volume and its goal is to consider ““a future agenda for
theoretical or methodological research on authorship, functional roles, reputation,
and credibility on social media.” We do not have a clear sense of what this agenda
should be, but we think it is important to recognize the disconnect between our
official and unofficial modes of reasoning in statistics, and the many different sources
of practical evidence we use to make professional decisions. A fruitful direction of
future research could be the formalization of some of our informal rules, much in
the way that Rosenbaum (2010) formalized and critiqued the well-known rules of
Hill (1965) in epidemiology.
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Chapter 11
The Trajectory of Current and Future

Knowledge Market Research: Insights
from the First KredibleNet Workshop

Sorin Adam Matei, Brian Britt, Elisa Bertino and Jeremy Foote

Introduction

A. Background Increasingly, research among scholars and practitioners alike has
become a collaborative enterprise (Schleyer et al. 2012). The fundamental logic,
supported throughout the academic literature (see, for instance, Katz and Martin
1997), is that a group can produce a superior product than that which an individual
can generate. Consequently, collaboration leads to better studies and more sophisti-
cated products. These benefits are pushed to their limits when a collaborative group
comprises a diverse assortment of experts who can uniquely contribute to any given
endeavor. More ambitious visions, such as Weinberger’s (2011), see the networked
version of knowledge as the main avenue for future scholarship.

It is only natural, then, that numerous scholarship forms and software packages
have been developed to support networked research collaboration. One need only
search for collaborative software online to gain a sense of the wide range of efforts
to support group work. Such resources, which stand alongside other communication
technologies ranging from e-mail to video conferencing programs, were developed to
support collaboration across scholarly and geographic domains, allowing groups of
scholars to freely interact and develop insightful projects regardless of their particular
disciplines or locales. Yet none of these collaborative packages have succeeded at
attracting and retaining a sizeable population of researchers who consistently make
use of the software. By and large, these systems, which were intended to form the
coreof users’ research activities, have moved into niche roles or been abandoned—
e.g., FLOSSmole (2013), DataSift (2014), and Mendeley (2014).

The authors thank the participants to the first KredibleNet workshop for the valuable input offered
to the final roundtable that constituted the starting point for this chapter.
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A few more general collaborative tools have maintained relatively high usage,
from lesser-known software packages like Basecamp (37signals 2013) and Alfresco
(Alfresco Software 2013) to ubiquitous offerings such as Google Drive (Google
2013) and Microsoft SharePoint (Microsoft 2013a; see also Berman et al. 2012).
Yet, with some exceptions focused on very narrow scientific collaboration, such
as NanoHub (Klimeck et al. 2008), these are hardly tailored to researchers’ needs,
allowing them to transmit and develop documents with one another but compelling
them to look elsewhere to collect and manage data, conduct analyses, and share their
results within a larger scholarly community. Furthermore, social sciences, even those
dealing with large datasets generated by social media, are woefully underrepresented
in this arena.

It has become increasingly obvious that researchers, especially those with an in-
terest in social behavior at large scale, would benefit from a computing infrastructure
that actually facilitates academic research beyond the benefits of a mere file-sharing
system. The most ambitious goal of the KredibleNet project is to develop such an
infrastructure that would allow researchers interested in social behavior online to be
part of a community and to more freely pursue their research tasks together within
a single environment rather than dividing the workload among team members and
between countless other software packages. The present chapter, which assesses cur-
rent research practices and future trajectory for scholarship in order to identify the
most critical needs for the new infrastructure, is a first step toward this objective.

B. Approach It would be virtually impossible to predict, with any degree of cer-
tainty, every single need for all researchers in the present and future. As such, the
authors sought to get a broad picture of potential requirements for a collaborative
infrastructure, rather than to identify individual details.

To this end, the authors used the first KredibleNet workshop on knowledge mar-
kets, functional roles, authority, and credibility hosted at Purdue University as an
opportunity to develop this broad picture. While it was important to develop a set
of features and characteristics for a system architecture that would be suited to re-
searchers’ needs, this could not be done without first thoroughly exploring current
research paradigms and anticipated research directions. Considering that knowledge
market research is a particularly broad scholarly domain spanning the boundaries
of numerous academic departments, it was deemed a useful subject matter to use
as a foundation for exploring the spectrum of present and future scholarly work.
Therefore, the first round-table session focused on the most prominent current and
future research topics and the most critical research challenges in four broadly de-
fined research areas of interest to the workshop participants: reputation, trust, and
authority; social influence and social structures; large data and data mining; and text
mining and natural language processing.

It should be noted that this approach was not intended to develop a set of re-
quirements to which a new infrastructure could be tailored, as that infrastructure
would consequently overlook all other research needs that happened to escape the
perspective of the workshop participants. Rather, the idea was to construct a research
agenda that would be both sophisticated and flexible enough to handle the particular
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issues that the four workshop groups highlighted; in so doing, we could expect it to
also be flexible enough to handle any other needs that emerge around and in between
our groups on the scholarly spectrum. Knowledge markets in particular represent
an especially useful topic area on which to base this kind of initial, foundational
work, as scholars studying this area span a wide range of home disciplines, goals,
and theoretical/methodological backgrounds and approaches. As such, it is easier
to say that research on knowledge markets is reasonably representative of research
across fields, as knowledge market research is inherently interdisciplinary, more so
than most other academic and practical domains.

Thus, the results of the first KredibleNet workshop round-table sessions offer an
especially wide picture of the research spectrum. Even without substantial depth
in any particular area, the results provide a sufficient picture of current and future
research to provide a litmus test for the flexibility and, therefore, utility of any
proposed collaborative system.

The results of the groups’ discussions are reviewed below, starting with the
most prominent cutting-edge theories and methodologies in use today, transition-
ing to projections of the most promising research topics in the near future, and
ultimately using those to identify the key theoretical, methodological, and organiza-
tional shortcomings that will need to be addressed in order for the research to move
forward.

State-of-the-Art Theoretical Frameworks

During the first round-table session of the KredibleNet workshop, two broad areas
emerged as critical for current research on knowledge markets: (a) the development
of community content and individual reputations within such communities, and (b)
competing theories about societal change and preferential attachment to explain why
individuals who behave in similar ways and share similar viewpoints tend to connect
through social, friendship, or work ties.

A. Content and Reputation Multiple groups were particularly concerned with rep-
utations as they develop online, as well as the potential relationship between the
perceived credibility of content and contributors within a knowledge market and
its activity level relevant to other similar markets. As the reputation, trust, and au-
thority workshop group noted, it is possible that, for instance, a popular article on
Wikipedia may be especially well vetted. Presumably, the more editors contribute
toward a given article, the more refined that article becomes. This echoes the famous
dictum of large programming groups: “Given enough eyeballs, all bugs are shallow”
(Raymond 1999, p. 30).

On the other hand, an article may instead be popular because it is controversial,
so it may hold a constant state of flux as more, newer editors strive to add their
own perspective to the article at hand. Thus, rather than the article being refined to
approach an error-free state, its editors may instead play an endless game of tug-
of-war over how to bias the article in a way that privileges their own respective
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viewpoints (Matei and Dobrescu 2011). As such, while there may be a relationship
between activity and the quality of content produced, that relationship might not be
strictly linear.

Likewise, authority figures within a community are often identified solely based
on their amount of activity, with the most active community members deemed the
leaders. Certainly, an individual with virtually no activity who has contributed al-
most nothing to the community cannot be considered a leader, but those with the
most activity might be considered a type of functional leaders if a number of other
conditions are met. The top authorities within a community generally do, indeed,
contribute a lot, but to become a leader one also needs a broad involvement in the
conversation. They should also be found among those frequent contributors who add
fuel to the metaphorical fire in arguments rather than resolving the issues at hand.
In short, the roles of leader and fire-stoker are easily confused, yet they need to be
carefully considered and their complementarities identified (see Welser et al. 2007,
Welser et al. 2011).

One such type of complementary approach is the “Professional of the Month”
award launched by Microsoft to honor especially helpful contributors to its Technet
technical support forums (Microsoft 2013b). The award attempted to counteract the
tendency to determine authority based solely on contribution quantity. Rather than
attempt to identify community leaders solely based on which individuals posted the
most responses to user questions, as many other community award systems do, the
Professional of the Month title was awarded based on whose contributions tended
to be the very last in a given discussion. In other words, individuals who stepped in
and definitively ended arguments over how to solve users’ technical problems were
deemed especially productive. Certainly, these individuals were often among those
who posted the most messages in a given month, but rarely did they hold the very
highest post counts in the work community for the month in which they won the
award, as they tended to post only when necessary to help resolve a dispute rather
than engaging in aimless back-and-forth arguments themselves.

Of course, that still leaves the so-called Matthew effect as the dark side of rep-
utation. According to Merton (1968), those individuals who already carry strong
reputations will tend to garner undue credit for further contributions, thus strength-
ening their reputations ever further and widening the gap between themselves and
the relative unknowns—even if those lesser-known individuals are, in fact, making
just as much of a difference through their efforts. This effect is closely related to the
phenomenon of selective affiliation within many social networks wherein the most
central nodes tend to further increase their centrality over time relative to others in
the same network.

Online authorship and reputation are also related to the proper adherence to cul-
tural norms. Unfortunately, websites tend to offer minimal cultural context for their
users, making it very difficult to tailor one’s behavior to any particular community.
Such dynamics are usually quite clear when visiting another country and seeing how
people behave, but online, visitors cannot necessarily observe the same social cues.
Cultural mistakes online may degrade one’s reputation, complicate personal relation-
ships, or, on a national security level, even lead to needless investigations and privacy
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invasions. On the whole, Internet users could benefit from a greater understanding
of the global landscape, which is an area in which scholarly research could greatly
contribute.

Reputation’s pervasiveness even extends to personal preferences and consumer
behavior. Salganik et al. (2006) considered the underlying attitudes of individuals
when they choose to buy, download, and listen to music, and questioned whether they
did so because they actually liked the music in question, or because they saw others
listening to the same things. In their study, Salganik et al. provided false feedback
to consumers from others who were ostensibly “like you,” and they found that more
people downloaded and “liked” the songs with artificially inflated ratings. The music
that was inherently superior but had not been socially validated was cast aside, both in
terms of the number of times each song was downloaded and the average ratings that
they received from research subjects. Thus, both purchasing behavior and personal
opinions were decisively swayed by reputation, even beyond the inherent quality of
the products in question.

B. Social Association and Change Societal change and social behavior was the
second most prominent theme of research highlighted by the KredibleNet research
community. For instance, the social influence and social structures workshop group
was especially concerned with the causes of behavioral changes, particularly the roots
of diffusion and of major societal movements. Why, they questioned, were people
compelled to forward equal sign images supporting same-sex marriages when they
saw them on Facebook? Regardless of their respective beliefs, why did some people
choose to forward the images, personally spurring the movement forward, while
others remained spectators?

A number of theories were considered to address this issue. One was that of the
tipping point dynamic, which appears when masses of slacktivists who minimally
contribute toward a given social movement reach a maximum diffusion moment in
a social system (see, for instance, Bakshy et al. 2012; Tufekci and Wilson 2012;
Valente 1995). However, this question might be better addressed by the emerging
debate over the meaning of Christakis and Fowler’s (2007) social influence findings.
According to Christakis and Fowler, people influence their network “alters” to engage
in similar actions, so certain individual characteristics such as obesity tend to spread
through social networks. By and large, social influence theories have grown to hold a
much stronger presence in the literature than the earlier message transmission models
that are quite rudimentary by comparison (see, for instance, Cacioppo et al. 2009;
Onnela and Reed-Tsochas 2010; Sobkowicz et al. 2012).

Despite the attractiveness of the social influence explanation, however, other
scholars have cast doubt on Christakis and Fowler’s work (see, for instance, McPher-
son et al. 2001; Rader and Wash 2008), contending instead that individuals who
already share similar attributes are by design more likely to forge interpersonal
connections with one another. Their affinity is determined more by essential charac-
teristics than by mere communication. They contended that research on dynamic
networks, along with data structures specifically developed to explore network
changes over time, suggest that it is not the attributes of connected individuals that
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move toward one another over time, but instead that people who already share cer-
tain attributes tend to cluster together. Homophily or other types of social affiliation,
such as complementarity, indeed, may trump mediated influence. Furthermore, we
have historically relied primarily on demographics as a model of similarity, but in
fact, these may not be the best measures of social affiliation. Collaborative work
relationships, cohort effects, or cultural-social identification can be just as important
factors in shaping social association.

In this context, it is worth remarking that homophily is by far the preferred con-
cept for imagining social affiliation. However, association by complementarity and
symbiotic relationships may also be important drivers of association and interaction.
There are likely certain benefits that individuals may derive from interacting with
others who are not exactly like them, but who are just similar enough to keep the in-
teraction from merely becoming aggravating. There may be little point in associating
with someone who is exactly like oneself; an alter with just enough differences may
offer much more, such that connected individuals who are not exactly alike can learn
and gain a great deal from one another. The question, then, is how individuals need
to align across dimensions for their relationship to be complementary in this manner,
and what dimensions are particularly salient for complementarity effects. In short,
on what dimensions should connected individuals differ, and on which dimensions
should they vary—or does even that vary across connected pairs and across social
contexts?

The long-standing dichotomy of strong ties and weak ties may play its own role.
Granovetter (1973), among others, argued that weak ties may be particularly im-
portant for diversifying one’s own personal network and gaining access to a greater
variety of populations and skill sets, as alters connected by weak ties generally have
different features or talents. This may directly relate to the aforementioned com-
plementarity, as pairs connected by strong ties may have to be similar across more
relevant dimensions, or at least a different set of dimensions, than those which share
weak ties.

Online social networks operationalize the strong versus weak tie dichotomy in
ways which may or may not be accurate representations of the interpersonal phe-
nomenon. Facebook social engineers treat the sheer amount of interaction between
two parties as a measure of strength. This is likely the most straightforward measure
of tie strength, but it would be reasonable to suspect that other tie characteristics
may be just as important. As an example, it is quite possible that the types of inter-
actions that two individuals share are more important than the mere quantity. If an
individual maintains constant yet superficial communication with one alter, and has
sporadic but deeply meaningful interactions with another alter, who is to say which
tie is stronger? Yet again, if the strength of a tie is not defined by actual interactions,
how can the external factors, uncaptured by the social medium, be defined? Quantity
alone may be an insufficient operationalization, yet it has the lure of practicality.
At the same time, although it is easy to measure, it may have limited utility for
researchers hoping to gain a better understanding of tie strength, complementarity
effects, social influence, and homophily (see also Gilbert and Karahalios 2009).
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C. Summary Overall, two key themes developed as major topic areas for current
knowledge market research: community content and individual reputation devel-
opment, and competing theories about observed social association within such
communities. For both, the key question was one of community change, whether
in terms of the development of a strong content base and an individual’s stature
within that community or in terms of how societal change moves through a commu-
nity based, at least in part, upon the ways in which individual members are connected
with one another within the system.

Most Promising Research Topics and Approaches

Naturally, in developing new social practices and tools to support trust, authority,
and credibility research in knowledge markets, it is insufficient to focus on the schol-
arship being conducted today. The KredibleNet community conversations were also
directed toward projecting future research in order to obtain some potential theoret-
ical domains and methodological approaches that a useful program must be able to
support. During the workshop sessions, participants highlighted four primary areas
toward which scholars are currently moving: advertising, textual commands and nat-
ural language processing, the integration of multiple data sources, and community
design and feedback systems.

A. Evaluating Potential Research Topics Before the KredibleNet workshop partici-
pants could identify the most significant research challenges looming on the horizon,
they first had to consider the topics that would likely hold the most currency across dis-
ciplines. With that said, the evaluation of promising future research topics developed
into one of the most contentious questions of the entire workshop.

In some cases, the notion of such an evaluation itself caused considerable strife.
The participants struggled over the very definition of the term “promising” or disputed
whether it was more important to emphasize commercial value or societal impact,
which was complicated by considerations about whether that societal impact would
be tangible enough to be directly observed (such as campaigns designed to save lives)
or if it might remain relatively imperceptible.

Some workshop participants were especially concerned about how to quantify
the benefits of research with indirect outputs, as is the case for much of the social
media literature. Aside from a few isolated examples, such as tracking the spread of
diseases through social networks (Newman 2002) and aggregating data for the sake
of coordinating disaster relief efforts (Gao et al. 2011; Huang et al. 2010; Jansen
et al. 2009), such research is often directed toward developing a body of knowledge
upon which other scholars and practitioners might build. In most cases, the tangible
results of such studies are more indirect, with others using and building upon the
initial social media research for their own end. The indirect nature of the output
makes it difficult to resolve debates over which topics are more or less promising
than others, yet such studies’ usefulness to others who build upon the initial work in
fact makes these foci especially critical areas for further development, as they can
have wide-ranging effects that extend well beyond the confines of the initial work.



176 S. A. Matei et al.

B. Advertising and Public Campaigns Interms of commercial value, the participants
concluded that advertising revenue and public persuasion were the only worthwhile
research topics that could be generalized across various knowledge markets. As one
participant said, such work effectively aims to “take a manipulative message and
deliver the highest level of manipulation possible to the largest number of people at
the lowest possible cost.” Regardless of one’s personal attitudes about advertising
research, any number of companies and businesspeople across regions and industries
advertise online, whether or not their work is inherently connected with the Internet.
Consequently, one could argue that advertising keeps businesses alive and running,
allowing the general public access to greater commercial comforts. In short, even
as detractors point out the psychological manipulation inherent in advertising, its
advocates would herald it as a critical subject for society as a whole.

However, as one member of the social influence and social structures group
noted, advertising research may not be as important in all online domains. Cer-
tainly, companies like Google and Facebook have long investigated various methods
of incorporating others’ advertisements into their own interfaces, but in terms of
e-commerce, there are only a few major players who rarely even bother advertis-
ing. A consumer may go years without seeing an advertisement for Amazon.com,
for instance, yet it remains one of the most well-known, dominant marketplaces on
the Internet (Wohlsen 2013). At the same time, one can add that the Amazon.com
Affiliate Program, which allows ordinary users to post links of Amazon products in
exchange for a commission, is a form of viral advertising.

In the online realm, much smaller companies tend to disseminate the bulk of
advertisements rather than the few corporations that already control the vast majority
of the market share. Among these smaller companies are the “schemers,” as some
workshop participants described them, whose practices consist primarily of pestering
Web consumers with pop-up windows, animated banners that obscure content, and
any number of other unwanted distractions and intrusions. The major players in
the online marketplace have no need to advertise as their respective target markets
already know who they are.

With that said, this advertising dynamic may result from the structure of economic
practices online, particularly as they allow a few companies to develop veritable
monopolies simply by outspending others or by establishing themselves before com-
petitors enter the marketplace. Even within the current system, advertising research
may still help companies whose operation is not strictly online. For instance, ad-
vertisements for cars and movies have been common on many prominent websites,
just as commercials and abbreviated trailers became a staple on television years ago.
Thus, both the marketing professionals creating new advertising campaigns and the
content-producing websites that funnel those advertisements to visitors stand to ben-
efit from improvements to their current advertising approaches. So, too, might the
consumers in the advertisers’ respective target markets.

C. Textual Commands and Natural Language Processing In discussing text min-
ing and natural language processing, participants focused their attention on the
immediate future of text-to-cognition and textual command recognition research.
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From a consumer standpoint, Siri, the personal assistant application developed for
Apple computing devices, is likely the most prominent example of text-to-cognition
technology. Such software does not require that the program actually understands
human language, but merely that it be able to interpret language syntax well enough
to parse out keywords and to connect phrases for the purpose of conducting online
searches. In fact, workshop participants proclaimed that they were “not believers”
in the natural language processing domain, with several of them contending that
the effectiveness of more traditional search algorithms has made natural language
processing unnecessary despite the academic attention it has drawn in recent years
(see Jurafsky and Martin 2008).

Others claimed that natural language processing is, at best, still a pipe dream,
many decades away from being even remotely feasible. After all, they said, even
the most prominent natural language processing effort, the supercomputer Watson
developed by IBM to compete on the game show Jeopardy!, performed very incon-
sistently. Considering Watson’s notion that “Delete key is where the heart is,” among
others (Sohmer 2011), the idea that it actually understood the array of text clues and
responses presented is almost laughable.

This view, however, was not consistent across all workshop discussions. One
participant noted, as an example, the TAKMI (Text Analysis and Knowledge Mining)
tool, which researchers at IBM hope to use to assess the sentiment of customer
service callers. The project team’s goal of determining customers’ feelings toward
IBM and the problem at hand requires significantly deeper text understanding than
mere keyword identification, so they have found natural language processing to be
absolutely vital. Given the number of possible “answers” for a sentiment analysis,
the task may also be more feasible than Watson’s mission on Jeopardy! The degree
to which an individual feels positively or negatively about a topic may span a limited
number of possible numeric responses on a finite scale, while the range of possible
textual Jeopardy! responses from which Watson had to choose is effectively infinite.

TAKMI s not an isolated case as sentiment analysis has been attempted elsewhere,
such as on social media sites like Twitter (Jansen et al. 2009; Thelwall et al. 2011).
While it remains an under-researched topic, there are certainly other scholars and
organizations besides IBM who see its potential.

The workshop participants further noted other possible uses for natural lan-
guage processing, such as identifying terrorist plots based on phone and e-mail
interactions—despite ethical and legal concerns about governmental efforts to mon-
itor citizens’ personal interactions (Ball and Ackerman 2013; Donohue 2008;
Greenwald 2013; Kerr 2003). This, too, extends well beyond simple keyword
searches. Nonetheless, it remains quite possible that natural language processing
may be unnecessary for all but a few unique text-mining tasks. Other than applica-
tions to search, natural language processing remains an area for development and
commercial engagement.

Regardless of commercial implications, many programmers still see natural lan-
guage processing as one of the most exciting research areas to be found. Case in
point: Participants highlighted the textual analysis of expertise as another area in
which researchers can make significant contributions, and the reputation, trust, and
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authority group specifically highlighted natural language processing as a technique
that might be particularly helpful for discerning credible sources of information.

As they explained, it can be difficult and time-consuming to determine which
sources of information in a given community are authoritative or reliable, as well
as to identify group leaders. Search engines like Google fall short in this regard,
they claimed. After all, such searches can pinpoint prominent groups, but once you
find their discussions and contributions, you have to delve into them yourself in
order to discern group roles. An automated tool that understands the content of
the conversation, not just the language syntax, could be very helpful in isolating
trustworthy authority figures within such groups. Such a tool might not be far away,
a conclusion of the workshop being that with recent developments in artificial neural
networks as well as better understanding of brain structure, we might shift from
machine learning to machine understanding.

On a methodological level, predictive modeling and data analytics applied to ma-
chine understanding might generate a particularly promising set of approaches within
the hazard research domain. For instance, in the economic realm, researchers have
begun using textual analyses of financial documents for risk predictions, whether of
market trends, fraud, or mere costs (e.g., Kolyshkina and van Rooyen 2006; Nakatoh
et al. 2013). Similar approaches have proven fruitful for assessing the risk of med-
ical events (Poulin et al. 2013), with some researchers turning to data sources like
Newswire and social media sites as well as filings by the Securities and Exchanges
Commission.

Data analytics are also important for predicting and tracking natural disasters (see,
for instance, Jansen et al. 2009; Starbird et al. 2010), a particularly difficult subject
matter from a methodological standpoint since data on such events tend to be sparse
and unreliable.

D. Integrating Multiple Data Sources As a potential counterpoint to the preced-
ing discussion, some workshop participants contended that trustworthiness research
might advance even more quickly if scholars identified and combined information
from multiple types of evidence to form a synthesized picture of a given authority
system. Presently, most studies view communities through only a single perspec-
tive, with just one kind of data analyzed. This inevitably results in an incomplete
evaluation of the organization being assessed, regardless of the analytic tool used.
Combining several sources of data would help to mitigate this problem.

As an example, pure textual information could be linked with data on social
relationships, with the network structure supplementing and enriching conclusions
about the presence of personal expertise and the way in which clout develops within
a community structure (see, as an example, Ehrlich et al. 2007). Diversifying the
data used in analyses could ultimately be far more beneficial than developing more
sophisticated analyses to handle incomplete data.

This, naturally, also represents an example of linking multiple methodologies to
enhance the analytic process. In some cases, however, researchers might choose to
gather a wide range of data sources while still maintaining their focus on a single
methodology. For instance, text-mining scholarship has a great deal of potential to tap
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into large-scale repositories of textual, audio, and video interactions. Many scholars
are particularly interested in exploring such questions as the ways in which indi-
viduals within collaborative communities establish their own trustworthiness, how
they evaluate that of others over time, and differences in the nature of credibility and
trust as they occur within different types of groups, such as the distinction between
online and offline teams. By combining text, audio, and video data sources, such
researchers can more easily distinguish between and connect verbal and nonverbal
communication processes, along with the sociological and psychological effects that
accompany them. A possible approach would be that of enhancing the C-Span video
archive search utility with “practice capital” metadata. Such metadata captures the
degree to which a contributor to a debate is central or peripheral not as a function of
how much he or she said but of centrality in a network of connections determined
by turns of speech (Matei 2014).

However, it is often very difficult for researchers to synthesize data from different
sources given the wide variety of ways in which data are presently collected, recorded,
reported, and stored. Likewise, in general, different types of data have been collected
on different communities, which makes it challenging for meta-analysts to synthesize
multiple studies into more comprehensive findings. The development of standard
formats for data sets and metrics, along with more universal measures and evaluation
procedures, could resolve this problem, even if fully realizing such a scenario proves
to be a utopian ideal.

E. Community Design and Feedback Systems The conflict between processing speed
and cost is a problem facing researchers who rely on transcription systems, but one
that will be resolved over time. The challenge of fostering and maintaining activity
within a knowledge market while still keeping its content credible for consumers, on
the other hand, is a major question that scholars can address today.

Shneiderman (Chap. 2; see also Sopan et al. 2012), in this volume, focused on
design principles for online communities to build a four-component research frame-
work on how practitioners can develop a thriving community that would also offer
credible content for consumers. Broadly speaking, he suggested that researchers
would be able to make a significant impact by devoting greater attention to (1) strate-
gies to maximize the proportion of trusted contributors within a community, such as
by raising barriers to entry or pinpointing troublemakers through network analysis;
(2) reviews of the content itself that are designed to encourage high quality and filter
out unhelpful contributions; (3) efforts to provide contributors with credible, secure
resources to support their work; and (4) the use of such processes as audits and exter-
nal oversight to ensure that communities and their leaders are themselves responsible
and trustworthy. Shneiderman’s essay provides substantially greater detail on these
four scholarly areas of emphasis.

Along the same lines, another primary concern among workshop contributors
was the push to make online institutions and quasi-institutional social media more
transparent, democratic, and open to user feedback. At present, most online tools
are ineffective at making the organization available for evaluation and monitoring,
largely because it has not been a design or research priority. However, making the
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organization’s actions more open to feedback could help to resolve myriad problems
such as concerns over biases and rule enforcement practices on Wikipedia. If the
organization was able to elicit feedback from users, in a manner that would strip
the feedback of any connection to the their reputation, then that feedback system
might mitigate instances in which one’s reputations carries undue weight or in which
established users are inclined to “pick on the newbies,” as one workshop participant
said.

Of course, such problems are not limited to online communities. Some recipro-
cal evaluations of leaders and ordinary users might be untrustworthy, especially in
politically charged or partisan situations. The evaluation itself might become un-
trustworthy, if all of the respondents hold a personal stake in the result (see also Teng
et al. 2010).

With that in mind, the question becomes how one might change the organizational
models to elicit better, more credible feedback about leaders. After all, it is very
difficult to trust any responses that may have been biased by defensive self-interest.
As one member of the workshop said, offering as an example an administratively
controlled university:

How would you change some dials in a university to make it more democratic; make the
monitoring more complete; make the sanctioning more multidirectional, less concentrated?
You need to be able to tell [that] people did their job. You need to be able to have criteria
for how they’re doing it. You need to be evaluated by people that don’t have their skin in the
game.

In short, organizations need to have proper reward and sanctioning systems for leaders
based on a trustworthy set of feedback mechanisms. Regardless of the particular
knowledge market in question, whether it is a social media platform, a university, or
an entirely different organization, the cautionary tales and instructive lessons about
feedback credibility may be applied across contexts.

Along similar logistical lines, the reputation, trust, and authority group considered
the nature of rules and norms on the Internet, comparing the reputation systems that
tend to govern online behavior with the body of laws held over offline society. A few
group members contended that having a more rigid set of Internet laws in place, rather
like the Consumer Privacy Bill of Rights that President Barack Obama proposed in
2012, would make many online activities function much more smoothly. If so, the
question then turns to the design and implementation of such laws, particularly since,
from a legal standpoint, it would be difficult to claim that any particular police force
or government holds any authority over the Internet itself. Furthermore, such laws
would clash in the USA with the First Amendment, as it might curtail the freedom
of expression in the name of social control.

F. Summary All told, multiple workshop participants placed considerable emphasis
on the theories, methods, and tools that would best support the analysis and modeling
of trustworthiness information. This came alongside concerns over standardization
of data sets and evaluation procedures, as well as the debate over whether natural
language processing was really a worthwhile approach to solving some of these
analytical problems. However, aside from advertising research, some participants
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were concerned about how one could evaluate the relative importance of research
topics that might not have a direct economic impact. Such concerns pervaded nu-
merous other potentially promising areas of study, including design principles for
online communities, the use of feedback systems within knowledge markets, and
even proposed rules to govern online behavior.

Future Methodological Approaches for Improving Study of Trust,
Authorship, and Credibility on Social Media

Even as scholars gain access to more efficient resources for their research, and as the
analytic techniques that have been developed for their use grow ever more sophis-
ticated, there still remain several critical methodological problems to be resolved.
The KredibleNet workshop participants highlighted three of the most troublesome
problems that pervade a great deal of current research: failures to demonstrate causal-
ity, the use of inappropriate data that does not properly connect with underlying
theories—especially due to the increasingly heavy use of and over-reliance on big
data (see Lazer et al. 2009)—and struggles against computational limitations.

A. Testing Causality Scholars have often observed that individuals who are con-
nected with one another in a social network tend to share numerous similarities, but it
is not clear whether this is because similar individuals are likely to form connections,
or if those individuals who are already connected tend to become more similar to
each other over time.

On a broader scale, the key question is how researchers can show causation
with large data, which is often purely observational. To expand upon the earlier
example, we might like to test whether individuals connected in a social network share
attributes because of homophilic or other types of social influence forces, but this is a
challenge with most large data sets. As scholars who are well versed in methodology
would be quick to note, any claims of causality are suspect unless they arise from
a formal experiment that randomized participants into distinct groups and applied
treatment and control conditions. “Big data,” such as large repositories of information
on user activity within social networks, tend to instead come from more passive field
observations for which no treatment and control conditions were ever clearly applied
(see Williford et al. 2012). Although some scholars have developed sophisticated
statistical analyses for big data sets to demonstrate intriguing connections between
concepts, individuals, and groups (e.g., Gelman and Hill 2006; Ho et al. 2012; Xie
and Xing 2013), in the absence of an experimental design, even these techniques
cannot demonstrate causality.

With that said, some scholars hope that big data may at least be treated as quasi-
experimental, or perhaps even as natural experiments, with some environmental force
affecting a random subset of organizational members as opposed to an experimental
condition randomly applied to subjects. In such a natural experiment, researchers
could claim that a causal relationship existed between the naturally occurring
treatment and any observed differences between the various groups—provided that
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the treatment was indeed random, that the environmental force was not related to the
observed effects through some other mechanism, and certainly that the environmental
force took effect prior to the observed differences between groups.

One workshop participant suggested that if the problem is simply that big data
come from passive observations, we could rectify it simply by being more active in
applying treatments. For instance, Bond et al. (2012) conducted a field experiment us-
ing Facebook in which political mobilization messages were sent to 61 million users.
The researchers’ subsequent observations of how different treatment conditions—
whether or not someone received a message—prompted users, their friends, and their
friends’ friends to change their behavior constituted one of the largest experiments
ever conducted. Granted, it can be difficult to get permission to conduct interven-
tions within a community like Facebook, and doing so certainly prompts questions
about the rights of unknowing study participants, but the opportunity to combine the
methodological advantages of an experiment with the practical benefits of big data
serves as an invaluable wellspring for research.

B. Data Appropriateness These concerns are all part of the larger problem of con-
necting theory with data. In many cases, the data that are available to scholars only
indirectly or tangentially address the research questions to be answered. Even the
best-designed surveys, deliberately applied to treatment groups, may not exactly
address the construct of interest or otherwise have less than perfect validity. Such
problems are exacerbated with secondary data sources, as the scholars who receive
a given data set after the fact have little control over what kinds of information were
initially collected, how the information was gathered, the ways in which it was or-
ganized, and so forth. When the researchers cannot deliberately target a particular
research question in the data collection phase, it becomes much more difficult to
convincingly show that any findings do, indeed, address the problem at heart.

Regardless of whether primary or secondary data sources are being used, it is
also important to use data from multiple sources as opposed to a single frame of
reference. Just as the text-mining and natural language-processing workshop group
was concerned about using multiple sources of evidence to develop a more complete
picture of any particular authority system, any scholar studying online communities
would be well served by including offline activities in his or her analyses as well. For
instance, it would be impossible to gain a complete sense of how the top Wikipedia
editors operate and interact with one another without acknowledging their periodic
gatherings in the “real world.” Even a big data archive is only a single source of
data, after all, with blind spots of its own. Incorporating a range of data sources
would help to mitigate the tendency to overlook important attributes and behaviors
that happened to escape a single data source with its necessarily limited scope.

Of course, one of the biggest concerns for many social and natural scientists today
is the growing perception that you can do anything and solve any problem as long as
you have big data—in other words, the idea that big data are a modern-day panacea
for research that will somehow magically fix any obstacle facing scholars. The notion
is understandable as one of the most common limitations cited in academic research
articles is a dearth of data, yet this does little to resolve the wide variety of other
challenges for researchers.



11 The Trajectory of Current and Future Knowledge Market Research 183

In fact, big data themselves can sometimes be limited. For instance, one workshop
participant noted that many studies using big data are only able to focus on major
“jumps” within a particular system, overlooking other effects that may be smaller but
which are still significant. The natural solution, then, is to put more probes within big
data sources in order to capture the finer nuances. This, too, is an imperfect approach.
As any scientist knows, raw data are rife with noise, whether it comes from the natural
sciences or social phenomena. As a researcher tries to capture smaller effects, the
risk of confusing meaningful content with noise dramatically increases. Big data are
no different (Williford et al. 2012).

Filtering data in order to separate genuine effects from noise therefore becomes
a paramount concern, along with the balance between maintaining high data qual-
ity and striving for data completeness. An appropriate cyberinfrastructure could be
especially useful if it incorporated data quality control mechanisms—especially the
automated filtering of invalid or incorrectly recorded data—as early in the research
process as possible.

Similarly, the workshop participants were particularly concerned with the ease
with which information can be verified. In particular, they discussed the importance
of having multiple, reliable, credible secondary sources for the knowledge produc-
tion process. For instance, scholars of physics and related fields certainly rely on
traditional academic journals for their research, but they also recognize arXiv (Cor-
nell University Library 2013), a long-standing archive of work within the field, as
a useful resource. This is certainly important for researchers within these particular
academic domains, but just as importantly, the presence of multiple resources also
allows scholars to better share their work with the general public. After all, physics
pages on Wikipedia tend to be highly reliable, as it is especially easy for editors to
check their contributions against multiple sources. Elsewhere on Wikipedia, article
accuracy tends to suffer, as other fields lack the same array of resources, which
simply makes it more difficult to check information. All told, the presence of large
archives facilitates much more effective and efficient research, whether in terms of
comprehensiveness or information verifiability.

With that said, Howison et al. (2011) highlighted substantial issues with the valid-
ity of big data after researchers have distilled them for the purposes of interpretation,
regardless of how well intentioned their choices may have been. Similarly, boyd and
Crawford (2012) voiced concerns about the privacy of unwitting research subjects
and the need for serious discussions about the ways in which big data are being used
and how to keep individuals protected. On both an academic and a political level,
discussions about how to protect individuals should establish and review technical
approaches and scholarly policies for anonymizing data while also maintaining their
usefulness for researchers, among other topic areas.

The presence of massive data sets necessarily creates many other challenges for
analysis. This is especially true in domains like network analysis, where statistical
inference and modeling can sometimes prove to be imposing or even impossible
tasks for networks much larger than a few thousand nodes in size. Such problems
tend to be exacerbated within studies of network change, a cutting-edge topic that
remains particularly difficult to manage on a large scale.
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Some of the aforementioned challenges with unstandardized data are especially
problematic for network researchers. For instance, how can scholars pair dynamic
networks with static ones when studying network change? The answer is far from
clear, as the conceptualizations of dynamic and static networks are fundamentally
different. Such problems are compounded if changes within the various networks
do not match one another in terms of time, creating a staggering effect for which
scholars may be hard-pressed to account. Imperfect or inconsistent data collection
and recording practices could compel scholars to manipulate the data in order to
develop a clearer picture of the network evolution, but there is no clear protocol on
how to do so, which largely leaves researchers to improvise their own solutions—yet
another source of inconsistency that makes it tougher for future scholars to interpret
and synthesize findings across multiple studies.

Furthermore, data-mining algorithms tend to have minimal connection with the
key questions that social scientists would like to address. Since so few researchers
have the ability to cross between the scientific, methodological, and programming
domains in order to fully link their research questions with the data that they hope
will provide answers, many scholars have to rely on secondary data sets for their
analyses. This naturally causes problems with data interpretation, as the data set was
not originally developed to resolve the scholars’ research questions. In particular,
several workshop participants noted a division between data-mining algorithms and
network models, and they expressed the need for a way to link the two.

C. Computational Limitations In some cases, when the most significant challenges
facing a given research project are mere computing speed or memory issues, skillful
scientists and programmers are able to devise alternative approaches to perform a
given analysis. For instance, Brandes (2001) developed a new algorithm to calculate
betweenness centrality, one of the most prominent network attributes, in a manner
that proved much less costly for large, sparse networks. It is likely that many sim-
ilar problems with computational resources could be resolved in a similar manner,
although fewer researchers may be compelled to pursue such solutions for lesser-
known measures. Nonetheless, for significant research topics like the prediction of
natural disasters, which revolves around sparse big data sets, innovative research
approaches that make it feasible to analyze such data could prove to be a tremendous
boon.

Mercifully, such computational issues are not shared across all research domains.
Some of the workshop participants argued that computing power was not a significant
challenge for examining a large corpus of text. With that said, there was some debate
about whether the size of a given data set could at least play a noticeable role in
how much computing time and processing power would be necessary for analysis,
particularly based on the size of the training data set, but the consensus was that
computational issues were, at the very least, not an obstacle that would keep analyses
from being completed within a reasonable timetable.

D. Summary In sum, the KredibleNet workshop participants cited three major
methodological problems that remain unresolved: the question of testing causality
with big data, which related to the broader question of finding or generating data that
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are appropriate to resolve the research questions at hand, along with computational
limitations on large-scale analyses. These shortcomings have been addressed in some
isolated cases, such as in Bond et al.’s (2012) Facebook field experiment and Brandes’
(2001) betweenness centrality algorithm. Nonetheless, these issues remain prevalent
across a great deal of modern research, particularly as big data studies continue to
rise in prominence as an increasingly attractive scholarly approach.

Organizational Shortcomings to Be Addressed

The workshop participants also identified three organizational issues that inhibit the
emergence of a new paradigm of research on social media roles, authority, and cred-
ibility in knowledge markets: paucity of funding, the relative absence of researchers
who hold skill sets that cross disciplinary boundaries, and the lack of data-sharing
activities among scholars.

A. Funding The biggest obstacle for knowledge market research is very likely fund-
ing; some would argue that the same is true across all research domains. Yet, in our
particular case, the issue is made more severe by the fact that a research agenda
related to roles, authority, leadership, and credibility, although socially significant,
does not have the kind of public recognition as the topics that are stereotypically
associated with social media research, such as crowdsourcing, user motivation, or
contribution equalization. Several workshop participants talked about the indirect
connection between many promising research topics and tangible outputs. The ob-
vious consequence is that when it is not clear how a company might profit from
a particular research line, it is unlikely that the scholarship will draw any industry
support. Major corporations are generally much more concerned with protecting
their short-term bottom lines and satisfying stockholders than with engaging in ex-
ploratory studies, regardless of how fruitful the results might be for society at large
or even to them in terms of long-term strategy.

This challenge, however, may be resolved by major funding agencies like the
National Science Foundation and the National Institute of Health. Grants from these
organizations may be directed toward projects which would have minimal economic
impact for a particular organization but which would instead serve the broader needs
of society at large, even if only to lay the theoretical and practical groundwork for
further research by the primary investigators and others. Particularly important is to
broaden the spectrum of research to include issues that are not immediately intu-
itive. Theories related to complementary association, the natural accretion of roles,
social structures, and cultural norms within social media, and the evolution of cred-
ibility and trust mechanisms that rely on leadership models need to be particularly
targeted. Too much social media research is conducted from simplistic, common
sense assumptions, such as the abovementioned homophily axiom. A major cause of
this oversimplification also comes from the fact that much social media research is
conducted by scientists with a strong background in methodologies and computer sci-
ence but no formal social scientific education. Funding agencies need to encourage
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cross-disciplinary and cross-university collaborative teams like the Social Media
Research Foundation, developers of NodeXL, an open-source network analysis
tool that has allowed countless researchers with minimal programming expertise to
initiate data-mining studies and network analyses throughout a variety of disciplines.

B. Multidisciplinarity On a practical level, one of the most unique challenges for
large data research is the fact that researchers tend to adopt distinct roles. Some
scholars are data managers or computer scientists who focus on managing the analytic
infrastructures and large databases. Others are adept at conducting sophisticated
statistical analyses on the data themselves. Then there are the theoreticians who know
what to do with the results. By and large, these are three wholly distinct groups, and
very few people can effectively execute all three roles—after considerable discussion,
the only example that the workshop participants could identify was New York Times
blogger Nate Silver.

It is no surprise that so many scholars focus their efforts on one particular area
rather than dividing their attention across a more diverse skill set, especially consider-
ing research indicating a (slight) improvement in work quality as a result of a narrow
focus (Adamic et al. 2010). Consequently, few scholars are able to manage the entire
data-mining process, so those academics who work on data-mining projects tend to
organize themselves into interdisciplinary teams. Most importantly, the members of
those teams often have minimal understanding of what their colleagues on the project
are actually doing as their skill sets do not overlap.

This has exacerbated other problems like the aforementioned rift between data and
theory, as the experts who understand the data structures struggle to communicate
with those who conduct the analyses, who likewise find it difficult to share their
knowledge with and grasp the work of those scholars who actually understand and
hope to develop the underlying theories. As long as the data scientists, statisticians,
and theoreticians fail to comprehend one another’s work, it will remain very difficult
for them to connect data with theory through a well-designed statistical analysis.

With that in mind, for social media data-mining research to move forward, edu-
cation needs to improve, as we cannot simply maintain classes of scholars who are
just data managers, just computer scientists, just statisticians, or just theoreticians.
Multidisciplinarity is becoming increasingly important, so while it is useful to have
experts within each unique domain, it is just as necessary to have academics who
can cross between these otherwise distinct fields. Scholars who can do so are inher-
ently better equipped to develop analyses that actually resolve the core theoretical
questions in which they are interested.

This, however, is itself a major problem among researchers because it begs the
question of how to foster multidisciplinarity. The workshop discussions highlighted
that education will be important for this purpose, but they could not agree on the
exact form that a multidisciplinary education would take. Some suggested changing
current university curricula to open new paths for scholars in one domain or another
to experience other disciplines in order to gain a degree of multidisciplinarity. Oth-
ers argued for the development of an entirely new major area of study that would
draw from multiple other fields. Still others claimed that such radical changes were
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unnecessary, but that current institutions simply need to understand the need for
scholars to have some kind of background in statistics, a limited understanding of
big data and programming, and at least sufficient database skills to convert data
structures into a suitable form for analysis. The group was unable to reach any kind
of conclusion about the best approach, so this may itself constitute a set of research
questions about how the university system can best be organized to help scholars
who want to cross over multiple areas.

C. Data Availability As previously noted, data appropriateness is a serious concern
affecting some research domains. However, many analyses of social phenomena are
constrained by the simpler question of data availability. Scholars who study credibil-
ity, for example, would like to have large datasets to model behavior and to connect
those behaviors with others’ evaluations of individual trustworthiness. By and large,
such datasets do not exist or have limited availability for interested researchers—
which makes sense, considering how difficult it can be to gather responses from a
large-scale group on the trustworthiness of everyone within the system.

Cross-cultural research serves as a particularly instructive example as even those
studies that claim to explore a variety of cultures are often very limited in terms of the
spectrum that they actually compare (Zhang and Lowry 2008). There remains a dearth
of cross-cultural and international studies that compare nearby cultures and countries
in tandem with those spanning multiple continents. In other words, many studies have
focused on the nuanced distinctions between geographically proximal groups, but
fewer have contrasted countries and cultures with a broader geographic dispersion
due to the inherent challenges and obstacles that inhibit data collection within certain
communities throughout the world. Both nuanced and radical cultural distinctions
are essential in order to obtain a complete picture of cross-cultural differences, but
the absence of suitable data makes it difficult for researchers to move the field in that
direction.

Nonetheless, while such research may be difficult, it is not necessarily impossi-
ble, depending on the context. For instance, a few workshop participants highlighted
recent studies comparing distinct Wikipedias of different languages as well as dif-
ferences between categories and types of pages within the same Wikipedia. To put
it another way, these studies contrasted the work of highly distinct cultural groups
(using different Wikipedias) as well as that of subcultures of editors and academi-
cians from similar cultural backgrounds but different academic fields (Gallagher
and Savage 2013; Hara et al. 2010; Pfeil et al. 2006), capturing both dramatic and
fine-grained cultural differences.

The problem of availability also extends to proprietary data sets. Many compa-
nies have aggregated tremendous amounts of information about various populations,
particularly in the online domain. Google, for example, maintains extensive records
of user searches in order to better tailor search results to individual needs (McDer-
mott 2013). Facebook, likewise, is notorious for maintaining records on virtually
everything that has ever been written, uploaded, or done on their site (Rosenbush
2013). Despite the tremendous research potential of such sources, however, public
access to such data is largely restricted, whether to one’s own Google search history
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or to the activities of an individual’s finite number of Facebook “friends,” making
comprehensive data-mining efforts exceedingly difficult at best.

This is not to say that all data repositories should necessarily be completely open
for public use. After all, even discounting the right for corporations to strategically
collect and use information, haphazardly releasing information would create myriad
privacy problems on ethical and legal levels alike (boyd and Crawford 2012). At the
very least, when data is released to academicians, those scholars must keep standard
IRB processes and scientific values in mind. On a broader scale, researchers and
organizations alike must adhere to all applicable policies for the use and protection
of individuals’ private information—whether or not such policies are standardized
across research domains—including the organization’s own terms of service and
internal practices.

In addition to such ethical standards, technical restrictions may certainly come
into play, particularly as they relate to researchers’ ability to access, manipulate, and
protect the data that they hope to use. Workshop participants noted that this issue is
compounded by the present ineffectiveness of software tools, arguing that we need
better-designed tools for information retrieval and text mining in order to conduct
appropriate and effective social scientific research. This is especially important for
scholars who lack the programming expertise to develop software that serves their
own needs.

Aside from the simple approach of making existing data sets available for public or
research use, crowdsourcing may be a useful approach for overcoming the problem of
data availability. By soliciting contributions from a large group or the general public,
researchers can rapidly generate very large amounts of data, from quantitative survey
responses to anecdotal case studies. Certainly, crowdsourcing is useful in many other
research processes as well, from developing folksonomies to proposing hypotheses
to be analyzed, but its utility for generating data where none exist is of special
importance for many scholars across domains.

Finally, data management and preservation are closely related to this question of
data availability. The library scientists who participated in the KredibleNet workshop
round-table sessions were especially interested in the ways that data sets are derived
from raw information, how they are described, and how they can be discovered
and reused by other scholars. Their core concern was ensuring that data which one
researcher or research team collects are not simply lost to the rest of the academic
community. It is therefore important to preserve data and sustain the systems in which
they are based, develop useful descriptions and meta-data for those larger data sets,
and help other scholars to cite secondary data sets so that their original creators are
credited for their work and motivated to share it with the world at large.

D. Summary While funding remains the most critical organizational issue facing
researchers today, the lack of multidisciplinarity among scholars and the absence of
appropriate data remain significant problems in their own right. Importantly, the latter
two challenges may at least be partially resolved through collaboration. Scholars
without multidisciplinary skills can cross disciplinary boundaries by connecting with
peers with different backgrounds and talents and mutually developing their research.
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Similarly, many data sets are collected for one team of scholars to use in a small
number of publications and are then discarded, yet mutual data-sharing practices
would permit researchers across domains to have much easier access to appropriate
data and to develop far more sophisticated analyses with more interesting findings.
Facilitating collaborative interactions and data-sharing practices must therefore hold
great importance for any collaborative research interface, including that which the
authors intend to develop.

Requirements for a Collaborative Research Interface

The various challenges highlighted throughout this chapter are connected by the
simple fact that scholars and practitioners need better collaborative tools and systems
to facilitate joint research efforts. Many common problems could be resolved by the
simple presence of software that would better support research projects, yet such a
system has proven elusive, as countless programs have been developed for that very
purpose and have been abandoned or neglected from the very beginning. Anecdotally,
most scholars appear to have avoided the tools specifically designed for their research
needs in favor of more generic, yet adaptable, file-sharing systems like Google Drive
and Microsoft SharePoint along with their preferred set of data analysis programs.

Over the course of the first KredibleNet workshop round-table session, the authors
identified two fundamental problems with neglected collaborative software packages
that lessened their usefulness and inhibited their adoption. Those problems were
(1) the limitation to a small portion of the research process, such as collaborative
interactions or data analysis, and (2) the stagnation of tools that fails to account for
researchers’ rapidly evolving needs. In developing a new collaborative system for
researchers, we aim to correct these problems via the convergence of technologies
to support every phase of the research project within a single system, and by using
an open-source approach to feature development in order to foster easy extensibility
and to keep the infrastructure from becoming defunct.

A. Technology Convergence The problem goes well beyond merely providing a
space for interactions between scholars. Rather, an intelligently designed interface
also needs to facilitate the data analyses themselves, and it must facilitate data shar-
ing, results reporting, and any other key tasks throughout a given research project.
The methodological need is particularly salient now, as many scholars who explore
sophisticated methodologies continue to find standard software packages available
for purchase or download to be inadequate, and given that researchers with interdis-
ciplinary capabilities remain highly uncommon, individuals with more focused skill
sets tend to lack the ability to develop software that will satisfy their methodological
needs themselves.

Consequently, a truly effective collaborative interface would allow researchers
to easily share their ideas with peers; collect, distribute, manage, and report data;
conduct analyses; and deliver results. We may say more simply that the ideal is a
one-stop research domain. If the full scope of research tasks could indeed be satisfied
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within a single interface, it would permit much smoother collaborative efforts than
a collection of many different software packages—rather like the current array of
sharing, data management, analysis, and collaborative suites that have inundated the
marketplace—as it would mitigate the problem of fragmentation among researchers
into distinct camps depending on their favored tools.

To this end, we need to go beyond what is currently available. Virtually all other
software packages designed for collaborative research have lacked major components
of the process, whether the capability to interact with peers, manage data, conduct
analyses, or share results. Even DataONE (2013) and FLOSSmole (2013), which are
among the most sophisticated and successful collaborative platforms, miss at least
one or two of these major steps (although they may still offer useful examples to be
emulated, especially in terms of their respective data-sharing functionalities). Just
as importantly, even those tools which target one aspect of the process tend to be
limited themselves, with their functionality growing outdated over time.

In short, the platform we envision would synthesize each phase of the research
process and the features necessary to proceed through each phase as a collaborative
team. Just as there are many different competing programs to perform any number
of other tasks, from filing taxes to painting digital artwork, there are many differ-
ent collaborative and research tools for a reason: Each has a set of strengths and
weaknesses, and since each program fulfills some functions better than others, users
gravitate toward the one that best satisfies their needs. This can potentially foster
fragmentation, yet we aim to stop the cycle of this fragmentation. The ultimate goal
of the KredibleNet project is to design an interface that incorporates all of the features
that researchers across disciplines need from day to day.

B. Open-Source Framework It is easy to anticipate certain tools that would be crit-
ical for such an interface, such as communication functions from basic chat features
to sophisticated video conferencing frameworks, data management functions like
filtering noise and serving preprocessed data, and the spectrum of basic method-
ological tools. However, more specific needs are more difficult to predict, especially
in terms of methodology where scholars develop new approaches on a daily basis.

As such, this interface cannot rely on a static set of “one size fits all” tools, but
should be easily and quickly extensible to accommodate researchers’ needs as they
develop; otherwise, it would quickly become defunct as researchers’ needs exceeded
the program’s capabilities. This is particularly true for a collaborative tool whose
value, according to Metcalfe’s law, is largely dependent on the number of other
people using the system (Hendler and Golbeck 2008). The loss of a few dissatisfied
users who reach the program’s limits would likewise reduce its usefulness for the
rest of the user base, so such a loss must be deemed unacceptable.

With that said, no finite set of staff members could realistically keep up with the
ever-changing needs of users. This is as true for a collaborative research interface as
it is for any other evolving system (see, for example, Britt 2011). Given that more
specific methodological needs are difficult to predict, this interface cannot rely on
a static set of “one size fits all” tools but should be easily and quickly extensible to
accommodate researchers’ needs as they develop.
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As for how this extensibility can be achieved, the answer is surprisingly simple.
When the users themselves are able to develop tools—and do so easily, without a sub-
stantial learning curve—the system has the opportunity to keep pace with its users’
demands. Roughly speaking, this is the philosophy that has worked for Wikipedia,
allowing users to contribute knowledge to the system so that the user community at
large will have that resource available to them. This approach has made Wikipedia
the go-to source of basic information for curious individuals around the world, trans-
forming a modest initial effort into a near-global monopoly (Garber 2011; see also
Britt 2011).

The idea of allowing users to be involved in such an ongoing cocreation process
also forms the foundation of R, an open-source software package for statistical anal-
yses (R Foundation 2013). The more technical nature of R development makes it an
especially illustrative example against which to compare the proposed infrastructure.
Unlike R, however, the authors intend to develop a collaborative suite that transcends
the analysis stage of the research process and which is more easily accessible for
first-time users who want to quickly add a new tool to the system without the extra
hassle of learning a new programming language. This demands both that the system
be more comprehensive than R, covering the full scope of scholarly needs from initial
idea generation to the dissemination of final results and reports, and that it not be
restricted to any one programming language with which a contributor may or may
not be familiar. Naturally, the system should also be as accessible as possible for
users with limited or no programming background, similar to the aforementioned
front-end features available through NodeXL. Only by making it feasible for as many
users as possible to engage with the open-source development process can the sys-
tem reach its full potential, serving the needs of the broadest possible audience of
researchers.

C. Summary As highlighted during the KredibleNet workshop, a truly effective
collaborative suite must combine each stage of the research process, from initial idea
discussions to data collection and management, and from analysis to the reporting of
final data and results, into one system. However, this breadth must also be balanced
with sufficient depth, which means that users must have a sufficient range of tools
at each stage of the process to satisfy their needs, such as a comprehensive array of
methodologies supported by the software. The only realistic way to achieve satisfac-
tory breadth and depth is to involve the users in the development process, much as R
users have contributed to the open-source software package for statistical analysis.

On the largest scale, the efforts to devise these resources constitute a critical
practical and scholarly challenge spanning countless academic fields and scientific
domains, and to which the entire base of potential users must have the opportunity
to contribute.
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Conclusion

Clearly, this is an exciting period for researchers across scientific domains, with
numerous opportunities for groundbreaking scholarship on authorship, roles, and
social media credibility made possible by recent advances in collaborative and data
analytic technologies. Yet, this potential still has not been adequately harnessed, as
numerous research problems that demand collaborative attention remain unresolved.
As the opportunities for revolutionary research grow richer, these shortcomings will
inevitably become a source of great consternation if left unaddressed.

At the core of these issues is the lack of a suitable framework for collaboration.
To this point, no collaborative research environment has been remotely effective at
allowing scholars to seamlessly transition between engaging other researchers, up-
loading and analyzing data, and reporting findings for the world to observe. Theories
are still to be developed to continue, rather than ignore, social and mass media theory.
Even the strategies, theories, or platforms which purport to offer useful collaborative
and analytic tools only tend to provide a few isolated objects, and minimal consid-
eration is given to on-demand expandability in order to serve researchers needs as
they arise.

In our increasingly global society with its growing emphasis on collaborative
work, this is a critical gap in the research process. Many of the problems that form
the core of current research, as well as those which hold the most promise for the
future, appear to be well within our grasp given the proper perspectives and tools, but
such a perspective has historically eluded the academic and public realm. Ultimately,
this chapter highlights the need for such a carefully designed approach and framework
that would more actively listen to the needs of its users in order to offer the resources
and tools that would best allow them to address the most important research problems
of today and of tomorrow in the fields of authorship, roles, and credibility.

Based upon present research needs and those projected for the near future, the
authors propose the development of a new approach that problematizes the lack of
theoretical coherence of current work, that advocates for strong multidisciplinary
collaboration and for funding of nonintuitive research agendas and of collaborative
platforms that would support scholars at all stages of the scholarly process. This
demands the convergence of many perspectives, practices, or technologies into a
single framework, mitigating the fragmentation of academics and practitioners into
distinct camps based upon their particular preferences. In turn, the only practical
way to achieve such comprehensive convergence is to develop the collaboration
frameworks in such a manner that it is easily extensible, allowing researchers from a
diverse range of backgrounds to quickly add additional tools to the existing repository
of tools or to the future analytic platform so that it continues to serve their ever-
evolving needs. This must be done without demanding that contributors develop
an entirely new skill set, as the divisions between researchers and the relative lack
of researchers who possess cross-disciplinary skills (such as social science theory
paired with a programming background) is a key reason why collaboration, and a
system which adequately supports it, is so vital in the first place.
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The authors hope that this proposed approach will better support scholars and
practitioners in their future research work, permitting stronger and more effective
collaborative endeavors than ever before. Researchers around the world have tremen-
dous potential to conduct groundbreaking research on roles, authority, credibility,
and social structure on online knowledge markets and to share it with their peers and
the public at large. Our goal is simply to offer a framework that will allow those re-
searchers to harness that untapped potential and to finally conduct the revolutionary
work of which they are capable.
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