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Chapter 1
Objective

Probably more than a billion structures exist on earth including several million
bridges. The success of the technical product “structures” is not only based on the
gained large improvement of the quality of life for humans including protection
against environmental hazards and conditions and security, it is also strongly related
to the outstanding safety of the structures itself.

Structures are probably one of the earliest technical products producedbymankind
(Figs. 1.1 and1.2). The codeofHammurabi by imposingharsh punishment to builders
of collapsing structures shows that the safety of structures has been an important
issue since thousands of years. The tools to ensure and provide a sufficient safety of
structures have evolved over this time, for arch bridges see Proske and van Gelder
(2009).

Today there exist different numerical parameters to evaluate the safety of struc-
tures. One of these parameters is the “probability of failure” of a structure. The term
probability of failure and failure probability of structures respectively can be found
in a large number of scientific publications, books or codes of practice. The computa-
tion of the probability of failure of structures, and specifically bridges, is perhaps not
daily business, but state-of-the-art and has been carried out in numerous cases [just
see the conference proceedings of the International Conference on Structural Safety
& Reliability (ICOSSAR), International Conference on Applications of Statistics
and Probability in Civil Engineering (ICASP), European Safety and Reliability Con-
ference (ESREL) and International ProbabilisticWorkshop series (IPW)]. If we have
computed the probability of failure in so many cases we should be able to compare
these theoretical values with the observation, the collapse frequency.

However, such comparisons of the probability of failure with the frequency of
collapse are not common in structural engineering, they do not exist for bridges.
In many codes and books it is argued that these two parameters can not directly
be compared due to their individual limitations. This argument is surprising since in
other industries such as the Nuclear Power Industry such comparisons are carried out
(Proske 2016) and are often an issue of public discussion related to the quality of the
models. Even further, our models should always be comparable to reality and to real
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2 1 Objective

Fig. 1.1 Reconstruction of a typical pile dwelling around 4000 B.C in Switzerland (Seengen)
(Picture D. Proske)

Fig. 1.2 Giza pyramid complex build around 2500 B.C. (Picture D. Proske)

world observations respectivelywhichwould in our case be the frequency of collapse.
If our models are neither based, nor compared nor confirmed by observations, we
develop models and parameters which are neither useful nor verifiable. We have to



1 Objective 3

discard them or to enhance the theoretical parameters to parameters which are useful
and verifiable, in other terms which can be related to real-word measurements or
observations.

Therefore the objective of this book is the comparison of the computed probability
of failure of bridges with the observed frequency of collapse of bridges. To carry out
this objective, in this book techniques are applied to resolve the limitations of both
parameters to gain comparability. These extensions are for example related to the
issues of human failure and to the consideration of correlation of the individual limit
states to the structural value.

Additionally the time dependency of the probability of failure and the collapse
frequency is considered and prediction of future developments are attempted. This is
of utmost importance since themaintenance of the large stock of bridges in developed
anddeveloping countries has to be carried out by limited resources.Manyconferences
deal with this issue, see for example the proceedings of the IALCCE-conferences or
the Dresden Bridge Symposium.

Finally the available data of the frequency of collapse is studied in detail to recog-
nize patters and to identify potential weakness in our design and in our maintenance
strategies. This conclusion may affect the future development of codes of practice
as well as enable the clients and the authorities to focus their attention.

By doing so, we act responsible in terms of safety and use of our resources. One
thing engineers have to keep in mind: we always can extend our knowledge and we
must learn from the past to develop strategies for a better future. This can only be
done if we accept the criterion of practice as final criteria for the objective truth.

Beside all the considerations above related to the probability of failure and the
collapse frequency, several authors have compared the risk of bridge failure to over-
all risk measures and have hereby shown that structures (Proske 2009; Tanner and
Hingorani 2015) in general and specifically bridges (Curbach et al. 2002; Imhof
2004) are a very safe technical product. This is a strong indirect indication that the
safety concept based on probabilities of failure functions.

References
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Chapter 2
Terms and Definitions

2.1 Introduction

To provide the reader a clear understanding, this chapter introduces definitions of the
most important words and terms used in the book. The chapter does not include all
terms since this would exceed the volume of the book.

In Proske (2009) the author has already showed the general objective and basis
of the definition of terms: The goal of the introduction and application of terms is
to boost communication. A term contains all properties which belong to a thinking
unit (DIN 2330 1979). The definition is the assignment of the content to a term.
A definition of a term should be true, useful and fundamental. However, all terms
include objective parts (denotation) and subjective parts (connotation), which limit
the goals of the term, e.g. common understanding. For example, a term may be
clearly distinguishing some properties, for other properties only rough distinction
can be made. This is shown in Fig. 2.1. Also definitions can be time-dependent.

2.2 Definition of the Term “Bridge”

According to the Association of American State Highway and Transportation Offi-
cials (AASHTO) the termbridge is defined as “a structure, including supports, erected
over a depression or an obstruction (such as water, highway and railway) having a
track or passage way for carrying traffic or other moving loads.” (taken from Hersi
2009; Imhof 2004).

A South-African definition of a bridge states: “A bridge is a structure erected with
a deck for carrying traffic over or under an obstruction and with a clear span of 6 m
or more. Where the clear span is less than 6 m, reference is to a culvert” (Wolhuter
2015).

© Springer International Publishing AG, part of Springer Nature 2018
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6 2 Terms and Definitions

Fig. 2.1 Landscape of a term fitting to some properties (Proske 2009; Riedl 2000)

The National Bridge Inspection Standards give the following definition: “A struc-
ture including supports erected over a depression or an obstruction, such as water,
highway, or railway, and having a track or passageway for carrying traffic or other
moving loads, and having an opening measured along the centre of the roadway of
more than 20 ft (6.1 m) between undercopings of abutments or spring lines of arches,
or extreme ends of openings for multiple boxes; it may also include multiple pipes,
where the clear distance between openings is less than half of the smaller contiguous
opening” (taken from FHWA 1996).

A German definition considers bridges as all transitions of a traffic route over
another traffic route, over a body of water or over a lower ground, if the clearance
between the abutments is 2.00 m or more (DIN 1076).

It can be seen that the threshold differs between different regions, which limits
the comparison of data from different regions.

2.3 Definition of the Term “Collapse”

The author considers bridge collapse as a state in which bridge parts are no longer
held in position by the structure itself. Further definitions are given below.

A bridge collapse occurs when an entire bridge or a substantial part comes down,
at which point the structure loses its ability to perform its function (Wardhana and
Hadipriono 2003).

Another definition sees collapse as the development of a cinematic chain, which
yields to total or partial destruction of the bridge. A local cross section failure or the
exceedance of certain limit state values does not necessarily yield to a collapse since
the bridge may remain in a condition in which it can be repaired (Klingmüller and
Bourgund 1992).
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According to Imhof (2004) a “…collapse of a significant part of the structure or
the complete structure, both of which render the structure incapable of remaining in
service.”

The New York State Department of Transportation (NYSDOT 2004, Cook 2014)
has introduced two definitions for collapse: total and partial collapse. A total collapse
is defined as “structures which all primary members of a span or several spans have
undergone severe deformation such that no travel lanes are passable.” A partial
collapse is defined as “structures on which all or some of the primary structural
members of a span or multiple spans have undergone severe deformation such that
the lives of those travelling on or under the structure would be in danger”.

In contrast, for seismic loads several codes define a state called “repairable dam-
age” limit state. At this state there is no noticeable risk of life (Gkatzogias andKappos
2015).

2.4 Definition of the Term “Cause”

The definition of a cause of a bridge collapse is very ambiguous. One possible
technique is root cause analysis (RCA), a technique to identify the root causes of a
problem. A root cause is a factor whose removal from the sequence will prevent the
problem whereas a causal factor only affects the scale of the problem.

The related field of science to identify the human cause of an event is the jurispru-
dence. However, such a discussion including trials, judgements and many expert
assessments goes beyond the goal of the book. As an example Fig. 2.2 shows the
perception of causes of disasters. The picture shows that even disasters strongly
related to extreme natural hazards such as earthquakes, floods and tornados include
partial man-made contributions such as collapsed bridges. Common definitions of
causes such as shown in Table 2.1 try to cover this problem by introducing classes
such as limited knowledge. An alternative classification of causes is found in Vogel
et al. (2009).

On the other hand, some authors simply declare the cause of collapse of bridges
as a failure of the engineers. For example, Calvert (2002) stated that “bad design
does not only mean errors of computation, but a failure to take into account the loads
the structure will be called upon to carry, erroneous theories, reliance on inaccurate
data, ignorance of the effects of repeated or impulsive stresses, and improper choice
of materials or misunderstanding of their properties. The engineer is responsible for
these failures, which are created at the drawing board.”

The following statement with more or less the same intention is found in Taricska
(2014) and Chavel and Yadlosky (2011): Principal causes are defined as “errors in
design, detailing, or construction; unanticipated effects of stress concentrations; lack
of proper maintenance; the use of improper materials or foundation type; or the
insufficient consideration of an extreme event.”

To avoid these extreme standpoints (e.g. 100% human failure versus 100% natural
hazard) we find and use publications declaring primary (enabling cause), secondary



8 2 Terms and Definitions

Fig. 2.2 Perception of causes of disasters (Karger 1996)

(triggering cause) and tertiary causes (management cause) (Hersi 2009; Taricska
2014). This approach is comparable, at least to a certain extend, to the strategies
found in Nuclear Engineering, where usually several causes are considered, reaching
from the initiating event such as an earthquake to management failure (loss of safety
culture). The disadvantage is that human, social, management and cultural failures
can not be covered by the same scientific tools. This fact is visualised in Figs. 2.3
and 2.4: for different types of systems different tools are used. On the one hand,
simple systems can be treated by analytical techniques (Fig. 2.3). Applied sciences
and structural engineering belongs to this group which is bordered by other systems
as shown in Fig. 2.4. On the other hand, systems with higher complexity have to be
modelled by other techniques, e.g. statistical techniques.

To avoid this discussion this book simply applied the causes given in the references
by the other authors. There may be an inhomogeneity in the definitions, however if
the results in terms of the frequency of causes to the overall number is mainly robust,
a conclusion can be drawn.

2.5 Definition of the Term “Bridge Collapse Frequency”

The terms bridge collapse frequency and frequency of bridge collapses are used with
the same meaning in this book. The frequency of bridge collapse (Fc) is the ratio of
the number of collapsed bridges nc compared to the bridge stock number nb related
to a certain time scale (usually one year) and a certain region or country:

Fc � nc
nb

.
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Table 2.1 Classification of failure causes (Imhof 2004)

Failure cause Nature Example

Limited
knowledge

Possible failure mode unrecognised
Unknown phenomena

Unknown problems of fatigue, brittle
failure
Unknown buckling problems

Natural hazard Extreme conditions
More extreme and frequent hazard
occurrence than assumed

Wind
Storm
Flooding

Design error
(human error
during design
stage)

Omission of load or load combination
Wrong assumption in ground
condition
Inadequate design of scaffolding

Calculation errors
Error in software
Unfavourable geo-technical properties
not detected

Overloading Accidental overloading
Loading increased with time
Change of use without structural
assessment

Illegal overweight
Changes to legal limit
Special heavy-weight transports

Impact Impact of ships
Impact of vehicles
Impact of trains

Loss of ship control
Loss of vehicle control
Bridge bashing over-height vehicles

Human error
(non-design)

Workman use wrong material
Workman change original design
Poor workmanship
Inadequate maintenance action

Change of original construction
sequence
Stiffeners welded to wrong section
Scaffolding dismantled too early

Vandalism Fire
Explosion

Deliberately set fire
Terrorist acts

Deterioration Corrosion of steel reinforcing bars
Corrosion of pres-tressing cables
Concrete deterioration
Fatigue

Loss of resistance of steel bars or
hangers
Loss of bond in RC structures
Alkali-silica reaction, Freeze-thaw
action

2.6 Definition of the Term “Failure Probability”

The terms failure probability and probability of failure are used with the same mean-
ing in this book. The probability of failure Pf as a measure for safety can be referred
to one year or the life time of a structure in n years. The measure is based on limit
state function g(X) and input random variables x (see Fig. 2.5):

Pf �
∫

· · ·
∫

g(X)≤0

fx (x) dx

Pf (n) � 1 − (1 − Pf )
n.
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Fig. 2.3 Types of systems and the applied tools (Proske 2009; Weinberg 1975)

Fig. 2.4 Complexity of patterns and indetermination of associated equations for different sys-
tems (Proske 2009; Barrow 1998)

Since the probability of failure is extremely low due to the high safety require-
ments, a substitute measure, the safety index β, has been heavily applied instead of
the probability in structural engineering. The safety index β is defined as:

Pf � �(−β)

φ−1 represents the inverse standard normal distribution.
In general, the probability of failurePf is not intended to be a true predicator of the

collapse frequency of bridges. Many possible influence factors, such as human errors
or correlations between different limit states seem to neither to be considered at all
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Fig. 2.5 Visualisation of the probability of failure as integral of a two-dimensional probability
function including “a limit state. The statistical data of load and resistance variables are shown in
charts A and C. The statistical evaluation is shown in charts B and D. The probability functions are
combined with a limit state equation in chart E. In chart F, the two-dimensional joint probability
function is represented three-dimensionally with the limit state equation and the design point

nor considered to an adequate extend. This is also clearly stated, for example see
Table 2.1, Note 2 in the Eurocode 0 (EN 1990 2010). However, if the probability
of failure is considered as an efficient, effective and robust safety measure, it must
prove its worth in reality.

2.7 Conclusion

Themost five important terms used in this book have been defined in this chapter (the
big five). On the one hand, these definitions should enable the reader to understand
the information and conclusions given in this document. On the other hand, the
definitions also show the limitation of the comparability of the different studies since
in different regions and different times different definitions were used. For example,
in different countries a different minimum length for the definition of bridges is
used. Although the effect of this may be limited to highway bridges, it limits the
comparison of the entire bridge stock. The same conclusion can be drawn from the
definition of the cause of a bridge collapse. Of course, a bridge collapse will always
initiate juridical investigation which will define the cause of the collapse. Besides
such individual investigations the systematic approach used in this document can not
provide a homogenous procedure since different studies use different definitions of
the cause. In this book the results regarding the definition of bridges and causes will
be used from the study as they are.
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Chapter 3
Method

In this book mainly the technique of comparison is used in terms of a meta-analysis.
Meta-analyses are common in other fields of science such as medicine, however they
are rarely used in engineering sciences. Meta-analyses are usually applied if own
samples are simply too expensive, too time-consuming or unavailable due to other
restrictions such as ethical, social or technical limitation.

In general, a meta-analysis is a technique to combine results of former studies.
The meta-analysis should provide an extension of the individual investigated pop-
ulations (more samples, spatial and temporal extension) and usually an extension
of the parameter space which has been investigated (local and global construction
materials etc.). This approach should yield to more robust results and should resolve
the limitations of the individual studies. Furthermore the extension of the parameters,
such as a larger time scale, may yield to other conclusions compared to individual
studies using only short time scales.

In our case the extension of the population and parameters may consider other
time scales (years, decades, centuries), different regions or countries (U.K., U.S.,
Switzerland, Germany etc.), different building materials, different construction
techniques, different natural hazards which have a return period of decades or
centuries, different maintenance techniques and others.
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Chapter 4
Categorization of Bridges

4.1 Introduction

The systematic analysis of the background collapse data can provide detailed infor-
mation about the specific type of bridge structures or bridge material contributing to
the overall collapse data over-proportionally or under-proportionally. This conclusion
would provide the way to further identify weaknesses in the design, construction and
maintenance of the bridges and to resolve these weaknesses. However, to carry out
these steps the bridge population has to be subdivided into different sub-populations.
The parameters for the subdivision are introduced in this chapter.

4.2 Structural Systems of Bridges

The ways to design bridges in terms of statical systems are limited. Schlaich (2003)
has introduced a typology of bridges as shown in Fig. 4.1. However the various
possible solutions have been used with different frequencies. Some solutions such
as simple beam structures are very frequently used whereas suspension bridges are
used on a smaller number. Figures 4.2 and 4.3 show the distribution of the structural
types related to the overall bridge surface area on U.S. highway bridges and to the
overall bridge number in the U.S.

Historically, the statical systems were determined by the mechanical properties
of the building material, usually taken from the vicinity, and by the construction
technology available. Of course both the material and the construction technology
are related.

However, with the development of new building materials such as steel and
composite materials such as reinforced concrete, the possibilities for bridge design
increased and traditional limits were exceeded. This is not only true by the sheer
dimensions and spans (seeFig. 4.4), but also by a shift from structuresmainly exposed
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Fig. 4.1 Typology of bridges according to Schlaich (2003)
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Fig. 4.2 Percentage of bridge deck area related to the structural type of the bridges onU.S. highways
(Steinbock et al. 2016)

Fig. 4.3 Percentage of bridge numbers related to the structural type of the bridges in the U.S. (Hersi
2009)

to normal forces such as arch bridges and suspension bridges to structures mainly
exposed to bending moments such as all types of beams. Of course, beam structures
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Fig. 4.4 Development of
massive bridge shapes over
time (Proske and van Gelder
2009)

were also build using wood material, however the number and dimensions are rather
limited compared to current standards. The shift is not only related to the new con-
struction material and highly sophisticated construction technologies but also by the
impact of the construction costs on the overall costs.

4.3 Construction Material of Bridges

Theoretically all material able to bear loads, e.g. taking forces and moments, can be
used to build bridges. However, additionally the material has to fulfil some further
requirements such as material properties rather independent from temperature con-
ditions, limited deterioration over time, limited deformations under loads, limited
costs and a technology to construct a bridge.

For example bridges could be build using ice in winter under low temperatures
but probably the lifetime of this bridge would be limited. Also the construction of
carbon bridges such as shown by Meier (2009) may still be limited by costs and the
limitations of construction techniques. However, in recent years several new building
materials have been used for the construction of bridges such as textile reinforced
concrete (see for example Michler 2013, 2016).

The most important building materials for bridges are:

• Wood
• Steel and Composite Material
• Concrete and Reinforced Concrete
• Pre-stressed Concrete
• Stone and Masonry
• Carbone Fibre and Plastics.
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Fig. 4.5 Percentage of bridge deck area related to the construction material for bridges on U.S.
highways (Steinbock et al. 2016)

Concrete is by far the most popular construction material worldwide. It has been
estimated that about 1 m3 concrete is produced worldwide for every single human
per year.

Figure 4.5 shows the distribution of the construction material related to the bridge
deck area for U.S. highway bridges and Fig. 4.6 shows the same for German highway
bridges.

Neither ratio is constant over time. Figure 4.7 shows the ratio of the design-
type railway bridges over time for the German railway excluding wooden railway
bridges. Wooden railway bridges were not permitted after 1865 based on technical
requirements of the association of German railway administrations. Wooden railway
bridges were built until 1860 as permanent structures with a span up to 40m. Inmany
other countries, wooden structures made a significant part of the bridge stock (Weber
1999). Figures 4.8 and 4.9 evidently show the change of the ratio of the construction
materials by giving the distribution of the construction material for the overall bridge
stock of the German railway and for all bridges newly constructed since 1991. We
can conclude, in Germany concrete is by far the most frequent used construction
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Fig. 4.6 Percentage of bridge deck area related to the construction material for bridges on German
highways and federal state roads (Steinbock et al. 2016)

material for bridge constructions for both, highway and railway bridges. In the U.S.,
steel contributes more than in Germany but still concrete provides more than 50%.

4.4 Construction Method of Bridges

There exists a variety of construction techniques related to constructionmaterials, for
example for concrete bridges. Concrete bridges can be constructed precast, in-situ
or mixed. Every one of theses techniques includes further sub-techniques, such as
cast in-situ post tensioned, balanced cantilever, incrementally launched and further
techniques for in-situ concrete construction, see the relevant publications for example
Stritzke (2007), Wittfoht (1980) and Trayner (2007).

Detailed information would be helpful if bridge collapses are dominated by the
construction methods. However, no or only limited data is available, for example see
Xu et al. (2016). Therefore no further details are included here.
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Fig. 4.7 Design-type railway bridges in Germany according to Weber (1999) excluding wooden
bridge structures

4.5 Age Distribution of Bridges

The age of bridges may be a potential early indicator for the collapse of bridges.
There exist various publications regarding the age distribution of bridges in industri-
alised countries because this information is required for maintenance management.
Figure 4.10 gives the age distribution for the U.S. bridge stock over the last decades.
Figure 4.11 gives the age distribution for the German highways, whereas Fig. 4.12
gives the age of bridges for the Germany city Düsseldorf as example for municipal
bridge stock. Figure 4.13 gives the age distribution for the German railway bridges.
Marx (2009) states, that the oldest bridge which is owned by the Germany railway
was constructed in 1779.

Figure 4.14 brings together all data available. The age of bridges in Germany
clearly reflects major political events, such as World War II or the German re-
unification. The German railway data also indicates the strong economic growth
at the end of the 19th century in Germany and the increase in mass transport around
World War I. In contrast, the U.S. history was more stable over the last 200 years,
except for the American CivilWar between 1861 and 1865. Therefore it is concluded
that no such strong fluctuations of the age distribution have to be assumed.
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Fig. 4.8 Percentage of German railway bridges related to the construction material (Garber 2009)

Fig. 4.9 Percentage of German railway bridges related to the construction material built since
1991 (Marx 2009)
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Fig. 4.10 Age distribution of bridges in the U.S. (ASCE 2017)

Fig. 4.11 Year of bridge construction of German highway bridges (BAST 2017)
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Fig. 4.12 Age distribution of road bridges in the German city Düsseldorf (Vollrath and Tathoff
2002)

Fig. 4.13 Year of bridge construction of German railway bridges (Garber 2009)
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Fig. 4.14 Year of bridge construction based on Figs. 4.10, 4.11, 4.12 and 4.13 (The steep drop
in the curves for Düsseldorf and the U. S. bridge stock in the left-hand area is due to cumulative
values)

4.6 Conclusion

The subdivision of the bridge population is mainly done considering the structural
type of the bridges, the bridge material and the construction method. However the
construction method itself should mainly be related to collapses during the construc-
tion, otherwise a double counting may exist, since certain structural systems may be
related to certain construction techniques.
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Chapter 5
Measures of Safety

5.1 Introduction

Bridges form a substantial part of the infrastructure systems in almost all countries
worldwide. The global stock is estimated between five and six million bridges (see
Chap. 6). Approximately one bridge per 500 inhabitants is counted in developed
countries and about one bridge per 2000 inhabitants is counted in developing coun-
tries.

Bridges are designed to function safely over an extreme long period, usually
100 years. However many cases are known in which bridges function more than
hundred years, in some cases more than a thousand years.

Whereas early design concepts of bridges were purely based on empirical rules,
modern safety concepts of bridges are based on certain reliability or risk measures
(Proske and van Gelder 2009). One of the most important reliability measures are
the computed probability of failure and the safety index β, which is a substitute of
the probability of failure (see Table 5.1). For new as well as existing bridges target
values of the probability of failure and the safety index respectively are given in
certain codes and guidelines.

Besides the calculated probability of failure, the observed frequency of bridge
collapse can be calculated based on the number of bridge collapses and the over-
all bridge stock for a certain period and region. Whereas the probability of failure
is a bottom-up approach, the collapse frequency is a top-down approach. Theoret-
ically both parameters should yield to the same result. This chapter deals with the
calculation of the probability of failure.
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Table 5.1 Conversation between probability of failure and safety index

Pf 10−11 10−10 10−9 10−8 10−7 10−6 10−5 10−4 10−3 10−2 10−1 0.5

β 6.71 6.36 5.99 5.61 5.19 4.75 4.26 3.72 3.09 2.33 1.28 0.0

5.2 Probability of Failure

5.2.1 Unconditional Probability of Failure

First proposals about probabilistic based safety concepts can be found by Mayer
(1926) in Germany and Chocialov in 1929 in the Soviet Union (Murzewski 1974).
In the thirties of the 20th century already the number of people working in that field
had increased, just to mention Streleckij in 1935 in the Soviet Union, Wierzbicki in
1936 in Poland and Prot in 1936 in France (Murzewski 1974). Already in 1944 in the
Soviet Union the introduction of the probabilistic safety concept for structures was
forced by politicians (Tichý 1976). The development of probabilistic safety concepts
in general experienced a strong impulse during and after theWorldWar II, not only in
the field of structures, but also in the fields of aeronautics (Pugsley 1968). Freudenthal
(1947) published in 1947 his famous work about the safety of structures. Since then,
probabilistic safety concepts have undergone considerable further development. Even
a model code for the probabilistic safety concept of structures has been published by
the JCSS (2004).

The probability of failure as proofmeasure for safety can be referred to one year or
the life time of the structures, the equations have already been introduced in Chap. 2.

The probability of failure is usually related to a limit state equation, in other terms
it is related to one single proof equation during the various proofs required to confirm
the safety of a structure as a whole. It considers all random variables of the resistance
and the loading in the investigated proof equation.

Sincemore than a decade, there exist several commercial as well as research based
software tools to compute the probabilities of failure of structures. The following list
gives the names of some software programs and the references define the state of the
software more than ten years ago:

• UNIPASS (Lin and Khalessi 2006),
• ProFES (Wu et al. 2006),
• Proban (Tvedt 2006),
• PHIMECA (Lemaire and Pendola 2006),
• PERMAS-RA/STRUREL (Gollwitzer et al. 2006),
• NESSUS (Thacker et al. 2006),
• COSSAN (Schueller and Pradlwarter 2006),
• CalRel/FERUM/OpenSees (Der Kiureghian et al. 2006),
• ANSYS PDS und DesignXplorer (Reh et al. 2006),
• ATENA/SARA/FREET (Pukl et al. 2006),
• VaP (Petschacher 1994),

https://doi.org/10.1007/978-3-319-73833-8_2
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• OptiSlang (Schlegel and Will 2007),
• PERMAS (Intes GmbH, Stuttgart),
• ISPUD (University of Innsbruck, Innsbruck),
• RACKV (University of Natural Resources and Applied Life Sciences, Vienna).

Since then, software has experienced further developments to improve the han-
dling of the software as well as the computation capabilities. Nowadays large non-
linear finite elements models can be included into probabilistic computations giving
probabilities of failure in a reasonable time. Some effort was undertaken to develop
a generalized approach for probabilistic software, see Epstein et al. (2008).

Many of the above listed programs can be downloaded free of charge for test runs.
The software is in many cases validated on test samples.

Even without commercial programs, simple First Order Reliability Method
(FORM) computations can be carried out with standard spreadsheet software includ-
ing an optimisation tool like the solver in EXCEL.With this tool it is possible to com-
pute the safety index. An example of such an application can be found in Low andTeh
(2000). The most spreadsheets also provide random number simulations and inverse
probability distribution functions and therefore allow Monte-Carlo-Simulations.

It can be concluded that the computation of the unconditional probability of failure
is state-of-the-art and that the required tools are available.

5.2.2 Conditional Probability of Failure

In contrast to the unconditional probability of failure, the conditional probability of
failure does not consider all input variables as random input variables. Usually the
loading is excluded from the random variable vector. This probability is often called
fragility. Fragilities are functions of the probability of failure with regard to intensity
measures of a load, often a seismic loading in termsof a spectral acceleration (Fig. 5.1)
or a flood loading in terms of a water gauge. In some industries fragilities are very
popular since they can be easily implemented in Fault Trees, for further details and
examples see EPRI (1994), Kennedy et al. (1980), Kennedy (1999), Zentner et al.
(2008), Proske (2012).

The general fragility function is defined as:

Pf (a) � Am × εR × εU

with εR as aleatoric uncertainty and εU as epistemic uncertainty. Considering the
fragility function type as lognormal distribution, which is a very common approach,
it yields to:

Pf (a) � Φ

⎡
⎣

(
log

(
a
Am

)
+ βU · Φ(Q)

)

βR

⎤
⎦
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Fig. 5.1 Fragility function
Pf (a) (probability of failure
for a spectral acceleration),
for further terms see text

with Φ as standard normal distribution, Am as median intensity of the loading, a as
intensity value of the loading, Q as confidence interval and βu and βR as uncertainty
measures.

Lower fractile values of the fragility functions are called HCLPF-values (high
confidence of low probability of failure) and are comparable to characteristic values
in structural engineering.

The HCLPF-value is computed as

HCLPF � Am · exp(−1.645 · (βR + βU ))

or

HCLPF � Am · exp(−2.3 · βC )

βC �
√

β2
R + β2

U

.

Examples for the computation of seismic fragilities for bridges can be found in
Banerjee and Shinozuka (2008), Pan et al. (2007) and Billah and Alam (2013).

5.3 Risk Measures

5.3.1 Introduction

The parameter “probabilities of failure” belongs to the so-called risk measures or
risk parameters of zero order. Usually risk is defined as the product of the probability
or frequency of an event and the amount of damage of this event. Some authors also
take into account scenarios but we leave that aside for simplification. By comparing
the definition of risk and the definition of the probability of failure it can be clearly
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seen that the latter does not include a damage evaluation, the probability of failure
simply states that the target value or threshold respectively is exceeded.

In the following sections several risk parameters are introduced very briefly before
the target values of probabilities of failure are discussed in detail. The chapter shows
that useful and adequate risk parameters have been developed and that based on these
risk parameters bridges are a safe technical product.

5.3.2 Mortality

Mortality is one of the most easy to understand risk parameters. The parameter
describes the ratio of the number of fatalities related to a certain event and to the
overall population. Mortalities are used in many fields, such as medicine, statistics
etc. Some values also refer to bridge collapses and structural collapses.

Blockley (1980) gives an annual mortality risk of 10−7 per year for the public
related to structural collapse including buildings. This value is further referenced
and used in Haldi and Vulliet (1998), Imhof (2004), Proske (2009) and Vogel et al.
(2009). Reid (2000) gives a value of 1.4 × 10−7 per year for structural collapse
mortalities.

Tsang andWenzel (2016) and Tanner and Hingorani (2015) and Hingorani (2017)
give acceptable mortalities for structures under specific loads (gas explosion).

Das (1997) gives a mortality risk for the total U.K. population of 0.2 × 10−8 per
year for bridge collapse. Vogel et al. (2009) estimate the mortality risk with 1× 10−8

per year for bridge collapse.
O‘Connor and Shaw (2000) give an acceptable annual risk of accidental death due

to structural bridge failure of 10−6 per year. Menzies (1996) gives an acceptable risk
of loss of life caused by bridge collapse in the range of 10−6 per year. Both values
represent acceptable mortality values.

Tanner and Hingorani (2015) state that consensus of opinion is that the individual
risk to persons due to structural collapse should be limited to values ranging from
10−6 to 10−5 per year. They refer to a former version of the ISO 2394 (1998) giving
an acceptable individual risk due to structural collapse of 10−6 per year, to the Dutch
Ministry of Housing, Spatial Planning and the Environment giving 10−6 per year for
new and 10−5 per year for existing structures (Vrijling et al. 2005). These values are
also the basis for the development of target reliability levels for existing structures
(Steenbergen and Vrouwenvelder 2010; Sýkora et al. 2013).

5.3.3 Fatal Accident Rate

The parameter Fatal Accident Rate (FAR) relates the mortality to the exposure time.
This is in contrast to the sheer mortality value which is usually a number related to a
calendar year. Therefore the mortality parameter is true for all risks to which we are
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Table 5.2 FAR Target values based on various references

Reference FAR target value Remark

Randsaeter (2000) 15 Oil industry

Aven et al. (2005) 10 Installation based on the
NORSOK Z-103 code

Cox et al. (1990) 4 British industry

Cox et al. (1990) 0.4 Any particular hazard

Mannan (2005) 3.5 Industry

Menzies (1996) 2.0 Related to bridge collapse

Mannan (2005) 0.35 Any particular hazard

Maag (2004) 0.04…0.12 Fire risk in buildings for the
public (Switzerland)

Maag (2004) 0.05…0.3 Fire risk in buildings for the
public (Norway)

more or less exposed over the entire year, for example health risks. We even may be
exposed to risk of structural failure most time of the year, but not to the collapse of
bridges. The exposure time of building collapse is approximately more than 20 h per
day; the exposure time of bridge collapse is usually not more than a few minutes per
day for most people. There is almost a factor of two orders of magnitude difference
between bridge collapse exposure time and building collapse exposure time. Please
keep in mind, the target probability of failure is more or less equal for both types of
structures (see Sect. 5.4).

The Fatal Accident Rate relates the mortality value to an exposure time of
108 hours (Proske 2009). Values of the FAR are in the range 2000 for Alpine climbing
to 0.0002 killed by an airplane falling down. The FAR for building collapse is in the
range of 0.0020 (Proske 2009; Menzies 1996). Splitting this FAR value into the ratio
of exposure time between buildings and bridges, the FAR for bridges would be in
the range of 0.00002, which is extremely low.

Table 5.2 lists several FAR target values. There are target values for industries
such as the oil industry and target values for the public. In general, the target values
for the public are at least one order of magnitude lower than the target values for
industries. However even the target values for the public show itself a variety of
nearly one order of magnitude—see the values given in Maag (2004).

Keeping in mind the very low value of FAR for bridge collapse in the range of
0.00002, this value by far fulfils the target values, whether they are 0.04 or 0.4 for
the public.

Das (1997) gives a FAR of 0.1 for the travelling population of the U.K. based on
25 × 106 people travelling on average one hour a day. Travelling parameters (for
Germany) are shown in Table 5.3. It can be seen that most parts of the population
are travelling which would yield a number of more than 70 × 106 people for the
travelling population in Germany. Assuming a slightly higher travelling participation
inGermany, the FARwould still be comparable to the value from theU.K.Comparing
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Table 5.3 Development of mobility parameters for Germany (Chlond et al. 1998)

Indicator 1976 1982 1989 1992 1994 1995 1996 1997

Traffic participation
in % of population

90.0 82.2 85.0 91.9 93.9 92.9 92.0

Number of paths per
person per day

3.09 3.04 2.75 3.13 3.32 3.39 3.46 3.52

Number of paths per
mobile person per
day

3.43 3.70 3.24 3.61 3.61 3.73 3.82

Passenger cars per
inhabitant

0.508 0.502 0.467 0.511 0.518

Travelling time per
day in hours:
minutes

1:08 1:12 1:01 1:19 1:20 1:21 1:22

Kilometre travelled
per person and day

26.9 30.5 26.9 33.8 39.3 39.2 39.6 40.4

Average distance
travelled per path in
kilometre

8.7 10.0 9.80 10.8 11.8 11.5 11.5 11.5

the FAR of 0.1 with the 0.00002 for bridge failure indicates a very low number for
bridge failure compared to other travelling related risks.

More details about FAR values including various examples can be found in Proske
(2009).

5.3.4 F-N-Diagrams

Both, mortalities and Fatal Accident Rates do not consider the severity of a single
collapse. However, it is well known that the public considers one large accident with
a certain number of fatalitiesmore severe thanmany single smaller accidents with the
same overall number of fatalities. This is called risk aversion and can be considered
in so-called Frequency-Number-diagrams or F-N-diagrams. A detailed introduction
can be found in Proske (2009) and elsewhere (Ball and Floyd 2001, Proske 2009).

There exists a great variety of target curves for such diagrams as shown in Ball
and Floyd (2001, Proske 2009). Figure 5.2 shows an example.

In Proske (2009) the author has computed theF-N curve for two individual bridges
exposed to ship impact based on worldwide ship accident data (Fig. 5.3). These two
curves are then compared to the variety of target curves. It can be seen that the curves
are in the upper part of the variety of target curves, which is also the ALARP (as low
as reasonably practicable) region. Therefore in these specific case, bridge collapse
prevention measures had to be applied and indeed, were implemented.
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Fig. 5.2 Example of target
lines in a F-N-diagram with
three regions

F-N-diagrams have been frequently used for risk evaluation of dams (Jonkman
et al. 2003; Jonkman 2007; ICOLD 2005) and recently for the risk evaluation of
structures under seismic loading (Daniel et al. 2017; Tsang and Wenzel 2016).
Tanner and Hingorani (2015) refer to F-N-diagrams for buildings as given by
Vrijling et al. (2005). Tanner and Hingorani (2015) also refer to ISO 2394 (1998).
No other application of F-N-diagrams for bridge collapse is known besides Fig. 5.3.

5.3.5 Lost Life Years

The risk parameter Lost Life Years (LLY) compares the age of humans killed during
an event to the average life expectancy. Therefore this parameter can consider
whether rather young people are killed or older ones. Furthermore the parameter
can consider injuries and disabilities within the so-called Disability Adjusted Life
Years (Proske 2009).

To calculate the LLY for bridges, information about the age population and the
ratio of injured to killed people are required.

The ratio of injured to killed people during a structural collapse is about six
(Rackwitz 1998). For comparison, the ratio of injured to killed is about 20 for car
accidents and significantly smaller than one for airplane crashes.
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Fig. 5.3 Computed
F-N-curves for two bridges
under ship impact including
various target lines

If one assumes that this ratio is the same for building collapses and bridge col-
lapses, it can be concluded that the Disability Adjusted Life Years will probably be
more than twice the Lost Life Years due to the killed people (assuming a disability
of 30% after the collapse and the ratio of fatalities to injured people one receives
1:6 × 0.3 = 1.8).

Furthermore the age distribution of people crossing bridges is probably slightly
higher for the age cohorts between 20 and 60 years since peopleworking are probably
more travelling than others.

It is further assumed that the changes of the traffic volume can be directly related
to the exposure time to bridge collapse. The traffic volume changes over the day, over
weekdays, over month and it is related to economic cycles. Therefore the number
of bridge crossings is time-dependent (Krystek and Zukowska 2005; SBA 2006).
Additionally, there seems to be a trend of general grows of traffic (see Table 5.3).

Considering these facts, the average age of the fatalities killed during a bridge
collapse and the average age of the injured are probably close to the average age of
the population; the absolute number of killed people due to bridge collapse is very
low (see Sect. 5.3.2). Therefore the parameter of Lost Life Years will not show a
significant risk increase. Whereas some social risks indicate several years lost, some
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technical products show up to hundreds of days lost, bridge collapse will probably
be in the range of seconds or minutes lost.

Target values are not known for bridge collapses but it seems reasonable to assume
that the observed values would be within the range of the target values.

5.3.6 Conclusion

The computation of risk measures for bridges and the comparison with target values
shows that bridges are in general safe products. This conclusion is true for all inves-
tigated risk parameters although no target value is known for Lost Life Years. This
fact is important since several technical products show excellent performance under
one risk parameter and worse performance under another risk parameter (Proske
2009). The independence of the conclusion from the selected risk parameter is a
strong indicator, that bridges are safe. Therefore in the following section we rather
have to show that our design safety measure functions, not that the bridges are safe
in general. Of course, if the risks are acceptable, this is also a strong indication that
the safety measures for buildings are working.

5.4 Target Probability of Failure Values

Safety measures can only be applied if adequate target values are provided either in
codes or at the state-of-the-art. Target values for the probability of failure and the
safety index respectively are well known. Some target values are provided for further
risk measures such as FAR as discussed before, however they are not as common in
applications as the probability of failure.

Already in 1968 Freudenthal (1968) suggested a target probability of failure
between 10−4 and 10−6 per year for steel structures and steel bridges and between
10−3 and 10−5 for reinforced concrete structures under design loads.

Since then, many references and codes such as Mathieu and Saillard (1974),
Murzewski (1974), CEB (1976), CIRIA (1977), GruSiBau (1981), ISO 8930, DIN
1055-100 (1999), JCSS (2004) and the Eurocode (see also Spaethe 1992) give target
values. In Tables 5.4, 5.5, 5.6, 5.7, 5.8, 5.9 and 5.10 examples are shown. Values
close to 10-6 per year are shown in bold in those tables.

Zerna (1983) suggested probabilities of failure of 10−5 to 10−7 per year for the
sudden loss of the equilibrium for a structure with large damage potential, of 10−4 per
year for reaching the limit state without complete loss of load bearing capacity and
between 10−2 and 10−3 per year for unsatisfactory behavior of the structure before
reaching the load bearing capacity and with low damage consequences.

Menzies (1996) suggested an acceptable probability of failure for bridges in the
range of 2 × 10−6 per year with a span less than 20 m.
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Table 5.4 Target probably of failure per year according to the CEB (1976)

Average number of
people endangered

Economical consequences

Low Average High

Low (<0.1) 10−3 10−4 10−5

Average 10−4 10−5 10−6

High (>10) 10−5 10−6 10−7

Table 5.5 Target probability of failures in some Scandinavian countries (Spaethe 1992)

Safety class Failure consequences Probability of failure for the limit
state of ultimate load per year

Low Low personal injuries
Insignificant economical consequences

1.0 × 10−4

Normal Some personal injuries
Considerable economical consequences

1.0 × 10−5

High Considerable personal injuries
Very high economical consequences

1.0 × 10−6

Table 5.6 Target probability of failures in the former East Germany (Franz et al. 1991)

Reliability
class

Consequences Probability of
failure

I Very high danger to the public
Very high economical consequences
Disaster

1.0 × 10−7

II High danger to the public
High economical consequences
High cultural losses

1.0 × 10−6

III Danger to some persons
Economical consequences

1.0 × 10−5

IV Low danger to persons
Low economical consequences

1.0 × 10−4

V Very low danger to persons
Very low economical consequences

7.0 × 10−4

However most of the publications show nearly the same values: for new structures
an annual maximum probability of failure in the range of 10−6 for the ultimate limit
state and 10−3 per year for the serviceability limit state. These values are related to
one limit state function such as bending, shear, buckling, normal forces etc., not to
the overall structural probability of failure.

The Eurocode permits an adaptation of the safety index to consequences in terms
of failure consequence classes (CC) as shown in Table 5.11. Such consequence
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Table 5.7 Target probability of failures according to the GruSiBau (1981)

Safety class Possible consequences of failure Type of limit state

Limit state of
ultimate load
bearing

Limit state of
serviceability

Ultimate load Serviceability

1 No danger to
humans an no
economical
consequences

Low economical
consequences and
low usage limitation

1.34 × 10−5 6.21 × 10−3

2 Some danger to
humans and
considerable
economical
consequences

Considerable
economical
consequences and
strong limitation of
further usage

1.30 × 10−6 1.35 × 10−3

3 High importance
of the structure to
the public

High economical
consequences and
high restriction to
future usage

1.00 × 10−7 2.33 × 10−4

Table 5.8 Target probability of failure according to the DIN 1055-100 (1999) and the Eurocode 1
(1994)

Limit state Probability of failure

Lifetime Per year

Ultimate load 7.24 × 10−5 1.30 × 10−6

Serviceability 6.68 × 10−2 1.35 × 10−5

Table 5.9 Target safety indexes and target probabilities of failure (in brackets) according to ISO/CD
13822 (1999)

Limit state Safety index (Probability of failure)

Serviceability

Reversible 0.0

Irreversible 1.5

Fatigue

Testable 2.3

Not testable 3.1

Ultimate load

Very low consequences 2.3 (10−2)

Low consequences 3.1 (9.6 × 10−4)

Common consequences 3.8 (7.2 × 10−5)

High consequences 4.3 (8.5 × 10−6)
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Table 5.10 Target safety indexes and target probabilities of failure (in brackets) according to the
JCSS Modelcode (2004)

Costs for safety
measures

Low failure
consequences

Average failure
consequences

High failure
consequences

Low 3.1 (9.6 × 10−4) 3.3 (4.8 × 10−4) 3.7 (1.1 × 10−4)

Average 3.7 (1.1 × 10−4) 4.2 (1.3 × 10−5) 4.4 (5.4 × 10−6)

High 4.2 (1.3 × 10−5) 4.4 (5.4 × 10−6) 4.7 (1.3 × 10−6)

Table 5.11 Graduation of failure consequence classes according to the Eurocode 1 (1994)

Failure consequence
classes

Consequences Examples

CC 3 High consequences to humans, the
economy. social systems and the
environment

Stands, public buildings, for
example concert halls

CC 2 Average consequences to humans,
the economy, social systems and
the environment

Dwelling and office buildings,
public buildings such as offices

CC 1 Low consequences to humans. the
economy, social systems and the
environment

Agricultural structures or structures
without regular persons residence,
for example barns, conservatories

Table 5.12 Graduation of failure consequence classes according to the Eurocode 1 (Eurocode
1994)

Reliability
class

Safety index per year (Probability
of failure)

Safety index for 50 years (Probability of
failure)

RC 3 5.2 (10−7) 4.3 (8.5 × 10−6)

RC 2 4.7 (1.3 × 10−6) 3.8 (7.2 × 10−5)

RC 1 4.2 (1.3 × 10−5) 3.3 (4.8 × 10−4)

Table 5.13 Adaptation factor for the partial safety index subject to the Reliability class (Eurocode
1 1994)

Adaptation for the
partial safety factors

Reliability class

RC1 RC2 RC3

KFI 0.9 1.0 1.1

classes can then be related to some reliability classes (RC) listed in Tables 5.12 and
5.13. The reliability classes again show target values for the probability of failure.

Besides tables, also equations are known for target probabilities of failure. CIRIA
(1977) document gives the following equation for the estimation of the target prob-
ability of failure
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Table 5.14 Adaptation of the safety index according to theCAN/CSA-S6-88CanadianLimit States
Design Standard taken from Casas et al. (2001) and COST-345 (2004)

β = 3.5 − (�E + �S + �I + �PC) ≥ 2.0

Correction factor for element failure �E

Abrupt failure without warning 0.0

Abrupt loss of bearing capacity without warning with remaining capacity 0.25

Gratefully failure with warning 0.50

Correction factor for system failure �S

Failure of one single element causes system failure 0.00

Failure of one single element does not cause system failure 0.25

Failure of one single element causes local failure only 0.50

Correction factor for monitoring �I

Element is not controllable −0.25

Element is controlled regularly 0.00

Critical elements are controlled more frequently 0.25

Correction factor for live load �PC

All types of traffic without special permission 0.00

All types of traffic with special permission 0.60

Pf t � 10−4

nr
Ksnd

withPft as the probability of failure due to any cause during the design life nd in years.
nr is the number of people at risk in the event of failure and Ks is given as 0.5 for
bridges, for domestic and other buildings 0.05, for dams 0.005 and for towers and
offshore structures 5. The estimated probabilities of failure are in the range of 10−6

to 10−5 per year.
The Eurocode furthermore can consider different types of production control of

the building material in terms of changes of partial safety factors of the material.
Still, this adaptation like all to other recommendations mentioned so far is proposed
for new structures only.

However, some recommendations focus on existing structures. For example in
Tables 5.14 and 5.15 some adaptation factors for the target safety index are given.
Furthermore Strauss and Bergmeister (2005) have also introduced some factors. This
adapted safety index can then be used to provide alternative safety measures in the
semi-probabilistic safety concept (Fischer 2010; Fischer & Schnell 2008; Weber
et al. 2018).

Allen (1992) suggested an increase of the safety index if a structure may fail
suddenly without warning.

For existing structures usually less stringent requirements are common, for exam-
ple a decrease of the safety index by 0.5 (Diamantidis et al. 2007, see also Sýkora
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Table 5.15 Adaptation of the safety index according to Schueremans and Van Gemert (2001)

β = βT − (�S + �R + �P + �I ) ≥ 2.0

Adjustment for system behaviour: �S

Failure leads to collapse. likely to impact occupants 0.00

Failure is unlikely to lead to collapse. or unlikely to impact occupants 0.25

Failure is local only. very unlikely to impact on occupants 0.50

Adjustment for risk category: �R

High number of occupants (n) exposed to failure (n = 100–1.000) 0.00

Normal occupancy exposed to failure (n = 10–99) 0.25

Low occupancy exposed to failure (n = 0–9) 0.50

Adjustment for Past Performance: �P

No record of satisfactory past performance 0.00

Satisfactory past performance or dead load measured 0.25

Adjustment for Inspection: �I

Component not inspect able −0.25

Component regularly inspected 0.00

Critical component inspected by expert 0.25

& Holicky 2013; Weber et al. 2018). Furthermore the probability of failure or the
safety index can be adapted to more specific conditions.

Fischer (2010), Kotes & Vican (2012) and SIA 269 (2007) give a time-dependent
target values for the safety index and the probability of failure (Fig. 5.4).

Rackwitz (1999) gives target safety indexes and probabilities of failure for struc-
tures at the end of their lifetime. The values are dependent on the cost of repair in
the range of 2.2 × 10−2 and 1.6 × 10−1 per year. Vogel et al. (2009) refer further to
fib recommendations giving slightly lower probabilities of failure, but significantly
larger than 10−4 per year. These numbers have also been included in the Fig. 5.4.

Wang (2010a, b) states, that in the development of the AASHTO target values a
safety index of 3.5 (2.33× 10−4) was selected for new bridges determined by calibra-
tion to a spectrum of traditional bridge design situations involving steel, reinforced
concrete and pre-stressed concrete constructions. The value of 2.5 (6.2 × 10−3) was
chosen by judgement for existing bridges (see also Moses 2001). This indicates a
difference of more than one order of magnitude between the target probability of
failure for new and existing bridges.

Ghasemi (2015) suggests target safety indexes and probabilities of failure respec-
tively depending on the span and the corrosion conditions for bridges.

Duckett (2005) suggests a risk of failure of 10−6 per year but an upper bound for
bridges would be 10−4 per year. This 10−4 per year value is related to accidental
loads such as ship collisions. Duckett (2005) refers for example to the AASHTO
Guide specification and commentary for vessel collision design highway bridges
which gives for critical bridges an acceptable annual frequency of collapse be equal
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Fig. 5.4 Time dependent target probability of failure for existing bridges based on different refer-
ences (Vogel et al. 2009; Kotes & Vican 2012; SIA 269 2007)

or less than 0.01 in 100 years giving an annual frequency of 10−4 and which gives for
regular bridges an acceptable annual frequency of collapse be equal or less than 0.1 in
100 years giving an annual frequency of 10−3. Duckett (2005) also refers to IABSE
Structural Engineering Documents from 1993 which define the representative value
of the accidental action to be chosen in such away that there is an assessed probability
less than 10−4 per year for one structure that a specific or a higher energy will occur.
However this is not a probability of failure but a probability of a load.

MacDonald et al. (2016) gives acceptable probabilities of failure for bridges during
military actions. He provides the following equation:

Pf yr � 1 −
(
1 − nd

dp

) 1 year
T

with Pfyr is the probability of fatality per year, nd denotes the number of military
fatalities in the conflict, np is the total number of military personal involved in the
conflict. T is the duration of the conflict in years.

Figure 5.5 visualises the acceptable risk for members of the army compared to the
probability of being killed by bridge crossings.We can see that the risk of being killed
due to bridge crossing is about two orders of magnitude lower then the acceptable
general risk to members of the army during different conditions. This is the same
ratio used in the Netherlands with an acceptable risk of 10−6 per year for the public
and a general risk of 10−4 per year.
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Fig. 5.5 Acceptable annual risk for military bridge crossings (MacDonald et al. 2016)

The fast majority of the codes, documents, guidelines and scientific references
recommend a probability of failure for a ultimate limit state of 10−6 per year. This
value reminds one very much to the 10−6 de-minimis-risk for the public. The de-
minimis-risk is a regulatory cut-off for riskswhich are not part of codes andguidelines
since they are too low: they are acceptable (Proske 2009).

The 10−6 value is widely used not only in structural engineering, but elsewhere,
for example in risk management for chemicals, where 10−6 as additional risk of
cancer is known.

5.5 Correction of Probability of Failure

5.5.1 Introduction

The target probability of failure considers a limited number of effects such as the
random variables, the mechanical behaviour andmodel respectively and the equation
of proof.

An example of the limitation is the fact that the target value for the probability
of failure of structures is related to one single limit state. Therefore we have to
convert the value to the probability of failure for the entire structure since the safety
of the structure depends on many limit states related to various structural elements.
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Fig. 5.6 Potential factors influencing the observed failure frequency of bridges

Only the structural probability of failure can be compared with an observed collapse
frequency! The conversion has to be carried out by the consideration of all structural
elements with their limit states. Furthermore, as stated in different publications and
codes, the target value does not consider correlations between the various limit state
functions and the different structural elements which are part of the structure. It does
also not consider human failure.

Figure 5.6 lists a variety of factors, which are essentially not considered in the
calculation of the probability of failure. All these factors can be considered by a
correction. The correction can be formulated as:

Pf Structure � Pf Limit State×∏
Fnegative∏

Fpositive

with Pf Structure as probability of failure of the structure, Pf Limit State as probability of
failure of the single limit state,Fnegative as factors not considered in the computation of
the Pf limit State yielding to an increase of the overall probability of failure and Fpositive

considering factors decreasing the Pf limit State. Of course, some software packages
are able to compute the probability of failure for the structure directly.

However, for the sake of simplification and as example, we can consider the
correlation and human failure as:

Pf Structure � Pf _Limite State × HF

C
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withHF as overall Human Failure factor for the entire structure andC as Correlation
factor for the entire structure.

In the following section individual correction parameters are discussed.

5.5.2 Correlation Consideration

The definition of target values of the probability of failure for limit states is correct,
otherwise the target values have to consider specific information about the individual
structure. For example a structure with many columns would require another target
value as a structure with a low number of columns. Also the technology of the
construction of the columns or the number of building enterprises involved in the
construction may influence the outcome. Some of such information must then be
used by the designer, but usually this information is unknown to the designer.

Usually the construction technique is comparable within one structure and the
number of building enterprises in one building is limited. Therefore we can assume
a high correlation between the many limit states and we can discard the information.
This simplificationmeans, if one column fails, probably all columns would fail under
the same loading.

Tanner and Hingorani (2015) assume that the independence of the limit states is
reasonable in most cases especially for buildings with statically determined struc-
tures. Spaethe (1992) indicates that the limit states in structures and therefore also
in bridges are never independent even if the random variables itself are not corre-
lated since several random variables are used in different limit state functions. For
example, loads are considered for different limit states functions in one structural
element.

However in cases, in which the structural system shows many different and non-
correlated failure modes, the target of the probability of failure should be decreased
(Rackwitz 1998).

Indeed, the Eurocode permits the adaptation of the target probability of failure
related to some reliability and consequence classes as mentioned before.

5.5.2.1 System

Besides the simplified approach by the Eurocode, the overall probability of failure
can be directly computed for systems of structural elements. This can be done either
by defining various limit state function in the computation of the probability of failure
in one random variable space or by combining different probabilities of failure using
logical combinations. Such combinations have been provided for a variety of systems
such as parallel or series systems.

The effect of correlation depends on the number of individual elements, the logical
combination of the individual elements and the amount of correlation. If in a parallel
system the individual elements are independent, the system failure probability is the
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Fig. 5.7 Visualisation of the dependency of the system safety index and the number of individual
components with different stress-strain-relationships (Gollwitzer and Rackwitz 1990)

product of the individual failure probabilities. One can well imagine that the overall
failure probability decreases and the overall safety index increases with every further
non-correlated element (see Fig. 5.7). In contrast, if the elements forma series system,
the overall failure probability increases and the overall safety index decreases with
every element since it is the sum of all individual failure probabilities (see Fig. 5.7).
In the first case, the correlation will increase the overall probability of failure, in the
second case the overall failure probability will decrease with increasing correlation.
A structure is usually a series system, if one component fails, the entire structure
fails. However, this fact is not entirely true for static indeterminate structures. Here,
if a local failure occurs, the structure will not collapse. Figure 5.7 shows the overall
safety index for a Daniels-system (left) considering parallel systems, series systems
and elements with different stress-strain-relationships.

As mentioned, series systems are extremly important for structural systems. Most
of the structural systems are series systems because if one column or one beam fails,
at least parts of the structure will collapse. Therefore, the neglect of correlation leads
to conservative results.

Additional to the approach for standard combinations of elements (parallel, series
system) some authors (Cornell 1967; Ditlevsen 1979; Thoft-Christensen and Baker
1982; Greig 1992; Rackwitz 2001; Madsen et al. 2006) have developed simplified
rules to provide bounds and to combine individual probabilities of failure for situ-
ations common in structural engineering and considering realistic correlations (see
Spaethe 1992; Voigt 2014).
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Fig. 5.8 Example of a Fault Tree (example taken from Davis-Mcdaniel 2011)

5.5.2.2 Fault Trees and Event Trees

Fault Trees or Fault Tree Analysis are methods to combine the failure probability
of single elements or parts of a system into an overall system probability of failure.
The combination can consider the logical construction of the overall system and
therefore providing a realistic result for the system. The individual parts can for
example include the failure of a pump starting or running or different failures of a
switch. Therefore Fault Trees can become very large and often, they are sub-divided.
The results of Fault Trees can be included into Event Trees. Event Trees model the
sequence of events or accidents. For example, they can describe, what happens, if a
pump or a switch fails and which further failures are required that a safety goal will
finally not be reached.

The application of such techniques is common in Nuclear Engineering, Chemical
Industries, Electrical Engineering and other fields. The application is not common
in structural engineering, however first applications of the Boolean approach for
structures can be found in Helbig (1987).

Application examples for bridges are known such as Fischer et al. (2004), LeBeau
and Wadia-Fascett (2007), Davis-Mcdaniel (2011), Straub and Der Kiureghian
(2011),Müller et al. (2011) andDavis-Mcdaniel et al. (2013). The example in Fig. 5.8
is taken from Davis-Mcdaniel (2011) and shows a sub-tree. The overall Fault Tree
covers more elements.
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5.5.2.3 Specific Consideration

The computation of the probability of failure as well as the safety index pro-
vides additional information regarding the importance of individual variables in
the limit states based on their statistical parameters. Such importance factors are
either so-called weighting factors in First Order Reliability Method (Spaethe 1992)
orRiskAchievementWorth and Fussell-Vesely-parameters in Fault- andEvent-Trees
(van der Borst and Schoonakker 2001).

The probability of failure and the importance measures depend heavily on the
correlation between the input variables. The effect of correlation depends on the type
of systems; usually high correlation decreases the probability of failure in bridges.

Since the consideration of correlation is usually limited in Fault-Trees (either
no or full correlation) new methods have been developed to extend the modelling
capabilities such as the balancing method (Kim et al 2005).

In recent decades, random fields have been introduced in the field of structural
reliability, which also represent a specific model for spatial correlation.

Finally one has to keep in mind that the empirical correlation values converge
only very slow. In other terms, large sample sizes are required to achieve robust
and converging empirical correlation values. This fact is shown in Fig. 5.9. One can
easily see that a large number of samples are required to reach an acceptable small
confidence interval for the correlation factor.

5.5.2.4 Conclusion

The consideration of correlation is very challenging since the estimation of correla-
tion of the same type of structural elements and different types of structural elements
may depend on many different conditions: the same workers on site, the same con-
crete supplier and so on. All these information is unknown.

Furthermore the mathematical consideration of correlation in Fault Trees can be
tricky since in many cases methods such as the Multi-Greek-Letter-method were
developed for mechanical systems with either full or no correlation. These methods
may not be applicable for structural systems.

On the other hand, several techniques have been developed to combine single
limit state probabilities to structural probabilities.

5.5.3 Human Error Consideration

Human error is a common part of all human actions. In general human error is a
deviation from an intention caused by human action.

Table 5.16 shows the fraction of human error occurrence during design, con-
struction and use of structures. Most human errors occur during the design and the
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Fig. 5.9 Ninety-five percent confidence interval for coefficient of correlations (Steel and Torrie
1991)

construction of structures and bridges. Table 5.17 shows in detail human error rates
related to certain micro-tasks in the design and construction process.

Table 5.18 and Figs. 5.10, 5.11 and 5.12 give causes of human errors related to
structural failures and damages. Table 5.18 is an extension of the database behind
Fig. 5.10. The table confirms the conclusions by Fig. 5.10, that carelessness and
insufficient knowledge are major contributors for structural collapses. Real mistakes
are contributing only minor. Figure 5.11 which is related to damages found on struc-
tures confirms Table 5.16, stating that faulty design and inappropriate constructions
are major contributors. Insufficient preliminary investigation can be interpreted as
carelessness.

These facts are well known and several quality assurance procedures and inde-
pendent control and checking of all steps are part of the design and construction
process. By such procedures the error rate during design and construction can
be decreased at least by one order of magnitude, often by nearly two orders of
magnitude (Stewart 1993).

However, as structural collapses show, such errors still exist. Therefore they have
to be considered in the estimation of the structural probability of failure.
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Table 5.16 Percentage of human errorsmade in certain phases of structures (taken fromEl-Shahhat
et al. 1995; Fröderberg 2014)

Reference Planning and
design

Construction Use and
maintenance

Others Total

CEB 157 50 40 8 – 98

Matousek and
Schneider

37 35 5 23

Brand and
Glatz

40 40 – 20 100

Yamamoto
and Ang

36 43 21 100

Grunau 40 29 31 100

Reygaerts 49 22 29 100

Melchers
et al.

55 24 21 100

Fraczek 55 53 – 108

Allen 55 49 – 103

Hadipriono 19 27 33 20 99

Rackwitz and
Hillemeier

46 30 23 1 100

Matousek 45 49 8 2

Hauser 37 35 5 23 100

Gonzales 29 59 – 12 100

Liu (2000) gives variations of the probability of failure by up to 25% based
on changes of cross sections by human errors. On large, statically indetermined
structures, this value will be lower. Therefore a variation of 5–10% seems to be a
reasonable selection.

In other cases, simulations showed several orders ofmagnitude difference between
the probability of failure for error-free and error-including structures (Fröderberg
2014). One of these cases was related to misunderstanding regarding loads (see Fig.
5.11).

In general, one can always argue that human error is responsible for all collapses
of bridges. This has been stated several times as shown in Chap. 2. Another example
of this theory is taken from Tarkov (1986): “Honest human error in the face of the
unforeseen—or the unforeseeable—is ultimately what brings bridges down.” Tweed
(1969) has introduced a classification of ignorance causing bridge failure.

If we assume that bridge collapses are always related to human error, we have to
install adequatemitigationmeasures to provide sufficient safety for humans and soci-
eties. Such an approach is the concept of safety culture. It is based on the assumption
that disasters do not happen by a single individual human failure, but by a cascade of
failures. Reason (1990) has introduced such a model consisting of different layers or
barriers (Fig. 5.13). Sometimes it is called the Swiss Cheese Model, where a disaster

https://doi.org/10.1007/978-3-319-73833-8_2
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Table 5.17 Micro-task error rates according to different references related to phases design and
construction

Micro-task Error rate Reference

Design

Code interpretation 0.015 Stewart and Melchers (1989)

Chart look-up 0.020 Beeby and Taylor (1973)

Table look-up 0.013 Melchers (1984)

One-step calculation (e.g. a × b) 0.013 Melchers (1984)

Two-step calculation (e.g. a × b − c) 0.026 Melchers (1984)

Three-step calculation 0.038 Stewart and Melchers (1989)

Four-step calculation 0.051 Stewart and Melchers (1989)

Five-step calculation 0.064 Stewart and Melchers (1989)

Eight-step calculation Stewart and Melchers (1989)

Self checking of calculationa 0.90 Stewart and Melchers (1989)

Independent checking of calculationa 0.65 Stewart and Melchers (1989)

Construction

Reduced number of reinforcement bars 0.022 Stewart (1993)

Increased number of reinforcement bars 0.011 Stewart (1993)

Decrease of section height 0.019 Stewart (1993)

Increase of section height 0.030 Stewart (1993)

Decrease of section width 0.008 Stewart (1993)

Increase of section width 0.008 Stewart (1993)

Insufficient concrete strength 0.22 Liu (2000)

aThis value is related to overlook of an error in the calculation

Table 5.18 Causes of errors in the design and construction of building structures (Bea 1994)

Reference Negligence,
carelessness
in %

Insufficient
knowledge in
%

Mistakes in % Reliance on
others in %

Other sources
in %

Matousek
(1982)

35 38 9 6 12

Melchers
(1984)

24 52 8 2 13

Eldukair and
Ayyub (1991)

82 67 29 33–72
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Fig. 5.10 Causes of structural failures according Matousek and Schneider (1976)

Fig. 5.11 Causes of structural damages related to steel sheet piling (Rizkallah et al. 1990)
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Fig. 5.12 Causes of faults of structural systems (Josephson and Hammarlund 1996)

Fig. 5.13 Reason’s (1990) Swiss Cheese Model (A disaster is a sequence, which penetrates all
layers. Layers are safety measures.)

only occurs, if all Cheese levels are penetrated by a sequence. The concept of safety
culture is strongly related to the experience gained from large disasters.

This approach is in compliance with the Integral Risk Management Approach for
natural risks (Kienholz et al. 2004), Living Safety Analysis for technical risks or
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Fig. 5.14 Probability of failure for a bridge related to the formation of the first plastic hinge and
the collapse mechanism based on Schneider et al. (2015)

Risk Informed Decision processes for political risks since it assumes a continuous
improvement.

5.5.4 Structural Determinacy

The difference between the probability of failure for a limit state and for the entire
structure can reach more than one order of magnitude considering statical determi-
nacy (Schneider et al. 2015). Figure 5.14 shows the difference between the single
limit state and the system probability of failure.

5.5.5 Maintenance and Deterioration

Maintenance and deterioration are two processes which can substantially affect the
probability of failure of structures.Usually, themaintenance decreases the probability
of failure in a short period, e.g. an event, whereas the deterioration increases the
probability of failure over a long period. Figures 5.14 and 5.15 show examples
illustrating both processes. Figure 5.14 does not only show the development of the
probability of single hinge development, but also for the entire structure in terms of
formation of a collapse mechanism.
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Fig. 5.15 Concept of
probability of failure over
time related to maintenance
and deterioration

Figure 5.15 shows the general concept of maintenance and deterioration, which
has been used widely in Life Cycle Cost Optimisation. Besides the overall concept,
the figure also indicates that maintenance measures can unintentionally also yield to
an increased probability of failure.

5.5.6 Actual Loads and New Loads

Codes use simplified models of the observed and assumed traffic and live loads.
Background information regarding the road and railway traffic models can be found
in Proske and van Gelder (2009) and Proske and Loos (2009).

For example, it is well known that weight restrictions are not fully met by drivers.
Figure 5.16 shows the concept of overall vehicle weights indicating that weight limits
(Qperm) are exceeded substantially. Figure 5.17 shows vehicle weight measurement
results from the Blue Wonder Bridge in Dresden, Germany which is limited to 15
tonnes. In contrast, the measurement indicates weights up to 21 tonnes.

On the other hand the adaptation of the weight limit to the bridge conditions is an
effective and efficient way to decrease the probability of failure for bridges under live
and dead load. This is illustrated in Fig. 5.18 which shows the frequency of weight
restricted traffic (15 tonnes) on the BlueWonder Bridge in comparison to the weights
measured on a highway bridge. The latter is the basis for the road traffic model in
the Eurocode.

Therefore weight restrictions, lane restrictions and speed limits are often used to
correct the loading conditions to the bridge conditions.

In contrast, developments in other technical fields which can not be foreseen by
the design engineer can negatively influence the probability of failure of bridges. For
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Fig. 5.16 General bimodal
random distribution of the
overall vehicle weight
(Geißler 1995; Quan 2004)

Fig. 5.17 Relative frequency of measured overall vehicle weight and adjusted multimodal normal
distribution of heavyweight vehicles inOctober 2001 at the BlueWonder Bridge inDresden (Proske
and van Gelder 2009)

example new traffic control systems may significantly change the traffic between
different routes and may increase the load on specific bridges, also new types of cars
and lorries (in Germany larger trucks called Monster trucks with an overall length of
25.25 m have been permitted recently) or new types of ships due to enlargement of
channels may effect the bridge loads. The opening of the Rhine-Main-Danube chan-
nel in 1992 yielded to larger ships and to higher risks of bridge failure due to ship
impact. It was later shown that 55 bridges on the river Main were not safe under ship
impact (Mainpost 2009).
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Fig. 5.18 Comparison of the overall vehicle weights measured at the Blue Wonder Bridge in
Dresden and at the Auxerre-traffic in France

5.5.7 Structural Probabilities of Failure

In this section as an example the probability of failure is corrected by considering two
additional effects only, correlation between the structural elements and human error
probabilities. We are able to compute a structural probability of failure according to:

Pf Structure � Pf _Limite State × HF

C

withHF as overall Human Failure factor for the entire structure andC as Correlation
factor for the entire structure.

In the example we assume:

Pf Structure � 10−6 × 1.05

0.80
� 1.3 × 10−6

This example would correspond to an increase of the structural probability of failure
by about 30% and a decrease of the safety index by about 2%. One of the reasons of
the introduction of the safety index was the improved handling and the robustness.
This becomes very clear in our example.

However if the human error rate is increased to about 30%, the structural proba-
bility becomes:
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Pf Structure � 10−6 × 1.30

0.80
� 1.63 × 10−6

Then the probability of failure has nearly doubled and the safety index increases
by 3 to 4%. As seen in the section target values of probabilities of failure (5.4), the
safety index of existing structures may be decreased by 0.5 which corresponds to
nearly 10%. That means the largest discrepancy between the realistic probability
of failure and the target value occurs right after construction, since then the target
value for new bridges has to be fulfilled whereas after some time the target value for
existing bridges has to be fulfilled covering effects as human failure and correlation.

On the other hand, the equation is simplified since one essential human error may
yield to the collapse of a bridge.Therefore the humanerror rate is not sufficient to fully
describe the effects on the probability of failure; the same is true for the correlation
coefficient. More sophisticated models exist, for example in Nuclear engineering,
where individual actions are related to human error rates and their effect on the
control is modelled in detail. However such an approach has not yet been carried out
to the knowledge of the author for bridges.

Figure 5.19 summarizes the possible influences of certain factors. The magnitude
of the factors is estimated based on expert judgment and subjective experience. Some
of the factors can indeed largely affect the probability of failure and thereby the
observed collapse frequency. However, several of the factors are both, positive and
negative. Considering the central limit theorem of the statistics, the sum and product
(logarithm) of a large number of individual random numbers will yield to a normal
distribution independent of the distribution type of the single factors. Therefore the
probability of failure will be multiplied with a normal distribution with a mean value
around zero. Hence the probability of failure should not significantly change over
the bridge population. This will be discussed in the next chapter.

5.6 Conclusion

Based on the discussion in this chapter, we conclude that the probability of failure
is the most adequate measure of safety because

• there are tools for the computation of the probability of failure and the computation
is state-of-the-art,

• an extensive scientific discussion about target values for limit states has been
carried out in the last decades, target values have been defined (consent of values)
and are applied,

• a conversion of the target values from the limit state to the entire structure is
possible and methods are available,



5.6 Conclusion 59

Fig. 5.19 Tornado plot of the possible influences on the probability of failure and the collapse
frequency

• the probability of failure of the entire structure can indeed be compared to the
frequency of collapse if further effects such as human failure, correlation and
others are considered and

• further scientific discussion is required regarding the target values of other risk
measures, although individual applications can be found.
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and Vořechovský, Brno, pp 439–450

Tanner P, Hingorani R (2015) Acceptable risks to persons associated with building structures. Struct
Concr 16(3):314–322

Tarkov J (1986) A disaster in the making. Am Herit Invent Technol 1(3)
Thacker BH, Riha DS, Fitch SHK, Huyse LJ, Pleming JB (2006) Probabilistic engineering analysis
using the NESSUS software. Struct Saf 28:83–107

Thoft-Christensen P, Baker M (1982) Structural reliability theory and its applications, Murotsu,
Yoshisada: application of structural system reliability theory. Springer, Berlin, Heidelberg, New
York

Tichý M (1976) Probleme der Zuverlässigkeit in der Theorie von Tragwerken, Vorträge zum Prob-
lemseminar: Zuverlässigkeit tragender Konstruktionen, Weiterbildungszentrum Festkörperme-
chanik, Konstruktion und rationellerWerkstoffeinsatz, TechnischeUniversität Dresden—Sektion
Grundlagen des Maschinenwesens, Heft 3/76

Tsang HH, Wenzel F (2016) Setting structural safety requirements for controlling earthquake mor-
tality risk. Saf Sci 86: 174–183

Tvedt L (2006) Proban—probabilistic analysis. Struct Saf 28:150–163
Tweed MH (1969) A summary and analysis of bridge failures. M.Sc. Thesis, Iowa State University
van der Borst M, Schoonakker H (2001) An overview of PSA importance measures. Reliab Eng
Syst Saf 72:241–245

Vogel T, Zwicky D, Joray D, DiggelmannM, Hoj NP (2009) Tragsicherheit der bestehenden Kunst-
bauten, Sicherheit desVerkehrssystems Strasse und dessenKunstbauten, Bundesamt für Strassen,
Dezember 2009, Bern

Voigt J (2014) Beitrag zur Bestimmung der Tragfähigkeit bestehender Stahlbetonkonstruktionen
auf Grundlage der Systemzuverlässigkeit. Dissertation, Siegen

Vrijling JK, van Gelder PHAJM, Ouwerkerk SJ (2005) Criteria for acceptable risk in the Nether-
lands, Infrastructure Risk Management Processes, pp 143–157

Wang N (2010a) Reliability-based condition assessment of existing highway bridges. Dissertation,
Georgia Institute of Technology, Aug 2010

Wang N (2010b) Reliability-based condition assessment of existing highway bridges. Dissertation,
Georgia Institute of Technology, Aug 2010



References 65

Weber M, Caspeele R, Schnell J, Glock C, Botte W (2018) Das neue fib Bulletin 80—Teilsicher-
heitsbeiwerte für die Nachrechnung bestehender Massivbauwerke. Beton- und Stahlbetonbau (in
print)

Wu Y-T, Shin Y, Sues RH, Cesare MA (2006) Probabilistic function evaluation system (ProFES)
for reliability-based design. Struct Saf 28:164–195

Zentner I, Nadjarian A, Humbert N, Viallet E (2008) Estimation of fragility curves for seismic
probabilistic risk assessment by means of numerical experiments. In: Graubner C-A, Schmidt H,
Proske D (eds) 6th international probabilistic workshop, Darmstadt, Germany 2008, Technische
Universität Darmstadt, pp 305–316, 26–27 Nov 2008

Zerna W (1983) Grundlage der gegenwärtigen Sicherheitspraxis in der Bautechnik. In: S. Hartwig
(ed) Große technische Gefahrenpotentiale: Risikoanalysen und Sicherheitsfragen, Hrsg. Springer
Verlag: Berlin/Heidelberg, pp 99–109



Chapter 6
Collapse Frequencies of Bridges

6.1 Introduction

As mentioned in the Chap. 3, either the direct bridge collapse frequency numbers
or the data used to determine the bridge collapse frequency within this book are
taken from various publications and scientific works. Hence no new data is added,
however the existing data is combined. The extended data pool allows more robust
conclusions and perhaps some new conclusions in comparison to the conclusions
drawn in each individual study.

6.2 Data Basis

In this section the studies and databases used are listed. However, not all studies could
be used for all types of analysis or in the same manner. For example, terms such as
“bridges” or “causes of bridge collapses” have been defined differently in different
studies. Therefore different studies and different parts of studies respectively have
been selected for different parts of the analysis carried out within this book.

All studies known are listed in Table 6.1. The studies are sorted alphabetically
according to the first author’s name. Some of the studies use data from other studies,
then the studies are either put together in the list or it is mentioned. Some studies do
not cover the entire bridge population, e.g. therefore they use censored data. Often
the censoring criterion is the availability of information in the public media.

In some studies the limitations are obvious. For example, McLinn (2010) states
that 40 bridges per year collapsed in the U.S. before 1900. There are no further
details. Dubbudu (2016) gives only the number of fatalities due to bridge collapses
in India, not the number of bridge collapses. However, all these data is included in the
table for the sake of completeness. There may be more such databases worldwide;

© Springer International Publishing AG, part of Springer Nature 2018
D. Proske, Bridge Collapse Frequencies versus Failure Probabilities, Risk Engineering,
https://doi.org/10.1007/978-3-319-73833-8_6

67

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-73833-8_6&domain=pdf
https://doi.org/10.1007/978-3-319-73833-8_3


68 6 Collapse Frequencies of Bridges

Table 6.1 Table of studies

References Region Time period Number of bridge
collapses

Breysse and Ndiaye (2014) World n/a n/a

Bridge Forum (2017) World 1444–2009 360

Brückenweb (2017): Accidents and
collapses

World 1157–2017 284

Christian (2010)/Briaud et al.
(2012)

U.S. 1966–2005 1502

Cook (2014) U.S. 1987–2011 103

Diaz et al. (2009) Colombia 1986–2008 63

Dubbudu (2016): only fatalities
given (297)

India 2010–2014 n/a

Fard (2012) 1818–2012 100

Fu et al. (2012) China 2000–2012 157

Harik et al. (1990) U.S. 1951–1988 77

Hersi (2009) U.S. 2000–2008 161

Imam and Chryssanthopoulos
(2012): Metallic bridges

World Early 19th
century–2011

164

Imhof (2004) World 1444–2004 347

Lee et al. (2013a) World 1980–2012 1062

Lee et al. (2013b) World 1876–2005 1723

McLinn (2010) U.S. Before 1900 40 per year

McLinn (2010): Major collapses
only

World 1970–2009 71

Menzies (1996) U.K. n/a n/a

Montalvo and Cook (2017) U.S. 1992–2014 428

Scheer (2010) World 813–2008 536

Sharma (2010) World 1800–2009 1814

Sharma and Mohan (2011) U.S. 1800–2009 1367

Smith (1976) U.S. 1847–1975 143

Taricska (2014) U.S. 2000–2012 341

Vogel et al. (2009) Switzerland Mainly Imhof data

Vogel et al. (2009) World Mainly Imhof data

Wardhana and Hadipriono (2003) U.S. 1989–2000 503

Wikipedia (2017) World 1297–2017 242

Xu et al. (2016) China 2000–2014 302

Zerna (1983): Steel bridges U.S. Before 1900 1

Zerna (1983): Suspension bridges World 1900–1940 7
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however they are not accessible by the author. Finally, care has to be taken to avoid,
that the limitations of the individual studies affect the results of the meta-analysis.

Table 6.2 lists the databases behind the individual studies. This table is of utmost
importance because if all studies depend on one database they are not independent
and results can not be considered as additional confirmation in terms of a meta-
analysis. The table shows, that many studies from the U.S. are somehow related to
each other since they use, at least partly, the same database. The studies can be seen
rather like a re-sampling. However, this fact is to a certain extend not surprising,
since the number of samples drawn (collapses) and the information regarding the
samples is limited.

Table 6.3 lists the parts of information used within this book to draw conclusions.

6.3 Number of Bridges Worldwide

According toChap. 2, the number of the reference population is necessary to compute
the collision frequency. This is done first for the global inventory.

Bridge structures are an essential part of the infrastructure system worldwide.
They significantly contribute to the serviceability and the maintenance of modern
human societies which are characterised by large information-, energy- and material
flows. In Germany, weight and volume of road traffic have grown exponentially in
the last decades (Naumann 2002). Hannawald et al. (2003)measured a 70 tonne truck
on German highways under regular traffic conditions and Pircher et al. (2009) and
Enright et al. (2011) report the measurement of 100 tonne trucks. Further extensions
of weight and dimensions of heavy commercial vehicles are planned by the European
Commission (Directive 96/53/EC).

The high traffic needs in industrialised countries yield to about one bridge per 500
inhabitants and in developing countries to about one bridge per 2000 inhabitants.
Based on these estimations the worldwide number of bridges is between five and six
million. These numbers are in compliance with Vogel et al. (2009) who estimate five
million bridges.

Of course, the estimation of the number of bridges based on geographic conditions
(topography, population density, industry etc.) would provide a better estimate. For
exampleWeber (1999) gives estimates of bridge densities on railway lines for certain
countries with large ratios of Alpine region to the overall country area. For example,
the Swiss railway SBB reaches a bridge density value of 14 (number of bridges
per 10 km of operated railway distance) in comparison to the Polish and Danish
Railways, which reach density values of 4 and 6 respectively (Weber 1999).

However, such data is not available on a large scale. Also public accessible
databases such as the one for the U.S. bridge stock (FHWA 2017) or partly for
the German bridge stock (Nagel et al. 2016) are not available worldwide. Therefore
mainly the data in Table 6.4 is used for the determination of the bridge stock. This
data is also illustrated in Fig. 6.1.

https://doi.org/10.1007/978-3-319-73833-8_2
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Table 6.2 Databases used (abbreviations see below)

References Sources Independent

Breysse and Ndiaye (2014) Unknown Unknown

Bridge Forum (2017) Journals, News media, books Independent

Brückenweb (2017):
Accidents and collapses

Journals, News media, books Independent

Christian (2010)/Briaud
et al. (2012)

Data from Briaud, details unknown

Cook (2014) NYDOT database, Regional bridge
failure database (DOT questionnaire)

Partly independent

Diaz et al. (2009) Independent

Dubbudu (2016): only
fatalities given (297)

Indian statistics Independent

Fard (2012)

Fu et al. (2012) Own database Independent

Harik et al. (1990) Unknown

Hersi (2009) NYDOT database, Home Pages,
FHWA, ASCE Journal Publications,
further Journal Publications

Partly independent

Imam and
Chryssanthopoulos (2012):
Metallic bridges

Literature, Web, News reports Independent

Imhof (2004) Own database Independent, related
to Menzies (?)

Lee et al. (2013a) NYDOT database, many journals,
Scheer (2010), AASHTO reports,
MCEER reports, News reports

Partly independent

Lee et al. (2013b) Integrates current exiting bridge
information—see Lee et al. (2013a)

Partly independent

McLinn (2010) Own database Independent, but
limited

McLinn (2010): Major
collapses only

Own database Independent, but
limited

Menzies (1996) Das (1997) states, that the collapse
data base may be limited (too low)

Independent

Montalvo and Cook (2017) NYDOT, NBI Partly independent

Scheer (2010) Journals, News media Independent

Sharma (2010) – –

Sharma and Mohan (2011) Own database, details unknown Independent

Smith (1976) Own database, details unknown Independent

Taricska (2014) NYDOT database, journals, home
pages, FHWA, ASCE Journal
publications, further Journal
publications

Partly independent

(continued)
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Table 6.2 (continued)

References Sources Independent

Vogel et al. (2009),
Switzerland

Some data from Imhof (2004) and
data added

Partly independent
from Imhof (2004)

Vogel et al. (2009),
Worldwide

Mainly data from Imhof (2004), data
added

Minor independent
from Imhof (2004)

Wardhana and Hadipriono
(2003)

NYDOT database, journals, home
pages, FHWA, several departments of
transportation NY, Ohio, Utah,
Wisconsin, Texas, Illinois, personal
experience, E-mails

Partly independent

Wikipedia (2017) Journals, News media, books Independent

Xu et al. (2016) Own database Independent

Zerna (1983): Steel bridges Unknown Independent

Zerna (1983): Suspension
bridges

Unknown Independent

AASHTO American Association of State Highway and Transportation Officials
ASCE American Society of Civil Engineers
DOT Department of Transportation
FHWA Federal Highway Administration
MCEER Multidisciplinary Center for Earthquake Engineering Research
NY New York
NBI National Bridge Inventory
NYDOT New York Department of Transportation

If one assumes, that all countries worldwide reach the number of bridges related
to the population in developed countries and assuming a world population of 7.5
billion people it would yield to a number of 15 million bridges. However, the human
population is expected to growth up to 10 billion in the year 2050. This would even
yield to an upper estimate of 20 million bridges on earth in 2050.

The current population in developed countries is in the order of 1.5 billion people.
That alone yields to 3million bridges.Assuming that the population in these countries
will not significantly grow the number of bridges in these countries will also not
significantly grow in the next decades.

Based on the figures from China in recent decades the number of bridges nearly
doubles every ten years and thus shows a large growth of the bridge stock. If we
generalise this grow and assume that countries with 50% of the world’s population
will transform fromdeveloping countries to developed countries and therefore change
the bridge-to-population-ratio from 1:2000 to 1:500 we will see in the next decades
bridge numbers of 2 million in China and India alone.

In other terms the major part of the bridge stock worldwide will not be anymore in
theU.S. and Europe, but inAsia, SouthAmerica andAfrica. However this new part of
the bridge stock does not need to repeat the failures done the centuries ago in Europe.
If we learn appropriately from historical disasters we do not have to see the same
bridge collapses we have observed in the decades ago and recently (Xu et al. 2016).
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Table 6.3 Data used within the book

References Cause Age Material Static
system

Further
remarks

Breysse and Ndiaye (2014)

Bridge Forum (2017)

Brückenweb (2017): Accidents and
collapses

Christian (2010)/Briaud et al. (2012) Statistics

Cook (2014) Yes Yes Yes Statistics

Dubbudu (2016): only fatalities given
(297)

Fard (2012)

Fu et al. (2012)

Harik et al. (1990) Yes Statistics

Hersi (2009) Yes Statistics

Imam and Chryssanthopoulos (2012):
Metallic bridges

Yes Yes Yes Yes

Imhof (2004) Yes Statistics

Lee et al. (2013a) Yes Yes Yes Statistics

Lee et al. (2013b)

McLinn (2010)

McLinn (2010): Major collapses only

Menzies (1996) Statistics

Montalvo and Cook (2017)

Scheer (2010) Yes

Sharma (2010)

Sharma and Mohan (2011) Yes Statistics

Smith (1976)

Taricska (2014) Yes Yes Yes Yes Statistics

Vogel et al. (2009), Switzerland Statistics

Vogel et al. (2009), World Statistics

Wardhana and Hadipriono (2003) Yes Yes Yes Statistics

Wikipedia (2017)

Xu et al. (2016)

Zerna (1983): Steel bridges Yes Statistics

Zerna (1983): Suspension bridges Yes Statistics
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Table 6.4 Bridge Stock in selected countries

Country Population in Millions Number of bridges References

U.S. 10,000 a1900

U.S. 260 600,000 Dunker (1993)

U.S. 319 607,380 ASCE (2013)

U.S. 614,387 ASCE (2017)

Europe 743 500,000b Casas (2015)

Europe 743 1,000,000c Casas (2015)

U.K. 58 100,000 Menzies (1996)

U.K. 59 150,000 Woodward et al.
(1999)

Germany 81 120,000 Anonymus (2004),
Naumann (2004)

Germany 82 120,000 Own estimated

Japan 127 155,000e MLIT (2005)

China 1325 500,000 Yan and Shao (2008)

China 1344 689,400 Zhang et al. (2014)

China 1371 750,000 Xu et al. (2016)

aOwn estimate
bOnly road bridges
cOnly railway bridges
dOwn estimate: Highway bridges: 39,535 (2017), Railway 25,000 (2017), The city Düsseldorf has
390 non-highway bridges (Vollrath and Tathoff 2002) and 635,000 inhabitants (2017). This yields
to a ratio of one bridge per 1628 inhabitants. By applying this number to the overall population of 81
million one receives another 50,000 bridges. The three numbers add up to approximately 115,000
bridges. Assuming a one percent growth in the number of bridges per year, today Düsseldorf has
around 430 bridges. This gives approximately 55,000 non-highway bridges and 120,000 bridges
overall
eOnly road bridges longer than 15 m

6.4 Collapse Frequency of Bridges

As mentioned in Chap. 5, structures in general and bridges specifically can be
designed based on probabilities of failure. However, this probability of failure is
usually not considered to be comparable to the collapse frequency. Many possible
influence factors, such as human errors or correlations between different limit
states seem neither to be considered at all nor considered to an adequate extent.
This understanding is even explicitly included in codes, such as Eurocode 0 (2017),
Table 2.3, Note 2. Spaethe (1992) states that “the probability of failure is only a part
of the overall collapse frequency … further contributions such as human failures
are not included in the theoretical value. If one assumes an error free mechanical
model then the collapse frequency is expected to be larger then the probability
of failure.” Also, Vogel et al. (2009) refer to the limited comparability of the

https://doi.org/10.1007/978-3-319-73833-8_5
https://doi.org/10.1007/978-3-319-73833-8_2
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Fig. 6.1 Illustration of the bridge stock for different countries according to Table 6.2

probability of failure and the collapse frequency. Ellingwood (2001) concludes that
“the probability estimates may not correspond to historical failure rates.”

On the other hand, various uncertainties are used reasoning the application of
probabilistic computations such as in loads, material properties, dimensions, natural
and manmade hazards, insufficient knowledge and human errors in design and con-
struction (Ellingwood et al. 1980, 1982, Wang 2010). However, it seems illogical to
use human failure as reason for the application of probabilistic methods and then to
exclude it from the computation. Based on this contradiction we dare to compare
the probabilities of failure of bridges and the collapse frequencies in this book and
should be able to quantify the influence of human failure.

Brown (1979) stated that the computed probability of failure is usually 10−6 per
year whereas the observed collapse frequencies seemed to lie between 10−2 and
10−3 per year. This statement has been widely referred to such as Elm (1998), Nendo
and Niczyj (1998). In contrast, Nowak and Collins (2012) give collapse frequencies
between 10−3 and 10−5 per year. If the observation by Brown (1979) is true, it would
show an extreme difference between the probabilities of failure and the collapse
frequencies. If the probability of failure is supposed to be a true (systematic error
free), robust, converging, and useful parameter it has to have a relation to observations
such as the collapse frequency. Even further, the codes such as Eurocode often permit
both techniques equally for the determination of design values, the probability of
failure and real world observations.
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Fig. 6.2 Collapse frequency of bridges per year based on various publications (time periods)

Figure 6.2 shows the bridge collapse frequencies given by Brown (1979), Nowak
and Collins (2012) as vertical lines and most of the studies listed in Table 6.1 as
horizontal lines over the time period. Although Browns (1979) study is related to
structures in general, it complieswith bridges of the 19th century.Maximumnumbers
reach 4 × 10−3 per year based on the number of bridge collapses given by McLinn
(2010) and own estimations of the bridge stock. This number is confirmed by Zerna
(1983), Sharma and Mohan (2011). So, one can summarize that the overall bridge
collapse frequency in the U.S. before 1900 was approximately 10−3 per year and
bridge.

However looking at the data after 1950, the collapse frequencies indicate a sig-
nificant improvement. All studies show a collapse frequency below 10−3 per year,
most of the studies give a collapse frequency below 10−4 per year.

Even further, some studies show surprisingly low collapse frequencies compared
to the majority of studies, such as the values by Imhof (2004), Vogel et al. (2009) for
worldwide data, Menzies (1996) and McLinn (2010). These numbers are probably
based on incomplete populations. This fact has at least been confirmed by Imhof in a
personal communication to the author. Since Vogel et al. (2009) worldwide collapse
data is based on Imhof (2004) data the conclusions is also true for this publication
although Vogel et al. (2009) have partly considered this limitation.

Figure 6.3 shows the same data as Fig. 6.2 but introducing an anchorage or centre
point of the time period covered by the data. The selection of the location of this
point will be discussed later, however it can be seen that the data considering the
time after 1950 forms a cluster. This cluster is bordered at the left by Harik (1990)
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Fig. 6.3 Collapse frequency of bridges per year based on various publications (time periods)

and on the right by Vogel et al. (2009), it is bordered at top by Cook (2014) and at
the bottom by Vogel et al. (2009). The cluster is framed in Fig. 6.3 by an rectangle.
The data points indicate an average collapse frequency in the range of 10−4 per year.

To compare the importance of individual data points, Fig. 6.4 shows the sample
sizes as area of a circle. The figure clearly shows that some references include very
large sample sizes whereas others include only a small number of collapses. On one
hand, this limits the value of the data points, for example from Zerna (1983) or from
Vogel et al. (2009) for Switzerland. On the other hand, Switzerland may have shown
such an overall small number. The figure also confirms that the sample size of the
very low collapse frequencies is too low, because the global data (Imhof 2004; Vogel
et al. 2009 worldwide) are smaller than country-specific samples (Lee et al. 2013a),
which is not possible by definition.

In general, all data points in the diagram are relatively independent using the
conclusion from Table 6.2. However, most data points inside the rectangle are related
since they partly use the same databases such as Cook (2014), Lee et al. (2013a, b),
Taricska (2014), Wardhana and Hadipriono (2003). This has the advantage that they
use all the same bridge definition (length of span), it has the disadvantage that the
data points can not be considered as fully independent samples. Lee et al. uses data
from Scheer (2010) which may probably use another bridge definition (length of
span) but will increase the independence of the data points. The data in the cluster is
related to industrialized countries and recent decades. The cause of the deviation of
the data points will be discussed in the section cause of collapses.
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Fig. 6.4 Collapse frequency of bridges per year considering the number of collapses per reference
as size of the circle

6.5 Time-Dependency

Figures 6.2, 6.3, 6.4 and 6.5 combine the collapse frequencies of bridges given by
various authors for different time periods and different regions (for references see
Table 6.1). As can be clearly seen there is a decreasing trend over the last century.
The collapse frequency of bridges has decreased by nearly two orders of magnitude.

In Fig. 6.5 the trend is shown by two lines, a linear decreasing trend given by
Cook (2014) and a nonlinear trend introduced by the author. Please note: since the
collapse frequency is given in log-scale, actually both functions are nonlinear.

However, the nonlinear trend depends heavily on the collapse frequency numbers
given by Zerna (1983), McLinn (2010), Sharma and Mohan (2011). Their numbers
are located outside the cluster of collapse frequencies related to modern times and
therefore strongly influence the shape of the function.

Since they not only cover very early times but also very long periods (over
200 years) their anchorage points in the diagram can vary over a wide range. For the
Figs. 6.3 and 6.4 the middle of the period has been used. However one can argue
that the early collapse frequencies are dominating the average collapse frequencies
over the long period, since they might change by one or two orders of magnitude.
This conclusion would mean that the data points from Sharma and Mohan (2011),
McLinn (2010) and less from Zerna shift to the left. Hence the curve would become
more linear and the slope would decrease: in other terms the improvement of the
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Fig. 6.5 Trend of the collapse frequency of bridges based on various publications

safety is smaller in the last century then expected and it would confirm the curve
given by Cook (2014).

A simple regression is given with

FC (t) � 38673 · exp(−0.0096 · t)

with t as calendar year (for example 2014).
Unfortunately the variation between the data points in the last decades is still so

high that it masks the time-dependency in the last decades.

6.6 Causes of Damages and Conclusions

6.6.1 Introduction

As mentioned above, the difference in the cluster is still in the range of one order of
magnitude. It would be interesting to identify the cause of this difference. Therefore
the cause of collapses for the references with high collapse frequencies is compared
to the references with low collapse frequencies within the cluster.

Figure 6.6 illustrates the results as histogram of the triggering cause of bridge
collapses. Cook (2014) andHarik et al. (1990) show the highest collapse frequencies.
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Fig. 6.6 Causes of collapse of bridges based on various publications

In Cook (2014) collapse is dominated by flooding (scour and flood), whereas inHarik
et al. (1990) impact and overload are dominating. Since for Vogel et al. (2009) no
detailed information is available, Scheer (2010) data has been used, which should be
comparable due to the neighbourhood regions (Switzerland and Germany). Based
on Scheer (2010) most collapses in Germany are related to the construction time and
to impact, see Fig. 6.6. In contrast, Fig. 6.7 indicates a large number of collapses
without external actions. Based on a work by Matousek from 1976, Imhof (2004)
also found that most of the collapses occur during construction. However, he also
refers to other works which do not confirm this fact. The importance of falsework and
scaffold failure as shown by Scheer (2010) has also been shown by other references
such as Anumba et al. (2006), see Fig. 6.8.

Based on the Fig. 6.6 it can be concluded that the highest collapse frequencies for
the data in the rectangle (Fig. 6.3) as given by Cook (2014), Harik et al. (1990) and
Lee et al. (2013a, b) for constructed bridges are mainly based on accidental loads.
Flooding is also the highest risk in Smith (1976) with almost 50%.

Figure 6.9 shows the average of the bridge collapse causes which is in full com-
pliance with the long measurement series by Lee et al. (2013b).

For the sake of completeness in Figs. 6.10, 6.11 and 6.12 causes for bridge failures
are given according to Imhof (2004),Biezma andSchanack (2007). The interpretation
of these figures is more difficult than Figs. 6.6, 6.7, 6.8 and 6.9 since enabling and
triggering causes are mixed. Still collapses caused by flooding and impact contribute
by almost 40%. Therefore the former conclusion remains valid. Only the data by
Biezma and Schanack (2007) shows a larger contribution by structural and design
deficiencies.

It iswell known that accidental loads significantly influence the collapse frequency
since the collapse of many bridges in one year due to one major event has strong



80 6 Collapse Frequencies of Bridges

Fig. 6.7 Causes of collapse of bridges based Scheer (2010)

Fig. 6.8 Scaffold collapse and structural collapse during construction related to all types of struc-
tures under construction (Anumba et al. 2006)

effects on the collapse number. In the following paragraphs examples of such events
are given.

In August 1952 the flood at Lynmuth damaged or destroyed 28 bridges (Hamill
1999). In 1976, typhoon Fran hit Japan and washed 233 bridges away (Hamill 1999).
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Fig. 6.9 Average of the causes of collapse of bridges based on various publications

Fig. 6.10 Causes of collapse of bridges based on Imhof (2004)

In 1985 in Pennsylvania, Virginia and West Virgina, 73 bridges were destroyed
by flooding (Hamill 1999). In 1987, 17 bridges in New York and New England
were damaged or destroyed by spring floods (Hamill 1999). In Germany, several
bridges collapsed (Pöppelmannbridge Grimma, Vorlandbridge Riesa—see Reichelt
and Richter 2003, Muldebridge Eilenburg) and several hundred bridges were heavily
damaged during the flood 2002 (Kraus 2012; Stulc 2015; von Kirchbach et al. 2002;
Lehmann 2003, see Figs. 6.13 and 6.14). During Typhoon Sinlaku in September
2008, six bridges collapsed (Hong et al. 2012). Six bridges collapsed in Cumbria,
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Fig. 6.11 Cause of collapse of bridges based on Bailey taken from Imhof (2004)

Fig. 6.12 Cause of collapse of bridges based Biezma and Schanack (2007)

U.K. during the November 2009 flood (Cabinet Office 2015). The earthquake and
tsunami 2011 in Japan destroyed more than 300 bridges (Maruyama et al. 2012;
Akiyama et al. 2012). In spring 2012 in Afghanistan more than 400 small bridges
were destroyed by floods (Shorder 2014). Some numbers represent the loss of more
than one-tenth of a percent of a countries bridge stock.

Besides hydraulic loads also seismic loads can affect many bridges at once. For
example during the San-Fernando-earthquake seven bridges collapsed, during the
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Fig. 6.13 Bridge during the 2002 flood in the German city Dresden (Picture H. Michler)

Loma-Prieta-earthquakes the Cypress-Street-Viaduct collapsed and killed 41 people.
Also several bridges failed during theKobe-earthquake (Wei et al. 2008;Wenk 2005).
The collapse of bridges during large scale disasters is a double loss, not only the direct
casualties of the bridge collapse count, also the fact, that the bridge can not be used
for emergency and rescue actions. Therefore nowadays modern bridges in regions
with high seismicity are designed to deal with higher loads in order to function after
a large earthquake.

Other natural hazards only relate to a small population of bridges, for example
debris flows. Nevertheless, they can lead to catastrophes and can claim many vic-
tims. On July 9th 1981 the pier of the railway bridge above the Liziyida-Ravine on
the railway track between Chengdu and Kunmin, China was hit by a debris flow.
The pier and consequently the bridge collapsed resulting in the overturning of the
train and the death of more than 200 people (Zhang 1993). McSaveny and Davies
(2005) described the repeated destruction of a bridge in New Zealand caused by
debris flows. The bridge, with a span of 10 m, was destroyed twice in about 11 years.
On January 12th–13th 1983 the bridge was destroyed by a debris flow event. The
new bridge disappeared after a debris flow in 1994. The bridge was reconstructed to
a standard that was described in the media as “bomb-proof”. This bridge still exists
today. Jan and Chen (2005) described the damage of a bridge at the Chushui River
in Shenmu, Taiwan 1996, after a debris flow. In Log Pod Mangartom in Slovenia
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Fig. 6.14 Pöppelmann-Bridge in Grimma after the 2002 Flood (Picture T. Bösche)

a debris flow destroyed several houses and two bridges in the night of November
16th–17th 2000 (Zorn and Komac 2008). On January 2nd 2012 a suspension bridge
was destroyed close to Haselegg, Switzerland by a debris flow (Oberländer 2012).
Table 6.5 shows that debris flows contribute with a low one digit percentage value
to the collapse frequencies of bridges.

In 1981 a 10 m3 rock hit the new Gotthard road bridge near Bedrina, Switzerland.
The rock nearly missed the pier of the pre-stressed bridge (Bozzolo 1987). Another
example is the destruction of a bridge in the Yosemite national park during the Happy
Isles rockfall (Morrissey et al. 1999). The listing shows that hazards affecting only
a few bridges can nevertheless lead to considerable victims.

6.6.2 Bridge Location

Based on the former considerations we can conclude that the location of the bridge
is essential for the estimation of the collapse frequency. For example, all bridge
failures due to natural hazards discussed above took place in certain geographic
regions showing such hazards. Flashfloods, avalanches, rockfalls, debris flows and
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Table 6.5 Detailed type and number of collapse causes

Collapse cause Wardhana and
Hadipriono (2003)

Cook (2014)

Number of
occurrences

Percentage Number of
occurrences

Percentage

Hydraulic 266 52.88 379 54.85

Flood 165 32.80 198 28.65

Scour 78 15.51 131 18.96

Debris 16 3.18 23 3.33

Drift 2 0.40 2 0.29

Hydraulic – – 14 2.03

Ice – – 11 1.59

Others 5 0.99 – –

Collision 59 11.73 89 12.88

Auto/truck 14 2.78 14 8.97

Barge/ship/tanker 10 1.99 11 2.03

Train 3 0.60 2 0.29

Other 32 6.36 – –

Overload 44 8.75 78 11.29

Deterioration 43 8.55 61 8.83

General 22 4.37 49 1.74

Steel deterioration 14 2.78 12 7.09

Steel corrosion 6 1.19 – –

Concrete corrosion 1 0.20 – –

Fire 16 3.18 19 2.75

Construction 13 2.58 10 1.45

Ice 10 1.99 – –

Earthquake 17 3.38 6 0.87

Fatigue-steel 5 0.99 5 0.72

Design 3 0.60 4 0.58

Soil/Bearing 3 0.60 2 0.29

Sturm/Hurrican/Tornado 2 0.40 17 2.46

Tree fall – – 2 0.29

Miscellaneous/other 22 4.37 7 1.01

Total 503 100.00 691
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Table 6.6 Cause-proportional conditional collapse rate for bridges in the U.S. (Cook 2014)

Collapse cause Over water Over roadways and
railways

Number of
occurrences

Percentage Number of
occurrences

Percentage

Hydraulic total 379 62.23 7 8.05

Collision total 42 6.90 52 59.77

Overload 69 11.33 3 3.45

Deterioration total 55 9.03 6 6.90

Fire 12 1.97 6 6.90

Construction 7 1.15 4 4.60

Earthquake 3 0.49 2 2.30

Fatigue-steel 4 0.66 1 1.15

Design 3 0.49 – –

Geotechnical 9 1.48 4 4.60

Bearing 1 0.16 1 1.15

Sturm/Hurrican/Tornado 17 2.79 – –

Tree Fall 2 0.33 – –

Miscellaneous/other 6 0.99 1 1.15

Total 609 100 87 100

landslides are related to certain topographies. Seismic loads are related to regions
with seismicity.

Table 6.6 and Fig. 6.15 show the causes of bridge collapse whether the bridge
overpass a river or a road and railway line. The table indicates that hydraulic caused
collapses contribute with nearly 2/3 to all collapses for bridges crossing water. Still
collisions (ships) contribute with a value below 10%. In contrast, for bridges over-
passing roads and railway lines, hydraulic caused failure contributes with below
10%. One might ask way bridges not crossing water are exposed to hydraulic loads,
however many floods have shown that large areas are flooded including roads crossed
by bridges. The major contributor to the collapses for the latter group is collision
with almost 60%. Interestingly overload is a larger contributor for bridges over water
whereas it only contributes minor to bridges over roads and railway lines. Further,
fire is a minor contributor for bridges crossing water whereas fire is a larger contrib-
utor for bridges crossing roads. Seismic loads reach the same level of contribution
for both bridge groups.

The description of the location of the bridge over water can be further refined
into bridges over waterways. This may influence the collapse causes. For example in
Germany app. 1500 bridges over waterways exist, about 60% of them are exposed
to a possible ship impact (Proske 2004).

Table 6.7 shows a list of bridge collapses with fatalities caused by ship impact.
However, not all accidents yield to collapses or to fatalities. An extended list can
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Fig. 6.15 Cause-
proportional conditional
collapse rate for bridges in
the U.S. (Cook 2014)

be found in Frandsen (1983) and Gucma (2015) including collapses without fatali-
ties. Also several ship impacts did not cause the collapse of the bridge (near misses).
Examples are the ship impact against the railway bridge Krems in Austria on Decem-
ber 17th 2005 moving the pier app. 2 m (Simandl et al. 2006), against the bridge
Segnitz in Germany in 2000 causing a 3 m long crack in the pier (Proske 2009)
and the bridge over the Süderelbbrücke (Seipelt et al. 2016). Figures 6.16 and 6.17
show examples of vessel impact against bridges. In some cases, vessel impacts are
not an accidental load anymore: the Wuhan Yangtze River Bridge suffered 70 vessel
collisions between 1957 and 1999 (Zhang et al. 2016). A systematic study on bridge
over the waterway Main in Germany revealed that 55 bridges of the 120 investigated
bridges were not able to cover the load by vessel impact (Main-Netz 2009). More
details about vessel impact frequencies can be found in Proske (2004) and in Gucma
(2015). Examples for the calculation of bridges under vessel impact can be found in
Consolazio et al. (2010), Davidson (2010) and Raithel et al. (2011).

Impacts caused by other means of transport are also well known: In June 1998,
a railway impact against the bridge in Eschede, Germany, killed 101 people and 88
people were badly injured. An example of the damages of a car impact against a
bridge is shown in Fig. 6.18.

Therefore Fig. 6.19 shows the geographic location of the bridges stocks sta-
tistically investigated. In general all geographic and climate conditions are cov-
ered including Alpine regions and flood prone areas, however bridge collapse data
from temperate climate zone is dominating. Currently it is not possible to differ-
entiate the bridge collapse data related to climate conditions such as the Köppen
classification system. Climate change may also affect the bridge collapse statistics.
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Table 6.7 Examples of bridge failures with fatalities caused by ship impact (extended from
Mastaglio 1997; Gucma 2015; Frandsen 1983; Proske 2009)

Bridge name Year Fatalities Ship

Severn river railway
bridge, U.K

1960 5 –

Lake Ponchartain,
U.S.

1964 6 –

Sidney Lanier bridge,
U.S.

1972 10 –

Lake Ponchartain
bridge, U.S.

1974 3 –

Tasman bridge,
Australia

1975 15 –

Pass Manchac bridge,
U.S.

1976 1 –

Tjorn bridge, Sweden 1980 8 M/V Star Clipper

Sunshine Skyway
bridge, U.S.

1980 35 M/V Summit Venture

Richemont pipeline
bridge, France

1982 7 Set of 2 barges

Sentosa Aerial
Tramway, China

1983 7 Dredger (A = 69 m)

Volga river railroad
bridge, Russia

1983 176 F/S Aleksandr
Suvorov

Claiborn avenue
bridge, U.S.

1993 1 M/V Chris

CSX/Amtrak railroad
bridge, U.S.

1993 47 n/a

Port Isabel, U.S. 2001 8 Set o barges

Webber-Falls, U.S. 2002 14 Set of 3 barges

Great belt west,
Denmark

2005 1 M/V Karen Danilesen

Jiujiang bridge, China 2007 9 n/a

Jintang bridge, China 2008 4 n/a

Although neither the study nor this chapter is directly related to risk assessment,
as discussed in Chap. 5, the examples show that bridge collapses occured with up
to 200 fatalities per individual collapse (Proske 2004; Proske and van Gelder 2009;
Imam and Chryssanthopoulos 2012; Zhang 1993; Biezma and Schanack 2007) and
that single natural events may cause the collapse of hundreds of bridges. The latter
can cause a strong fluctuation of the collapse frequencies.

https://doi.org/10.1007/978-3-319-73833-8_5
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Fig. 6.16 Ship impact in Dresden (Germany) at the Albert-Bridge 2015 (Picture D. Proske)

6.6.3 Bridge Collapse Fluctuation

Figure 6.20 shows the distribution of the number of bridge collapses in the U.S.
between 1989 and 2012 (Wardhana and Hadipriono 2003; Taricska 2014; Hersi
2009) in absolute numbers and Fig. 6.21 in relative numbers related to the maximum
value of each data series. The high number of bridge collapses in the year 1989 is
related to the Loma Prieta earthquake (Wardhana and Hadipriono 2003). The peak in
1993 is related to a major flood in which theMississippi andMissouri rivers and their
tributaries flooded several Midwest states. Numerous bridge collapses occurred in
Iowa, Minnesota, and Missouri (Wardhana and Hadipriono 2003). The peak in 1996
is also related to floods (Wardhana andHadipriono 2003). The peak in 2005 is related
to several floods including Hurricane Katrina (NIST 2006) and the Mid-Atlantic and
New England flood in October 2005. Finally the peak in 2011 is mainly related to the
Spring Mississippi River Floods (Taricska 2014). It is not known whether the 2011
Mid-AtlanticFlooding contributed.Basically, the pictures confirm thedeclining trend
of the collapse frequency also for the last years. This applies both to the consideration
of years with high collapse frequencies and to the exclusion of these years. The years
2009, 2010 and 2012 show exceptional low collapse rates. The pictures do not show
any deterioration due to poorer bridge conditions or climate change.



90 6 Collapse Frequencies of Bridges

Fig. 6.17 Ship impact against the Mainbridge Lohr 1999 (Picture Road Department Würzburg)

Figure 6.22 shows the frequency of the number of bridge collapses per year.
Figure 6.22 shows a high fluctuation in the number of bridge failures per year ranging
from zero to eleven. This fluctuation is also visible in Figs. 6.20 and 6.21. According
to Cook (2014) the standard deviation is relatively high. All figures indicate that
single events, which are usually natural disasters with accidental loads, dominate the
collapse frequencies. Therefore these figures confirm the conclusions made in the
previous section.

Since Fig. 6.20 shows a high uncertainty, the question arises whether the bridge
collapse frequency is still a mild distribution such as the normal distribution or the
family of extreme value distributions or already awild distribution.Mild distributions
can be sufficiently described by mean value and standard deviation; in some cases
higher ordermoments or upper or lower bounds are required. In contrastwild orLévy-
distributions show an infinite or non-convergingmean value. Distribution parameters
for such distributions are difficult to obtain.

Figure 6.23 shows a Kesten process as an example of such a wild distribution
(Sornette 2000). Whereas the empirical mean value would be below 100, extreme
values up to nearly two thousand can be seen in this example. The question rises
whether we find such extreme values in the real world.

If we consider only the tsunamis 2004 in Southeast Asia and 2011 in Japan, we
indeed find such huge numbers of damaged and collapsed bridges. Cluff (2007)
notes that hundreds of bridges were swept away during the 2004 tsunami in Aceh
(Indonesia) alone and Unjoh (2005) notes that more than hundred bridges were
swept away in the same region. Shoji and Moriyama (2007) describe the tsunami
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Fig. 6.18 Arch bridge after a car impact (Picture D. Proske)

Fig. 6.19 Geographic location of the regions in the studies used

fragility estimation for bridges in Sri Lanka based on the tsunami event 2004. As
mentioned before, the earthquake and tsunami 2011 in Japan destroyed more than
300 bridges (Maryama et al. 2012; Akiyama et al. 2012). Kosa (2014) describes in
detail the collapse and damages of bridges during the tsunami 2011 in Japan. Yim
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Fig. 6.20 Absolute bridge failures per year according toWardhana andHadipriono (2003), Taricska
(2014), Hersi (2009)

Fig. 6.21 Normalised bridge failures per year according to Wardhana and Hadipriono (2003),
Taricska (2014), Hersi (2009)

and Azadbakht (2013) explain the estimation of tsunami impact forces for bridges
in California.

We conclude that the mean value given for the collapse frequency of bridges has
a limited meaning since large single events may dominate the results. In years with
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Fig. 6.22 Bridge failure frequencies in the years from 1987 to 2011 (Cook 2014)

Fig. 6.23 Example of a Kesten-process with very extreme values

extreme events the number of bridge collapses may be several orders of magnitude
larger than in years without extreme events. The collapse frequency for bridges
exposed to the tsunami wave in 2011 in Japan reached up to 10% (Maruyama et al.
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Fig. 6.24 Relative frequency of bridge collapse related to the construction material
based on Taricska (2014); Lee et al. (2013a)

2012) whereas the average bridge collapse frequency for Japan might be in the range
of 10−5 to 10−4 per year.

At the end ofWorldWar II about 20%of the buildingswere destroyed inGermany.
In absolute numbers this would correspond to the destruction of thousands of bridges.
Looking on a worldwide scale probably more than hundred thousand bridges were
destroyed during World War II.

Nowadays for bridge designers loads from military action are out of scope in
most countries. However during history military actions were indeed considered in
the design, for example by including blasting chambers in piers, including wooden
parts for fire destruction or drawbridges, casemates in abutments etc. (Mende 2016).

6.6.4 Bridge Material

Figure 6.24 shows the distribution of the collapse frequency related to the construc-
tionmaterial. However this data allows only limited conclusions since it is not related
to thematerial ratio of the entire bridge stock. Therefore the data has to be normalized
to the bridge stock ratios of the materials. This is carried out for the U.S. data and
shown in Fig. 6.25.

Figure 6.25 allows several conclusions: The collapse frequency of steel bridges is
significantly greater than for concrete bridges (6:1). This conclusion and the value is
not only based on Fig. 6.24 according to Cook (2014), but also strongly supported by
Lee et al. (2013a). If the steel bridge collapses are more frequent than concrete bridge
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Fig. 6.25 Relative frequency of bridge collapse related to the construction material (normalised)
based on Taricska (2014)

collapses, the collapse frequency can be lower in countries with a higher concrete
bridge stock. This fact is indeed true for Germany where the ratio of reinforced and
pre-stressed concrete bridges to the overall bridge stock seems to be higher then in
theU.S. (see Chap. 2). Based on the data available the collapse frequency inGermany
should be half the value in the U.S. However, this is a very simplistic approach since
many possible factors such as

• different safety requirements,
• different extreme weather conditions (e.g. regular hurricanes in the U.S.),
• different major means of transport,
• different preferred construction types and technologies,
• different maintenance strategies and
• different age distribution

may affect the comparison of the collapse frequency between two regions or time
periods.

Furthermore, the contribution of masonry is very low in the non-normalised figure
and surprisingly high in the normalized figure. The first observation suggests that
masonry bridges contribute only minor to the bridge stock. Since Proske and van
Gelder (2009) have shown that masonry and natural stone arch bridges are usually
very robust for all types of vertical live loads, the second observation means bridge
failure will probably be caused by flooding and scour (see for example Figs. 6.9 and
6.14).

https://doi.org/10.1007/978-3-319-73833-8_2
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Fig. 6.26 Collapse frequencies related to the structural system of the bridge considering the ratio
of the structural systems on the overall bridge stock (normalised) according to Taricska (2014)

6.6.5 Bridge Structural System

Besides the construction material, Fig. 6.26 shows the normalised contribution of
structural systems and bridge types to the collapse frequencies. Since the data is
normalized based on the contribution of the bridge type to the overall bridge stock,
the figure directly shows the weakness of some bridge types. First of all, suspension
bridges seem to be extremely unreliable (see Sect. 6.9). This would be in compliance
with the Fig. 6.2 indicating high collapse frequencies of suspension bridges in the
U.S. in the beginning of the 20th century. The second largest contribution comes
from Truss bridges in both types, Truss-Thru and Truss-Deck. Putting Truss-Deck
and Truss-Thru bridges together, Truss bridges reach more than 2.5%.

Masonry and concrete arch bridge failure is usually related to accidental loads
such as floods as mentioned before (Proske and van Gelder 2009). Steel arch bridge
failure is mainly related to fatigue (Imam and Chryssanthopoulos 2012).

Non-normalised collapse data related to structural systems is given in Sharma
andMohan (2011),Wardhana andHadipriono (2003) and Taricska (2014). Imam and
Chryssanthopoulos (2012) note that 35%of allmetallic bridge collapses are related to
Truss bridges, however they only contribute with 29% to the structural configuration.
This confirms the conclusions fromFig. 6.26.All other structural configurations show
a lower contribution to the collapse numbers compared to the bridge stock structural
configuration. The best ratio of collapse contributions to bridge stock ratio for steel
bridges show girder bridges (Imam and Chryssanthopoulos 2012).

Deng et al. (2016) have related the causes of collapses to the type of structural
system and construction material. They have shown that not every bridge type is vul-
nerable to every cause discussed in this chapter so far. The results are summarized in
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Table 6.8 Most common cause of collapse of different structural types of bridges (Deng et al.
2016)

Type of bridge Most vulnerable cause

Beam Flood, scour, earthquake, collision,
overloading

Masonry arch Flood, scour, overloading, earthquake

Steel arch Overloading, wind

Steel truss Overloading, fatigue

Flexible long-span Wind

Table 6.8. However the author can not confirm all conclusions, for example masonry
arch bridges are usually not vulnerable to overloading since they show an excellent
load bearing behaviour under vertical loading (Proske and van Gelder 2009): most
masonry arch bridges are demolished due to limited serviceability and collapsed due
to flooding and scour. There are also some studies regarding the behaviour of arch
bridges under seismic loadingwhich do not in general indicate a significant weakness
of masonry arch bridges under seismic loading.

6.6.6 Bridge Age Distribution

One can argue that all the potential causes are strongly related to the age of the
bridges. Figure 6.27 shows collapse frequency data based on Cook (2014), Taricska
(2014) and Lee et al. (2013a, b). This diagram does not confirm this assumption
even there is a peak in Cooks (2014) data at the age of 30 years. This peak is neither
confirmed by the other authors nor by the Figs. 6.2, 6.3, 6.4, 6.5 and 6.6. Additionally
Fig. 6.28,which shows the time dependency of different causes of collapses, indicates
that limited knowledge is constantly decreasing and design errors are constant over
the last 50 years. Therefore the peak is not related to design changes in the last
decades, but the peak may be related to a single accidental event which caused the
reconstruction of a large group of bridges several 30 years ago and the bridge were
exposed again 30 years later (see also Sect. 6.9 and Fig. 7.1).

Figure 6.29 shows a Boxplot of the bridge ages related to some causes of collapse.
The diagram is a strong indication that overload is more related to older bridges
whereas bridges of all ages are affected by hydraulic events and collisions are more
related to younger bridges. This does not mean that young bridges are weaker then
the old ones, it just means that newly built bridges over rivers are sooner exposed to a
collapse-causingflood then to a collapse-causingoverload. Since theflood loads show
great uncertainty and the traffic load is usually growing this fact is not surprising.
Overall the median age of the bridge population is slightly younger then the age
of collapsed bridges with 55 years (Montalvo and Cook 2017). Hence weak aging
effects appear to be visible.

https://doi.org/10.1007/978-3-319-73833-8_7
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Fig. 6.27 Relative frequency of bridge collapse related to the bridge age (based on Taricska 2014;
Lee et al. 2013a; Cook 2014)

Fig. 6.28 Time dependency of causes of bridge collapses for steel bridges according to Imam and
Chryssanthopoulos (2012)
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Fig. 6.29 Box-plot of bridge
age and cause of collapse
(Montalvo and Cook 2017)

6.7 Prediction of Future Collapse Frequencies

Based on the conclusions so far we should be able to predict future bridge collapse
frequencies. The simplest approach would be the extension of the decreasing trend
into the future. Since the number of refurbished bridges is rather low in industrialised
countries, usually a low one digit percent value, the average age of the bridge stock
will remain or slightly increase. In the last years in Germany the average age of the
capital stock of infrastructure has increased (Boysen-Hogrefe et al. 2013).

Therefore the effects of aging and the countermeasure—maintenance—become
more and more dominating. Figure 6.30 shows various theoretical models of aging
of technical products, to which bridges belong. The bathtub curve has already been
used in Fig. 6.27; for further information regarding the bathtub curve see Eberlin
and Hock (2014). Based on this consideration the overall collapse frequency will
increase at a certain point in time, except we consider no aging concepts. However,
observations on the bridges indicate an average worsening of the bridge conditions
(see Figs. 6.31, 6.32, 6.33 and 6.34). Therefore the concept of no aging can be
excluded if there exists a relationship between the bridge condition and the collapse
frequency and the probability of failure respectively.

First, using Fig. 6.33 a relationship between the age distribution and the bridge
condition can be developed. The relationship is assumed as follows:

C(t) � 1.8 + 0.0081 · t

with t as age in years, for example 80 year etc.
Figure 6.34 shows a comparable function for U.S. non-highway bridges.
Based on the figures and the equation we can expect a further decrease of the

bridge conditions in Germany.
Based on the idea of Davis-Mcdaniel (2011) one can relate the bridge condition

to a probability of failure (Fig. 6.35). Although the application of the numbers from
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Fig. 6.30 Different aging
theories

Davis-Mcdaniel (2011) is not exactlywhatwas done in the publication, itmay be used
as a preliminary approach. Results are shown in Tables 6.9 and 6.10. In general, the
overall number given in Table 6.9 is far too high (more than fifty bridge collapses per
year for the German highway bridges). The result is a strong indicator that either the
used probability of failure is conservative, that the maintenance has a very significant
effect on the final collapse frequency and that our time period for the estimation of
the collapse frequency is simply too short. If the probabilities of failure are decreased
by one order of magnitude as shown in Table 6.10, the number of bridge collapses
decreases to five only, a much more realistic number.

Figures 6.30, 6.31, 6.32 and 6.33 indicate that the conditions of bridges in indus-
trialized countries decrease. However, it is unclear whether this yields to an increased
collapse frequency. Furthermore if the decrease of the bridge conditions in the last
decade would increase the probability of failure for dead and live load by only about
10%; it would not be visible in the data due to the large contribution of accidental
loads to the collapses which may be affected only minor to declined conditions of
the bridges.

Another approach for the prediction of future developments is the consideration of
the target or acceptance values for existing bridges. The target probability of failure
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Fig. 6.31 General trend of the bridge conditions on highways and federal roads in Germany
(BMVBS 2013, BAST 2016; BAST 2017)

Fig. 6.32 Expected condition development of German highway bridges without enhanced main-
tenance (1.0 very good, 4.0 insufficient) based on Budelmann et al. (2013)

increases constantly with age for existing bridges (see Chap. 5). One can compare
this time-dependent target probability of failurewith the observed collapse frequency
as shown in Fig. 6.36. Based on this consideration the observed collapse frequency
would increase since the replacement rate is too low.

https://doi.org/10.1007/978-3-319-73833-8_5
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Fig. 6.33 Condition of bridges as function of the year of construction (1.0 very good, 4.0 insuffi-
cient) based on Nagel et al. (2016)

Fig. 6.34 Average condition
rating as function of time for
non-interstate highway
bridges (9.0 excellent, 3.0
serious, 0 failure) based
on Bolukbasi et al. (2004)

As shown before, the major contribution to the bridge collapses is not related to
overload and maintenance but to accidental loads. Therefore mitigation measures
related to the accidental loads, such as new flood plains in a catchment area and new
dam management regulations respectively may have a stronger effect on the bridge
collapse frequencies asmaintenance optimisation and aging effects. Thismay also be
true for othermajor accidental causes such as fender systems as ship impact protection
systems, better qualification and training of drivers, automatization, increased police
control frequencies or simply the development of the traffic volume.

The large contribution from accidental loads may yield to the fact that develop-
ments in the related fields are earlier and easier to identify in the bridge collapse data
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Fig. 6.35 Relationship between bridge conditions and probability of failure

Table 6.9 Computation of the collapse frequency of all German highway bridges based on the
concept explained above (Part I)

Age Age distribution Related
probability of
failure

Overall number
of bridges

Overall
probability of
failure

1900–1940 0.04 1.0 × 10−3 1560 2

1940–1960 0.12 1.0 × 10−3 4680 5

1960–1980 0.38 1.9 × 10−3 14,800 28

1980–2000 0.32 1.4 × 10−3 12,500 18

2000–2010 0.11 6.9 × 10−4 4290 3

>2010 0.03 2.3 × 10−4 1170 0

Sum 55

compared to maintenance and aging changes. For example climate change affect-
ing the return period of extreme floods and storm surges may become visible in the
collapse data long before trends of maintenance are visible.

It can be summarized that several factors may influence the future development
of bridge collapse frequencies such as:

• change in the safety requirements, for example as consequence of an accident,
• change of natural hazards, e.g. climate change, flood prevention measures,
• changes in the means of transport, longer trucks, heavier trucks (for example mass
application of electric vehicles).

• changes in the construction material (for example application of textile or carbon
reinforcement), new construction technologies and

• changes in the maintenance strategies.
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Table 6.10 Computation of the collapse frequency of all German highway bridges based on the
concept explained above (Part II)

Age Age distribution Related
probability of
failure

Overall number
of bridges

Overall
probability of
failure

1900–1940 0.04 1.0 × 10−4 1560 0

1940–1960 0.12 1.0 × 10−4 4680 0

1960–1980 0.38 1.9 × 10−4 14,800 3

1980–2000 0.32 1.4 × 10−4 12,500 2

2000–2010 0.11 6.9 × 10−5 4290 0

>2010 0.03 2.3 × 10−5 1170 0

Sum 5

Fig. 6.36 Comparison of the decreasing trend of the observed collapse frequency and some accept-
able probability of failure values for a new bridge built in the 1970s

6.8 Comparison of Target Values and Failure Probabilities

In Chap. 5 target values for acceptable probabilities of failure either for individual
limit states or for entire structures were given. Usually the values were in the range
of 10−6 per year for the ultimate limit states. However, this number is related to new
bridges. Considering the target values for existing structures, with are significantly
higher compared to targets for new structures, they confirm the collapse frequency
values. For a thirty years old bridge the target probability of failure is between

https://doi.org/10.1007/978-3-319-73833-8_5
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Fig. 6.37 Relationship between target probabilities of failure and collapse frequencies (case I)

3.2×10−5 and2.3×10−4 per year. InFig. 6.37 (left) the time-dependent target values
according toSIA269 (2007) are shown.Most of the observed collapse frequencies are
already covered by the SIA 269 curve. These numbers are probably very conservative
since presumably the probability of failure does not increase as fast as it is assumed
in the SIA 269 curve.

If additional effects such as human failure or systemcorrelation are considered, the
time-dependent target value for the bridges increases in average by 30% to 1.3× 10−6

per year as target. As Fig. 6.37 (right) shows, all data points related to the period
after 1970 are covered.

As seen in Fig. 6.6, the collapse frequency of bridges is dominated by accidental
loads, mainly related to floods. The target values given usually refer to combinations
of dead and live loads. Using the data from Fig. 6.6 one can estimate the collapse
frequency related to overload, here used as a substitute for the dead and live load
conditions. This is shown in Fig. 6.38 (left). As a consequence, the SIA 269 curve
covers all collapse data points with large margins (Fig. 6.38 right).

It can be concluded that the effective collapse frequency of bridges for the dead
and live load conditions expressed as overload is probably in the range of 10−6 to 10−5

per year. Due to the low contribution of overload to the overall collapse frequency
and due to the large effects of single events such as floods, changes of the collapse
frequency of bridges due to changing dead and live loads are difficult to identify.

However, for some accidental loads the target values are higher, in the range of
10−2 per loading. Since the collapse frequencies are governed by accidental loads,
larger collapse frequencies than target probabilities of failure for live and dead loads
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Fig. 6.38 Relationship between target probabilities of failure and collapse frequencies (case II)

should be expected for such rare accidental loads. However there return period is
very large and limits the effects on the collapse frequency.

Finally Fig. 6.39 indicates that maintenance may significantly affect the target
probabilities of failure. The selection of the starting point of the renewed probability
of failure function using app. 50 years is based on recommendations in Austria
(ASFINAG) regulating the return period of major maintenance works (40 years).
Further details are given in Petschacher (2007), FSV (2017) and Binder and Strauss
(2017). However even then, the observed collapse frequencies are covered.

As already shown in Fig. 6.40, several different factors influence the observed
collapse frequencies and the target probabilities of failure, if the factors are also
included in the latter. This conclusion is in compliance with the original statement,
that the collapse frequencies and the probabilities of failure must not be compared.
However, the time-dependent target probabilities must cover the diversity of time-
dependent probabilities of failure as shown for some examples in Fig. 6.41 otherwise
the target values are useless. Indeed a diversity of target probabilities indicates this
diversity of time-dependent probabilities of failure as shown in Fig. 6.42. Especially
the end of life target probabilities show extremely high values (considering the fact
that the lifetime of bridges is often extended due to financial limitations) covering
all possible developments of probabilities of failure over time.

In Fig. 6.43 (right) the collapse frequency data points (coloured squares) are com-
pared with several probabilities of failure values for existing individual bridges (red
dots). These probabilities of failure try to model each individual bridge as realisti-
cally as possible. The selection of the individual bridges was done with the aim of
representative samples. Figure 6.43 shows a good consistency of the observed aver-
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Fig. 6.39 Relationship between target probabilities of failure and collapse frequencies (case III)

Fig. 6.40 Potential factors influencing the observed failure frequency of bridges

age frequency numbers and the computed individudal probability numbers; perhaps
slightly smaller observed values. The observed collapse frequencies and the com-
puted probabilities of failure are also compared in Fig. 6.44 in terms of a histogram.
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Fig. 6.41 Development of the time-dependent probabilities of failure (represented by lines) for
three examples according to Davis-Mcdaniel (2011), Frangopol and Okasha (2008), Schneider
et al. (2015) and several time-independent probabilities of failure (represented by red dots), see for
example Proske and van Gelder (2009) and Ang (2013)

Fig. 6.42 Development of the time-dependent target probabilities of failure, mainly taken from
Vogel et al. (2009), Fischer (2010), SIA 269 (2007) and Kotes and Vican (2012)

Although the histogram is not a perfect tool for comparison due to the selection of
classes, it is a strong indicator that no systematic difference between the collapse
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Fig. 6.43 Comparison of the observed collapse frequencies and computed probabilities of failure

Fig. 6.44 Histogram of the observed collapse frequencies and computed probabilities of failure

frequencies and the probabilities of failure can be observed. The probabilities of
failure show a mean value of 9 × 10−4 and a median of 1.5 × 10−4 per year whereas
the collapse frequencies show a mean value of 6 × 10−4 and a median of 8.5 × 10−5

per year. The standard deviation of the probabilities of failure is slightly higher then
the value for the collapse frequencies but in general, the statistical parameters do not
significantly differ.
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Fig. 6.45 Gardners technical hype cycle (Gardner 2016; Van Lente et al. 2011)

6.9 Further Outlook

Bridges are technical products. Technical products follow general developments over
time. For example for new technical products we know the Gardner Hype Cycle
(Gardner 2016; Van Lente et al. 2011). Figure 6.45 shows the position of several
technologies in this cycle. The figure shows that new technologies reach a peak of
expectation in the early stages of their development. With growing experience the
true potential and the negative effects are better and better estimated.

Bridges in general are far beyond the hypes and located in the region of pro-
ductivity. However in specific cases we face such hypes, for example by using new
construction material or new construction technologies. Figure 6.46 shows as exam-
ple a bridge built of the newconstructionmaterial textile reinforced concrete (Michler
2013, 2016). In general, since the product itself is well established, these specific
hypes are very limited.

The hypes in the early stages of development are often associated with major risks
that are not perceived. Figure 6.47 shows the risk development over time for certain
products. It shows that in the beginning the objective risk increases (position of data
point medicine residue in ground water in the diagram in Fig. 6.47). This fact only
takes into account the risks related to the product itself, many products however
yield to an overall decrease of risks by substituting products with higher risks. At a
certain point or usually after an accident or catastrophe related to the product, the
subjective risk awareness increases and safety measures are installed (position of
the data point mobile phone in the diagram in Fig. 6.47). This yields to a decrease
of the objective risk and the subjective risk decreases delayed. As shown in this
document, the objective risk of structures in general and for bridges specifically is
very low (position of the data point chlorofluorocarbon in the diagram in Fig. 6.47).
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Fig. 6.46 Textile reinforced concrete bridge in Germany (Picture H. Michler)

Fig. 6.47 Risk cycle adapted from Metzner (2002)

There are also no indications related to higher subjective risk awareness. Structures
are usually considered as safe by the public.

This fact is confirmed by the general usage of the technology. Figure 6.48 shows
the development of the commercial aviation subject to the risk and the part of the
population using this technology. Whereas the application of some technologies is
under discussion, such as Nuclear Power or genetically modified food, the use of
bridges never seems to be a point of discussion. In fact, people complain if bridge
access is limited due to safety concerns.
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Fig. 6.48 Development of FAR over time and development of acceptance of air traffic technology
(Starr 1969)

Several authors such asAkesson (2008), Petroski (2006), Brady (2013) and Steed-
man (2010) refer to a theory from Sibly and Walker (1977) considering major col-
lapse events of bridges over a period of more than 100 years. They consider the
Dee Bridge collapse in 1847, the Tay Bridge Collapse in 1879, the Quebec Bridge
Collapse in 1907, the Tacoma Narrows Bridge Collapse in 1940 and the Box-Girder
Bridge Failures between 1969 and 1971 as turning points in design and construction
development of bridges. They conclude that every 30 years a paradigm shift with
respect to the knowledge and understanding initiated by a bridge collapse can be
observed. The 30 year term is related to the engineering generation related to some
particular concepts and tools.

The extension of this theory by Petroski (2006) in the 1990s assuming a catas-
trophic failure of cable stayed bridges has not yet been confirmed, however the
vibration problems of the Millennium bridge in London have been associated with
this theory. These considerations and the decades and centuries of discussion about
the safety of bridges (Pugsley 1968; Jaeger 1970; Kurrer 2012; Duntemann&Subrizi
2000) and the evaluation of collapses (Tweed 1969) suggest that bridges are in a late
stage of the technological development.

6.10 Conclusion

In this chapter various studies concerned with bridge failure and bridge failure statis-
tics have been combined. The studies were combined regarding the collapse fre-
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quency and the collapse causes. In some studies, the collapse causes have been
related to the age of the bridges, to the construction material, to the static systems
and to other factors. Finally, the collapse frequencies have been compared to target
values of the probability of failure and to the computed probabilities of failure.

The investigation has shown that the observed collapse frequencies have signifi-
cantly decreased over the last two centuries. Current data indicates a cluster of bridge
collapse frequencies in the range between 10−6 and 10−4 per year.

Furthermore it can be concluded that the major cause of bridge collapses are
accidental events, mainly floods and impacts. Indirectly these causes may be related
to insufficient knowledge or errors during the design process or due to changing
service conditions of the bridges.

The estimation of the correct accidental loads remains a difficult issue. Proske
(2015) has shown that many natural accidental loads were underestimated in the last
century (floods, winds, earthquakes). Recent seismic hazard studies have confirmed
that. The same trend can be seen for technical accidental loads such as impacts.

However, if only dead and live loads are considered, then bridges showan excellent
behaviour yielding to bridge collapse frequencies in the range of 10−6 per year.

Additionally, it can be concluded that the collapse frequencies and the probabilities
of failure fit very well. If we further consider correction factors for human failures,
correlations and the time dependency of the target values of the probability of failure,
the collapse frequencies comply even better and are covered by the target function.

Based on the last section we can conclude that

• observed collapse frequencies and target probabilities are in compliance,
• the safety target for bridges is fulfilled,
• the probabilities of failure and experience can both be equivalently used for the
determination of design values and partial safety factors,

• the changes of the collapse frequencies due to limited maintenance is still to low
to be observed in the collapse data,

• bridges are an extremely safe technical product and
• bridges are in a very late stage of the development cycle of technical processes.
This late stage is usually characterised by high safety standards and sophisticated
quality procedures.

News and media is regularly reporting about the decreasing standard of the bridge
infrastructure and about collapsed bridges (Diehm and Hall 2013; Clifford Law
Offices PC 2013; Nagel et al. 2016; Nachrichten 2017). Lawyers in the U.S. provide
assistance for victims of bridge collapse accidents (Abels and Annes 2017). News
reports about collapsed bridges have even been used for research regarding the social
construction of risks (Stallings 1990).

However, all investigations carried out and conclusions drawn indicate that the
decreasing standard is not (yet) visible in collapse and casualty numbers.
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Chapter 7
Conclusion

In this book it was shown that the values of computed probabilities of failure of
bridges and the observed frequencies of collapse of bridges are comparable by using
correction factors for example for human failures and correlation values. Although
two factors can easily be applied to fit one target parameter to another, major efforts
have been undertaken to justify all parameters. Information is given for almost all of
the parameters.

Additionally the book has clearly identified the major causes of the collapse of
bridges: accidental loads. These loads could be managed adequately in the codes
of practice as we have seen in the last decades for seismic loading. As an example
Fig. 7.1 shows the distribution of damages on bridges caused by earthquakes related
to the generations of the design codes used for the bridge. It can be clearly seen
that the damages are significantly lower for bridges based on new codes with stricter
requirements. For this conclusion it was also shown that the age of the bridges has
only a minor effect.

On the other hand these loads do not also affect the stability of the bridges itself,
they also affect the conclusion in this book since their large return periods limit the
conclusions drawn from collapse data with short time periods.

In several cases the responsible authority for the selection of the design loads of
such accidental impact loads is the same authority which is financially responsible
for the strengthening of existing structures for new and updated loads. For example
if train impact loads are suggested by the railway companies, there is a semblance
of prejudice. We do not find such a semblance of prejudice for example for seis-
mic loading since the government requires simply stronger rules which have to be
implemented by the individual investors as well as organisations.

Another issue is the limited exposure of the public to such causes of collapse. We
are usually exposed to the risk of bridge failure not more than a few minutes per
day leaving aside possible traffic jams on bridges. Therefore the risk for the public
is limited. During some accidental loads further mitigation actions are taken, for
example the safety of the public during floods is often provided by limited access or
closure of bridges. Figure 7.2 shows the BlueWonder Bridge in Dresden. This bridge
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Fig. 7.1 Seismic-induced damages on bridges during the Northridge earthquake in the area of Los
Angeles with regard on the code generation for the bridge design (Wenk 2005)

Fig. 7.2 Blue wonder bridge in Dresden (Picture D. Proske)

is closed for heavy traffic during large floods since the embankment can be flooded
too which affects the load bearing capacity of the bridge. Therefore bridges may
collapse, however humans are not directly affected by the collapse of these bridges.
This conclusion is in contrast to the collapses related to impacts such as the collapses
of bridges due to ship impact and the collapses of bridges due to train impact.
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The conclusion of the book is that major causes of the collapse of bridges are
manageable from a technical point of view, there is no sudden surprise in the data.
The probabilistic safety concept is confirmed by the observed collapse frequencies of
bridges. The risk of human loss related to loads and causes is mostly limited except
for the impacts. Here we have seen disasters over the last decades with more than
200 fatalities. Therefore further improvements are recommended.

Changes in the loads related to climate change or changed maintenance strategies
are not yet visible in the collapse frequency data.
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