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Foreword

Road haulage is the only mode of transportation that can be flexibly used to serve in-

dividual customers in wide and rural areas at reasonable cost. Especially in times of

increasing virtualization of retail relationships through online-shopping, it is expected

that the continuously rising transportation volumes will mainly be carried out by road

haulage. However, the “limits to growth” of road transportation are already noticeable

through phenomena like traffic congestion, increased pollution, etc. Moreover, the mar-

ket suffers under persistently falling prices, which are mostly due to the liberalization of

European markets.

Although freight forwarding companies in the road haulage are confronted with the

pressure of both increasing costs and falling revenues, there are lots of unused capacities

in the transportation market, which can directly be observed by considering the amount

of partially loaded or even empty truck movements. Such unused capacities represent

an important potential for increasing the efficiency of the entire transportation sector.

A considerable increase of efficiency can be reached by vertical and horizontal coopera-

tion in the transportation sector, which actually means to exploit and combine all three

transportation modes: self-fulfillment, subcontracting and request exchange in coalitions

of carriers.

Vertical collaboration is a well-known and important medium for short-term capacity

expansion at variable costs in road haulage. Transportation requests can be subcontracted

to other carriers who are paid according to specific tariffs. Despite the high practical

importance of subcontracting, transportation planning considering this option of request

fulfillment is still insufficiently investigated in literature.

Further potential for even higher efficiency can be realized through joint operational

planning and request fulfillment within horizontal coalitions of freight forwarders. How-

ever, developing approaches for collaborative transportation planning of forwarders coop-

erating on the basis of equal partnership is a difficult task. The underlying planning tasks

are extremely complex and, even more complicating, the general practical conditions like

the tendency and willingness of forwarders to hide planning-relevant information against

other partners in the coalition must be respected.

The research of this book focuses on the planning tasks of freight forwarding companies

which are combining the vehicle routing and scheduling of own vehicles with the usage of
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external transportation capacities arising from vertical and horizontal cooperation with

other freight carriers. The objective of the research is to develop mechanisms which enable

the realization of almost all of the theoretically achievable potential of efficiency increase

that can be reached by including collaboration in vehicle routing; i.e., by integrating the

three possible fulfillment modes self-fulfillment, subcontracting, and collaborative request

exchange to a simultaneous way of integrated operational collaborative transportation

planning for road transport.

This book contains important findings of both practical and theoretical relevance for

the research field of transportation planning. From a practical view, it provides efficient

methods for the resolution of the highly important problems of the integrated transporta-

tion planning and the collaborative transportation planning, as well as the combination

of them. From a scientific view, the extension of the vehicle routing problem, which has

been intensively studied since many years and is still being intensively studied nowadays,

through the consideration of practice-relevant aspects of subcontracting and collaboration

broadens the spectrum of the research on transportation planning.

This book should be most suitable to researchers and students of logistics, particularly

those with an engineering background. In addition, the contents of this book might be

very interesting to those in industry who need to solve problems on the design, operation,

and management of freight transportation.

Herbert Kopfer
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1 Introduction

The increasing pressure on modern freight forwarding companies to improve profitability

as a result of ever-changing conditions and fierce competition on the transportation market

has strongly influenced their fleet management and transportation planning strategies.

In order to utilize transportation resources more efficiently, it is no longer sufficient for

freight forwarders to optimize the usage of their internal resources, but they also have to

improve the management of external relations with other carriers to exploit more cost-

saving potential embedded in cooperation. A holistic consideration of all possible options

of request fulfillment makes the operational transportation planning of modern freight

forwarders extremely complicated and new planning techniques have to be developed to

help them realize this cost-saving potential.

1.1 Request fulfillment of freight forwarding companies

A transportation request can be generally specified by a pickup location, a delivery loca-

tion, and a load of goods to be transported. There may be more restrictions related to a

request. For instance, a time window for a certain operation (pickup or delivery) defines

the time slot, in which the operation must be started. The task of freight forwarders is to

fulfill their customer requests in a cost efficient way and to make sure that the customer

requirements on service quality are met.

For the fulfillment of their acquired customer requests, forwarders can apply the follow-

ing options:

1. keeping the execution in-house using their own fleet,

2. forwarding requests to subcontractors of different types, and

3. exchanging requests with partners in horizontal coalitions.

The first option is referred to as self-fulfillment. Using exclusively the own vehicles for

the request fulfillment has been the main topic of research on vehicle routing problems,

which have been extensively studied over the past decades. The task of the planning is

to construct a set of routes and assign them to available vehicles so that all customers

are served. A route is a sequence of customer locations which starts and ends at spe-

cific depots. The primary objective is to minimize the number of used vehicles and the

secondary objective is to minimize the total travel distance or total costs of the routes.

X. Wang, Operational Transportation Planning of Modern Freight Forwarding 
Companies, Produktion und Logistik, DOI 10.1007/978-3-658-06869-1_1,
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The second option is called as subcontracting and is widely used by forwarders in practice

to increase the flexibility of their transportation capacity to deal with the fluctuating

demand on the transportation market. Due to the high fixed costs of vehicles, many

forwarders strongly downsize their own fleet to reach a maximal utilization of the own

vehicles. Usually, only a part of the acquired requests can be fulfilled using the own

transportation resources while the remaining requests are outsourced. Forwarders have

to pay for the services brought by their subcontractors for the fulfillment of the outsourced

requests.

In addition to subcontracting, freight forwarding companies can also build up horizontal

coalitions with other fellow forwarders and perform request exchange. The motivation of

considering this option lies in the cost-saving potential embedded in horizontal cooper-

ation. Through request exchange, forwarders can consolidate complimentary requests of

different coalition members and construct more efficient vehicle routes to reduce the total

costs of the entire coalition. The obtained cost-savings present the joint benefits of the

horizontal coalition that cannot be achieved by forwarders individually. The profitability

of participating forwarders can then be further improved by acquiring their shares of the

joint benefits.

Although both subcontracting and request exchange deal with transferring requests to

other cooperation forwarders, these two options are essentially different. Subcontracting

happens in vertical cooperation, while the forwarders and their subcontractors are in a

hierarchical relation and forwarders plan independently for their internal and external

capacities without explicitly coordinating with their subcontractors. On the contrary,

request exchange is performed on the basis of an equal partnership of the members in

horizontal coalitions. Besides planning for themselves (i.e. for their own fleet and, if

applicable, for their subcontractors either), all partners must try to harmonize their plans

with those of other coalition members.

Compared with the vehicle routing and scheduling problems, the research on trans-

portation planning using different options of request fulfillment is much less despite of

its high practical relevance. Especially, the topic of a simultaneous consideration of all

three options in the operational planning is still rarely studied. Moreover, an integrated

planning can be used in both static and dynamic situations. In a static planning, all

information needed for the planning is available to the planner. In a dynamic environ-

ment, however, customer requests are released during the entire time horizon and the

planner has to deal with the constant actualization of the status of the request portfolio

and the vehicles. This fact makes the consideration of the dynamic planning process a

quite challenging task in the academic research on transportation logistics. This thesis is

thus dedicated to gain an insight into the operational transportation planning of modern
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freight forwarding companies in both static and dynamic environments and to appeal to

more intensive studies in this research area.

1.2 Objectives and Structure of the Thesis

The options of fulfilling customer requests in the context of vertical and horizontal cooper-

ation offer freight forwarding companies new possibilities to reduce their operational costs

and thus improve their profitability on the much more competitive transportation market

nowadays. However, due to the high heterogeneity of these different options, it is a great

challenge to offer new planning techniques that can help forwarders realize the cost-saving

potential embedded in cooperation. The objective of this thesis is thus to design solu-

tion approaches for the optimization problems that arise in the integrated consideration

of applying more request fulfillment options simultaneously in the operation planning of

freight forwarders. These approaches should help them reduce their total fulfillment costs

and increase the operational efficiency of transportation resources as much as possible.

The thesis is organized as follows. In Chapters 2 and 3, the basic optimization problems

to be solved in the operational transportation planning are introduced. The first type of

these problems is the vehicle routing, which is the topic to be discussed in Chapter 2.

These problems need to be solved if the forwarders have to directly bear all expense of the

vehicle routes they have planned. Since this expense depends strongly on the total length

of the routes and the total working time of the drivers, the general objective of these

problems is to construct the most efficient routes while ensuring that all customers are

served. The discussion focuses on the pickup and delivery problem (PDP) in a general

form, for this problem is considered as the basic routing problem in the operational

transportation planning that will be studied in later chapters.

Chapter 3 deals with the second type of the basic decision problems in the operational

transportation planning which is called as freight consolidation. This problem needs to

be solved when forwarders are outsourcing requests to other carriers but the forwarders

themselves are not in charge of making concrete fulfillment plans for their subcontractors.

In this case, the forwarders pay for the transportation services they “buy” from their

subcontractors, while the subcontractors are responsible for generating concrete routing

plans for the fulfillment of both the outsourced requests and the subcontractors’ own

requests.

In Chapter 4, the extension of vehicle routing by subcontracting is discussed. Con-

sidering self-fulfillment and subcontracting, and disposing both own and subcontractors’

vehicles enable freight forwarders to reduce their fleet size. As a consequence, the process
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of forwarding requests to subcontractors has to be integrated into the traditional vehicle

routing and scheduling. A rigorous reduction of the own fleet enables forwarders to do

“cherry-picking”, i.e., assigning the most profitable tours to their own vehicles and filling

the gap between the own fleet capacity and customer demands by using capacities of

subcontractors. But simply doing “cherry-picking” does not really make sense unless the

outsourced requests are executed in a cost-efficient way as well. In order to minimize the

overall total fulfillment costs including both the costs of the routes for the own vehicles

and the costs for subcontracting, both options have to be considered in the operational

transportation planning in a simultaneous way, which is referred to as the integrated op-

erational transportation planning (IOTP) according to Krajewska (2008). The resulted

optimization problem which combines the problems of mode assignment (self-fulfillment

or subcontracting) and vehicle routing is called as the IOTP problem (IOTPP) and pre-

sented at the end of this chapter.

In order to solve the IOTPP presented in Chapter 4, two novel solution approaches are

proposed in Chapter 5. The first one is an adaptive large neighborhood search (ALNS)

heuristic and is developed based on the ALNS heuristic of Ropke and Pisinger (2006),

which belongs to the most powerful heuristics designed for solving the PDP (Parragh

et al., 2008b). The second approach uses the new ALNS heuristic iteratively to find

efficient vehicle routes and recombines them to generate high quality IOTPP solutions.

Chapter 6 deals with the combination of self-fulfillment and request exchange and ad-

dresses the planning problems of freight forwarding companies within horizontal coalitions.

In order to realize the cost-saving potential embedded in request exchange, cooperating

forwarders can apply centralized planning by transferring all request information and

decision-making competences to an authority of the coalition, who construct a single plan

for all coalition members. In case that coalition members want to preserve their private

information and autonomy of decision-making, decentralized planning approaches with

complicated mechanisms for the harmonization of individual plans have to be developed.

This decentralized planning is referred to as collaborative transportation planning (CTP)

(Wang and Kopfer, 2014) and modeled in this chapter.

A route-based request exchange mechanism is then presented in Chapter 7 for the CTP

of forwarders exchanging less-than-truckload (LTL) pickup and delivery requests with

time windows. This new approach is developed following the decomposition principle

of Dantzig and Wolfe (1960) under the consideration of the realistic restriction that all

collaborating partners have only limited capacities in their own fleets. Computational

study shows that this approach is very efficient and effective in terms of realizing potential

cost-savings embedded in CTP while the exposure of private information is limited and

the autonomy of the coalition members is preserved.
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The studies on the operational transportation planning of forwarders in both vertical

and horizontal cooperation, i.e., the IOTP and CTP, make it possible to study a more

general case in Chapter 8, where all available resources, i.e., the own vehicle fleet, capac-

ities of subcontractors including the common carriers, and the capacities of collaboration

partners in horizontal coalitions through request exchange, are considered systematically

in the operational transportation planning. The approach presented in Chapter 7 is then

extended to solve the complex problem and validated by a computational study.

In Chapter 9, the operational transportation planning of freight forwarders is studied in

a dynamic environment. Two approaches are developed to solve the dynamic problem by

integrating the extended route-based request exchange mechanism presented in Chapter

8 into two rolling horizon planning frameworks.

In Chapter 10, a comprehensive computational study including five tests is conducted

to have a more clear and deeper perception of the dynamic version of the CTP based

on the discussion in Chapter 9. It is analyzed how the planning results can be improved

through CTP and how the realized cost-savings are influenced by diverse factors of the

situation and by adjusting the planning settings.

Chapter 11 summarizes the main findings of this thesis and outlines future research

perspectives for the study on operational transportation planning of freight forwarding

companies.



2 Vehicle Routing

In Chapter 2 and Chapter 3, the basic decision problems in the operational transportation

planning of freight forwarding companies are introduced. If own disposable vehicles are

used for the request fulfillment, the forwarders have to solve the vehicle routing and

scheduling problems. The requests have to be assigned to different trucks, and for each

truck, the order of the visits at the customer nodes assigned to this truck has to be

specified. This topic is discussed in this chapter. The focus of the discussion lies in the

PDP, which is considered as the basic routing problem for the study of the transportation

planning in the context of IOTP and CTP in later chapters.

The problems of vehicle routing belong to the most studied combinatorial optimiza-

tion problems. A great number of specific problems in this problem family have been

discussed to which numerous publications are dedicated. Besides transportation of com-

mercial goods, these research efforts embrace a broad spectrum of real-world applications

including, for instance, solid waste collection, street cleaning, school bus routing, dial-a-

ride systems, and transportation of handicapped persons.

This chapter focuses on some basic static routing problems. We begin with a brief intro-

duction on this topic with some illustrative examples. Then, a mathematical formulation

is presented to model the PDP with time windows (PDTPW). Next, a short overview of

the algorithms proposed for the PDPTW is given. Finally, the ALNS heuristic for the

PDPTW proposed by Ropke and Pisinger (2006) is described. This heuristic will be used

and further developed in the forthcoming chapters to solve the PDPTW and some related

extended routing problems in the context of IOTP and CTP.

2.1 Introduction

The simplest problem of vehicle routing is the traveling salesman problem (TSP), which

deals with the following question: Given a set of cities a salesman has to visit and the

distances between each pair of these cities, what is the shortest route that visits each city

exactly once and returns to the origin city? This problem is one of the most famous NP-

hard problems in combinatorial optimization. According to Müller-Merbach (1983), the

research on the TSP can be traced back to 1832, when the problem was formulated for the

first time in a German manual, in which five tours through Germany are suggested and

X. Wang, Operational Transportation Planning of Modern Freight Forwarding 
Companies, Produktion und Logistik, DOI 10.1007/978-3-658-06869-1_2,
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one of them also through some Swiss cities. Figure 2.1 shows one of these five tours along

45 German cities, which is 1285 km long1. Schrijver (2005) studies briefly the history

of the research on TSP till 1960. Detailed discussions about later research can be found

in Lawler et al. (1985), Laporte (1992), Gutin and Punnen (2002), and Applegate et al.

(2006).
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Figure 2.1: A tour along 45 German cities suggested in 1832, cf. Schrijver (2005)

Another very important and intensively studied problem is the vehicle routing problem

(VRP) which was introduced by Dantzig and Ramser in 1959 (Dantzig and Ramser, 1959).

Given a set of geographically scattered customers, to whom goods are to be delivered from

the depot of a vehicle fleet, the VRP can be defined as the problem of constructing vehicle

routes to serve all customers while the total distances of all routes are minimized. It must

be assured that each customer is served exactly once by one vehicle that starts and ends

its route at the depot and the total demands of customers served in a route do not exceed

the capacity of the vehicle. The VRP can also be used to model the case when goods are

to be gathered and transported to the depot, and the vehicles are empty when they start

their routes. Figure 2.2 shows an example of the VRP with 4 vehicles and 14 customer

nodes. The capacity of the vehicles is limited to 20 and the numbers around the customer

nodes represent the demand of the customers.

Two closely related subproblems have to be considered by solving the VRP. The first

one is to assign each customer to a specific vehicle and the second one is to construct a

route for each vehicle that serves all customers assigned to it. Thus, the VRP presents

1The shortest tour with a total length of 1248 km can be found for this instance. However, if the
local conditions are taken into account, this 1832 tour might be optimum. (Schrijver, 2005)
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Figure 2.2: An example of the VRP

a generalization of the TSP and is therefore an NP-hard problem. The TSP can be seen

as a special case of the VRP while only one vehicle exists in the fleet and its capacity

is large enough to serve the total demands of all customers. Since its introduction, a

great number of scientific articles have been published. Recent reviews of the literature

on the VRP can be found in Cordeau et al. (2007), Parragh et al. (2008a), and Laporte

(2009). The two books edited by Toth and Vigo (2002a) and by Golden et al. (2008) offer

a comprehensive introduction on the VRP and its most common variants as well as an

extensive discussion about the solution methods.

In the classical VRP, all customer requests are of the same type, i.e., either delivery

requests or pickup requests. A nature extension of this problem is the VRP with Backhauls

(VRPB) which considers both request types. In the VRPB, the customer set is partitioned

into two subsets. The first subset contains the linehaul customers (delivery requests) and

each of them requires a given load to be transported from the depot to the customer

node. The second one contains the backhaul requests (pickup requests), where a given

quantity of goods have to be picked up at the customer node and transported back to the

depot. A practical restriction considered additionally is that on each route, the backhaul

customers, if any, are visited after all linehaul customers, for the fact that vehicles are

often rear-loaded and the on-board load rearrangement required by a mixed service is

difficult or even impossible at customer locations (Toth and Vigo, 2002b).

In the VRP and the VRPB, the transportation of goods between customer locations and

a depot is studied. A further extension is the PDP, which considers the transportation

of goods or persons between pickup and delivery locations without transshipment at
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intermediate locations2. Since both the pickup and delivery locations related to a request

need not be the depot, the PDP is a generalization of the VRP and the VRPB. If the

pickup location (or the delivery location) of all requests is the depot, the PDP returns

to the VRP. If either the pickup or the delivery location of each single request is the

depot, the PDP goes back to the VRPB. Some recent surveys on the PDP can be found

in Desaulniers et al. (2002), Berbeglia et al. (2007), Parragh et al. (2008b), and Cordeau

et al. (2008). Figure 2.3 shows an example of the PDP with 7 homogeneous LTL requests

(presented by the arrow with dotted lines in Figure 2.3a) and one of its possible solutions

with 3 vehicles (depicted by the arrows with solid lines in Figure 2.3b).
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(b) A solution

Figure 2.3: An example of the PDP

The routing problems can be further extended by introducing the time window at the

locations, which is defined as a time interval, in which the needed operation at the location

must be started. Time windows can be either soft or hard. Soft time windows can be

violated at a penalty cost, while hard time windows must be strictly held. In case of hard

windows, vehicles can only start the services within the associated time windows. In other

words, they have to wait at the customer locations if they arrive before the customers are

ready for the service. The extensions of the TSP, the VRP, and the PDP by time windows

can be referred to as the TSP with time windows (TSPTW), the VRP with time windows

(VRPTW), and the PDPTW, respectively. These problems can be further extended by

multiple depots. In the most general case of the PDP, each vehicle can have its own start

and end depots. In the following section, a mathematical model is presented for this case.

2The PDP is also referred to as the VRP with pickup and delivery (VRPPD) in, for instance, De-
saulniers et al. (2002) and Parragh et al. (2008b). In this thesis, the abbreviation “PDP” is used to
denote this problem.
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2.2 Mathematical model for the PDPTW

In the PDPTW, a set of transportation requests have to be fulfilled using a vehicle fleet.

Each request is specified by a pickup location, a delivery location, and a load to be

transported between these two locations. Moreover, a customer payment will be paid for

the fulfillment of a request. The objects of transportation related to the requests can

be either goods or persons. Specifically, the problem of transporting persons is referred

to as the dial-a-ride problem (DARP) in which the convenience of the people is usually

considered in the objective function. The service at each location must be started within

a time window defined by the customer and is associated with a service time. If a vehicle

arrives at a location prior to the beginning of the time window, it has to wait. The service

time indicates how long it will take to finish the service. Furthermore, some requests may

require special equipment and thus can be only served by specific vehicles in the fleet.

The vehicles for the request fulfillment can be heterogeneous. They can have different

start and end depots, different capacities, and can be differently equipped. Also the costs

related to the vehicles can vary from each other.

The task of the PDPTW is to construct a set of valid vehicle routes to serve all the

requests. A route for a vehicle is a sequence of locations, which begins at the vehicle’s

start depot and terminates at its end depot. It is valid when:

1. each customer location in this route is visited exactly once,

2. both the pickup and the corresponding delivery of a request assigned to this vehicle

are served in this route,

3. the pickup location of a request must be visited before its corresponding delivery

location,

4. the capacity of the vehicle is not exceeded, and

5. the compatibility constraints are satisfied.

The objective of the PDPTW is to minimize the total fulfillment costs. As all cus-

tomers must be served and the customer payments are fixed, minimizing the total costs

is equivalent to maximizing the total revenue, determined as the difference between the

total customer payments and the total fulfillment costs.

The PDPTW can be mathematically formulated based on Desaulniers et al. (2002) and

Ropke and Pisinger (2006) in the following way. Let R = {1, 2, . . . , n} be the set of all

requests. Define the set of pickup nodes as P = R = {1, 2, . . . , n} and the set of delivery

nodes as D = {n + 1, n + 2, . . . , 2n}. Since P = R, the origin-destination (O-D) pair of

a request r ∈ R, (r+, r−), can be specified as (u, u + n), u = r ∈ P . It is possible that
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different nodes represent the same geographical location. Denote the transportation load

required by request r as `r. The capacity requirement at the pickup node of a request

r ∈ R can be defined as `u = `r, u = r, and at its corresponding delivery node as

`u+n = −`r, u = r. The time window at node u ∈ P ∪ D is given by [bu, eu] and the

service time is defined as su.

Let K be the vehicle set including % vehicles. As not all nodes can be served by all

vehicles in K, two specific sets of pickup nodes Pk and delivery nodes Dk corresponding

to the requests that can be served by a vehicle k ∈ K can be defined, while Pk ⊆ P and

Dk ⊆ D. The start and end depots of a vehicle k are denoted as ok and o′k, respectively.

A graph of the entire problem can be defined as G = (V,A), where V = P ∪ D ∪
{o1, o2, · · · , o%} ∪ {o′1, o′2, · · · , o′%} is the node set and A = V × V is the arc set. The

distance and the travel time of an arc (u, v) ∈ A are given by duv and d′uv, respectively.

For each vehicle k, a graph Gk = (Vk, Ak) can be defined in the same way as G with

Vk = Pk ∪Dk ∪ {ok, o′k} and Ak = Vk × Vk. Each vehicle k ∈ K has a limited capacity Qk

and is associated with a fixed cost αk, a cost rate per distance unit (DU) βk, and a cost

rate per time unit β′k. It is further assumed that vehicle k ∈ K leaves its start depot ok

without any load when its time window opens at bok and eok = bok . The service time at

the depots sok and so′k , k ∈ K is defined as 0.

Three decision variables are needed in the formulation. The binary variable xuvk, u, v ∈
Vk, k ∈ K, equals to 1 if vehicle k travels from node u to node v, and 0 otherwise.

Variable tuk defines the time when the service at node u ∈ Vk starts by using vehicle

k ∈ K. Variable luk gives the load of vehicle k ∈ K after the service at node u ∈ Vk

is completed. Both variables tuk and luk are only well-defined when node u is actually

served by vehicle k. The PDPTW can be modeled as follows:

min
∑
k∈K

αk +
∑
k∈K

∑
(u,v)∈Ak

βkduvxuvk +
∑
k∈K

β′k(to′kk − bok) (2.1)

subject to: ∑
k∈K

∑
v∈Vk\{ok}

xuvk = 1 ∀u ∈ P (2.2)

∑
v∈Pk∪Dk

xuvk −
∑

v∈Pk∪Dk

xv,n+u,k = 0 ∀k ∈ K, u ∈ Pk (2.3)∑
v∈Pk∪{o′k}

xok,v,k = 1 ∀k ∈ K (2.4)

∑
u∈Dk∪{ok}

xu,o′k,k = 1 ∀k ∈ K (2.5)
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∑
u∈Vk\{o′k}

xuvk −
∑

u∈Vk\{ok}

xvuk = 0 ∀k ∈ K, v ∈ Pk ∪Dk (2.6)

xuvk(tuk + su + d′uv − tvk) ≤ 0 ∀k ∈ K, (u, v) ∈ Ak (2.7)

bu ≤ tuk ≤ eu ∀k ∈ K, u ∈ Vk (2.8)

tuk + d′u,n+u,k ≤ tn+u,k ∀k ∈ K, u ∈ Pk (2.9)

xuvk(luk + `v − lvk) = 0 ∀k ∈ K, (u, v) ∈ Ak (2.10)

`u ≤ luk ≤ Qk ∀k ∈ K, u ∈ Pk (2.11)

0 ≤ ln+u,k ≤ Qk − `u ∀k ∈ K, u ∈ Pk (2.12)

lokk = 0 k ∈ K (2.13)

xuvk ∈ {0, 1} ∀k ∈ K, (u, v) ∈ Ak (2.14)

tuk ≥ 0 ∀k ∈ K, u ∈ Vk (2.15)

luk ≥ 0 ∀k ∈ K, u ∈ Vk (2.16)

The objective function (2.1) minimizes the total fulfillment costs including both the

fixed and variable costs, while the time dependent variable cost is calculated based on the

total operating time of the vehicles. Because the fixed costs of vehicles are constant, the

corresponding term in (2.1) can be omitted and an equivalent formulation of this objective

function is given by:

min
∑
k∈K

∑
(u,v)∈Ak

βkduvxuvk +
∑
k∈K

β′k(to′kk − bok) (2.17)

Constraint (2.2) imposes that each request is served by exactly one vehicle. Constraint

(2.3) ensures that the corresponding pickup and delivery nodes are served by the same

vehicle. Constraints (2.4) and (2.5) guarantee that each vehicle begins its route at its

start depot and terminates it at its end depot. Constraint (2.6) is the flow balancing

constraint and makes sure that if a vehicle serves a customer node, it has to leave it

either. Constraints (2.7) and (2.8) determine the start time of the service at customer

nodes, which must lie in the time window, while constraint (2.7) also eliminates any

subtours. (2.9) ensures that the pickup is performed before its corresponding delivery.

Constraints (2.10)-(2.13) make sure that the load variable is set correctly along the routes

and the capacity of the vehicles is not exceeded. Moreover, constraints (2.7) and (2.10)

in this model can be linearized by introducing a big M that is a large number:

tuk + su + d′uv − tvk ≤ (1− xuvk)M ∀k ∈ K, (u, v) ∈ Ak (2.18)

luk + `v − lvk ≤ (1− xuvk)M ∀k ∈ K, (u, v) ∈ Ak (2.19)
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For the homogeneous PDPTW, to minimize the number of total used vehicles is often

considered as the primary objective, while to minimize the total variable costs of the

routes as the objective function (2.17) does or just to minimize the total distances as the

secondary one does. This means that a solution is better than another one when in the first

solution, i.e., the better one, less vehicles are used to serve all requests or both solutions

use the same number of vehicles but the total costs of the first one, especially the variable

costs, are less than that of the second one. The usage of the lexicographic objectives

is motivated by the fact that the fixed costs of a vehicle are usually much higher than

the variable costs. Actually, these two objectives can be united into one single objective

function by adding a fixed term into the objective function (2.17) by introducing a binary

variable zk, k ∈ K, which will be one if vehicle k is used or zero if not, and by setting

the fixed costs related to the vehicles αk very high. The united objective function for the

homogeneous PDPTW can be formulated as:

min
∑
k∈K

αkzk +
∑
k∈K

∑
(u,v)∈Ak

βkduvxuvk +
∑
k∈K

β′k(to′kk − bok) (2.20)

The following constraint can help decide whether a vehicle is used:∑
v∈Pk

xok,v,k ≤M · zk ∀k ∈ K (2.21)

In case that all vehicles are homogeneous, we have αk = α, Pk = P , ok = o, o′k = o′, for

all k ∈ K and the index k can be removed from these notations.

2.3 Solution approaches for the PDPTW

The PDPTW is an NP-hard problem since it is a generalization of the VRP. Great efforts

have been done in developing efficient algorithms to solve this problem and its variants

in the last three decades. In this section, the algorithms proposed for the multi-vehicle

PDP are briefly reviewed. The review is limited to the important contributions since

1990. An overview of the early stage of the research on the PDP from the early 1980s

to the mid-1990s can be found in Savelsbergh and Sol (1995). For comprehensive reviews

on the solution methods for a wider spectrum of PDP variants, the reader is referred to

Berbeglia et al. (2007); Parragh et al. (2008b); Cordeau et al. (2008).
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2.3.1 Exact algorithms

The very first exact algorithm proposed for the multi-vehicle PDP may be the algorithm

of Dumas et al. (1991). The authors use the column generation scheme by applying a

set partitioning formulation of the PDPTW. The subproblem of generating valid routes

is modeled as a constrained shortest path problem and solved by a forward dynamic

programming (DP) approach. Some small instances with up to 4 vehicles and 14 customers

and 3 vehicles and 15 customers with tight time windows are solved to optimality. Sigurd

et al. (2004) also use the column generation technique and develop an exact algorithm

to solve a practical variant of the PDP considering additionally a precedence restriction

associated with the requests. This additional restriction enables the authors to strongly

reduce the computation complexity of the shortest path problem and to solve instances

up to 580 nodes.

Another methodology that has proved successful for solving the PDP to optimality is

the branch-and-cut which does not necessarily require tight constraints that can lead to

a significant reduction of the solution space (Lu and Dessouky, 2004). Different branch-

and-cut algorithms are proposed in Lu and Dessouky (2004) and Ropke et al. (2007)

for the PDP and in Cordeau (2006) for the DARP. The algorithm of Lu and Dessouky

(2004) is developed based on a formulation of the PDP with two-index flow variables. The

authors also introduce a precedence variable in their formulation and identify several valid

inequalities based on it. Instances with up to 5 vehicles and 25 customers were solved to

optimality. Cordeau (2006) uses a three-index formulation of the DARP. Besides some

inequalities adapted from existing algorithms for the TSP and the VRP, the author also

proposes some new inequalities taking the specific structure of the problem into account.

The algorithm was able to solve instances with up to 4 vehicles and 32 requests. In

Ropke et al. (2007), two-index formulations of the PDPTW are used. However, the new

formulations contain exponential number of constraints but fewer variables. The authors

report better bounds than those obtained by previous algorithms. Instances with up to 8

vehicles and 96 requests were solved to optimality.

Motivated by the fact that set partitioning formulations of the VRP tend to provide

stronger lower bounds than formulations based on flow variables (Bramel and Simchi-Levi,

2002) and by the success of the combined approaches of branch-and-price, i.e., the column

generation scheme, and branch-and-cut in solving the VRP, Ropke and Cordeau (2009)

propose a branch-and-cut-and-price algorithm for the PDPTW. Through perturbing the

cost matrix of the pricing problem, fast algorithm can be used to solve the pricing problem

with valid inequalities. Some large instances with up to 500 requests with tight time

windows were solved using this algorithm. The latest exact algorithm for the PDPTW is
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proposed by Baldacci et al. (2011) based on a set-partitioning-like integer formulation. A

bounding procedure is used to find a near-optimal dual solution to the linear programming

(LP) relaxation of the formulation. The final dual solution is used to generate a reduced

problem containing only selected routes, which is solved either by an integer programming

solver or a branch-and-cut-and-price algorithm, depending on the size of this resulted

problem. Computational results indicate a great improvement of the performance of this

algorithm compared with the one of Ropke and Cordeau (2009).

2.3.2 Heuristic algorithms

Although the research on exact solution methods for the PDPTW has been put forward

greatly in the last several years, some limitations still have to be recognized. For instance,

only two of the algorithms described in Section 2.3.1, i.e., the algorithms of Lu and

Dessouky (2004) and Sigurd et al. (2004) deal explicitly with the heterogeneity of vehicle

fleet in terms of capacity and depots. In addition, no exact algorithm has been proposed

to solve PDPTW instances when vehicles have different cost structures. Thus, efficient

heuristics are still indispensable for solving more complex instances of the PDPTW.

Nanry and Barnes (2000) propose a reactive tabu search (TS) heuristic to solve the

PDPTW. This heuristic begins with a greedy procedure for obtaining a feasible initial

solution. Three distinct move neighborhoods that capitalize on the dominance of the

precedence and coupling constraints are used in the following search process, which is

directed by a hierarchical multi-neighborhood search strategy based on the average time

window length of the instance.

A tabu-embedded simulated annealing (SA) heuristic (Dowsland, 1995) is developed by

Li and Lim (2001) for the PDPTW. Each time a neighbor solution of the current one

is accepted, it will be further improved through a descent local search (LS) algorithm.

After some consecutive iterations without any improvement of the current solution, the

heuristic restarts from the current best solution. A further contribution of this work is the

generation of benchmark instance sets based on the VRP instance of Solomon (1987). The

instance data and the best-known solutions can be found on the special website operated

by SINTEF3.

Similar neighborhood structures as defined in Nanry and Barnes (2000) are used in

the TS heuristic proposed by Lau and Liang (2002). The authors use a partitioned

insertion heuristic as the construction algorithm to generate initial feasible solutions,

which combines the ideas of a simple insertion heuristic and an adapted version of the

swap heuristic widely used for the VRP.

3 http://www.sintef.no/Projectweb/TOP/PDPTW/Li--Lim-benchmark

http://www.sintef.no/Projectweb/TOP/PDPTW/Li--Lim-benchmark
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Xu et al. (2003) propose a column generation based algorithm for a practical PDPTW,

in which a series of restrictions commonly encountered in real-world applications includ-

ing multiple time windows, working hours of drivers, and compatibility of requests are

considered. A DP is used to solve the subproblem. A final solution is obtained by solving

a restricted version of the set partitioning type formulation containing only the routes

constructed by an integer programming solver during the column generation phase.

A grouping genetic algorithm is proposed by Pankratz (2005). This heuristic uses a

group-oriented genetic encoding scheme and each gene represents a group of requests

assigned to a single vehicle. Because the routing information within a gene is not directly

handled by the genetic operators, additional data structures are used and a separate

heuristic is called while decoding a chromosome.

In order to improve the quality of the initial solutions, an insertion-based construction

heuristic is proposed by Lu and Dessouky (2006). Besides the distance increase, two new

criteria are considered in the evaluation. The first one is the time window slack reduction

which concerns the possibility of inserting more requests in the route in the following

iterations. The second one is called as crossing length percentage, based on which a

visual attractiveness is measured.

Bent and van Hentenryck (2006) propose a two-stage hybrid algorithm for the PDPTW.

In the first stage, the number of total used vehicles is minimized using a simple SA

heuristic. In the second stage a large neighborhood search (LNS) heuristic introduced in

Shaw (1997) is used to minimize the total costs further. The neighborhood is defined as

the set of solutions that can be reached by relocating up to a certain number of requests.

The authors also report their results on some sets of the benchmark instances of Li and

Lim (2001) in a previous article in Bent and van Hentenryck (2003).

Ropke and Pisinger (2006) extend the LNS heuristic by an adaptive mechanism and

propose an ALNS heuristic for the PDPTW. This heuristic belongs to the most successful

heuristic algorithms in solving the PDPTW benchmark instances of Li and Lim (2001)

until present for the fact that it has found the best-known solutions for a great part of

these instances, and primarily, the large instances. A more detailed description of this

heuristic is given in the following section.

2.4 The ALNS heuristic of Ropke and Pisinger (2006)

In this section, the ALNS heuristic proposed by Ropke and Pisinger (2006) for the

PDPTW is presented. Because of the success of this heuristic in the PDPTW litera-

ture, it is chosen as the solution methodology for the PDPTW and is further developed



18 2 Vehicle Routing

for the related problems in the context of IOTP and CTP considered in this thesis. It is

not intended here to show every detail of this heuristic and the reader is thus referred to

the original paper of Ropke and Pisinger (2006) for a more comprehensive description of

the heuristic and its implementation, settings, and performances.

2.4.1 General ideas

That the ALNS heuristic contains several different types of removal and insertion oper-

ators enables a dynamic switch among these operators guided by the search process to

achieve better results. Algorithm 1 gives an overview of the entire approach. In each

iteration of the ALNS, one removal and one insertion operator is chosen (line 4) and used

on the current solution s to generate a new solution s′ in a large neighborhood (lines

5-7). The probability of applying a removal or an insertion operator is adapted during

the search process (lines 14-15).

Algorithm 1 ALNS heuristic

1: initialize start solution s
2: sbest := s
3: while stopping criterion not met do
4: select removal and insertion operators according to their weights
5: s′ := s
6: remove requests from s′ using the chosen removal operator
7: reinsert requests into s′ using the chosen insertion operator
8: if f(s′) < f(sbest) then
9: sbest := s′

10: end if
11: if accept (s′, s) then
12: s =: s′

13: end if
14: if weight update criterion met then
15: update weights of operators
16: end if
17: end while
18: return sbest

Different from the earlier LNS heuristic in Shaw (1998) which uses a simple descent

search strategy, the ALNS heuristic is embedded in an SA framework, which also accepts

declined solutions in the neighborhood under circumstances to avoid being trapped at

local optima. Algorithm 2 shows the general steps of an SA heuristic. Given an initial

solution s, the local search process of the SA starts. In each iteration, a neighbor solution

s′ of the current solution s is generated. If s′ is a better one than s (line 8), i.e., the
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objective function value f(s′) is smaller than f(s) for a minimization problem, it will

be accepted as the new current solution for the next iteration. If s′ is worse than s, a

probability value e−
f(s′)−f(s)

T is calculated based on the increment of the objective function

value f(s′) − f(s) and the current temperature T in this iteration. A random value is

generated in the range of [0, 1] and compared with this probability. The neighbor solution

s′ will be accepted when the random value is smaller than the probability (line 10). The

temperature decreases from the initial value T0 every iteration according to a cooling rate

ς, which lies in (0, 1) (line 13). Thus, the possibility to accept the same decrement of

the objective function value declines with the temperature and the algorithm gradually

converges.

Algorithm 2 SA heuristic

1: initialize start solution s
2: sbest := s, T := T0

3: while stopping criterion not met do
4: generate a neighbor solution s′

5: if f(s′) < f(sbest) then
6: sbest := s′

7: end if
8: if f(s′) ≤ f(s) then
9: s := s′

10: else if random[0, 1] < e−
f(s′)−f(s)

T then
11: s := s′

12: end if
13: T := T × ς
14: end while
15: return sbest

2.4.2 Removal operators

Three removal operators are used in the ALNS to remove a given number of requests from

the current solution: random removal, worst removal, and the Shaw removal.

The first two removal operators are simple to follow. Random removal randomly chooses

requests and removes them from vehicle routes. Worst removal iteratively removes the

request with the highest marginal cost, which is calculated as the difference of the route

costs with and without this request.

The Shaw removal is the most complicated one and originally proposed in Shaw (1997)

and Shaw (1998). It systematically removes requests that are similar. The motivation of

using this operator is that the more similar the removed requests are, the more options

there are to switch these requests and thus the higher the possibility is to find better
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solutions. The similarity of two requests r1, r2 ∈ R is evaluated according to a relatedness

measure R(r1, r2). The lower the measurement is, the more related, i.e., similar according

to the current solution, these two requests are. Denote the pickup and delivery locations

of two requests r1, r2 ∈ R as r+
1 , r

+
2 and r−1 , r

−
2 , respectively. Define tu as the time when

service at the node u ∈ P ∪D starts and Kr as the set of all vehicles that can serve request

r ∈ R. The relatedness measure R(r1, r2) can be calculated according to the following

formula:

R(r1, r2) =φ(dr+1 r
+
2

+ dr−1 r
−
2

) + χ(|tr+1 − tr+2 |+ |tr−1 − tr−2 |)

+ ψ|`r1 − `r2|+ ω(1− |Kr1 ∩Kr2|
min{|Kr1|, |Kr2 |}

)
(2.22)

This measure consists of four term: a distance terms, a time term, a load term, and a

vehicle compatibility term that considers the vehicles that can be used to serve the two

requests. The last term can be omitted when all requests can be served by all vehicles.

The authors also suggest normalizing duv, tu, and `r, u, v ∈ P ∪D, r ∈ R by scaling these

parameters in the interval of [0, 1], so that 0 ≤ R(r1, r2) ≤ 2(φ + χ) + ψ + ω. It must

be mentioned that the relatedness measure of two specific requests may differ according

to different solutions, because the routes in which these two requests are planned may be

different and thus the time term may vary from each other.

By applying the worst removal and the Shaw removal, a randomness is additionally

introduced. The purpose is to avoid situations where the same requests or the same pairs

of requests are removed over and over again.

2.4.3 Insertion operators

Two parallel insertion operators are used in the ALNS heuristic. All these operators

iteratively construct several vehicle routes at the same time. In each iteration, one request

is inserted into the solution. Thus, they can directly be used as the construction heuristic

for the ALNS to generate initial solutions.

The first one is called the basic greedy heuristic. This operator first evaluates the in-

sertion cost crk, defined as the increment of the route cost after request r is inserted into

route k at the best possible position in this route, for all requests that have not been yet

planned in any route, and for all vehicle routes. If a request cannot be inserted into a route

without violating any restriction, the insertion cost is set to ∆crk = ∞. After that, the

cost of inserting request r into the current solution can be defined as ∆cr = mink∈K ∆crk.

This is the cost of inserting this request into the solution at its best position overall. Then,

the request with the smallest best insertion cost cr among all requests that have not been
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inserted into any route is chosen and inserted into the solution at its best position overall.

The process is repeated until no more insertions are possible.

The second type of insertion operators is the regret heuristics. Besides the evaluation of

the direct insertion cost, they additionally estimate the consequence cost of not inserting

a request in the current iteration. The request with the highest consequence cost is then

inserted. After having evaluated the insertion cost ∆crk for all requests not planned in

any route, the regret heuristics calculate for each of these requests a regret value c∗r, and

insert the request with the largest regret value into the solution at its best position overall.

Ties are broken by choosing the request with the lowest insertion cost cr.

The regret value can be determined in the following way. Sort the insertion costs for

each not planned request into different routes in the solution ∆crk in ascending order.

Then, we can use the variable ζri = 1, 2, . . . , |K| instead of the vehicle index k in ∆crk to

obtain the sorted list of the insertion cost as < ∆crζr1 ,∆crζr2 , . . . ,∆crζri , . . . ,∆crζr|K| >.

Thus, the i’th element in the list is the i’th smallest insertion cost of request r. The regret

value c∗r can be calculated in a regret-q heuristic as:

c∗r =

q∑
i=1

(∆crζri −∆crζr1) (2.23)

If some requests cannot be inserted into at least |K| − q + 1 routes, then the request

that can be inserted in the fewest number of routes but at least in one route is chosen

and inserted at the best position overall. Ties are broken by choosing the request with

the lowest best insertion cost cr.

Due to the tie-breaking rules, the basic greedy insertion heuristic can be seen as the

regret-1 heuristic. Specifically, so long as it is possible, the five heuristics: regret-1, regret-

2, regret-3, regret-4, and regret-|K| heuristics are used in the ALNS algorithm.

2.4.4 Adaptive operator choice

In each iteration of the ALNS heuristic, only one insertion and one removal operator are

chosen and applied to the current solution. The roulette wheel selection principle is thus

used for the operator choice. Suppose that there are m operators that can be chosen and

the i’th operator is assigned a weight wi, i = 1, . . . ,m. Then, an operator will be chosen

with the probability wi/
∑m

i=1wi. All operators are assigned the same weight at the very

beginning of the search process.

Instead of using a predefined weight setting for all instances, an adaptive mechanism

that dynamically adjusts the weights of the operators is used. To achieve this, the entire
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search process is divided into many segments, each including 100 iterations. Each operator

has a score of 0 at the very beginning. This score will be increased by predefined amounts

if (1) the last combination of removal and insertion operators has resulted in a new

best solution, (2) the last combination of removal and insertion operators has resulted

in a solution that has not been accepted before, and this new solution is better than

the current solution, or (3) the last combination of removal and insertion operators has

resulted in a solution that has not been accepted before, and this new solution is accepted

despite that it is worse than the current solution. In each of the three cases both the

removal and insertion operators are given the same score.

At the end of each segment, the weights are updated based on the recorded scores.

Denote the weight of operator i in the s’th segment as wis. The weight of operator i in

the next segment s+ 1 is determined as:

wi,s+1 = wis(1− λ) + λ
πi
θi

(2.24)

where πi is the score operator i won in the last segment, θi is the number of times it was

attempted to use this operator in the last segment, and λ is a control parameter that

determines how quickly the weight adjustment reacts to changes in the effectiveness of

the operators.

2.4.5 Further settings

Since the ALNS heuristic uses an SA framework, the choice of a good cooling plan can

have a great influence on its performance. Given the strategy of reducing temperature

using the expression T = T · ς, it is important to choose a good start temperature T0.

The ALNS heuristic specifies the parameter for each single instance individually based

on the initial solution generated by the construction heuristics which are the insertion

operators. The start temperature is then set in such a way that the heuristic will accept

with probability of 50% a solution that is 5% worse than the initial solution. The decline

percentage parameter is calculated based on the total variable route costs. The bigger

this parameter is, the slower the convergence of the SA process is. On the other hand, if

this parameter is set too small, the ALNS heuristic can be trapped in local optima easily.

To introduce additional randomness in the search process and thus to improve the

overall performance of the heuristic, a noise term is added in the objective function.

Every time the insertion cost ∆crk is calculated, a random number as noise in the interval

[−maxN,maxN ] is also calculated and used to modify ∆crk to ∆c′rk = max{0,∆crk +

noise}. The parameter maxN is defined as η · maxu,v∈V {duv}, where η is a control
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parameter. Also the decision if the noise should be used is adapted using the same idea

presented in Section 2.4.4.

The ALNS heuristic can be applied to solve PDPTW with homogeneous and heteroge-

neous vehicle fleet. For the homogeneous case, the objective is primarily to minimize the

total used vehicles and then the total costs. Thus, a two-phase method is used to solve

the PDPTW with homogeneous fleet. The first stage is called the vehicle minimization

stage and works as follows: First of all, an initial feasible solution in which all requests

are served is constructed. After that, one route is removed from this feasible solution.

The requests in the removed route are put into a request bank and each of them is given

a very high penalty cost. An LNS heuristic without adaptive mechanism is then used to

solve this problem. The high penalty costs make the heuristic try to insert all requests

in the bank into vehicle routes. As long as a feasible solution is found, one new route

is removed from the solution and the process repeats. If the LNS heuristic fails to find

a feasible solution after a predefined number of iterations and more than 5 (inclusive)

requests are unplanned in the request bank, this stage terminates. Otherwise, the whole

stage terminates when a maximum iteration number is reached. The last feasible solution

is used as the initial solution for the second stage, in which the heuristic is used normally

to minimize the total costs.
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In this chapter, the second type of the basic decision problems in the operational trans-

portation planning of freight forwarding companies is discussed. Besides the possibility

of disposing vehicles for the fulfillment of customer requests, forwarders can also transfer

some requests to common carriers. In this case, the forwarders do not have to create

any routing plan for the common carriers but just pay the freight charges calculated for

every O-D pair based on predefined tariff structure. In order to minimize the total freight

charges for LTL requests, forwarders can take advantage of economy of scale through

consolidating their requests before releasing them to common carriers. The problem of

bundling LTL requests to minimize the total charges is called the freight consolidation

problem (FCP).

This chapter is organized as follows. Section 3.1 gives an introduction on the FCP.

A formal definition of the FCP and a mixed integer programming (MIP) model of this

problem are presented in Section 3.2. In order to solve the FCP, two heuristic approaches

are presented in Section 3.3. Results of the computational experiments are reported in

Section 3.4. Finally, this chapter is concluded in Section 3.5.

3.1 Introduction

Transferring some requests to common carriers and just pay for the transportation services

bought is a very practical strategy to acquire additional flexible capacities for the short-

term. This option may be very interesting for freight forwarders if some requests can

hardly be consolidated with other ones to construct efficient routes or simply in case the

total capacities of the own disposable vehicles are not enough.

If some requests are outsourced to common carriers, the responsibility of the trans-

portation of these requests is also transferred to them. LTL requests can be consolidated

with other requests that the common carriers have acquired from their own customers

and served by the common carriers’ vehicles. Since the concrete routing plan is unknown

to the forwarder, a payment for the transportation service based on characters of the

routes in which the outsourced requests are fulfilled is not valid. Instead, a more general

payment scheme is used. Quotations for the services are proposed based on the common

carriers’ fixed tariff tables under nonlinear consideration of distance, weight and type of

X. Wang, Operational Transportation Planning of Modern Freight Forwarding 
Companies, Produktion und Logistik, DOI 10.1007/978-3-658-06869-1_3,
© Springer Fachmedien Wiesbaden 2015
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goods specified in the tasks (Ballou, 1999; Kopfer, 1992). Generally, the more loads are to

be transported as well as the longer the mileage is, the less the average transportation cost

per ton per kilometer is. This characteristic of such tariff structures reflects the economy

of scale in transportation.

The objective of the FCP is to construct least-cost flows for the freight calculation so

that the total charges paid to the common carriers are minimized. In the FCP, flows of

goods of a request can be delivered to locations of other requests and consolidated with

other requests over common arcs. The freight charge is calculated for each single arc used

in the FCP solution. It is worth mentioning that the result of the FCP does not imply

any specification for the execution of a bundle of requests but only provides a basis for

determining the total freight charges.
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(a) Requests without bundling
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(b) Bundles of requests

Figure 3.1: An example of freight consolidation

Figure 3.1 shows an example of consolidating LTL requests studied in the FCP. In Figure

3.1a, six LTL pickup and delivery requests are depicted. A result of the consolidation is

given in Figure 3.1b. Three bundles are constructed in this result: {1}, {2, 3}, and

{4, 5, 6}. Request 1 can hardly be consolidated with other requests and represents a

single-request bundle. The freight charge for its fulfillment remains the same before and

after the consolidation process. This charge is calculated as the charge for the arc (1+, 1−)

as:

γ1 = c1+1− = f(q1+1− , d1+1−) = f(`1, d1+1−)

cuv = f(quv, duv) is the cost function used for the freight calculation which captures the

degressive character of the tariff table. q1+1− is the total load transported over the arc
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(1+, 1−), d1+1− is the distance of this arc, and `1 is the load of request 1. Requests 2 and

3 share both a pickup region and a delivery region and can be well consolidated. Before

the freight consolidation, the two requests are separately charged as:

γ2 = c2+2− = f(q2+2− , d2+2−) = f(`2, d2+2−)

γ3 = c3+3− = f(q3+3− , d3+3−) = f(`3, d3+3−)

After consolidation, three arcs (2+, 3+), (3+, 2−), and (2−, 3−) are used and three charges

are calculated as:

γ2 + γ3 = c2+3+ + c3+2− + c2−3−

= f(q2+2− , d2+2−) + f(q3+2− , dr+3 r
−
2

) + f(q3+2− , d3+2−)

= f(`2, d2+3+) + f(`2 + `3, d3+2−) + f(`3, d2−3−)

Suppose that `2 = `3 and d2+2− = d3+3− , and without consolidation these two requests

will be charged the same amount of 280 monetary unit (MU) based on a cost rate ψ1

per ton per kilometer which is dependent on ` and d. After consolidation, a cost rate

ψ2 higher than ψ1 will be applied for the arcs (2+, 3+) and (2−, 3−), and each of these

two arcs will be charged 100 MU. For the third arc (3+, 2−) however, since the load is

doubled, a cost rate ψ3 will be applied which is larger than ψ1 but far below 2ψ1 because

of the degressive cost function. This leads to a charge for this arc in the amount of 330

MU. As a result, 280 + 280 − 100 − 100 − 330 = 30 MU can be reduced through freight

consolidation. The case of the third bundle {4, 5, 6} is similar.

Early research on the FCP can be found in Kopfer (1990, 1992). An A*-algorithm and a

genetic algorithm are proposed to solve the FCP. The scenario studied in these two articles

is similar to the situation in the VRP, which means all requests have the same pickup

location which is the depot. FCP with transportation requests with different pickup and

delivery locations as the case in the PDP is studied as part of the IOTPP in Krajewska

and Kopfer (2009). A mathematical formulation of the FCP is proposed in this paper.

However, no computational result based on this formulation is reported. In order to solve

the complicated IOTPP, a TS heuristic is proposed. Another mathematical formulation

only for the FCP is proposed by Struwe et al. (2012). The authors also present an SA

to solve this problem and compare the performance of this heuristic with the optimal

solutions obtained by using their MIP model.
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3.2 Mathematical formulation

The FCP with LTL pickup and delivery requests can be formulated according to Struwe

et al. (2012) in the following way. The FCP can be formally defined on a graph G = (V,A).

Let R = {1, . . . , n} denote the set of n requests. P = {1, . . . , n} is the set of pickup

locations and D = {n+1, . . . , 2n} is the set of delivery locations. Even when two or more

customer nodes refer to the same geographical location, they are represented by different

nodes in V . Each request r ∈ R represents the transportation of an amount of goods `r

from the pickup node r+ = r ∈ P to the corresponding delivery node r− = r + n ∈ D.

Define V = P ∪ D, which is the set of all customer nodes. For each arc (u, v) ∈ A =

V × V , a distance duv ≥ 0 and a capacity limit Quv are given. It is further assumed

that the graph is a symmetric one, so that duv = dvu, for all u, v ∈ V . If the amount

of loads quv ≤ Quv is transported over arc (u, v), the freight charge for this freight flow

cuv is calculated according to a cost function cuv = f(quv, duv). Due to the economic of

scale, the average cost reduces with increasing degree of resource utilization. We thus

have the two degressive properties of this cost function: c(q1, d) + c(q2, d) ≥ c(q1 + q2, d)

and c(q, d1) + c(q, d2) ≥ c(q, d1 + d2). The first property indicates that for the same

transportation distance, the more loads are transported, the lower the cost rate is. The

second one means that for a given load, the longer the distance is, the lower the average

cost is.

The task of the FCP is to find a path pr = (r, . . . , r + n) for each request r ∈ R, which

begins at its pickup location r, over some nodes belonging to other requests, and ends at

its delivery location r+n in the way that the total freight charges paid for all used arcs are

minimized. If request r is not consolidated with other requests for the freight calculation,

its path is (r, r + n). Let Ar be the set of arcs in path pr. Freight charges cuv will be

determined for each arc (u, v) ∈ {(u, v)|(u, v) ∈ ∪r∈RAr}. For a given arc (u, v) ∈ A, let

Ruv ⊆ R be the set of requests with arc (u, v) in their paths. cuv will be calculated as

f(
∑

r∈Ruv
`r, duv) instead of

∑
r∈Ruv

f(`r, duv), while
∑

r∈Ruv
`r must not exceed the flow

capacity Quv on the arc. For those arcs with Ruv = ∅, cuv = f(0, duv) = 0. The objective

of the FCP is to minimize the total freight charges C =
∑

(u,v)∈A cuv.

The FCP consists of two dependent subproblems. The first one is to divide R into m

request bundles with ∪mi=1Bi = R and Bi ∩ Bj = ∅,∀i, j = 1, . . . ,m, i 6= j. A bundle

with only one request is a single-request bundle. A subgraph Gb = (Vb, Ab) of G can be

defined for each bundle b = B1, . . . , Bm. Vb is the customer node set of requests in b,

Ab = Vb × Vb. The second subproblem is to find a spanning tree Tb = {[u, v]|(u, v) ∈
∪r∈bAr} of undirected edges [u, v] ignoring the directions of the arcs for each bundle b on

Gb, b = B1, . . . , Bm, in such a way that for each request in this bundle a feasible path pr
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is defined and the total freight charges are minimized. Denote T ′b as the set of arcs used

in bundle b according to Tb, the total freight charges of request bundle b can be calculated

as Cb =
∑

(u,v)∈T ′b
cuv.

It is further to be ensured that none of the nodes in Vb is merely used as a consolidation

or a deconsolidation point for other requests, without being consolidated or deconsolidated

with those requests. In other words, no customer node is allowed to be used solely as

a (de)consolidation point for other requests. Figure 3.2 shows two examples of these

undesirable situations that must be forbidden in the FCP.

1+

1−

2+
2−

3+

3−

Pickup (+) and delivery (-) locations

(a) Consolidation point (3+)

1+

1−

2+

2−3+

3−

4+

4−

Pickup (+) and delivery (-) locations

(b) Deconsolidation point (4−)

Figure 3.2: Examples of forbidden (de)consolidation

In Figure 3.2a, requests 1 and 2 are consolidated at the pickup location of request 3.

However, they are not further consolidated with request 3 that actually belongs to the

single-request bundle including only request 3 (depicted by the dotted line). In Figure

3.2a, requests 1 and 2 are correctly consolidated but inappropriately deconsolidated at

the delivery location of request 4, where the load of request 4 cannot actually be deconsol-

idated from this bundle {1, 2}. The dotted line shows the right flows of the second bundle

with requests 3 and 4, where at the location 4− the load of request 4 is deconsolidated

with those of request 3.

In order to model the FCP, the graph G can be extended by introducing a fictive depot

0 to G′ = (V ′, A′), with V ′ = V ∪{0}, A′ = V ′× V ′ and du0 = d0u = 0 for all u ∈ V . The

path pr can be extended to a fictive round tour θr = (0, r, . . . , r+n, 0), which starts from

and ends at the fictive depot 0. Let quv ∀u, v ∈ V be the loads over arc (u, v). The binary

variable xuvr ∀u, v ∈ V, r ∈ R will be one if and only if arc (u, v) is part of θr. Variable

zuv ∈ {0, 1} ∀u, v ∈ V will be one if and only if arc (u, v) is used in any path. Variable

wur = 1, . . . , n, ∀u ∈ V, r ∈ R is an additional variable used for labeling nodes in tours so
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that subtours are eliminated. The FCP aims to create n fictive round tours which yield

minimal freight charges and can be modeled as follows:

min C =
∑

(u,v)∈A

cuv =
∑

(u,v)∈A

c(quv, duv) (3.1)

subject to:

x0rr = x(r+n)0r = 1 ∀r ∈ R (3.2)∑
v∈V ′

x0vr =
∑
u∈V ′

xu0r = 1 ∀r ∈ R (3.3)∑
u∈V ′

xuvr =
∑
u∈V ′

xvur ∀r ∈ R, v ∈ V (3.4)

wur − wvr +M · xuvr ≤M − 1 ∀r ∈ R, u, v ∈ V, u 6= v (3.5)

M · zuv ≥
∑
r∈R

xuvr ∀u, v ∈ V (3.6)∑
u∈V

zuv ≤ 1 ∀v ∈ D (3.7)∑
v∈V

zuv ≤ 1 ∀u ∈ P (3.8)

quv =
∑
r∈R

xuvr · `r ∀u, v ∈ V (3.9)

quv ≤ Quv · zuv ∀u, v ∈ V (3.10)

xuur = 0 ∀u ∈ V ′, r ∈ R (3.11)

zuu = 0 ∀u ∈ V (3.12)

xuvr ∈ {0, 1} ∀u, v ∈ V ′, r ∈ R (3.13)

quv ≥ 0 ∀u, v ∈ V (3.14)

zuv ∈ {0, 1} ∀u, v ∈ V (3.15)

wur ≥ 0 ∀u ∈ V, r ∈ R (3.16)

The objective function (3.1) minimizes the total freight charges for all used arcs. Con-

straints (3.2)-(3.4) imply that θr is a round tour which starts and ends with arcs (0, r)

and (r + n, 0), respectively. Constraint (3.5) eliminates subtours. Constraints (3.6)-(3.8)

limit the number of incoming or outgoing arcs connected with delivery or pickup nodes

to exclude pure (de)consolidation points. Constraints (3.9) and (3.10) ensure that the

capacity restriction is held. Constraints (3.11) and (3.12) forbid self-cycles.
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3.3 Solution methodology

Due to the complex bundling structures, the FCP with pickup and delivery requests

is a very difficult combinatorial optimization problem. In this section, two heuristic

approaches are presented. The first one is an LS heuristic developed based on the TS

heuristic in Krajewska et al. (2008) and Krajewska and Kopfer (2009). The original TS

heuristic is used to solve the IOTPP which is the main topic in the next two chapters.

This heuristic is adapted to solely solve the FCP by considering only the fulfillment option

of common carriers. The second heuristic is an SA algorithm proposed by Struwe et al.

(2012), which searches more thoroughly in the neighborhood.

3.3.1 A local search heuristic

The LS heuristic for the FCP is implemented based on the TS heuristic of Krajewska

and Kopfer (2009), in which specific operators are used to deal with the FCP. A more

detailed description of the TS heuristic can be found in Krajewska et al. (2008). As it is

suggested in Krajewska et al. (2008) that no specific tabu setting is needed for the FCP

and the functionality of simultaneously generating vehicle routes is excluded, the original

TS heuristic degrades to an LS heuristic. Algorithm 3 shows an outline of the whole

heuristic.

Algorithm 3 Local search heuristic

1: initialize start solution s
2: sbest := s
3: while stopping criterion not met do
4: randomly choose a request r
5: if r belongs to a request bundle with two or more requests then
6: remove r from the bundle through applying single-shifting-move to s
7: if s is not feasible then
8: repair solution s
9: end if

10: if f(s) < f(sbest) then
11: sbest := s
12: end if
13: end if
14: insert r into s using the insert-into-flow-move
15: if insertion successful and f(s) < f(sbest) then
16: sbest := s
17: end if
18: end while
19: return sbest
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The first step is to generate a feasible start solution. The most simple way to do this

for the FCP is to build a single-request bundle for each request r ∈ R without doing

any consolidation at all. As a result, the path of each request r is pr = (r+, r−). After

the start solution is initiated, the iterative process starts and three operators are used to

search the neighborhood: the single-shifting-move, the repair procedure, and the insert-

into-flow-move.

The single-shifting-move is applied when a request has to be removed from a con-

solidated request bundle that consists of more than two requests. Figure 3.3 gives an

example of this operator. The consolidated bundle of requests 1 to 4 is shown in Figure

3.3a. Given that request 4 has been chosen in line 4 to be removed from the consolidated

bundle. The single-shifting-move first removes request 4 from the bundle. This is per-

formed by removing the two locations 4+ and 4− from all paths containing any of them.

In this case, they are the paths of requests 1 and 2, while p1 = (1+, 2+, 3+, 3−, 4−, 1−)

and p2 = (2+, 3+, 3−, 4−, 2−). After removing 4− from these two paths, they become

p1 = (1+, 2+, 3+, 3−, 1−) and p2 = (2+, 3+, 3−, 2−). This can be seen in Figure 3.3b. At

last, a single-request bundle of request 4 is constructed with its path as p4 = (4+, 4−) (the

dotted line in Figure 3.3b).

1+

1−

2+

2−

3+

3−

4+

4−

Pickup (+) and delivery (-) locations

(a) Request bundle before removal

1+

1−

2+

2−

3+

3−

4+

4−

Pickup (+) and delivery (-) locations

(b) Request bundles after removal

Figure 3.3: An example of the single-shifting-move

However, removing requests from bundles using the single-shifting-move does not always

yield feasible solutions. An example of this failure is shown in Figure 3.4a, when request

3 is chosen to be removed from the bundle {1, 2, 3, 4} as shown in Figure 3.3a. After

removing the pickup and delivery locations associated with request 3, the paths of the

other requests become p1 = (1+, 2+, 4−, 1−), p2 = (2+, 4−, 2−), and p4 = (4+, 4−).

A repair procedure described in Algorithm 4 must be applied to the infeasible solution.
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1+

1−

2+

2−

3+

3−

4+

4−

Pickup (+) and delivery (-) locations

(a) Infeasible bundle after removal

1+

1−

2+

2−

3+

3−

4+

4−

Pickup (+) and delivery (-) locations

(b) Request bundles after repair

Figure 3.4: An example of the repair procedure of the LS heuristic

Algorithm 4 Repair procedure of the LS heuristic

1: for all (u, v) ∈ T ′b do
2: if quv > Quv then
3: repeat
4: remove any request r, (u, v) ∈ Ar from b
5: construct path pr = (r+, r−) for r
6: delete r+, r− from all remaining paths of requests in b
7: until quv ≤ Quv

8: end if
9: end for

10: for all r ∈ b do
11: if pr = (r+, . . . , l+,m, . . . , r−) and pl 6= (l+,m, . . . , l−) then
12: remove l from b
13: construct path pr = (r+, r−) for r
14: delete r+, r− from all remaining paths of requests in b
15: end if
16: end for
17: for all r ∈ b do
18: if pr = (r+, . . . , n, l−, . . . , r−) and pl 6= (l+, . . . , n, l−) then
19: remove l from b
20: construct path pr = (r+, r−) for r
21: delete r+, r− from all remaining paths of requests in b
22: end if
23: end for
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Suppose that a request has been removed using the single-shifting-move from bundle b

and b becomes infeasible after the removal. T ′b is the set of arcs used in all requests’

paths in b. The repair procedure first checks the load situation over all arcs (lines 1-9).

Then, the feasibility of consolidation and deconsolidation is checked and repaired when

necessary. For the case of Figure 3.3a, this part of the repair procedure works in the

following way. For request 1, its path is p1 = (1+, 2+, 4−, 1−). The first pickup location

after 1+ is 2+ and 2+ is followed directly by 4−. Then, it checks if the path of request 2 has

the pattern (2+, 4−, . . . , 2−) and it is true. Then the procedure goes to the next location

in p1 and gets 4+ which follows after 2−. Then, it checks if p4 is like (4+, . . . , 2+, 4−) and

the answer is false. Thus, the request 1 is removed from the bundle and its new path is

p1 = (1+, 1−). The path of request 2 can be repaired in a similar way. As a result, the

bundle is completely destroyed after the repair (Figure 3.3b).

The insertion operator works in the following way. Given a request r that should be

consolidated with other requests, it first searches for some neighbor nodes that can be

used as a consolidation point near the pickup node r+ and than randomly chooses one

of them as the basic point for insertion. Figure 3.5a illustrates an example. Nodes n1,

n2, and n3 are the neighbor nodes of r+, and the node n3 is chosen as the basic point.

The operator then tries to insert the pickup node r+ in all arcs to which the basic point

belongs as well as to construct a direct link to the basic node. In the example of Figure

3.5, these are the three arcs (n1, n3), (n2, n3), and (n3, n4), which are depicted by the thick

solid lines in Figure 3.5a. Figures 3.5b to 3.5d show the three possibilities of inserting r+

into existing arcs and Figure 3.5e illustrates the case of a direct link. The best possibility

with the lowest cost increment is then chosen.

The LS heuristic stops after 10,000 iterations in total or after 3,500 iterations without

any improvement of the best solution found.

The insertion of the corresponding delivery location functions in a similar manner. Some

nodes near the delivery node in the bundle in which the pickup node is inserted are found.

One of them is then chosen as basic point. All possible insertions into existing arcs in the

bundle with the basic point as an end node as well as a direct link from the basic point

to the delivery node are tried. The delivery node is inserted at the best feasible position.

3.3.2 A simulated annealing heuristic

The second algorithm for the FCP is an SA algorithm proposed in Struwe et al. (2012).

Solutions to the FCP are represented by m bundles. Since the number of bundles may

vary all the time, a dynamic data structure is used. Each bundle b, b = B1, . . . , Bm, is an

array. Each element in the array consists of an arc (u, v) used in the tree of this bundle
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Figure 3.5: Insertion of a pickup node

T ′b and a set of requests Ruv including all requests transported over this arc, i.e., requests

with this arc in their paths.

An initial solution s0 is obtained by iteratively inserting requests into the solution in

random order. In each iteration only one request is inserted and in total, n iterations

are needed. The first request is simply inserted as a single-request bundle. In the next

iterations, the algorithm evaluates the insertion costs of integrating a request into all

existing bundles at the best positions and the cost of constructing a single-request bundle

for this request. Let ∆C∗b be the insertion cost of inserting request r ∈ U into an existing

bundle b at the position that increases the objective value at the least. Let C{r} be the

insertion cost of creating a single-request bundle for r. U is the set of unplanned requests.

The algorithm evaluates ∆C∗b for all existing bundles and C{r} in a parallel fashion and

afterward inserts r at the position with the lowest insertion cost.

In each iteration of the SA heuristic, one of two operators is used to generate neighbor-

hood solutions. The Single-Move operator is used at a probability of 1− β. It randomly

selects a request, removes it from its current bundle and relocates it at its best position

except in its previous bundle. The Swap operator, which is used at a probability of β,

randomly selects two requests from different bundles and swaps them. If at least one

request cannot be inserted into the new bundle, the current iteration is skipped.

As the removal routine works exactly the same as in the LS heuristic described in

Section 3.3.1, the problem of having infeasible solutions after the removal (see Figure

3.4a) must be solved, too. A different repair procedure is used in the SA heuristic to

fix the problem. The heuristic records during the constructing of each bundle the order

in which the requests are inserted. This piece of information is used to repair infeasible
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solutions. Infeasible bundles will be reconstructed by reinserting the remaining requests

into it in the same order as it was constructed before. The motivation of this repair

procedure is to preserve more information about the tree structures of the bundles before

removal as much as possible. Figure 3.6 illustrates an example of this repair procedure.

Suppose that the same request has been removed from the same bundle as shown in

Figure 3.4 and that Figure 3.6a shows the same infeasible solution as in Figure 3.4a.

Assume that this bundle was constructed in the order 1,2,3,4. Then, after that request 3

is removed, the order of the rest requests is 1,2,4. Figure 3.6b shows the repaired solution

after the reconstruction. To diversify the search, the order is shuffled randomly at a small

probability of α.

1+

1−

2+

2−

3+

3−

4+

4−

Pickup (+) and delivery (-) locations

(a) Infeasible bundle after removal

1+

1−

2+

2−

3+

3−

4+

4−

Pickup (+) and delivery (-) locations

(b) Request bundles after repair

Figure 3.6: An example of the repair procedure of the SA heuristic

The insertion of a request into a bundle is done in another way as in the LS heuristic.

Figure 3.7 shows the examples of inserting the corresponding pickup and delivery locations

of a request r. The node with a plus or a minus sign represents a pickup node or a delivery

node, respectively. The node with both plus and minus signs can be either a pickup or

a delivery node. In order to insert the new request’s pickup location r+ into an existing

bundle b, the heuristic checks all possibilities of inserting r+ into the bundle. There are

two types of possible insertion. The first one is to construct a direct link from r+ to all

pickup nodes that already consolidated in the bundle which is illustrated in Figure 3.7a.

The second type is to replace every arc used in the bundle (u, v) ∈ T ′b by two new arcs

(u, r+) and (r+, v) (Figure 3.7b). After the insertion of the pickup node, the heuristic

searches for all feasible insertion options for the delivery location. Again, two types of

insertion are possible, i.e., either to construct a direct link from a delivery node after r+

that exists already in the bundle to r− (Figure 3.7c), or to replace every arc (u, v) after
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r+ with two new arcs (u, r−) and (r−, v) (Figure 3.7d). The case of inserting both the

pickup and delivery nodes into an existing arc (Figure 3.7e) is also considered. The best

scenario of inserting the request, i.e., the scenario with the lowest cost increment after

the insertion of both the pickup and delivery nodes, is realized.
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(a)

+/−
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+/−
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+/− −
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(c)

+/−
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+/−
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r+

+/−
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Figure 3.7: Request insertion

The SA algorithm uses a geometric cooling schedule that is slightly different as the one

presented in Algorithm 2. This algorithm starts with an initial temperature T0. After

nrep iterations in each temperature step, the temperature T is decreased by ς × T , where

ς is the cooling factor. The start temperature T0 is given such a value that a solution

that is 15% worse than the initial solution is accepted with probability 0.15. nrep and ς

are set to 50 and 0.98 respectively. Both the Swap operator and the random shuffle of

reinsertion order for bundle reconstruction are used at a probability of β = α = 0.2. The

algorithm stops when a worsening of 1% is accepted at a probability lower than 0.01.

3.4 Computational experiments

The two heuristics presented in the last section are evaluated based on some new theo-

retical instances. A piece-wise linear cost function for the calculation of freight charges

is used so that the results obtained by the heuristics can be compared with the optimal

solutions by solving the instances using the formulation presented in Section 3.2.

3.4.1 Cost function for the freight charge calculation

The cost function used to calculate the freight charge for an arc (u, v) is cuv = βfηuvduv,

where βf is a basic freight rate per DU and ηuv is a price factor that considers the
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utilization of the vehicle capacity and is a function of the load quv. The price factor

function η = f(q) is typically a piecewise linear function that is depicted by the thick

solid line in Figure 3.8, where the loads allowed being consolidated over all arcs are limited

to 40.

η

q0 5 10 15 20 25 30 35 40
0

0.2

0.4

0.6

0.8

1

I II III

Figure 3.8: Price factor η as a piecewise linear function of load q

This piecewise function is derived in the following way. Typically in practice, the freight

rates are specified by the common carriers differently for different price ranges. In Figure

3.8, the entire range of load from 0 to 40 are divided by the vertical dotted lines into

three ranges that are labeled as I, II, and III. In the price range I, a minimum amount

will be charged (the horizontal dashed line). In the other ranges II and III, a fixed cost

rate valid in each of them is used so that the cost factor is determined as the amount

of load multiplied by the cost rate. The two dashed lines with different slops depict the

corresponding cost rate factors. The economies of scale can be seen from the slops of the

two dashed lines, i.e., for a higher utilization grade of the capacity (III), a lower rate

is applied. However, a direct usage of these two rates would cause the problem that the

charge for less loads may be higher than for more loads. For instance, for q = 24, which

is the division quantity between ranges II and III, the lower factor η = 0.7 is applied.

If the quantity is reduced by one unit to q = 23, the higher rate should be used and the

factor η would be 0.875 that is greater than 0.7. This implies that the price would be

higher for shipping less goods that is quite unfair for the common carriers’ customers. In

order to solve this problem, the lower factor, i.e., η = 0.7, is used for the determination of

the freight charge. This is the reason for the plateaus in the figure. The actual cost rate

factors are depicted by the thick dotted curve. As the cost function is piecewise linear, it

can be represented in linear form and thus be solved by the IBM CPLEX solver.
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3.4.2 Test instances

For computational analysis, three sets of instances including 20 instances in total are

generated. Each instance contains ten pickup and delivery requests. Since the cost-saving

effect through freight consolidation is significant when requests have to be picked up from

the same region and delivered to another, the instances are generated by firstly defining

two disjunctive regions in which only pickup or delivery locations are randomly chosen.

The distance between the two regions strongly affects the potential of consolidation. The

longer it is, the more cost-savings could be realized. Another important factor that affects

the potential of freight consolidation is the distribution of the loads of the requests. The

less the load per request is, the more consolidation possibilities there are and the more

difficult it is to solve the instance.

Through varying the two factors, i.e., the distance between the pickup and delivery

regions and the distribution of the quantity of loads, three sets of instances are generated.

In Set 1 (S1), the pickup and delivery locations are randomly determined in a square of

(0,0) to (10,10), and in (10,10) to (20,20). The load of a request is randomly set to 0.25

times of the capacity limit Q with a possibility of 20%, to 0.5Q with a possibility of 30%,

and to 0.75Q with a possibility of 20%. Ten instances are generated in S1. In Set 2 (S2),

the loads of requests are reduced to a much lower level: 50% requests have a load of 0.1Q,

30% of 0.2Q, and 20% of 0.3Q. In Set 3 (S3), the same load level is used but the distance

between the pickup and delivery regions is increased by shifting the delivery region to the

square of (30,30) to (40,40). For both Sets S2 and S3, five instances are generated. The

two instances 2 01 and 3 02 are shown in Figure 3.9. The pickup and delivery regions are

depicted by the rectangles.

(a) Instance 2 01 (short distance) (b) Instance 3 02 (long distance)

Figure 3.9: FCP test instances
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3.4.3 Computational results

In order to identify the cost-saving potential of freight consolidation and to evaluate the

efficiency of the two heuristics presented in Section 3.3, the 20 new theoretical instances

are firstly solved to optimality using IBM CPLEX 12.5 on an Intel Core i7-2600 computer

with 8 cores à 3.40 GHz. The results are given in Table 3.1. The total charges TC ′ in the

second column are obtained using the cost function without performing consolidation. The

total charges TC∗ in the third column are the optimal solutions found by CPLEX. The

next column φ = 100 · (TC ′−TC∗)/TC ′(%) shows how much the cost-saving potential is.

All instances are also solved ten times by the two heuristics on a computer equipped with

an Intel Core 2 Quad Q6600 CPU. The fifth to seventh columns and the eighth to tenth

columns in Table 3.1 report the results. The values of ∆ = 100·(TC−TC∗)/TC∗(%) show

how much the heuristic results deviate from the optimal solutions. The computational

time t is reported in seconds (s).

Table 3.1: Computational results of the FCP instance
Inst. CPLEX LS SA

No. TC ′ TC∗ φ∗(%) TC1 ∆1(%) t1 TC2 ∆2(%) t2
1 01 97.81 77.71 20.55 77.71 0.00 11.2 77.71 0.00 0.6
1 02 94.84 77.19 18.61 77.50 0.40 11.1 78.58 1.80 0.7
1 03 82.45 66.07 19.87 67.56 2.26 11.9 67.81 2.63 0.7
1 04 80.34 68.48 14.76 68.69 0.31 11.5 70.67 3.20 0.8
1 05 87.25 73.84 15.37 74.62 1.06 11.8 76.10 3.06 0.8
1 06 103.46 90.80 12.24 93.53 3.06 11.0 93.58 3.06 0.5
1 07 67.21 57.41 14.57 58.34 1.62 11.6 58.92 2.63 0.7
1 08 81.42 62.74 22.94 64.05 2.09 11.7 65.25 4.00 0.7
1 09 90.12 77.27 14.26 78.26 1.28 11.8 78.34 1.38 0.6
1 10 96.53 83.22 13.79 84.55 1.60 11.8 84.55 1.60 0.5

avg.S1 - - 16.70 - 1.37 11.5 - 2.34 0.7
2 01 56.00 37.78 32.54 40.18 6.35 11.8 42.42 12.28 1.4
2 02 55.88 32.15 42.46 33.09 2.92 11.9 35.99 11.94 1.8
2 03 54.27 33.96 37.43 35.11 3.38 12.0 37.28 9.78 2.1
2 04 62.77 36.55 41.78 40.54 10.92 11.8 42.20 15.46 1.7
2 05 54.07 37.26 31.09 38.92 4.46 11.7 41.41 11.14 1.5

avg.S2 - - 37.06 - 5.61 11.8 - 12.12 1.7
3 01 266.62 201.55 24.41 201.55 0.00 11.7 201.55 0.00 0.8
3 02 249.27 185.71 25.50 190.84 2.76 11.7 188.50 1.50 0.7
3 03 228.87 168.09 26.56 173.60 3.28 11.6 169.99 1.13 0.7
3 04 241.19 179.49 25.58 182.67 1.77 11.6 182.67 1.77 0.6
3 05 265.20 199.19 24.89 199.47 0.14 11.6 200.80 0.81 0.8

avg.S3 - - 25.39 - 1.59 11.6 - 1.04 0.7

The reduction of freight charges φ∗ shown in the fourth column shows that considerable

cost-savings can be achieved through consolidation. Especially for small loads (S2) and

long transportation distances between the pickup and delivery regions (S3), freight charges

can be reduced considerably up to 42%. This result indicates the practical importance of
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the FCP if the goods share the pickup and delivery regions. On the contrary, when the

pickup and delivery nodes are scattered in the same region and the goods are generally

to be transported in different directions, the cost-saving potential of consolidation will no

more be significant.

Through a comparison between the two heuristic approaches, it can be concluded that

the SA heuristic is much faster than the LS heuristic and performs slightly better for

S3. However, for the other sets, especially for S2 that is much more difficult to solve

due to the small loads and much more possibilities of the consolidation, the LS obviously

outperforms the SA in terms of solution quality.

3.5 Conclusions

In this chapter, the basic decision problem concerning outsourcing LTL requests to exter-

nal common carriers is discussed. The freight charges that must be paid to the common

carriers for the fulfillment of the outsourced requests are determined independently for

each direct transport between an origin and a destination. Due to the economics of scale,

the longer the distance between the O-D pair is, or the more the loads to be transported

are, the cheaper the freight rate in general is. Thus, for the same situations, for instance,

when loads are to be transported from pickup locations in a region to different delivery

nodes in another region, the total charges can be reduced considerably through freight

consolidation for the freight charge calculation. In this context, freight consolidation does

not mean to plan any specific routing plans but to calculate the total charges to be paid

for the fulfillment of the requests.

The FCP for LTL pickup and delivery requests has been formally defined and modeled

in this chapter. The FCP is an extremely complex combinatorial optimization problem.

Similar to the PDP, two closely related subproblems must be solved, i.e., the clustering

problem that assigns each request to a cluster (in the PDP each cluster means a vehicle),

and the problem of connecting the requests in each cluster. In the PDP, the form of the

connections within a cluster is a path when the start and end depots of the vehicle are

located at different places or a circle when the two depots refer to the same node. It

means that each customer node is reached from exactly one node and left for another

node exactly once, too. In the FCP, however, the structure of the connections is a tree

instead of a chain, and there exist a large number of possible shapes of the tree that have

to be examined. In order to solve this complex problem, two heuristic approaches are

presented and tested on some new theoretical instances. Computational results confirm

the efficiency of the approaches and indicate the importance of this problem for the studied

situation, where several requests share the same pickup and delivery regions.



4 From Cherry-Picking to Integrated Operational

Transportation Planning

The increasing pressure on modern freight forwarding companies to improve profitabil-

ity have strongly affected their fleet management and transportation planning strategies

for the fulfillment of customer transportation requests. In order to reduce the overall

operational costs and to maintain a very high utilization grade of the own transporta-

tion resources, freight forwarders need not only optimize their internal processes, but also

consider external capacities from other carriers in their operational planning.

In this chapter, the combination of using both own capacities and those from subcon-

tractors, i.e., self-fulfillment and subcontracting is discussed. Utilizing external capacities

and integrating the dispatching of these resources into the operational transportation

planning enable freight forwarders to reduce their own fleet size. Due to the high fixed

costs of vehicles, many freight forwarders strongly reduce the capacity of the own fleet and

hold an available capacity far under the varying demands of requests. The gap between

the own fleet capacity and customer demands is filled by hiring extraneous capacities from

other carriers on different terms that will be discussed in more detail in Section 4.1.

A widely used strategy in practice is the so-called “cherry-picking”, i.e., assigning only

the most profitable tours to the own vehicles. This two-phase sequential strategy can

assure a very high efficiency and profitability of the own fleet, but not necessarily yields

execution plans with minimized overall costs. This strategy will be discussed in Section

4.2.

In order to reduce the total fulfillment costs of all customer requests, including both

the costs for the own vehicle fleet and the costs paid for the subcontracting, integrated

planning that simultaneously disposing own and subcontractors’ vehicles has to be per-

formed. This means that the planning of outsourcing requests to subcontractors has to

be integrated into the traditional vehicle routing and scheduling. The resulted problem

is referred to as the IOTPP and will be discussed in more detail in Section 4.3.

The last section in this chapter will show how the integration of the flexible external

capacities that are generally more expensive than the own vehicles can reduce the overall

operational costs over a long-term through a simple simulation based on the VRP, when

customer demands fluctuate during the planning horizon.

X. Wang, Operational Transportation Planning of Modern Freight Forwarding 
Companies, Produktion und Logistik, DOI 10.1007/978-3-658-06869-1_4,
© Springer Fachmedien Wiesbaden 2015
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4.1 External transportation resources in subcontracting

External transportation capacities can be classified into different fulfillment modes accord-

ing to their different contingents. Compared with the own vehicles, the external capacities

provide freight forwarders with much more flexibility of transportation resources in spite

of the higher cost rates.

The most discussed fulfillment mode in literature (see Section 4.3.1 for a more com-

prehensive review on the literature) is to use independent common carriers. Both LTL

requests and bundles of them can be fulfilled in this way. The motivation behind this

fulfillment mode is that neither these (bundles of) requests can be profitably planned

into available vehicle routes nor the limited capacities are sufficient for their execution.

However, to decide how much a forwarder has to pay for a specific task consisting of

either a single request or a bundle of requests as a whole may be complicated. Generally,

there are two pricing possibilities for this fulfillment mode. The first one is based on

spontaneous quotation or negotiation between the seller (common carrier) and the buyer

(forwarder) of the transportation service. The price could be very flexible because the

quotation is strongly influenced by the subjective situation rather than by any established

tariff structure. Sometimes, this may lead to very cheap prices. For example, in the empty

balancing planning, some vehicles have to be shifted from one depot to another without

loading. The planner would like to find out if there exist some tasks which could be

acquired in the market and executed by empty, returning vehicles, when these tasks could

be accomplished without having any negative impacts on their regular operations in the

next planning period.

However, most payments actually happening are not in this manner. Quotations are

proposed by subcontractors based on internal fixed tariff tables under non-linear consid-

eration of distance, weight and type of goods specified in the tasks (Ballou, 1999; Kopfer,

1992). Generally, the more loads are to be transported as well as the longer the distance

to travel is, the less the average transportation cost per ton per kilometer is. This charac-

teristic of such tariff structures reflects the economies of scale in transportation and it is

always preferable to consolidate transportation orders before releasing them to common

carriers. If transportation requests are consolidated for the freight calculation, the FCP

presented in Chapter 3 has to be solved for this fulfillment mode. Otherwise, freight

charges will be decided for each request singly.

Besides the option of common carriers, several other fulfillment modes of subcontracting

complete vehicle routes to subcontractors are identified by Kopfer et al. (2006) based

on an analysis of a German mid-sized freight forwarder. This kind of subcontracting

can be divided into two fulfillment modes, which are applied to subcontractors who are
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frequently engaged by the forwarder and are nearly exclusively employed by him. These

subcontractors usually have signed long-term contracts with the forwarder and can provide

up to an agreed number of vehicles that can be planned in a similar way as the own

vehicles. To these subcontractors, complete vehicle routes starting from and ending at

the forwarder’s depot are constructed and outsourced. For the execution of a route, a

vehicle of a subcontractor will be paid either on a tour basis or on a daily basis. The

payment on a tour basis is calculated by multiplying the route length with an agreed

tariff rate per DU, which is higher than the corresponding cost rate of an own vehicle to

compensate the fixed costs. Paying on a daily basis means that a predefined flat-rate is

paid to a subcontractor for a complete day, without violating the agreed limits for travel

distance of the route. Costs arise only if a vehicle is used at all.

costs

degree of activity

maximal
utilization

total costs

fixed
costs

variable
costs

(a) Own vehicles

costs

degree of activity

maximal
utilization

(b) Tour basis

costs

degree of activity

maximal
utilization

(c) Daily basis

costs

degree of activity

f(d, q2)

f(d, q1)

q2 > q1

(d) Common carriers

Figure 4.1: Fulfillment costs of different modes, cf. Krajewska (2008)

The different cost structures of self-fulfillment and the three modes of subcontracting are

illustrated in Figure 4.1. Compared to the own fleet, no fixed costs have to be paid directly

in the charge of a vehicle hired on a tour basis. However, the different slops of the two

cost lines in Figures 4.1a and 4.1b indicate that the variable cost rate of subcontracting

on a tour basis is significantly higher than that of the own vehicles. The flat-rate for the

usage of a vehicle hired on a daily basis is generally very high even if the daily limit is
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exhausted. Thus, this mode is only of interest for requests that do not fit into vehicle

routes, for which costs are calculated on a distance basis. The tours of this mode are

usually long and run into directions where no favorable bundling is possible (Krajewska,

2008). The curves in Figures 4.1d represent an approximation of the total costs calculated

based on the step-wise function for the freight calculation shown in Figure 3.8.

4.2 Cherry-Picking

“Cherry-picking” is a widely used planning strategy by freight forwarding companies in

practice and functions in a two-phase manner. In the first phase, requests that can be

very well bundled are selected out of the entire request portfolio and integrated into very

efficient routes that are reserved for vehicles in the own fleet, so that the own vehicles

can result in a very high financial performance. In the second phase, the rest share of the

request portfolio is planned with vehicles from subcontractors on a tour and a daily basis,

while any left ones are then shifted to common carriers. For the sake of simplicity, the

situation where both pickup and delivery locations of customer requests are scattered in

the same region is considered. Thus, it is only needed to consider the case that requests

are outsourced to common carrier singly, i.e., without being consolidated for the freight

calculation discussed in the context of the FCP.

“Cherry-picking” can be formally described as follows. Suppose that a freight forwarder

has acquired a request portfolio R = {1, 2, . . . , n} with n pickup and delivery requests.

The customer payment for the fulfillment of request r is denoted as ρr. Define the set

of pickup nodes as P = {1, 2, . . . , n} and the set of delivery nodes as D = {n + 1, n +

2, . . . , 2n}. Thus, the corresponding delivery node of a pickup node u ∈ P is u + n. Let

`r denote the quantity of goods to be transported of request r and `u = `r and `u+n = `r,

for all u = r, r ∈ R. An own fleet Ko with %o vehicles is stationed at the depot of the

forwarder o. We use o to denote the start depot and o′ the end depot which is a duplicate

of o and define the node set as V = P ∪ Q ∪ {o, o′} and the arc set as A = V × V .

Operation at each node u ∈ V must be started within a predefined time window [bu, eu]

and the service time needed for the operation is su. Specifically, the service time at the

depot nodes is set to 0. Each vehicle can be loaded up to a capacity limit Qk, k ∈ Ko.

The fixed cost of vehicle k is αk and the variable cost rate is βk. The optimization problem

in the first phase can be defined then on a graph G = (V,A). The distance of an arc

(u, v) ∈ A is given by duv and a vehicle needs d′uv time unit to travel over this arc. In order

to model this problem, the decision variables as used in the PDPTW model in Section

2.2 are needed. xuvk indicates if vehicle k travels from node u to v. Variables tuk and

luk give the start time of the service at node u and the load of vehicle k after the service
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at u. A new binary variable zsr is introduced here to indicate if a request is selected for

self-fulfillment in this phase. Since R = P , index u can be used instead of r in ρr and zsr .

The objective in the first phase is to maximize the profit realized by using only the own

vehicles and the problem can be formulated as follows:

max
∑
u∈P

ρuz
s
u −

∑
k∈Ko

αk −
∑
k∈Ko

∑
(u,v)∈A

βkduvxuvk (4.1)

subject to: ∑
k∈Ko

∑
v∈V \{o}

xuvk = zsu ∀u ∈ P (4.2)

∑
v∈P∪D

xuvk −
∑

v∈P∪D

xv,n+u,k = 0 ∀k ∈ Ko, u ∈ P (4.3)∑
v∈P∪{o′}

xovk = 1 ∀k ∈ Ko (4.4)

∑
u∈D∪{o}

xuo′k = 1 ∀k ∈ Ko (4.5)

∑
u∈V \{o′}

xuvk −
∑

u∈V \{o}

xvuk = 0 ∀k ∈ Ko, v ∈ P ∪D (4.6)

xuvk(tuk + su + d′uv − tvk) ≤ 0 ∀k ∈ Ko, (u, v) ∈ A (4.7)

bu ≤ tuk ≤ eu ∀k ∈ Ko, u ∈ V (4.8)

tuk + d′u,n+u,k ≤ tn+u,k ∀k ∈ Ko, u ∈ P (4.9)

xuvk(luk + `v − lvk) = 0 ∀k ∈ Ko, (u, v) ∈ A (4.10)

`u ≤ luk ≤ Qk ∀k ∈ Ko, u ∈ P (4.11)

0 ≤ ln+u,k ≤ Qk − `u ∀k ∈ Ko, u ∈ P (4.12)

lok = 0 k ∈ Ko (4.13)

xuvk ∈ {0, 1} ∀k ∈ Ko, (u, v) ∈ A (4.14)

zsu ∈ {0, 1} ∀u ∈ P (4.15)

tuk ≥ 0 ∀k ∈ K, u ∈ V (4.16)

luk ≥ 0 ∀k ∈ K, u ∈ V (4.17)

Assume that the set of requests that are not assigned in the first phase is Rsub ⊂ R.

Define the graph Gsub = (V sub, Asub) in analogy to G according to Rsub. Let Kt and Kd

denote the sets of the hired vehicles on a tour basis and on a daily basis, respectively. For

the vehicles hired on a tour basis, a cost rate βk, k ∈ Kt is applied, which is higher than

that for the own vehicles. For a used vehicle that is hired on a daily basis, the flat-rate is
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αk and its maximal route length is Lk, k ∈ Kd. Suppose that the charge of outsourcing a

request r ∈ Rsub to a common carrier is γr. The binary variable zdk , k ∈ Kd indicates if a

vehicle paid on a daily basis is used. The binary variable zcr, r ∈ Rsub indicates if request

r should be given to a common carrier. Again, the index u is used instead of r as well as

P sub instead of Rsub. The planning problem in the second phase can be formulated as a

cost minimization problem for the customer payments will be held by the forwarder:

min
∑
k∈Kt

∑
(u,v)∈Asub

βkduvxuvk +
∑
k∈Kd

αkz
d
k +

∑
u∈P sub

γuz
c
u (4.18)

Constraint (4.2) has to be reformulated as:∑
k∈Kt∪Kd

∑
v∈V sub

xuvk + zcu = 1 ∀u ∈ P sub (4.19)

and the following constraints related to vehicles paid on a daily basis must be added into

the model: ∑
v∈P sub

xovk = zdk ∀k ∈ Kd (4.20)

∑
(u,v)∈Asub

duvxuvk ≤ Lk ∀k ∈ Kd (4.21)

Equation (4.20) ensures that if vehicle k ∈ Kd goes to some customer node, it must be

paid by forcing zdk = 1. Constraint (4.21) restricts the maximal length for these vehicles.

4.3 Integrated operational transportation planning

Although “cherry-picking” can help achieve a very high profitability of the own vehicles, it

may result in very bad routes for the subcontracting modes and lead to inferior solutions

compared to a simultaneous minimization of the total execution costs. In order to solve

the IOTPP to achieve the minimum total costs, integrated planning approaches that

simultaneously dispose all fulfillment modes discussed in the previous section are needed.

The IOTPP considering all possible fulfillment modes, i.e., self-fulfillment, subcontract-

ing on a tour and a daily basis as well as subcontracting to common carriers, consists

of three interdependent subproblems as shown in Figure 4.2. The first one is the mode-

selection problem, which assigns requests to different fulfillment modes. The second sub-

problem is the vehicle routing and scheduling problem, which has to be solved for both

the own fleet and the vehicles of subcontractors paid on a tour and a daily basis. The

third subproblem is the FCP for requests to be outsourced to common carriers. It is worth
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mentioning that in case of full-truckload (FTL) or where the LTL requests can hardly be

consolidated for the freight charge calculation, the FCP can be omitted.

Transportation requests

Mode
selection

Self-fulfillment Subcontracting

Tour basis Daily basis Common carriers

Vehicle
routing and
scheduling

Vehicle
routing and
scheduling

Vehicle
routing and
scheduling

Freight con-
solidation

Routes Routes Routes Freight flows

Integrated

operational
transportation
planning
problem

Figure 4.2: Structure of the IOTPP

4.3.1 Literature review

Due to the variety of fulfillment modes and fee charge terms, the integrated planning

of different combinations of internal and external transportation capacities has been dis-

cussed in the last decades. With little exceptions, the research on IOTP can be classified

in three streams. The first stream of research on the integrated planning is to consider

the option of shifting complete vehicle routes to subcontractors. The second stream fo-

cuses on the combination of self-fulfillment and subcontracting to common carriers. The

third one refers to the integrated planning taking both subcontracting complete routes

and subcontracting requests that are charged due to freight tariffs into account.

4.3.1.1 Subcontracting vehicle routes

The problem of simultaneously routing vehicles in the own fleet and those from the sub-

contractors can be seen as a special case of the problem of routing a heterogeneous fleet of

vehicles. Literature reviews on the heterogeneous fleet vehicle routing problem (HVRP)

can be found in Baldacci et al. (2008) and Hoff et al. (2010).

In the HVRP, several different vehicle types are available for the request fulfillment. The

number of available vehicles of type g is given by %g. Each vehicle of the same type g has

a fixed capacity Qg, a fixed cost αg, and a variable cost rate βg. It is commonly assumed

that the fixed cost of a vehicle with larger capacity is also higher than a smaller one.
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Baldacci et al. (2008) classify the HVRP into several variants. The criteria considered in

the classification are (1) whether the fleet size is limited, (2) whether the fixed costs of

vehicles are considered, and (3) whether the routing costs are identical for all vehicles. In

the fixed fleet version of the HVRP, which is usually referred to as a heterogeneous routing

problem, the number of vehicles %g is limited for each vehicle type g. This problem focuses

on the best usage of the given fleet and thus is generally solved on the operational level.

The unlimited fleet size version of the HVRP is usually named with “fleet size and mix”

and solved on a higher, i.e., a tactical or even a strategic level, to get the optimal fleet

composition.

In the context of the integrated transportation planning, the fixed costs of the own

vehicles, which can also be heterogeneous, do not need to be considered on the operational

level but on the tactical or strategic level. It it worth mentioning that the heterogeneity

of the vehicle fleet in the integrated transportation planning problems is not only a result

of different sizes of the vehicles, e.g. in Li et al. (2007) and Brandão (2009), but also of

the different fee charge models applied to the subcontracting modes discussed in Section

4.1, even when the capacity of all vehicles is the same. This fact makes the problem

more complicated since the cost effectiveness of different types of subcontractors’ vehicles

depends also on the utilization of the vehicles, and thus, none of the subcontracting modes

should be generally preferred as the large vehicles in case of the typical HVRP.

Savelsbergh and Sol (1998) study a problem in which some vehicles are rented per-

manently that can be regarded as own vehicles and others are rented according to the

total amount of requests. A column generation based algorithm is proposed to solve the

problem. In Strumpf (1998) it is assumed that vehicles can be rented in the short term

if they are needed and the number of vehicles that can be hired from subcontractors is

variable. The maintenance costs of these vehicles are covered partly by the fees charged

for the working time of vehicles and drivers. Some heuristic approaches are proposed to

solve this problem.

4.3.1.2 Subcontracting requests to common carriers

The second main research stream focuses on another extension of the routing problems

in such a way that not all requests need to be served by vehicle routes, similar to the

problems discussed in e.g. Butt and Ryan (1999) and Feillet et al. (2005). The requests

that cannot be served using the own fleet are transferred to common carriers in form

of either single request or as bundles of requests that have been consolidated by solving

the FCP. The freight charge paid for the outsourced requests to common carriers can be

modeled as a penalty cost in the objective function.
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Ball et al. (1983) investigate the problem of simultaneously generating routes for the

own leased vehicles and subcontracting requests singly, which are represented as O-D

pairs, to common carriers to minimize the total fulfillment costs. The underlying routing

problem can be seen as a multi-depot PDP for FTL requests. The strategic problem of

determining the size of the leased fleet is also discussed by solving the problem using

aggregated data of a chemical firm. Two route-first cluster-second approaches and a

greedy insertion heuristic are presented. After the routing problem is solved, all routes

are ordered by decreasing route savings that is defined as the cost difference between using

an own vehicle and the total charges in case the common carrier option is used. Requests

in the least-saving routes are outsourced to common carriers.

Klincewicz et al. (1990) study a fleet size problem on the strategic level under the

consideration of using common carriers in the situation where a single warehouse is serving

a geographic area with random daily customer demands. In order to solve this stochastic

problem, the whole area is divided into a set of sectors. Each of these sectors is then

assigned either to the mode self-fulfillment or to a common carrier. The problem is

then modeled as a single-source facility location problem and solved with a Lagrangian

relaxation heuristic. The results suggest reasonable fleet sizes for the long-run.

A static and deterministic version of this problem on the operational level is proposed

and solved in Chu (2005) that was published several years later. In this problem, only

a fixed number of heterogeneous trucks with limited capacity are available in the own

fleet and the demands of customers are known. Requests can be either fulfilled by self-

fulfillment or by subcontracting to common carriers while the FCP is not considered. A

heuristic approach called TL-LTL is proposed to solve this problem, which firstly assigns

the requests with the lowest outsourcing costs to common carriers and generates routes

for the rest share of the requests for the own vehicles just like a normal VRP.

The same problem and its variant with a homogeneous fleet have been investigated

in Bolduc et al. (2007), Bolduc et al. (2008), and Côté and Potvin (2009). Bolduc et al.

(2007) also follow a sequential solution strategy as the one used in Chu (2005) but apply a

more complected neighborhood structure in the LS heuristic used to improve the routes.

In Bolduc et al. (2008), however, an additional operator that enables a reassignment

of requests between the self-fulfillment and subcontracting is introduced and it leads to

significant better results. Côté and Potvin (2009) refer to the problem as the VRP with

private fleet and common carrier and develop a TS heuristic. The option of common

carrier is represented as a fictive route so that the heuristic can also search for better

solutions by mode exchange with conventional inter-route exchange operators used for

the VRP.
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4.3.1.3 Subcontracting both routes and requests

Discussions on two more comprehensive variants of the IOTPP that consider both the

options of shifting complete vehicle routes to subcontractors and of transferring requests

to common carriers without constructing any concrete routes can be found in Krajewska

(2008) and Krajewska and Kopfer (2009), as well as in Ceschia et al. (2011), respectively.

An extension of the PDPTW considering all subcontracting modes introduced previously

in Section 4.1, i.e., subcontracting on a tour and a daily basis as well as the employment

of common carriers, is studied in Krajewska (2008) and Krajewska and Kopfer (2009).

Specifically for the mode common carriers, the authors also consider the FCP to further

reduce the total freight charged for the requests outsourced to common carriers. In

order to solve this problem, a TS heuristic is proposed that simultaneously considers

all fulfillment modes to achieve good quality solutions. Besides the operators for the FCP

that have been presented in Section 3.3.1, an insert-into-vehicle-route operator and a

swapping-routes operator are used to construct vehicle routes and to improve the solution

by switching the fulfillment modes of two vehicle routes. The computational results based

on real-world data show considerable cost-savings achievable through the IOTP.

Ceschia et al. (2011) study an extension of the VRP by subcontracting of different modes.

The requests are divided into two subsets. The mandatory orders must be fulfilled by

some vehicles while for the optional orders certain penalty costs are paid if they are not

delivered. The introduction of the penalty cost of an optional order can be regarded as the

option of subcontracting it to the common carrier while the freight charges are specified

for each single request individually. In other words, the FCP is not considered. Four

payment models for employing subcontractors’ vehicles are introduced: (1) a fixed cost

plus a variable cost calculated as the product of a cost rate per DU and the length of the

routes, (2) a fixed cost plus a variable cost calculated as the product of a cost rate per

weight unit and the load of the request that lies at the farthest location in the route, (3) a

mixture of models (1) and (2) in dependence of a threshold load value, and (4) a fixed cost

plus a variable cost which depends both on the total load and on the farthest location. A

TS is developed to solve this problem and used to solve both this new problem and the

one studied in Chu (2005). Computational results show the effectiveness of this

4.3.2 Mathematical model

In this section, a mathematical model is presented for the IOTPP studied in this thesis.

The four fulfillment modes introduced in Section 4.1 are all considered. For the sake of

simplicity, only the case that requests are outsourced singly without freight consolidation
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is considered for the mode common carriers.

Since the customer payments are constant, the IOTPP intends to minimize the overall

fulfillment costs for all four modes simultaneously to maximize the total profits. Using

the same notations defined in Section 4.2, the IOTPP can be modeled in the following

way, where K = Ko ∪Kt ∪Kd is the entire available fleet:

minC =
∑
k∈Ko

αk +
∑

k∈Ko∪Kt

∑
(u,v)∈A

βkduvxuvk +
∑
k∈Kd

αkz
d
k +

∑
u∈P

γuz
c
u (4.22)

subject to: ∑
k∈K

∑
v∈V \{o}

xuvk + zcu = 1 ∀u ∈ P (4.23)

∑
v∈P∪D

xuvk −
∑

v∈P∪D

xv,n+u,k = 0 ∀k ∈ K, u ∈ P (4.24)∑
v∈P∪{o′}

xovk = 1 ∀k ∈ K (4.25)

∑
u∈D∪{o}

xuo′k = 1 ∀k ∈ K (4.26)

∑
u∈V \{o′}

xuvk −
∑

u∈V \{o}

xvuk = 0 ∀k ∈ K, v ∈ P ∪D (4.27)

xuvk(tuk + su + d′uv − tvk) ≤ 0 ∀k ∈ K, (u, v) ∈ A (4.28)

bu ≤ tuk ≤ eu ∀k ∈ K, u ∈ V (4.29)

tuk + d′u,n+u,k ≤ tn+u,k ∀k ∈ K, u ∈ P (4.30)

xuvk(luk + `v − lvk) = 0 ∀k ∈ K, (u, v) ∈ A (4.31)

`u ≤ luk ≤ Qk ∀k ∈ K, u ∈ P (4.32)

0 ≤ ln+u,k ≤ Qk − `u ∀k ∈ K, u ∈ P (4.33)

lok = 0 k ∈ K (4.34)∑
v∈P

xuvk = zdk ∀k ∈ Kd (4.35)∑
(u,v)∈A

duvxuvk ≤ Lk ∀k ∈ Kd (4.36)

xuvk ∈ {0, 1} ∀k ∈ K, (u, v) ∈ A (4.37)

zcu ∈ {0, 1} ∀u ∈ P (4.38)

zdk ∈ {0, 1} ∀k ∈ Kd (4.39)

tuk ≥ 0 ∀k ∈ K, u ∈ V (4.40)

luk ≥ 0 ∀k ∈ K, u ∈ V (4.41)
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4.4 Reducing long-term costs through integrated planning — A

computational example based on the VRP

Through employing external capacities of subcontractors, freight forwarding companies

can improve the efficiency of the own fleet and reduce their long-term costs in the trans-

portation market with fluctuating customer demands. Although the external capacities

are generally more expensive than the own fleet, they offer a higher flexibility. A simple

simulation study conducted in Kopfer and Wang (2009) illustrates the benefits of the

downsizing that many freight forwarders do in practice.

The study of Kopfer and Wang (2009) is based on the VRP. In the IOTP variant of

the VRP which is referred to as the vehicle routing and forwarding problem (VRFP), all

four fulfillment modes introduced in Section 4.1 are considered. The results of a five-day

planning of two compositions of the fleet are compared. In the VRP, there are 5 identical

vehicles in the own fleet that can cover the peak of the customer demands. In the VRFP,

a mixed fleet with two own vehicles, one vehicle hired on a tour basis, and one vehicle

hired on a daily basis is used. Every day, a random number of customers from 9 to 12

are to be served. The demands of the customers are generated according to the Poisson

distribution q ∼ Poisson(8) while the capacity of the vehicle is restricted to 25 for all

vehicles. The fixed cost associated with an own vehicle is 500 and the variable cost per

DU is 0.8. For each driven DU of the vehicle hired on a tour basis 1.7 MU have to be

paid and the flat-rate for the employment of the vehicle hired on a daily basis is 630. The

maximal tour length of both the own vehicles and those hired on a tour basis is set to 850

and for the vehicle paid on a daily basis to 400. For the flow based subcontracting option,

the freight charge is determined for each single request shifted to the common carriers

individually according to a fixed rate per DU of 3. The VRP and the VRFP are both

formulated as MIP models and solved by CPLEX to optimality. Figure 4.3 illustrates the

optimal solution for instance D1. Table 4.1 shows the results of the experiment.

Table 4.1: Comparison between VRP and VRFP at the operational level
VRP VRFP

Ins. V C FC TC #Vcl. η1(%) TC #Vcl. η2(%)
D1 2153.6 2500.0 4653.6 5 100 4228.8 2 100
D2 1491.2 2500.0 3991.2 4 80 2847.7 2 100
D3 1704.0 2500.0 4204.0 4 80 3360.6 2 100
D4 1482.4 2500.0 3982.4 5 100 2880.7 2 100
D5 1734.4 2500.0 4234.4 4 80 3325.5 2 100

Sum 8565.6 12500.0 21065.6 - - 16643.3 - -

In case of the VRP, the forwarder has to hold an own fleet with at least 5 vehicles so

that he can fulfill all customer requests on his own. The second to the fourth columns in
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Figure 4.3: Solution of a VRFP instance

Table 4.1 show the variable costs (V C), the fixed costs (FC), and the total costs (TC)

of the results. The fifth column gives the number of actually used vehicles on these days

(#Vcl.). Although not all the five vehicles are needed every day, the same amount of

the fixed costs still have to be paid. The numbers in the sixth column (η1) indicate how

efficient the own fleet is used. Due to the standstill of one vehicle on the three days D2,

D3, and D5 in the simulation, the fleet is only 88% utilized on average.

On the contrary, the integrated planning VRFP enables the forwarder to do downsiz-

ing of the own fleet (from 5 to 2 vehicles) without necessarily rejecting any customers.

Even when the customer demands change from day to day, the two own vehicles in the

test setting are very efficiently used as indicated in the last column (η2). The benefits of

incorporating the flexible capacities from subcontractors can be seen through the compar-

ison of the total fulfillment costs in the last row. The total costs of the VRFP solutions

account to a reduction of more than 20% against the VRP solutions. For the long-term

planning at a higher level, it is an essential issue for the forwarder to determine the own

fleet size as well as the number of vehicles from subcontractors he will need to obtain

by signing contracts on different terms. In order to study this issue, Kopfer and Wang

(2009) extend the simulation and solve the VRFP without fixing the number of available

vehicles. Table 4.2 summarizes the outputs.

The optimal total costs and the actual utilization of the vehicles of the operational
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Table 4.2: Comparison between operational and strategic planning
Operational planning Lower bound for

strategic planning
Ins. TC Used vehicles TC Opt. fleet
D1 4228.8 2/1/1 4167.2 2/2/1
D2 2847.7 2/1/0 2847.7 2/1/0
D3 3360.6 2/1/1 3360.6 2/1/1
D4 2880.7 2/1/0 2848.7 1/2/0
D5 3325.5 2/1/0 3325.5 2/1/0

Sum 16643.3 - 16549.7 -

planning under the consideration of the predefined fleet composition, i.e., two own vehicles

and in each case one vehicle hired either on a tour or a daily basis, are given in columns

two and three. The data in column three are given in the format %o/%r/%d, where %o, %r,

and %d are the numbers of vehicles in the own fleet, hired on a tour basis, and hired on a

daily basis, respectively.

For the fleet size problem, the optimal fleet composition is determined for each single

instance and given in column five in the same format as in column three. The summed

total costs of all five instances given in the last row represent a lower bound for the

best possible case since it is assumed that the fleet composition could be specified for

each single day. However, the choice of the predefined fleet composition appears to be

reasonable for the test setting since the resulted total costs are only 0.57% higher than

the lower bound.

It is further to be mentioned that this simulation assumes deterministic data sets for each

single day, which is usually not available for the tactical and strategic decision-making. For

the long-term planning, some aggregated information should be gathered. The problem

instances solved in this simple simulation is very small. The practical instances to be

solved every day by freight forwarders are much larger and thus cannot be solved using

standard solver like CPLEX. Instead, heuristic approaches that can find sub-optimal

solutions within acceptable time limits have to be developed. In the next chapter, two

heuristic approaches are presented for this challenging problem.
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transportation planning problem

The IOTPP introduced in Chapter 4 for LTL pickup and delivery requests with time

windows extends the classical PDPTW by different modes of subcontracting and repre-

sents a complicated combinatorial optimization problem. Specifically, the heterogeneity

of the vehicles in the IOTPP attributes mainly to the different cost structures of the ful-

fillment modes rather than to the physical specifications of the trucks. Compared to the

PDPTW with homogeneous fleet, the solution space is usually smaller when additional

restrictions are considered in a heterogeneous counterpart due to different specifications

of the vehicles. A very common example is the transportation of fresh foods that requires

refrigerated trucks. On the contrary, when the same route can be fulfilled by vehicles that

are equally equipped but charged on different modes, the solution space of the problem

with heterogeneous fleet will be larger than the case of a homogeneous PDPTW due to

varying cost structures.

Theoretically, both types of heterogeneity can be considered in the IOTPP. However,

for the sake of simplicity, the vehicles in the IOTPP considered in this thesis are only

different due to their payments. An exception is associated with the vehicles hired on a

daily basis, which are additionally given a maximum route length to avoid extreme long

routes for this mode. Moreover, all customer nodes are scattered in the same region, so

that the FCP is not specifically considered as a subproblem of the IOTPP modeled in

Section 4.3.

In order to solve the IOTPP, two heuristic approaches proposed in Wang et al. (2014)

are presented in this chapter. The first one is a further development of the ALNS pro-

posed by Ropke and Pisinger (2006) for the PDPTW that is described in detail in Section

2.4. Through some modifications that are made for the specific problem structure of the

integrated planning, this ALNS heuristic is also able to solve the IOTPP. The needed

modifications are described in Section 5.1. The second one presented in Section 5.2 is

developed by modeling the IOTPP as a set partitioning problem (SPP) or a set covering

problem (SCP). It applies the ALNS heuristic in an iterative fashion to search for promis-

ing partial solutions and finally recombines them into better solutions. The idea of this

approach is similar to the column generation technique that has been successfully used

to solve the routing problems. Both heuristics are tested on new generated theoretical

X. Wang, Operational Transportation Planning of Modern Freight Forwarding 
Companies, Produktion und Logistik, DOI 10.1007/978-3-658-06869-1_5,
© Springer Fachmedien Wiesbaden 2015
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instances and the computational results are reported in Section 5.3. The whole chapter

is then concluded in Section 5.4.

5.1 Adaptive large neighborhood search

As introduced previously in Chapter 2, the ALNS heuristic proposed by Ropke and

Pisinger (2006) is one of the most promising heuristic in literature for solving the PDP.

The heuristic is constructed using an SA framework, while in each iteration one removal

and one insertion operator are chosen and used. The probability of applying a removal or

an insertion operator is adapted during the search process. A more detailed description

of this heuristic can be found in Section 2.4.

In order to make the heuristic suitable for the IOTPP, two major modifications are made

to the original ALNS heuristic. The first modification handles the problem whether to

insert a request into an existing vehicle route when it is possible. The second modification

deals with the specific cost structure of the fulfillment mode subcontracting on a daily basis.

In a normal PDPTW, all requests must be planned in vehicle routes so that all requests

will be inserted by the insertion operators of the ALNS heuristic so long as it is possible.

In the IOTPP, however, it is not the case as requests that are not planned in any route

are shifted to common carriers. Thus, a decision must be made when a request r can be

inserted into some route k but may result in a higher insertion cost ∆crk than the freight

charge γr for outsourcing it to the common carriers. Simply rejecting any insertion that

is “more expensive” than the common carrier charge will prohibit the use of any vehicles

at the beginning phase of route construction because the insertion costs are usually high.

Especially when the very first request is inserted into an empty route, the insertion cost

can be much higher than the freight charge due to the empty miles. On the other hand,

if the more expenses of inserting requests into routes compared to the freight charges are

tolerated too much, the solution quality can also be diluted. Thus, a balanced strategy

is needed to deal with this problem.

Different as the insertion operators used in the original ALNS heuristic (see Section

2.4.3), which calculates for each request r the insertion cost ∆crk, the cost savings γr−∆crk

that can be achieved by inserting request r into route k are calculated by the modified

ALNS insertion operators. Here, cost savings refer to the amount of cost that can be

reduced if a request is inserted into a route instead of being outsourced to a common

carrier. Requests with positive cost savings are automatically considered as candidates

for insertion later on. But also requests with negative cost savings are given the chance

to be inserted into routes if ∆crk − cr ≤ ζTit holds, where ζ is a threshold parameter and
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Tit is the temperature of the SA in iteration it. At the beginning of the search process,

as long as Tit is large, the heuristic tries to insert all requests into vehicle routes. Thus,

the resulted vehicle routes are generally quite efficient. In later phases, Tit becomes much

smaller and the heuristic becomes more and more selective. Requests will only be (re-

)inserted into vehicle routes if the insertion reduces the overall objective value (at least

at the moment when the insertion is done).

While inserting requests into vehicle routes, another modification has to be made for

the mode subcontracting on a daily basis. The cost function used for calculating the

insertion cost of a request into a vehicle of this mode is changed, since otherwise the

insertion cost for any request in an empty vehicle route would be the flat-rate, and after

that, the insertion cost would be zero for all other requests. A fictive variable cost rate is

thus calculated for this mode by dividing the flat-rate by a route length that is slightly

shorter than the maximal agreed route length. The insertion cost is then determined as

the product of this fictive cost rate and the increment of the length of the route.

5.2 Heuristic II: An iterative approach

In this section, a sophisticated approach, given by HII, is proposed. In general, HII is

similar to the column generation technique used for solving vehicle routing problems. The

IOTPP is modeled as an SPP and the decision problem is to choose a set of candidate

vehicle routes of different fulfillment modes as well as to specify the requests to be out-

sourced to common carriers in such a way that the total fulfillment costs are minimized. In

order to construct the candidate routes, heuristic HII uses the ALNS heuristic iteratively

to find efficient vehicle routes and recombines them to generate IOTPP solutions.

5.2.1 A set partitioning model of the IOTPP

The IOTPP can be modeled as an SPP in the following way. Let Ωo denote the set of

all feasible routes that can be executed by a vehicle in the own fleet Ko. Similarly, Ωt

and Ωd represent the sets of feasible routes that can be executed by vehicles hired either

on a tour basis or on a daily basis, respectively. The numbers of routes in these sets are

denoted as ωo, ωt, and ωd, respectively. Ω = Ωo∪Ωt∪Ωd represents all feasible routes for

all three fulfillment modes, and the total number of routes in the united set Ω is given by

ω = ωo + ωt + ωd.

For each route j ∈ Ω, cj represents the route costs. For the own vehicles, only the

variable costs are considered. For vehicles hired on a tour basis, cj is calculated by
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multiplying the cost rate with the length of the routes. For vehicles hired on a daily basis,

cj is the fixed daily tariff flat-rate. If a route can be executed by vehicles of more than one

mode, it will be represented as different routes in Ω, since the expense of using different

modes to fulfill this route may be different. The binary variables f oj , f tj , and fdj are used

to specify the mode of a route j. For instance, f oj = 1 means that route j is executed

by an own vehicle. Each vehicle route j is associated with exactly one fulfillment mode,

which means the equation f oj + f tj + fdj = 1 holds for all j ∈ Ω.

A vehicle route may serve several customer requests. The coefficient arj = 1 indicates

that a request r is served in route j, and arj = 0 otherwise. The binary decision variable

yj, j ∈ Ω indicates if a route is chosen for request fulfillment. Furthermore, we still use

γr to denote the freight charge that must be paid for outsourcing request r ∈ R to a

common carrier and let zcr = 1 indicate this. The IOTPP can be defined as to choose a

set of vehicle routes for the request fulfillment and outsource the rest share of the request

portfolio to common carriers in such a way that the total fulfillment costs are minimized.

This decision problem, which is the so-called master problem, can be modeled as follows:

minC =
∑
k∈Ko

αk +
∑
j∈Ω

cjyj +
∑
r∈R

γrz
c
r (5.1)

subject to: ∑
j∈Ω

arjyj + zcr = 1 ∀r ∈ R (5.2)∑
j∈Ω

f oj yj ≤ ωo (5.3)∑
j∈Ω

f tjyj ≤ ωt (5.4)∑
j∈Ω

fdj yj ≤ ωd (5.5)

yj ∈ {0, 1} ∀j ∈ Ω (5.6)

The objective function (5.1) minimizes the total request fulfillment costs including the

fixed costs of the own fleet, the total costs of vehicle routes, and the charges for outsourcing

requests singly to common carriers. Constraint (5.2) ensures that every request must be

executed by exactly one route or alternatively be outsourced to a common carrier. The

following three constraints are the fleet size restrictions. The hired vehicles will only be

paid if they are utilized. For the own vehicles, however, the fixed costs are included in the

total costs, even in case that some of them are not used, which means that the left-hand

side of constraint (5.3) is strictly smaller than the right-hand side.
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5.2.2 Construction of candidate routes

The problem of finding feasible vehicle routes is defined as the subproblem. Since the

number of all possible vehicle routes increases exponentially with the problem size, it is

impossible to enumerate all of them. Practically, only a subset of Ω′ ⊂ Ω will actually be

generated. To improve the solution quality obtained by using Ω′, an iterative process is

applied, in which only promising routes that can improve the objective function value are

searched and added into Ω′. This procedure is similar to the column generation technique

for vehicle routing and can be summarized in the following way.

The very first step of HII is to generate a meaningful Ω′ with sufficient vehicle routes

that can be used to initiate the iterative process. This can be done by calling the ALNS

heuristic to solve the IOTPP and recording the best solutions found by the heuristic

during the whole search process. All vehicle routes in these recorded solutions are put

into Ω′, while duplicates are considered only once.

Given a sufficiently meaningful subset Ω′ of Ω and the decision variables yj correspond-

ingly, the procedure iteratively solves the LP-relaxation of the master problem by replacing

(5.6) with:

yj ≥ 0 ∀j ∈ Ω′ (5.7)

and adds new routes/variables into the model when needed just like in the simplex method,

which looks in each iteration for a promising variable to enter the basis so that the

objective function value can be improved. An iteration in column generation consists

(1) of solving the LP-relaxation of the master problem in order to determine the current

optimal objective function value and the dual multipliers, and (2) of finding, if there still

exists one, a route j with negative reduced cost that can be added into Ω′. Denote the

dual variables associated with restriction (5.2) as π and with restrictions (5.3)-(5.5) as

σo, σt, and σd, respectively, the reduced cost c̄j of a column j is defined as follows:

c̄j = cj −
∑
r∈R

πrarj − σof oj − σtf tj − σdfdj (5.8)

A common way to solve the subproblem of finding a route with negative reduced cost

c̄j < 0 is to solve the problem of minimizing the reduced cost c̄j subject to that the route

found by solving the subproblem is feasible. The objective function of this problem can

be formulated in the following way:

min cj −
∑
r∈R

πrarj − σof oj − σtf tj − σdfdj (5.9)
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The best result of this optimization problem is denoted as c̄∗j . If c̄∗j ≥ 0, there exists no

variable that can be entered into the basis and improve the LP-relaxed master problem

and the iteration is terminated. Because each vehicle route is assiciated with exactly

one fulfillment mode, only one term from the last three in (5.9) is actually relevant for

the given mode of a route. Thus, for a heterogeneous vehicle fleet as in the IOTPP,

this subproblem can alternatively be solved for each fulfillment mode individually. If the

optimal solution satisfies the integrality requirement (5.6), the optimal solution to the LP-

relaxed master problem is also the optimal solution to the original problem. Otherwise,

the solution offers only a lower bound for the IOTPP and additional algorithms have to

be applied to get an integer solution.

Different from solving the minimization problem to get the route with the smallest

reduced costs, HII uses two options to find a set of complimentary routes at a time, even

if some of them may have non-negative reduced costs.

Option one solves the IOTPP for the available entire vehicle fleet K using the ALNS

heuristic presented in Section 5.1 with the objective of minimizing the total reduced costs

of all vehicle routes in the IOTPP solution. This can also be understood as to find a giant

tour for the entire fleet K that is to be split into several routes. Through using the index

k for vehicles in K instead of j for routes, the objective function of the subproblem solved

in HII can be formulated as follows:

min
∑
k∈K

c̄k =
∑
k∈K

ck −
∑
k∈K

∑
r∈R

πrarj −
∑
k∈K

σof ok −
∑
k∈K

σtf tk −
∑
k∈K

σdfdk (5.10)

The first term on the right-hand side calculates the total costs of routes in the solution

without the fixed cost of own vehicles. The second term sums up the πr values for those

requests chosen for the vehicle fleet and can be rewritten as
∑

r∈R(1 − zcr)πr, where the

binary variable zcr = 1, r ∈ R indicates that request r is outsourced to a common carrier

and zcr = 0 otherwise. As the remaining terms
∑

k∈K σ
of ok ,

∑
k∈K σ

tf tk, and
∑

k∈K σ
dfdk

are constants, the objective function (5.10) is equivalent to:

min
∑
k∈K

ck −
∑
r∈R

πr(1− zcr) =
∑
k∈K

ck +
∑
r∈r

πrz
c
r −

∑
r∈R

πr (5.11)

The constant term
∑n

r=1 πr can be omitted again and this objective function (5.11)

can be reformulated by substituting
∑

k∈K ck in a more concrete form and by adding the

constant term calculating the fixed costs of own vehicles:

min
∑
k∈Ko

αk +
∑

k∈Ko∪Kt

∑
(u,v)∈A

βkduvxuvk +
∑
k∈Kd

αkz
d
k +

∑
r∈R

πrz
c
r (5.12)
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The binary decision variable zdk , k ∈ Kd indicates whether a vehicle of the mode sub-

contracting on a daily basis is actually used. This objective function (5.12) is actually

the same as (4.22), except that the charges for outsourcing requests to common carriers

are replaced by the dual variable values π. That is why we can directly use the ALNS

heuristic to generate new routes. Since the IOTPP with heterogeneous fleet is solved with

(5.12), the heuristic HII using this option is denoted as HII-HET.

Instead of solving the IOTPP for the entire fleet K, the second option solves several

subproblems for every vehicle mode, i.e., for the vehicle sets Ko, Kt, and Kd, respectively.

The corresponding objective functions are given by (5.13)-(5.15). As a result, each IOTPP

instance solved here has a homogeneous and smaller fleet. This variant of the heuristic

HII can thus be denoted as HII-HOM.

min
∑
k∈Ko

αk +
∑
k∈Ko

∑
(u,v)∈A

βkduvxuvk +
∑
r∈R

πrz
c
r (5.13)

min
∑
k∈Kt

∑
(u,v)∈A

βkduvxuvk +
∑
r∈R

πrz
c
r (5.14)

min
∑
k∈Kd

αkz
d
k +

∑
r∈R

πrz
c
r (5.15)

Both HII-HET and HII-HOM solve the corresponding subproblems in a heuristic man-

ner by applying the ALNS heuristic. A specific advantage of using a heuristic approach

as the route generator to solve the subproblem is that a number of different high-quality

solutions can be obtained at a time. Each time the ALNS heuristic is used, up to ϕ best

solutions found during the search process are recorded. Candidate routes are then derived

from the routes in these recorded solutions and subsequently added into Ω′. The iterative

process of generating new routes stops when some stopping criterion is satisfied.

The operator that derives candidate routes from the recorded solutions checks for each

single route in these solutions whether it is also a feasible route for other fulfillment modes.

In this case, this route will be added into Ω′ more than once with different route costs

calculated for different modes. For instance, a route constructed for a vehicle hired on

a daily basis can also be executed by an own vehicle or a vehicle hired on a tour basis.

This route will thus be added into Ω′ for each of the three modes as different routes.

This operation can be understood as an special form of the swapping-routes move used

in Krajewska (2008) and Krajewska and Kopfer (2009), which changes two vehicle routes

of different modes. Computational tests show that the application of this operation leads

to considerable improvements of the solution quality.
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5.2.3 Obtaining integer solutions

After the route generation process has been terminated, the master problem is solved

again by considering all vehicle routes generated in the iterative phase that have been

added into Ω′ while the constraint (5.2) is replaced by:∑
j∈Ω′

arjyj + zcr ≥ 1 ∀r ∈ R (5.16)

This model, i.e., (5.1), (5.3)-(5.6), and (5.16) is an SCP-based formulation of the master

problem. The motivation for choosing the SCP-based formulation for the master prob-

lem instead of further using the LP-relaxed SPP-based model is to minimize the efforts

needed to get a feasible integer solution to the original IOTPP if the solutions of these

two relaxations are not feasible to the SPP-based model of the IOTPP. In classical col-

umn generation based solution approaches, the LP-relaxation is further used. Since the

integrity of the binary variable yj has been relaxed, a solution to the relaxed problem will

be infeasible to the IOTPP because some variables yj have fractional values. In order to

get a feasible integer solution, a Branch-and-Bound (B&B) search process that may put

great demands on the computational efforts has to be applied.

On the contrary, to get a feasible solution to the IOTPP from an SCP solution is much

easier. The infeasibility of an SCP solution is resulted by the fact that the relaxation of

the SCP-based model allows each request to be assigned more than once. More precisely,

some requests may be assigned to several vehicle routes. In this case, the solution to

the SCP-based model will be repaired at the end of HII. The solution repair routine first

removes all requests that have been assigned to several vehicles from the related routes.

Then it tries to reinsert them into vehicle routes at the best position using the insertion

operators of the ALNS while keeping the remaining part of the result unchanged.

5.2.4 Overview of the heuristic

The heuristic HII presented in this section is constructed based on the ALNS heuristic

introduced in the previous section 5.1. It is used both for the generation of an initial

route set Ω′ and for finding new promising routes in the iterative procedure.

The entire heuristic HII consists of 6 steps:

Step 1 : Solve the original IOTPP using the ALNS heuristic and record up to ϕ different

best solutions found so far. Add all routes derived from the recorded solutions into Ω′.

Step 2 : Solve the LP-relaxation of the SPP-based formulation of the master problem. If

it is the first iteration, go to Step 4, otherwise go to Step 3.
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Step 3 : Check whether the objective function value has been improved more than a

threshold value ε compared to the result of the last iteration. If true, go to Step 4,

otherwise go to Step 6.

Step 4 : Substitute γr with πr for all r ∈ R and add the fixed terms into the IOTPP

model. Solve the heterogeneous IOTPP for all fulfillment modes (HII-HET ) or several

homogeneous IOTPP instances for each single fulfillment mode of vehicle routing (HII-

HOM ) with updated values using the ALNS heuristic. Record up to ϕ best solutions

found so far. Add all routes derived from the recorded solutions into Ω′.

Step 5 : Check if the given number of maximal iterations has been reached. If true, go to

Step 6, otherwise go back to Step 2.

Step 6 : Solve the SCP-based formulation of the master problem and repair the solution

when necessary.

It is further to mention that in Step 2, the SCP-based formulation of the master problem

can also be used by replacing (5.2) with (5.16). Computational results show no difference

in performance between the two formulations.

5.3 Computational experiments

In order to evaluate the efficiency of the proposed solution approaches for the IOTPP,

new theoretical instances are generated based on the benchmark PDPTW instances gen-

erated by Li and Lim (2001), which are widely used in literature. Since it is obvious

that the IOTP is superior to “cherry-picking” regarding the overall execution costs, the

experiments of “cherry-picking” are omitted.

5.3.1 Instance generation

The new instances generated for the IOTPP are derived from the PDPTW instance set

lc100, lr100, and lrc100. In order to convert a PDPTW instance to an IOTPP instance,

two tasks have to be completed: (1) to generate a heterogeneous fleet composed of vehicles

of different fulfillment modes, and (2) to generate for each request a freight charge in case

that it is to be outsourced to a common carrier.

Two questions have to be answered to generate a heterogeneous fleet including all three

fulfillment modes of vehicle routing, i.e., self-fulfillment, subcontracting on a tour basis,

and subcontracting on a daily basis. The first one is to decide the fleet size, i.e., how

many vehicles of each mode there are in the heterogeneous fleet, and the second one is to

determine the cost structure for the fleet. The total fleet size % for the IOTPP instances
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is set to the total number of used vehicles according to the best-known solutions for the

PDPTW that can be found on the website of SINTEF1. The numbers of vehicles of the

three fulfillment modes, %o, %t, and %d count to about 40%, 35%, and 35% of the total

vehicle number %, respectively.

Cost structure data can be determined according to the following steps. Firstly, a

reference route length Lref which is meanwhile the maximal route length for vehicles of

mode subcontracting on a daily basis Lk, k ∈ Kd is defined. Secondly, a variable cost

rate βt for the mode subcontracting on a tour basis is defined and used for calculating

a reference route cost ctref = βtLref . The route costs for the other two modes can then

be calculated using ctref . For the mode subcontracting on a daily basis, the route cost

which is the flat-rate for this mode is set to 90% of ctref . For the mode self-fulfillment, the

route cost is set to about 80% of ctref for the same length, while 60% of this amount is

calculated as the fixed cost and the other 40% as the variable cost. For the computational

experiments conducted here, the reference route length Lref is set to 80, which is about

75% of the average route length of all 29 chosen PDPTW instances (lc100, lr100, and

lrc100) that accounts to 104.7. This average route length can be easily calculated using

the best-known solutions documented by SINTEF. The basic cost rate βt is set to 3.8.

However, for each instance, we further adjust βt a little bit by adding a random term (up

to 0.38, i.e. 10% of 3.8). Finally, the calculated values are rounded.
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Figure 5.1: Freight charge function of Krajewska and Kopfer (2009)

If a request should be forwarded to a common carrier, a freight charge must be paid

for the transportation service offered by the common carrier. The amount of the charge

depends on the load to be transported and the distance between the pickup and delivery

1http://www.sintef.no/Projectweb/TOP/PDPTW/Li--Lim-benchmark/

http://www.sintef.no/Projectweb/TOP/PDPTW/Li--Lim-benchmark/
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locations. Krajewska and Kopfer (2009) suggest an approximation of the freight function

for this mode. For a request r with load `r that must be transported from node u to node

v, the charge can be calculated as γr = βf · (duv · `λr )1−λ, where βf is a constant tariff rate

and λ is a parameter that takes values between 0 and 1. Figure 5.1 depicts the freight

charge function used by Krajewska and Kopfer (2009).

However, the used benchmark instances contain some requests, whose pickup and de-

livery locations are the same. It results in some requests with transportation distance of

zero, which in turn makes the charge of zero according to the freight function of Krajewska

and Kopfer (2009). In order to fix this problem, a distance independent term is added

into the freight charge function. The new function is γr = βf1 · `cal + βf2 · (duv · `λr )1−λ,

where βf2 is another constant rate and `cal = max{`r, `min}. `min is the minimal load used

for the calculation. In this research, the parameters βf1 , βf2 , and λ are set to 1.5, 9, and

0.2, respectively. `min is calculated for each instance as 1.2 times of the smallest request

load. The adjusted new freight function is shown in Figure 5.2.
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Figure 5.2: Adjusted freight charge function

5.3.2 Computational results

The heuristics presented in Sections 5.1 and 5.2 are used for solving the IOTPP. While

solving the IOTPP instances using the ALNS heuristic, the same parameter setting for

the operators as suggested in Ropke and Pisinger (2006) are used. For the SA process,

however, the start temperature is set for each instance individually in such a way that a

solution which is 10% worse than the current solution is accepted with probability 0.5.

The cooling rate ς is not set fixed for all instances, but determined as such that after Φ
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iterations the temperature is reduced to 5% of the start niveau, where Φ is the maximal

number of iterations of the SA process. The heuristic stops when Φ = 25, 000 or after

Φ/3 iterations without any improvement of the best solution found so far.

For Heuristic HII, the ALNS heuristic is used iteratively for route generation. For both

the two variants HII-HET and HII-HOM, the ALNS runs up to Φ = 10, 000 iterations in

the first step. In the following steps, it runs only Φ = 2, 500 iterations each time. The

whole process is stopped after the iterative route generation process has been repeated

five times or after three consecutive abortive attempts to improve the objective function

of the LP-relaxed master problem for at least ε = 5%. Each time, up to ϕ = 1, 000

best solutions found during the search process are recorded. The routes derived from

these solutions are added into the route set Ω′. If a route can be executed by vehicles of

different modes, it will be added into Ω′ as diverse routes with different costs. The solver

IBM ILOG CPLEX is used to solve the LP-relaxed master problems and the SCP-based

formulation of the master problem.

All instances have been solved using both heuristics 10 times on an Intel i7 PC with 8

cores à 3.4 GHz. The aggregated results for the IOTPP instances are given in Table 5.1.

The cost values are given as the average cost of the best solutions found for the instances

during the 10 trials. The time values given are the average time used in seconds to solve

an instance in this set. For all instances, the best solutions found by the two heuristics

are given in Table 5.2.

Table 5.1: Results of IOTPP instances
ALNS HII-HET HII-HOM

Ins. cost time cost time cost time
lc 2832.82 11.06 2791.88 8.90 2791.72 9.87
lr 4008.98 13.50 3966.38 10.27 3966.38 14.34

lrc 4294.03 15.64 4224.65 12.11 4224.65 14.21
all 3722.61 13.33 3673.13 10.35 3673.08 12.92

It is obvious that both combined approaches HII-HET and HII-HOM outperform the

simple ALNS heuristic. For the tested IOTPP instances of the three sets lc, lr, and lrc

with 100 customer nodes, the iterative approaches can achieve on average an improvement

of 1.33% with regard to solution quality compared to the ALNS heuristic. HII-HOM

performs slightly better than HII-HET since the latter failed to find the same best solution

for instance lc104. Considering the computational time, the combined approach HII-HET

appears to be favorable in comparison to the other two heuristics.
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Table 5.2: Best found solutions of IOTPP instances
Ins. cost Ins. cost Ins. cost

lc101 2689.23 lr101 4835.12 lrc101 4489.92
lc102 2800.18 lr102 4499.00 lrc102 4653.12
lc103 2815.91 lr103 4123.32 lrc103 3937.02
lc104 2697.19 lr104 3525.92 lrc104 3745.60
lc105 2905.68 lr105 4048.88 lrc105 4624.86
lc106 2785.80 lr106 4143.10 lrc106 4470.95
lc107 2796.16 lr107 3767.73 lrc107 3895.56
lc108 2784.02 lr108 3463.45 lrc108 3980.17
lc109 2851.33 lr109 4269.85 - -

- - lr110 3639.20 - -
- - lr111 3665.29 - -
- - lr112 3615.75 - -

5.4 Conclusions

In this chapter, two heuristic approaches are proposed to solve the complicated IOTPP

introduced and modeled in the last chapter. The ALNS heuristic is an adjustment of the

PDPTW heuristic proposed by Ropke and Pisinger (2006). The second one is more com-

plicated. It follows the idea of column generation and iteratively calls the ALNS heuristic

to construct new candidate routes. This heuristic differentiates itself from common ap-

proaches based on column generation in two aspects. First of all, instead of searching

for a single route or several independently constructed vehicle routes at a time in the

iterative column generation phase, a number of complete IOTPP solutions are generated

while the total reduced costs of all routes in a solution are minimized. This strategy

can also be understood in such a way that not only one vehicle route with the minimal

reduced cost, but also those routes that are compatible with this route to construct whole

IOTPP solutions are found at the same time. In other words, vehicle routes that have

extremely low reduced costs but lead to a very bad partial solution for the other requests

not in these routes as in the case of “cherry-picking” are not necessarily preferred in HII.

The second aspect concerns the method used to get a feasible integer solution. Due to

the high complementarity of the routes generated by solving the whole IOTPP instances

during the route generation phase, many solutions to the LP-relaxed master problem of

the tested instances are already feasible solutions to the original IOTPP. Even for the

instances with fractional LP solutions, the gap between the LP objective function value

and the solution obtained through solving the SCP-based problem is quite small (less

than 2%), so that it is not necessary to call a B&B routine.

In order to evaluate the proposed heuristics, some theoretical instances are generated.

Computational results show that the proposed heuristics perform almost equally well in

solving the generated instances. The iterative approach performs slightly better than the
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ALNS heuristic.

Later on in this thesis, these heuristics will be further used to solve larger instances in

Chapter 8 in the research on IOTPP in CTP scenarios.



6 Collaborative transportation planning

Freight forwarders are confronted with increasing pressures to improve profitability, while

it is difficult to further reduce operational costs. This problem is even more serious for

those who already have almost exhausted their internal potential by processing optimiza-

tion and applying new technologies including modern telecommunication equipment as

well as powerful planning software. To further reduce cost and to increase operational

efficiency, horizontal collaboration is proposed as a promising remedy for freight forward-

ing companies, especially for small and mid-sized ones. It is noticed that more and more

horizontal cooperation initiatives are developing in practice (Cruijssen et al., 2007c) and

this topic has attracted substantial interest of researchers in the last few years.

Early research on horizontal cooperation of independent freight forwarders exchanging

requests can be found in Kopfer and Pankratz (1999), where such coalitions are referred

to as groupage systems. In such coalitions, transportation planning is not executed by

each participant separately but in a concerted fashion. This chapter is dedicated to the

operational planning of independent freight forwarders in horizontal coalitions, which is

referred to as CTP according to Wang and Kopfer (2014). Specifically, the combination of

using both own vehicles and exchanging requests with partners in horizontal cooperations

is considered.

CTP intends to improve the planning results of coalition members while preserving

their autonomy. According to Stadtler (2009), collaborative planning can be understood

here as a joint decision making process for aligning plans of individual coalition members

with the aim of achieving coordination in light of information asymmetry. The specific

goal of CTP is to achieve a reallocation of requests among the forwarders, with the effect

that the total fulfillment costs are smaller than the sum of the forwarders’ individual

costs without collaboration. The obtained cost-savings present the joint benefits of the

coalition that cannot be achieved individually. These joint benefits are then to be shared

by the members in such a way that all participating freight forwarding companies in the

coalition will improve their profitability.

This chapter is organized as follows. Section 6.1 offers an introduction on CTP including

some illustrative examples explaining how cost reduction can be reached through collabo-

rative planning. In order to realize the cost-saving potential embedded in the collaborative

planning, appropriated request exchange mechanisms have to be developed. This problem

X. Wang, Operational Transportation Planning of Modern Freight Forwarding 
Companies, Produktion und Logistik, DOI 10.1007/978-3-658-06869-1_6,
© Springer Fachmedien Wiesbaden 2015
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is discussed in Section 6.2. Then, a mathematical model is presented to formulate the

CTP in a more formal way in Section 6.3. Existing request exchange mechanisms in the

CTP literature are reviewed in the last section.

6.1 Introduction

Cost reduction through CTP means to take advantage of both economies of scale and

economies of scope. Economies of scale may be achieved by integrating several LTL

requests in one tour, while economies of scope are reached by the combination of various

tours which might decrease empty miles. The basic idea of CTP is to enable exchange

of requests among the coalition members so that requests from different forwarders can

be better bundled and thus, more efficient vehicle routes can be constructed for their

fulfillment.

The effect of cost reduction through request exchange can be seen from the following

examples. Figure 6.1 shows the situation, where transferring delivery requests between

two freight forwarders may decrease the number of used vehicles. Without CTP, both

forwarders A and B would have to utilize their vehicles to fulfill the customer requests.

Suppose that the total demands of the four requests are less than one truckload. In this

case, forwarder B can transfer his two requests to forwarder A for a certain price that is

less than forwarder B’s costs but higher than the additional costs for forwarder A. All four

requests can then be fulfilled by using just one vehicle. However, it is worth mentioning

that in this example, the goods to be delivered are homogeneous so that the customers

can be served by either of the forwarders. This assumption makes it possible to use the

VRP for the illustration.

A

B

A

B

depots customers exchanged customers

Figure 6.1: Reduction of used vehicles, cf. Wang and Kopfer (2011)

Figure 6.2 illustrates another scenario, where the routes of both forwarders A and B

overlap. Through CTP they can exchange some requests and reduce the length of both

routes. The total cost-savings achieved by performing CTP can then be shared between

the two forwarders.
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A

B

A

B

depots customers exchanged customers

Figure 6.2: Reduction of route length, cf. Wang and Kopfer (2011)

A more complex possibility is to introduce transshipment points where goods associated

with different transportation requests can be transferred between vehicles. Early research

on transshipment in vehicle routing can be found in Mues and Pickl (2002) and Mues and

Pickl (2005). This topic of synchronizing vehicles in vehicle routing has attracted more

attention in recent years. Several new approaches are proposed in Petersen and Ropke

(2011) and Masson et al. (2013) for the PDP with transfers as well as in Masson et al.

(2012) for the DARP with transfers. Figure 6.3 gives an example of transferring customer

requests between two collaborating freight forwarding companies at a transshipment point

based on the VRPB. Forwarder A would deliver cargoes to D1 and D2 and then pick up

goods at P1 and P2 before the vehicle goes back to the corresponding depot. One route of

forwarder B with enough capacity lies nearby. B could pick up the loads at both customer

nodes P1 and P2 in his route and transfer them at the transshipment point TP , which

is the customer node P3 in this example. In order to differentiate the routes of the two

forwarders, the routes of forwarder B are depicted with dashed lines in Figure 6.3.
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Figure 6.3: Reduction of route length by introducing a transshipment point, cf.
Wang and Kopfer (2011)

Due to the cost-saving potential embedded in exchanging requests among forwarders,

CTP has attracted substantial interest of researchers in the last few years. However, only

discussions about the possibility of exchange complete requests as shown in Figures 6.1

and 6.2 can be found in the CTP literature. To the best of the author’s knowledge, no

research result considering transshipment in CTP has been presented yet.

Several studies are conducted to estimate the cost-saving potential embedded in CTP
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based on both theoretical and practical data sets. The commonly estimated cost reduction

accounts to up to 30% (Cruijssen and Salomon, 2004; Cruijssen et al., 2007a; Krajewska

et al., 2008). Cruijssen and Salomon (2004) and Krajewska et al. (2008) also report a

decrement of total used vehicles between 7.3% and 10%. The standard method used in

these studies to determine the cost-saving potential is to calculate the cost differences

between the results of the isolated planning (IP), i.e., without any request exchange at

all, and the centralized planning (CP), in which the routing problem is solved for the

whole coalition as if it were one forwarding company. Some qualitative research on CTP

has also been presented. Cruijssen et al. (2007b) conduct an empirical study to identify

the potential benefits as well as some impediments of horizontal cooperation in logistics

including performing CTP. Based on a case study and simulations, Cruijssen and Salomon

(2004) discuss some influencing factors of request sharing and the impact of request sharing

on clients, collaborating companies and the society. Wang and Kopfer (2011) analyze both

the potential for cost reduction of freight forwarders in groupage systems and challenges

for future research on CTP.

Although the benefit of CTP is widely recognized, forwarders still need to have efficient

and proper approaches to realized the cost-saving potential embedded in CTP. Krajewska

and Kopfer (2006) propose a general framework for the design of a complete CTP model

which includes three phases: preprocessing, profit optimization and profit sharing. The

main task of preprocessing is to identify customer requests suitable for exchange and to

specify the payments for transferring them to partners. Profit optimization aims to find

out a mapping between requests offered for exchange and collaborating partners to maxi-

mize the joint profits of the entire coalition. In the third phase, the joint profits achieved

through exchanging requests are distributed among the partners according to a profit

sharing scheme taking fairness criteria into account. The study conducted in this thesis

focuses on the first two phases while profit sharing is considered as a separate challenging

task, which is mainly to be tackled by developing adequate profit sharing strategies. A

more comprehensive presentation of existing mechanisms of profit optimization proposed

in CTP literature will be given in the last section of this chapter.

6.2 Design of request exchange mechanisms

In order to exploit the synergy effects embedded in CTP, appropriate request exchange

mechanisms which are simple and implementable, yet effective in terms of generating high

joint benefits have to be developed (Özener et al., 2011). Such mechanisms must be able

to deal with distributed information and decision-making competences as well (Wang and

Kopfer, 2014).
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Synergy effect of performing CTP, i.e., the cost-savings can only be achieved when

complementary requests of different participating forwarders are combined into request

bundles. Thus, an important issue in the design of a request exchange mechanism is to deal

with the construction of bundles. First of all, members of the coalition can theoretically

take into account every possible combination of requests for exchange, which makes the

number of bundles of requests to be considered exponentially large. Furthermore, it

is very difficult for a forwarder to exactly evaluate his fulfillment costs for all possible

combinations of requests independent upon other requests, especially for LTL pickup and

delivery requests with time windows. This evaluation is the basis of determining the ask

price, which is the lowest price the forwarder will charge for the execution of all requests

included in a bundle. It seems that the ask price for a single request or a bundle of

requests can be estimated by calculating the incremental cost, which is the difference

between the total fulfillment costs of routing plans with and without this request/bundle.

This approach presumes that everything else in the underlying tour remains unchanged.

However, since the outcome of the exchange process is unpredictable, it is impossible for

forwarders to know which requests will remain unchanged. In other words, it is not clear

that based on which request portfolio the incremental cost of a request or a bundle should

be calculated.

In the transportation service procurement problem (TSPP), a quite similar problem

of bundling and evaluating requests is studied, for which a combinatorial auction (CA)

is proposed instead of using a series of single-item auctions (Song and Regan, 2005; Lee

et al., 2007). The bid construction problem in TSPP appears to be similar to the problem

at hand, yet the ideas proposed in Song and Regan (2005) and Lee et al. (2007) are not

applicable to the CTP scenario considered here. In the TSPP, shippers buy transporta-

tion services on several lanes from some carriers. A lane corresponds to a service on a

transportation relation specified by an origin, a destination and a flow of goods which are

to be transported from the origin to the destination during a predefined time interval.

Different from an LTL request which has to be served only once on the operational level,

a lane usually needs to be served frequently over a long period and thus belongs to the

strategic planning level. Carriers can bid on these lanes for certain prices. The shippers

choose those bids which minimize the total costs. Because bundling lanes may result in

less empty miles as well as less travel and repositioning costs, shippers can reduce their

procurement costs. Figure 6.4 illustrates this situation.

In this example, four lanes 1, 2, 3, and 4 have to be covered. On the one hand, since the

first three lanes 1, 2, and 3 constitute a closed route without empty driven miles, carriers

can bid on this bundle of lanes for a lower price than the total prices of three single-item

bids, each containing only one of these three lanes. On the other hand, lane 4 can hardly
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1

2
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Figure 6.4: Bundling of lanes in the TSPP (Wang and Kopfer, 2014)

be combined with other lanes, it may be left unassigned in the CA and be auctioned later

in a single-item auction.

In contrast to the TSPP, the problem of having requests unassigned may have seri-

ous consequences in the CTP scenario, since the coalition members are both seller and

purchaser at the same time. Figure 6.5 illustrates this problem.
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(a) Before request exchange
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(b) After request exchange

Figure 6.5: Routing plans of collaborating forwarders, cf. Wang and Kopfer (2014)

Suppose that two forwarders A and B try to exchange requests through a CA. Each

of them has a vehicle that can serve up to 3 customers. Figure 6.5a shows that all six

customers can be served before the exchange. Since request 4 lies near requests 2 and 3,

forwarder A may bid on the bundle including requests 1, 2, and 4. Forwarder B may bid

on the bundle of requests 5 and 6 since they can be well consolidated in his route. None

of the two forwarder A and B would bid on request 3. The result would be that forwarder

A wins the bundle with requests 1, 2, and 4, forwarder B wins the bundle with requests 5

and 6, and request 3 is returned to forwarder A. In this case, the total fulfillment costs for

requests 1, 2, 4, 5, and 6 are reduced through the CA. However, because of the capacity

limitation, forwarder A cannot fulfill in a single tour all four requests assigned to him

(see Figure 6.5b). In order to get request 3 fulfilled, extra capacity is needed (e.g. by

installing an additional tour or by subcontracting), which is usually very expensive and

may shoot down the benefits reached by request exchange.
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6.3 Mathematical formulation

In this section, the CTP problem studied in this and the following chapters is defined in

a formal way. The scenario of a group of collaborating freight forwarders offering LTL

pickup and delivery transport services is considered. It implies that the underlying routing

problem is the PDPTW. Customer requests of all participating coalition members can be

fulfilled by any vehicle of the coalition and thus can be exchanged among the forwarders.

The planning situation considered here is static, which means that all information is

available at the beginning of the planning. The dynamic CTP will be discussed later in

Chapters 9 and 10.

Suppose that there exists a horizontal coalition of m independent freight forwarding

companies. Each forwarder i comes along with a request portfolio Ri containing ni,

i = 1, . . . ,m LTL pickup and delivery requests with time window restrictions, which are

supposed to be offered for exchange in the coalition1. A fleet Ki with %i homogeneous

vehicles in terms of both cost rates and loading capacity is positioned at the depot of each

coalition partner i. However, the cost rates and loading capacities of vehicles need not

be the same for different participants. All requests can be exchanged and fulfilled by any

vehicle in the coalition.

The option of subcontracting is not considered in this chapter, so that it is assumed

that in the IP scenario, all partners have enough capacity in their fleets; i.e., they can

execute their whole original request portfolios Ri with their own fleets Ki. Participants

are not expected to expose their private information to the agent nor to other partners.

The CTP problem together with the IP and the CP can be formally defined as follows.

Each forwarder i can serve his requests Ri following his own routing plan Πi with the

costs of Ci by solving the PDPTW as defined in Section 2.2. For the sake of simplicity,

the time dependent cost term can be omitted and the objective function for each single

forwarder in the IP can be formulated as follows:

minCi =
∑
k∈Ki

αk +
∑
k∈Ki

∑
(u,v)∈Ai

βkduvxuvk (6.1)

In this formulation (6.1), the arc set Ai is used instead of Ak for each vehicle k ∈ Ki

as the case in the PDPTW model presented in Section 2.2, which is defined based on the

individual depots of the vehicles and the compatibility with the requests. In the CTP

situation considered here, all vehicles of a single member are homogeneous and located at

1The phrases “forwarder”, “member”, and “partner” are used as synonyms in the context of CTP in
this thesis.
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the same start and end depots, so that the arc sets for all vehicles are the same and can

be denoted simply as Ai.

The total execution costs of all forwarders in the IP are then given by TCIP =
∑m

i=1Ci.

Consequently, TCIP represents the upper bound for a CTP solution to be accepted.

In the CP, a multi-depot PDPTW instance has to be solved for the entire request set

R = ∪mi=1Ri. The total costs of the resulting routing plan Π for the entire coalition are

denoted as TCCP , which is the lower bound for the CTP solutions.

In the CTP scenario, the request portfolio Ri of forwarder i is completely offered for

exchange. Ri can be divided into two parts. The first part is the set of requests R0
i ⊆ Ri

that have been offered but not transferred to other partners. The transferred requests

constitute the set R−i = Ri \ R0
i . The new request portfolio after the exchange is R′i =

R0
i ∪R+

i , where R+
i is the set of requests that member i has acquired from other partners.

The execution costs for the new request portfolio R′i according to a plan Π′i are given by

C ′i. The CTP can be modeled as the following optimization problem:

min TCCTP =
m∑
i=1

C ′i (6.2)

subject to:

R′i ∩R′j = ∅ ∀i, j = 1, . . . ,m, i 6= j (6.3)

∪mi=1 R
−
i = ∪mi=1R

+
i (6.4)

The objective function (6.2) minimizes the total fulfillment costs of the entire coalitions.

Restriction (6.3) ensures that each request is shifted exactly to one cooperation partner.

Equation (6.4) ensures that all transferred requests are acquired by coalition partners.

6.4 Request exchange mechanisms in literature

Some approaches have been proposed in literature to tackle the challenging task of devel-

oping request exchange mechanisms for the CTP. These approaches differ not only in the

solution methodologies but also in the CTP scenarios, especially in the underlying routing

problems. In most approaches, auctions and similar mechanisms that enable exchange of

bundles of requests are utilized.

Schönberger (2005) proposes a mechanism considering a variant of the PDPTW, where

each partner has only one vehicle with unlimited capacity. Since hard time windows are

considered, there are not enough capacities in the whole coalition for the execution of all
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requests. Requests that cannot be planned within the coalition have to be subcontracted

to common carriers. An extremely high price level for forwarding the requests is assumed

and it is tried to increase the degree of self-fulfillment. A CA is used as the exchange

mechanism. Each participant solves a combined problem of request selection and PDPTW

following his individual objectives. The resulting routes are proposed as bids and their

costs as the bid prices. The winning bids are then chosen such that the total costs of

subcontracting of the entire coalition are minimized.

Krajewska and Kopfer (2006) design a request exchange mechanism based on the con-

cept of CA. They do not assume any specific routing problem for their CTP model. They

presume that the fulfillment costs for any combination of requests can be exactly eval-

uated. However, the calculation of the potential fulfillment costs for all bundles of LTL

pickup and delivery requests with time windows constitutes a very difficult problem which

they do not consider. This problem increases even further when limitations of capacities

are considered and post-auction planning is to be performed.

Schwind et al. (2009) propose two auction mechanisms for the request exchange among

several warehouses of a single company. Since the goods to be delivered to the customers

are of one single commodity, every customer can be served by any warehouse. Thus, the

problem considered in this study can be modeled as the VRPTW. Due to the character-

istics of the VRP, only requests located between neighboring profit centers are selected

for exchange while the rest requests near the depots are kept by the warehouse and not

offered for exchange. The proposed requests are then combined into bundles that can be

fulfilled using one vehicle without violating the time window constraints. The resulted

bundles represent the objects in the auctions. Each warehouse that is a member of the

coalition solves its own VRPTW instances and calculates for each request bundle, in which

he is interested, the marginal cost, which is declared as the corresponding bid price. The

marginal cost is the cost difference between the routing results including and excluding

the requests in the bid with those own requests that are not offered for exchange. Both

a one-round auction and an iterative auction are tested and the results show that the

iterative auction can achieve in general better results.

In the request exchange mechanisms developed by Berger and Bierwirth (2010) for inter-

organizational scenarios, the exposure of information is limited. The authors consider

the planning of pickup and delivery requests without capacity restriction, also known as

the traveling salesman problem with precedence constraints (Renaud et al., 2000). Two

auction mechanisms are proposed and tested. The first auction is a second price sealed

bid auction, also known as the Vickrey auction (Vickrey, 1961), in which only one request

is transferred at a time. For the second variant, which is a CA, each member in the

coalition first identifies the most expensive request in his portfolio based on marginal
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cost evaluation and proposes it for exchange. Combinations of the proposed requests

are then assigned through the winner determination of the CA. The whole process stops

when no acceptable exchange can be identified. Computational results show that the CA

outperforms the Vickrey auction, while the first one can realize an average cost-saving

potential of 18.2-64.8% for different test sets.

A route-based request exchange mechanism is proposed by Wang and Kopfer (2014) for

a coalition of freight forwarding companies serving LTL pickup and delivery requests.

The authors also consider the practical capacity limitations of both single vehicle and the

entire vehicle fleet. This approach is similar to the CA-based mechanisms as it also allows

the exchange of bundles of requests. Specifically, only a part of all possible request bundles

which are vehicle routes is considered. Computational results show that this approach

can realize almost the complete cost-saving potential which is determined by solving the

CP problem using effective heuristics. A more detailed presentation of this approach

will be given in Chapter 7. This approach is further developed for an extension of the

collaborative planning problem by considering also the different modes of subcontracting

in Wang et al. (2014), which will be the topic of Chapter 8.

Besides the mechanisms that exchange request bundles, pair-wise exchange based ap-

proaches are also proposed in literature. An incentive compatible approach using crypto-

graphic techniques for swapping pickup and delivery requests among independent carriers

is proposed in Clifton et al. (2008). The authors develop a protocol that is secure against

a centralized model referred to as the “trusted broker” model. This centralized model is

actually the same as the CP defined previously in Section 6.3, since all parties have to

give their input to the broker and the broker computes and returns the result.

Özener et al. (2011) study the lane exchange among FTL carriers and propose bilateral

exchange mechanisms based on the calculation of the marginal costs of serving each single

lane. Their computational experiments show that for the relevant setting to our scenario

no information sharing with side payments, their approach can only realize about 30% of

the potential cost-savings.

From a methodological point of view, the approaches proposed by Clifton et al. (2008),

Schwind et al. (2009), Berger and Bierwirth (2010), and Özener et al. (2011) depend on

the calculation of the marginal costs for each single request. The basic idea is to choose

those requests with the highest marginal costs and offer them for exchange. If an exchange

resulting in a better solution for all parties is found, it will be accepted and the exchange

process continues. Otherwise the process ends. This idea suffers from the fact that the

underlying process resembles a hill-climbing strategy, which does not accept any declined

solution and thus cannot escape from local optima. The approaches in Schönberger (2005),
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Wang and Kopfer (2014), and Wang et al. (2014) follow the decomposition principle

proposed by Dantzig and Wolfe (1960). In these approaches, the CTP problems are

decomposed into several subproblems reflecting the routing decisions of single participants

and a coordinating problem in form of a CA and an SPP/SCP. Using this decomposition

scheme, each member in the coalition decides only for his part without regarding the

feasibility of any other part (Dantzig and Wolfe, 1960) and without having to expose

private information.
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collaborative transportation planning

In this chapter, the route-based request exchange mechanism proposed by Wang and

Kopfer (2014) to solve the collaborative routing problem of horizontal coalitions of in-

dependent freight forwarding companies introduced in the last chapter is described. In

the scenario studied in this chapter, both the own capacity and those of the members

in horizontal coalitions are considered. The main challenges of our design are to ensure

that exchanged bundles can be exactly evaluated, to guarantee the protection of private

information, and to deal with the difficulties caused by introducing capacity restrictions.

This request exchange mechanism aims to generate CTP solutions whose efficiency is

close to that of CP, while the complexity of the request exchange process is relatively

low and the possible negative influence on post-exchange planning illustrated in Figure

6.5b is already considered within the mechanism itself. This mechanism concentrates on

complete routes instead of each request or arbitrary bundles, since the fulfillment costs

of complete routes can be exactly calculated rather than for those later ones whose costs

can only be estimated.

This chapter is organized as follows. A detailed description of the route-based request

exchange mechanism of Wang and Kopfer (2014) is given in Section 7.1. Computational

experiments are then reported in Section 7.2. Section 7.3 concludes this chapter.

7.1 The route-based request exchange mechanism

The route-based request exchange mechanism for the CTP follows the decomposition prin-

ciples proposed by Dantzig and Wolfe (1960). The intention is that sensitive information

like cost structure, customer payment and planning preferences is kept private by different

participants. That is why it is essential to specify the information which actually should

be communicated during the planning process in order to enable a successful decentralized

planning. The entire routing problem of the coalition is decomposed into several routing

problems and a coordination problem. Each routing problem is solved by a single partner

for his own fleet while the coordination problem is formulated as an SPP/SCP and has

to be solved by an agent of the coalition who practically can just be a computer. The

X. Wang, Operational Transportation Planning of Modern Freight Forwarding 
Companies, Produktion und Logistik, DOI 10.1007/978-3-658-06869-1_7,
© Springer Fachmedien Wiesbaden 2015
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planning process is designed as an interaction between participating forwarders and the

agent. The forwarders generate vehicle routes independently and submit these routes to

the agent of the coalition. Based on the routes submitted by the forwarders, the agent

solves the coordinating problem of looking for a composition of winning vehicle routes

that minimizes the total fulfillment costs. The forwarders iteratively generate and submit

new routes based on the feedback information from the agent, which is deduced from the

dual values of the LP-relaxed SPP.

Propose requests for exchange in request pool

Specify transfer price for proposed requests

Initial route generation

Temporary winner determination

Iterative route generation

Final winner determination and solution repair 

(if necessary)

Stop criterion 

satisfied? 

Yes

No

Preprocessing

Initial Route 

Generation

Iterative Route 

Generation

Final Winner 

Determination

Figure 7.1: Overview of the route-based request exchange mechanism (Wang and
Kopfer, 2014)

Figure 7.1 gives an overview of the entire process of the route-based request exchange

mechanism. In the preprocessing phase, participating forwarders propose their requests

that can be exchanged with other partners in a common pool. Moreover, a transfer price

has to be specified and will be paid to the agent if someone else in the coalition intends

to execute these requests. After that, all partners generate and submit some candidate

vehicle routes to initiate the iterative route generation process. For each candidate route,

the ask price has to be specified based on the fulfillment costs. In the iterative route

generation phase, the problem of temporary winner determination modeled as an SPP

is solved aiming to minimize the total fulfillment costs of all requests. The dual values

related to the requests are then obtained by the agent while solving a linear relaxation

of the SPP and these values are given to the forwarders, who can generate and submit

new candidate vehicle routes iteratively until a certain stop criterion is satisfied. In the

next step, the final winning routes are chosen by a final winner determination. For the

execution of the winning routes, the ask prices will be paid to the forwarders by the agent.

The difference between the total transfer prices paid to the agent and the total ask prices

of winning routes paid by the agent will be determined as joint benefits of the coalition.
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7.1.1 Preprocessing

In this thesis, the decision problem which is related to the selection of requests to be offered

for exchange is not discussed. Instead, it is assumed that all partners i = 1, . . . ,m, offer

their entire request portfolios Ri for exchange. Alternatively, it can be assumed that all

partners have identified the request portfolios Ri which they want to offer for exchange in

advance on the basis of a preliminary vehicle routing. In this situation, R∗i ⊇ Ri represents

the entire set of requests acquired by forwarder i from his customers. In case of Ri ⊂ R∗i ,

it is important to postulate that, with respect to the preliminary vehicle routing, none of

the requests r ∈ Ri is combined in a tour with any request r′ ∈ R∗i \Ri. This means that

within a preliminary planning each partner identifies very efficient routes which he wants

to fulfill without request exchange and offers all other requests that are not contained in

these routes for exchange.

As a consequence, the problem that collaborating partners have to solve in the prepro-

cessing phase is to specify the transfer prices for their own request sets Ri. It seems to be

desirable that the forwarders can specify the transfer price for each single request r ∈ Ri.

However, to specify the exact cost as its transfer price for each single LTL request which is

fulfilled together with many other ones in a common route is impossible. We thus design

a mechanism which only needs an aggregated transfer price for the whole request portfolio

Ri proposed by participant i. In order to determine the transfer price, each participant

just needs to solve a PDPTW for the own requests he offers for exchange. The objective

function of the PDPTW is given by:

minCi =
∑
k∈Ki

αk +
∑
k∈Ki

∑
(u,v)∈Ai

βkduvxuvk (7.1)

For the fulfillment of his own initial request portfolio Ri within the coalition, participant

i will not be willing to pay more than the transfer price Ci. The transfer prices are known

but kept sealed by the agent. The sum of transfer prices of the request portfolios of all

partners is the total fulfillment costs of the IP TCIP . Based on the transfer prices of all

partners, the coalition will accept only those CTP solutions with TCCTP ≤ TCIP . As

long as a CTP solution is accepted, the joint profits can be calculated as TCIP −TCCTP .

An important piece of information that must be transferred to the agent is the maximal

number of routes that a participant can be assigned; i.e., the number of vehicles in the

participant’s own fleet available for the CTP. The agent can therefore make sure in the

determination of winning routes that no partner will be assigned more routes than his

fleet capacity allows.

After all partners have proposed their sets of requests, the request pool R = ∪mi=1Ri is
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complete. All requests in the pool R are then visible to all members of the coalition and

the route generation phase starts.

7.1.2 Initial route generation

During the route generation process, forwarders face two important questions: which

requests in the pool R should be chosen for their own vehicles available for the CTP,

and how these requests should be bundled into candidate vehicle routes. Theoretically,

forwarders can consider all vehicle routes as long as they are feasible. For common problem

sizes, this is not practical due to the very large number of possible routes. Moreover, the

efficiency of a participant’s plan Π′i will be strongly diluted if some requests are covered

by several of his winning routes but can be actually executed in only one route. Thus,

instead of generating vehicle routes singly, entire PDPTW solutions are generated to take

advantage of the complementarity of these routes the same as in the heuristic HII for

solving the IOTPP in Section 5.2. By solving the PDPTW heuristically, a set of good

but different solutions can be obtained at a time. The routes in the PDPTW solutions

are then submitted for winner determination.

Since each freight forwarder can fulfill only a part of the requests in the pool R, he

has to select the requests he wants to serve and create candidate vehicle routes for the

fulfillment of the selected requests. The problem to be solved is thus a combined request

selection and routing problem (see e.g. Butt and Ryan, 1999 or Feillet et al., 2005).

At the beginning of the route generation process, forwarders only know which requests

are in the pool. Without knowing any payments for requests, they have to generate

efficient routes with their costs as low as possible. The planning goals in this initial route

generation step can thus be specified as firstly to get enough requests for their fleets, and

secondly to generate efficient routes, which are similar to those of “cherry-picking”. The

first goal strives to increase the use of the own fleet, while the second one makes their

candidate routes competitive and helps exhaust more cost-saving potential. Accordingly,

for the combined request selection and routing problem in this step, the primary objective

is to include as many requests as possible in the routes and the secondary objective is to

reduce the routes’ costs. This combined problem of request selection and the PDPTW is

denoted as RSPDPTW1.

In order to define this problem, a “penalty cost” γr, r ∈ R is introduced, which will be

charged if request r is not planned in any route. A binary variable zpr , r ∈ R, representing

whether a request is part of a route or not, is added to the model. If request r is not

planned in any route, zpr will be one. Denote the new arc set for forwarder i as A′i that is

defined based on the entire request portfolio of the coalition R and his own vehicle fleet
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Ki, the objective function of the RSPDPTW1 can be formulated in the following way:

min
∑
k∈Ki

αk +
∑
k∈Ki

∑
(u,v)∈A′i

βkduvxuvk +
∑
r∈P

zprγr (7.2)

Requests with higher penalty costs will be preferred to be integrated into routes of

the CTP compared to those having less penalty costs. An extremely high value will

guarantee that the corresponding request will be planned in some route, as long as the

capacity restriction holds.

After this problem has been solved in a heuristic manner, a set of good but different

solutions are generated. All vehicle routes in these solutions are submitted for the winner

determination with their costs as ask prices. For each route k submitted by member i,

the ask price can be formally defined as:

pk = αk +
∑

(u,v)∈A′i

βkduvxuvk (7.3)

7.1.3 Temporary winner determination

When no forwarder wants to submit any further candidate routes, the agent temporarily

solves the current winner determination problem (WDP) to provide useful information

for the iterative route generation step (see Section 7.1.4). Suppose that n requests are

offered for exchange, R = {1, . . . , n}, and each forwarder i has submitted ωi candidate

routes. We add a fictive route for each single request in R with a very large ask price pmax

to make sure that the WDP always has feasible solutions. The total number of candidate

routes is ω =
∑m

i=1 ωi + n. Let arj = 1 indicate that request r ∈ R is held by route j and

arj = 0 otherwise. The ask price for route j is pj, j = 1, . . . , ω. The WDP can be modeled

as an SPP by introducing a binary variable yj, j = 1, . . . , b, where yj = 1 indicates that

route j is chosen as a winning route:

min TCCTP =
ω∑
j=1

yjpj (7.4)

subject to:
ω∑
j=1

arjyj = 1 ∀r = 1, . . . , n (7.5)

yj ∈ {0, 1} ∀j = 1, . . . , ω (7.6)

Since we want to consider the capacity restrictions of freight forwarders, this model has
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to be extended. Let fij = 1 indicate that a route j is submitted by freight forwarder i

and fij = 0 otherwise. Participant i has %i vehicles in his fleet. We add the following

constraint to the above model:

ω∑
j=1

fijyj ≤ %i ∀i = 1, . . . ,m (7.7)

The objective function (7.4) and restrictions (7.5)-(7.7) constitute the SPP based model

of the WDP. Denote this model as WDP-SP. A linear relaxation of the WDP-SP is given

by replacing (7.6) with:

yj ≥ 0 ∀j = 1, . . . , ω (7.8)

Denote the relaxed model (7.4), (7.5), (7.7), and (7.8) as WDP-LP. This relaxed problem

is to be solved in this step. Then, the dual values of constraint (7.5) can be used for

generating new candidate routes.

7.1.4 Iterative route generation

The route generation problem is to build new candidate routes with negative reduced

costs c̄j, which can be calculated as follows for a variable yj:

c̄j = pj −
n∑
r=1

πrarj −
m∑
i=1

σifij (7.9)

Variables π and σ represent the dual variables corresponding to the constraints (7.5)

and (7.7), respectively. The objective value of the WDP-LP can then be reduced by letting

these new routes with negative reduced costs enter the basis until no route with c̄j < 0

can be found. The dual values πr of the requests, r = 1, . . . , n, are read by the agent and

sent back to forwarders in a revised form π′r, which can be determined by introducing a

predefined minimal value πmin ≥ 0 as:

π′r =

πmin if πr < πmin

πr if πr ≥ πmin
∀r ∈ R

Consider the meaning of the dual values π′r, r = 1, . . . , n, for the forwarders. If route j

is generated by a specific forwarder i, we have fij = 1 and fhj = 0, h = 1, . . . ,m, h 6= i.
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Thus, (7.9) reduces for a particular forwarder to:

c̄j = pj −
n∑
r=1

π′rarj − σi (7.10)

To find a route with c̄j < 0 for a particular forwarder i is equivalent to finding a route

with −c̄j =
∑n

r=1 π
′
rarj + σi − pj > 0. Note that pj is the ask price, which is the cost of

a route. The revised dual values π′r can be seen as a “fictive payment” for the fulfillment

of a request r and the first term is then the total earning of this route. The second

term σi can be regarded as the fixed costs for the vehicle, because σi is the dual variable

for constraint (7.5) and it will always be non-positive as long as the dual problem of

the WDP-LP is solvable. This interpretation helps to understand how this new route

generation problem can be converted into a routing problem. As a result, the above task

can then be interpreted as finding out a vehicle route with positive revenue.

Normally, this task is done by solving an optimization problem with the objective of

maximizing −c̄j. If a feasible solution to this problem with non-positive objective value

is found, a new route is generated. In this route-based request exchange mechanism,

however, the idea to generate several new candidate routes by solving an RSPDPTW

instance that has been used in the heuristic HII to solve the IOTPP in Section 5.2 is

used again. This means that %i routes are generated at once by forwarder i. In order to

emphasize the routes, index k is used instead of j. The objective function of this problem

can be formulated as follows:

max

%i∑
k=1

n∑
r=1

π′rark + %iσi −
%i∑
k=1

pk (7.11)

Hence, the new route generation problem is to solve a request selection and routing

problem in order to maximize the resulting revenue, which is calculated by subtracting

the route costs from the “fictive payments” π′r for the planned requests in the routes.

The meaning of introducing the revised dual value π′ can now be seen in a more straight-

forward way. The minimum value πmin gives requests with small or even negative dual

values the chance to be inserted into routes, of course only if the insertion causes very

little costs. These two strategies help to find not only “good” routes that will improve the

WDP-LP objective values, but also routes that are complementary to those good ones.

This route generation problem is denoted as RSPDPTW2. The objective function (7.11)

can be formulated in a way that the RSPDPTW2 is modified to a revenue maximization

problem. The first term of (7.11),
∑%i

k=1

∑n
r=1 π

′
rark, calculates the total “fictive pay-

ments” for all requests planned in routes and can thus be substituted by
∑

r∈R π
′
r(1− zpr ).
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The third term
∑%i

k=1 pk gives the total route costs of the %i vehicles, which can be replaced

through
∑

k∈Ki
αk +

∑
k∈Ki

∑
(u,v)∈A′i

βkduvxuvk. As a result, the objective function of the

RSPDPTW2 is the same as the following one:

max
∑
r∈R

π′r(1− zpr )−
∑
k∈Ki

αk −
∑
k∈Ki

∑
(u,v)∈A′i

βkduvxuvk + %iσi (7.12)

Denote the fixed cost and the variable cost terms in (7.12), i.e., the two terms
∑

k∈Ki
αk

and
∑

k∈Ki

∑
(u,v)∈A′i

βkduvxuvk, as FCi and V Ci, respectively. This objective function

(7.12) can be reformulated as a cost minimization function like in the RSPDPTW1 by

setting γr = π′r, ∀r ∈ R. We have

max
∑
r∈R

π′r(1− zpr )− V Ci − FCi + %iσi

=
∑
r∈R

γr(1− zpr )− V Ci − FCi + %iσi

=
∑
r∈R

γr −
∑
r∈R

zprγr − V Ci − FCi + %iσi

⇔ min V Ci + FCi − %iσi +
∑
r∈R

zprγr −
∑
r∈R

γr

= V Ci + FC ′i +
∑
r∈R

zprγr

where FC ′i = FCi − %iσi −
∑

r∈R γr. This is why the same heuristic can be used to solve

both the two problems RSPDPTW1 and RSPDPTW2. This heuristic will be presented

later in Section 7.2.2. The newly submitted routes are added to the existing candidate

route set. The Steps temporary winner determination and iterative route generation are

repeated until some stop criteria are satisfied. The route generation phase is then con-

cluded. Please note that although this phase may have some iterations, the whole process

has only one round. This means that the final winning routes will only be decided once

in the following Step final winner determination.

7.1.5 Final winner determination

In this phase, the WDP is modeled as an SCP by replacing constraint (7.5) with:

ω∑
j=1

arjyj ≥ 1 ∀r = 1, . . . , n (7.13)

This problem, defined by (7.4), (7.6), (7.7), and (7.13), is then denoted as WDP-SC.
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Additionally, to make sure that the WDP-SC always has feasible solutions, a fictive route

containing a single request r ∈ R with the ask price pmax is added to the set of candidate

routes for all requests by the agent.

The reason to choose the SCP-based formulation for the WDP instead of further using

the WDP-LP is the same as that explained in Section 5.2.3, which is to minimize the

efforts needed to get a feasible solution to the WDP-SP if the solutions of the WDP-

LP and the WDP-SC are not feasible to the WDP-SP. A large number of iterations of

route generation needed in a B&B process can put great demands on the computational

efforts as well as on the communications between the forwarders and the agent, which is

undesirable in the collaborative planning context. On the contrary, as the relaxation of

the WDP-SC allows each request to be assigned more than one winning route, a WDP-SC

solution can be infeasible to the WDP-SP. Such infeasible solutions can easily be repaired

to feasible WDP-SP solutions through removing all multi-assigned requests from all but

one route.

However, since the multi-assigned requests cannot be simply reinserted into vehicle

routes of the forwarders by the agent, who has no idea about the concrete scheduling of

the routes. Another heuristic is thus used here to repair an infeasible WDP-SP solution

obtained by using the WDP-SC in this way. Hoping to minimize the damage of the synergy

effects embedded in the routes, we give the multi-assigned requests to those partners who

have won most of them. Let the set of multi-assigned requests of freight forwarder i

be Rmul
i , i ∈ {1, . . . ,m} and the set of all multi-assigned requests be Rmul. The set of

freight forwarders that have won at least one multi-assigned request is FCmul = {i|i =

1, . . . ,m,∧Rmul
i 6= ∅}. The outline of this simple heuristic is shown as follows.

Algorithm 5 WDP-SC solution repair heuristic

1: while |Rmul| > 0 do
2: sort FCmul so that for all j < k ⇒ |RFCmul[j]| ≥ |RFCmul[k]|
3: assign request in Rmul

FCmul[1]
to FCmul[1]

4: Rmul := Rmul \Rmul
FCmul[1]

5: Rmul
i := Rmul

i \Rmul
FCmul[1]

, ∀i ∈ FCmul

6: remove i ∈ FCmul with Rmul
i = ∅ from FCmul

7: end while

Then, the agent asks each forwarder for the total ask price of the entire set of requests

he has finally won after the exchange and repair procedure, which is the overall costs of

the forwarder’s new routing plan. Finally, the agent actualizes the result of the WDP.

Besides the requests that are successfully assigned in the winning routes, some requests

may be left unassigned. Eventually, these requests are likely to be outsourced to external
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common carriers. In this case, the agent will ask the prices for outsourcing and perform

the subcontracting if the CTP solution is accepted by the coalition. The total costs of the

WDP-SP solution, including both the winning routes’ ask prices and the possible costs

for subcontracting, will be compared with the IP results. The WDP-SP solution will only

be accepted if positive joint benefits can be realized.

7.2 Computational experiments

The performance of the route-based request exchange mechanism for the CTP described

in the last section will now be evaluated by means of computational experiments. Since

we have introduced a new CTP scenario with LTL requests with time windows, we need to

generate test instances for this scenario. The method used to generate new CTP instances

will be introduced first. Next, the route generator that solves both, the RSPDPTW1 and

the RSPDPTW2, will be presented. CTP results obtained by applying our mechanism

are presented and discussed at the end of this section.

7.2.1 Test instance generation

CTP test instances are generated by combining different PDPTW benchmark test in-

stances generated by Li and Lim (2001), while each of them represents the request set

of an individual participant of the coalition. Several instances with the same character-

istics (C, R, or RC) and size (100-cases) are combined together into a single CTP test

instance. Before a PDPTW instance is inserted into a CTP instance, coordinates of all

nodes of this PDPTW instance have to be adjusted with the same amount (∆X,∆Y )

in order to correspond to the locations of forwarders in different regions. The number

of vehicles in the own fleet is given as the number of used vehicles in the best-known

solutions obtained from five heuristics: the heuristic by Li and Lim (2001), the heuristic

by Bent and van Hentenryck (2003), the heuristic by Ropke and Pisinger (2006), and two

commercial heuristics including the one developed by SINTEF and the other by TetraSoft

A/S. Data sets of these PDPTW instances and detailed results can be found on a web

page maintained by SINTEF1.

For the sake of simplicity, all vehicles are assumed to have the same capacity given in

the original data and the cost structure is fixed by setting the variable cost rate for each

distance unit βk = 1 for each forwarder i and each vehicle k ∈ Ki. We further assume that

all vehicles have the same fixed costs, so that the fixed cost term can be ignored during

1www.sintef.no/Projectweb/TOP/PDPTW/Li--Lim-benchmark

www.sintef.no/Projectweb/TOP/PDPTW/Li--Lim-benchmark
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the planning. Thus, we can set the fixed cost αk to zero and only focus on the variable

costs of the routes. This offers the possibility to directly use the benchmark solutions to

determine the costs for the IP scenario and to minimize the deviation from the optimal

solutions caused by applying heuristics. The detailed information about the generation

of the test instances can be found in Table 7.1. In total, 24 CTP instances, containing 2

to 5 forwarders each, have been generated using the 100-case PDPTW instances in the

sets LC1, LR1, and LRC1. The sets LC2, LR2 and LRC2 are not used because the gap

between the results of IP and CP is very small in these instances. The extreme long

planning horizon of sets LC2, LR2 and LRC2 permitting many more customers to be

serviced by the same vehicle (Solomon, 1987) makes it possible to get equivalent good

solutions in both IP and CP scenarios.

7.2.2 Route generator

In order to generate routes and to solve the routing problems for the reference scenarios,

an LNS which is similar to the ALNS presented in Section 5.1 is used. The only difference

is that the adaptive framework is not used here. The purpose of this modification is to

get more promising solutions and in turn more good candidate routes by intensifying the

search in each iteration of the SA process. Different from the case of heterogeneous vehicle

fleet for which more candidate routes of different types can be derived from a single route,

only one candidate route can be generated in the homogeneous fleet case. This leads to

a reduction of the number of total candidate routes that can be derived from the same

number of recorded best found solutions. In order to reach a high efficiency of each LNS

run in the iterative route generation step in finding efficient candidate routes without

increasing the number of solutions recorded, the average quality of the recorded solutions

has to be improved while a diversity of them has to be guaranteed. This has been done

through conducting a more thorough search by applying all insertion operators to the

current solution after a removal heuristic has been executed. While the best solution is

chosen as candidate solution for the next iteration, all other solutions are also recorded for

route generation. Since we do not apply the adaptive mechanism, we set the probabilities

for executing the three removal heuristics: worst removal, random removal and Shaw

removal to 0.2, 0.4, and 0.4, respectively.

Since this modification may make the heuristic more myopic in the search process, we

have tested our LNS heuristic to verify the modification. We ran the LNS heuristic

on each of the 100-cases and 200-cases instances ten times by giving γr large values.

The heuristic has the same objectives as the majority of other heuristics for solving the

PDPTW in literature: firstly to minimize the number of vehicles and secondly to minimize
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the total distances. All of our best solutions have the same numbers of vehicles as the

best-known ones reported by SINTEF. With respect to the total distances, we have found

the same best-known solutions for 53 of 56 instances of the 100-cases and for 29 of 60

instances of the 200-cases respectively. The average deviation between the best-known

solutions and our best solutions of all test instances in the 100-cases is 0.08%. For the 200-

cases it is 1.14%. It implies that our modification performs only slightly worse than the

original ALNS. However, for the two test instances LR2 2 10 and LRC2 2 3, we have found

better solutions than those published by SINTEF. We improved the results for LR2 2 10

with 3 vehicles from 3323.37 to 3316.39 and for LRC2 2 3 with 4 vehicles from 2938.28

to 2934.98. The results indicate that the modified heuristic can offer solutions to the

PDPTW test instances of high quality that is comparable to the original ALNS proposed

by Ropke and Pisinger (2006) while it increases the number of solutions considered for

route generation. Our heuristic for the PDPTW constitutes the basis for the development

of the CTP approach. Later on in this paper, the LNS heuristic is used for the generation

of benchmarks by providing very good sub-optimal solutions for CP. These sub-optimal

solutions are lower estimations for CTP and are used for the performance evaluation of

our CTP approach.

During the route generation process, up to θ of the best solutions found in the search

process are recorded. Routes in these solutions are submitted. For the RSPDPTW1 and

the RSPDPTW2, the objective is only to minimize the costs or to maximize the revenues

respectively, regardless of how many vehicles are used.

7.2.3 Computational results

As upper bounds for our tests, we use the best-known values from literature to calculate

the total costs TCIP in the IP scenario. To estimate the lower bounds TCCP (CP), we solve

the multi-depot PDPTW using the above mentioned LNS heuristic. For each instance, the

multi-depot PDPTW is solved three times and the algorithm runs Ψ = 15, 000 iterations

each time. For the collaborative planning, forwarders repeatedly solve the RSPDPTW1

and the RSPDPTW2 using the same algorithm during the route generation process. Tun-

ing experiments resulted in the following parameter setting, which offers a fair trade-off

between time and quality. Each time, the algorithm runs only Ψ = 5, 000 iterations and

the vehicle routes in up to θ = 300 of the best solutions found in these 5,000 iterations

are submitted as candidate routes. In the initial route generation step, the penalty cost

penr is set to 400. The minimal revised dual value for requests πmin is set to 10. For the

WDP, the ask price for the fictive routes pmax is set to 400. We only execute one trial

on each instance for the collaborative planning. The route generation process is stopped
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after 10 iterations or when the improvement of the objective value of the WDP-LP is less

then β percent. For our tests, β is set to 0.1%, 0.2%, 0.5%, and 1.0% for instances with

2, 3, 4 and 5 freight forwarders, respectively.

The results are shown in Table 7.2. The number of freight forwarders m is given in the

second column and the number of all requests n in the third column. The values of the

absolute cost-saving potential ∆TC1 = TCIP −TCCP and the relative cost-saving poten-

tial φ1 = 100 · ∆TC1/TCIP (%) are shown in the sixth and seventh columns. Columns

eight to ten give the results of the CTP. The columns for ∆TC2 = TCIP − TCCTP and

φ2 = 100 ·∆TC2/TCIP (%) show the absolute and relative cost reduction compared to the

IP. The efficiency parameter η = 100 ·∆TC2/∆TC1 (%) shows the realized percentage of

the cost-saving potential and thus how efficient the request exchange mechanism is. Note

that the values TCCP for the CP are high quality sub-optimal solutions generated by

using the LNS heuristic which has been introduced and evaluated in Section 7.2.2. They

are not necessarily identical to the optimal solution of the CP. Values for #itRG are the

numbers of route generation iterations and the values for τRG are the average time used

by one forwarder to solve the RSPDPTW1 and the RSPDPTW2 once. The evaluation of

the fulfillment costs of the routing plan for the entire request portfolio in the final winner

determination step is not counted in #itRG. All route generation problems are solved on

an Intel Core i7 PC (8 cores à 3.2 GHz). Finally, τSC is the time elapsed to solve the

WDP-SC using IBM CPLEX 12.2 on an Intel Core i5 PC (4 cores à 3.33 GHz). Both

PCs run Microsoft Windows operation systems. We do not report the time used to solve

the WDP-LP, since it can be solved very quickly. The longest time is only 6.3 seconds for

5 forwarders with totally 265 requests, 60 vehicles and 17,954 routes.

7.2.4 Discussion of results

The results indicate that the route-based request exchange mechanism works very well for

CTP. For 17 of the 24 instances, we have found solutions that are equal to or better than

those obtained by using the LNS heuristic for the CP. However, it must be mentioned

that the decentralized approach makes more demands on computational time than the

LNS. Considering the solution quality, the decentralized planning through the route-based

request exchange mechanism has found obviously better solutions than the LNS heuristic

particularly for the large instances in sets R and RC. It seems that, especially for the

instances with more participants, the CTP results can be further improved by reducing β

and performing more iterations of route generation #itRG and by increasing θ to submit

more candidate routes in each iteration. The test settings show a stable performance with

acceptable computational efforts needed for the CTP.
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Table 7.3: Efficiency and computational effort for different instance sizes

m φ1(%) φ2(%) η(%) #itRG
¯̄τRG(min) τ̄SC(s)

2 6.08 5.97 98.07 5.83 0.71 0.40
3 9.23 9.73 108.75 7.50 1.47 4.39
4 11.65 13.33 111.72 6.33 2.49 44.49
5 14.47 16.10 114.26 5.67 3.08 226.56

A summarized comparison of efficiency and computational effort for different instance

sizes is shown in Table 7.3. It is obvious that the cost-saving potential also rises with

increasing number of participants in a coalition, but it becomes increasingly difficult

for heuristic approaches to solve the problem centrally. Instead, CTP appears to be a

preferable solution strategy. The success of our mechanism is based on the ability of the

route generator to find more local optima by intensifying the search process (see Section

7.2.2) without necessarily having found the global optimum. CTP can provide satisfac-

tory good solutions even when the number of iterations (5,000) running the heuristic for

the RSPDPTW1 and the RSPDPTW2 is relatively small compared with the number of

iterations running the heuristic in the CP (15,000). Meanwhile, the average time used for

route generation ¯̄τRG as well as the average time used for the WDP-SC τ̄SC also increases.

However, it is surprising that the average number of route generation iterations #itRG

does not significantly change, although the stopping criterion has been changed slightly.

Time (min)

Iteration1 2 3 4 5 6

1

2

3

4

5

6

0

Figure 7.2: Average time consumption for route generation of instance C108

Another important observation is that τRG reduces significantly (up to 40%) in the

late phase compared with the first iterations of the route generation process, because the

route generator can be very well guided by the feedback information about the dual values.

Requests with extremely low π′r values will just be excluded from the consideration and

forwarders can efficiently generate promising routes even while ignoring some requests in

the pool. Figure 7.2 shows this trend using instance C108 as an example. If forwarders

know which requests they do not need to consider in the route generation process, the
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time consumption used for route generation can be distinctly reduced. To achieve this,

certain pre-selection rules can be developed and integrated into the mechanism. A possible

rule is to exclude the requests located far away from the depots of the forwarders. Such

pre-selection can be either performed by the agent who prepares for each forwarder a

specific request portfolio, or by the forwarders themselves. It may further improve the

performance of the proposed mechanism in terms of time consumption.

7.3 Conclusions

In order to increase the operational efficiency, small and mid-sized freight forwarders can

build up horizontal coalitions and apply collaborative transportation planning techniques.

Members of such coalitions can profit from the collaboration with partners without losing

their autonomy. Through exchange of transportation requests, vehicle routes that are

more efficient can be built and the total execution costs for the coalition can be reduced.

In this chapter, the route-based request exchange mechanism is proposed to solve the

routing problem in CTP of independent freight forwarders. This approach can deal with

some difficulties that have been rarely considered at the same time in the previous research

on CTP. Firstly, the underlying routing problem of the CTP scenario is the PDPTW.

Secondly, the impacts of capacity restrictions on CTP have been dealt with explicitly.

Finally, the degree of information exposure is low and decision-making competences within

the coalition remain distributed.

Computational results show that this request exchange mechanism can implement the

cost-saving potential embedded in the CTP to a great extent. For more than two-thirds of

the instances, it even outperforms the LNS heuristic. Although the computational study

seems to be a comparison of two heuristic approaches for the multi-depot PDPTW, the

major difference between them is that the route-based request exchange mechanism is

tailored for decentralized decision-making but the LNS heuristic is not. The comparisons

shown in Table 7.2 are only meant to be considered as a measurement of the efficiency

of our auction mechanism for the CTP, since clearly, using full transparency of the CP

can in general lead to more powerful solution approaches than decentralized approaches

which keep the autonomy of the planning partners.



8 Collaborative integrated operational

transportation planning

Cooperation in transportation logistics offers freight forwarding companies new possibili-

ties to increase the flexibility of their capacity and to reduce their operational costs. Such

cooperation can happen between freight forwarders with subcontractors in vertical coop-

eration which is discussed in the IOTP in Chapters 4 and 5, or also between forwarders

with equal partnership in a horizontal coalition as the case studied in Chapters 6 and 7.

The consideration of the operational transportation planning of forwarders in these two

types of cooperation makes it possible to study a more general case in this chapter, where

all available resources, i.e., the own vehicle fleet, capacities of subcontractors including

the common carriers, and the capacities of collaboration partners in horizontal coalitions

through request exchange, are considered systematically in a holistic way in the opera-

tional transportation planning. Since this planning process is a combination of the IOTP

and CTP, it can be referred to as the collaborative integrated operational transportation

planning (CIOTP). It is endeavored in the CIOTP to use all available transportation

resources efficiently and in turn to reduce the total fulfillment costs.

This chapter is organized as follows. Firstly, the planning problem of the CIOTP is

defined in Section 8.1. Then, the solution approach proposed in Wang et al. (2014) which

is an extension of the route-based request exchange mechanism described in Chapter 7 is

described in Section 8.2. A computational study is then conducted in Section 8.3. The

purpose of this study is to investigate how much the potential of cost reduction is and

how efficient the extended route-based request exchange mechanism is in realizing this

potential. Finally, some conclusions are drawn in Section 8.4.

8.1 Problem definition

Suppose that a horizontal coalition consists of m independent freight forwarding compa-

nies. The request portfolio of member i, i = 1, . . . ,m, is defined by Ri, which contains ni

LTL requests. The set of all requests of the coalition can then be defined as R = ∪mi=1Ri.

Each request r ∈ R can be subcontracted or exchanged in the horizontal coalition. In case

that a request is decided to be subcontracted to a common carrier, a freight charge γr has

to be paid, which is the same for all coalition members. It can be assumed that either all

X. Wang, Operational Transportation Planning of Modern Freight Forwarding 
Companies, Produktion und Logistik, DOI 10.1007/978-3-658-06869-1_8,
© Springer Fachmedien Wiesbaden 2015
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coalition members get the same quotation from the common carriers for the same request,

or the lowest charge that the members can get from different common carriers is used for

the whole coalition.

Considering different fulfillment modes in CTP means that each forwarder has a hetero-

geneous vehicle fleet consisting of vehicles of different modes, instead of the case studied

in the CTP scenario in Chapter 7 where each forwarder has a homogeneous vehicle fleet.

Let Ko
i , Kt

i , and Kd
i represent the sets of forwarder i’s own vehicles, vehicles hired from

subcontractors based on a tour basis, and vehicles hired on a daily basis, respectively. The

corresponding fleet size is given by %oi , %
t
i, and %di , respectively. Then the entire vehicle

set of forwarder i is defined by Ki = Ko
i ∪Kt

i ∪Kd
i . All these vehicles in Ki are stationed

at the depot oi of member i, which is the start and end node of their routes.

Similar to the discussion in Chapter 6, three relevant situations are to be specified. The

first one is the IP case where each member forwarder solves his own IOTPP. Using the

same notations introduced in Chapter 4.3, the objective function of the IOTPP for each

forwarder in the horizontal coalition can be defined similar to (4.22) as follows:

minCi =
∑
k∈Ko

i

αk +
∑

k∈Ko
i ∪Kt

i

∑
(u,v)∈Ai

βkduvxuvk +
∑
k∈Kd

i

αkz
d
k +

∑
r∈Ri

γrz
c
r (8.1)

The first term on the right-hand side of this objective function (8.1) calculates the total

fixed costs of own vehicles. The variable costs of both own vehicles and the route costs of

the vehicles paid on a tour basis are summed up in the next term. Flat-rates of vehicles

hired on a daily basis will only be paid when these vehicles are used, i.e., zdk = 1. The

last term represents the total costs for outsourcing the rest share of the request portfolio

to common carriers. The binary decision variable zcr indicates whether a request is to be

outsourced to a common carrier.

The total costs of the entire coalition in the IP scenario can be calculated by summing

up all member forwarders’ costs:

TCIP =
m∑
i=1

Ci (8.2)

The second relevant situation is the CP. The corresponding planning is done by solving

a single multi-depot IOTPP instance for the entire coalition. In order to formulate the

objective function of this problem, the sets of vehicles of different modes available in

the entire coalition can be defined as Ko = ∪mi=1K
o
i , Kt = ∪mi=1K

t
i , and Kd = ∪mi=1K

d
i ,

respectively. Define the graph G = (V,A) for this multi-depot IOTPP according to the

requests and vehicles analog to the definition in Section 4.2, the objective function is given
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as follows:

minTCCP =
∑
k∈Ko

αk +
∑

k∈Ko∪Kt

∑
(u,v)∈A

βkduvxuvk +
∑
k∈Kd

αkz
d
k +

∑
r∈R

γrz
c
r (8.3)

The optimal results of these two planning scenarios represent the lower and upper

bounds of acceptable CTP solutions, i.e., TCCP ≤ TCCTP ≤ TCIP . In other words,

the CTP solutions are only acceptable when they are better than the solutions obtained

without horizontal cooperation. The small the gap between the solutions of the CP and

the CTP is, the more efficient the applied CTP solution approach is.

The model (6.2)-(6.4) for the CTP presented in Section 6.3 can also be used here to define

the CIOTP problem. The major difference is that the plans of the coalition members are

made by solving the IOTPP instead of the PDPTW.

8.2 Solution approach for collaborative planning

In order to solve the CIOTP problem, Wang et al. (2014) extend the route-based request

exchange mechanism presented in Chapter 7 for the heterogeneous fleet case. An overview

of this mechanism is given in Figure 7.1.

The whole process begins with a preprocessing phase, in which participating forwarders

propose their customer requests for exchange in a request pool. After that, all partners

solve their individual IOTPP and the resulting costs are denoted as internal price Ci.

The generated routes are reported to the agent in the form of request bundles. For

each bundle, the route cost is revealed to the agent as the cost of this bundle but the

concrete order of customer nodes in the corresponding route does not need to be reported.

The agent solves the coordinating problem for the entire coalition by choosing the most

promising bundles, i.e., by solving the SPP or the SCP, to minimize the total costs of the

coalition. In order to improve the solution quality, the agent solves the LP-relaxed SPP

and sends the dual values associated with the requests and vehicles back to the members

so that they can generate new routes (bundles) using the feedback information. When a

fairly well improved solution (compared to the IP scenario) is found, the chosen bundles

are declared as winning bundles and their costs will be paid by the agent. Finally, the

difference between the total internal prices paid to the agent and the total costs of winning

bundles paid by the agent will be determined as joint benefits of the coalition.
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8.2.1 Preprocessing

In this step, all members initially offer their request portfolios Ri, i = 1, . . . ,m, for

exchange. As a result, R = ∪mi=1Ri is the entire set of requests in the request pool. For

each request r ∈ R, the information about the pickup and delivery locations, the time

windows, and the load to be transported is also transferred to the agent and is generally

accessible. However, the customer payments are held by the members who acquired them

directly from their customers and do not need to be revealed to anyone else in the coalition,

including the agent.

As it has to be guaranteed that the winning candidate routes chosen by the agent do

not exceed the fleet capacities available to the forwarders, each partner has to report

the maximum number of winning routes he is able to fulfill in each single mode, i.e.,

self-fulfillment, subcontracting on a tour basis, as well as subcontracting on a daily basis.

Additionally, the modes are split into vehicle types because the fleet of a single mode

could be heterogeneous as well in a more general sense. All vehicles of a single type are

identical with respect to capacity and cost parameters. If a route is feasible for one vehicle

of a specific type, then it is feasible for all vehicles of that type at the same cost.

After that, collaborating partners have to specify the internal prices for their own request

sets Ri by solving their individual IOTPP. The sum of internal prices of the request

portfolios of all partners corresponds to the total fulfillment costs TCIP in the scenario IP

. The internal prices are only necessary for the decision of the coalition on the acceptance

of CTP solutions if TCCTP ≤ TCIP , and for the determination of the collaborative profit

TCIP − TCCTP . Apart from that they remain concealed.

8.2.2 Initial route generation

The first step of applying the decomposition scheme proposed by Dantzig and Wolfe (1960)

is to generate a meaningful set of columns, i.e., vehicle routes in our case. This task is

done in the Step initial route generation of the route-based request exchange mechanism.

After that, the iterative process of route generation starts until some stopping criterion

is met.

Purpose of this step is to generate a meaningful set of vehicle routes to start the iterative

process of route generation. One strategy to achieve this is to encourage each partner to

do “cherry-picking” for his own vehicles and all his available subcontractors, while leaving

the remaining requests to common carriers. Thus, the objective function for initial route

generation can be defined as maximizing the reduction of external freight charges for

subcontracting requests to common carriers by doing “cherry-picking”. Denote the new
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arc set defined for forwarder i based on the entire request portfolio of the coalition R and

his own fleet Ki as A′i, the objective function of the routing problem to be solved by each

coalition member can be formulated in the following way:

max
∑
r∈R

γr(1− zcr)− (
∑
k∈Ko

i

αk +
∑

k∈Ko
i ∪Kt

i

∑
(u,v)∈A′i

βkduvxuvk +
∑
k∈Kd

i

αkz
d
k) (8.4)

The first term calculates the amount of freight charges for the requests chosen for the

fleet that will be paid to common carriers. The rest part calculates the route costs for

fulfilling these request with available vehicles. Their difference is then the reduction of

external freight charges through “cherry-picking”. This is equivalent to:

min
∑
k∈Ko

i

αk +
∑

k∈Ko
i ∪Kt

i

∑
(u,v)∈A′i

βkduvxuvk +
∑
k∈Kd

i

αkz
d
k +

∑
r∈R

γrz
c
r −

∑
r∈R

γr (8.5)

This objective function (8.5) is actually the same as (8.1) because the last term in (8.5),

i.e.,
∑

r∈R γr is a constant term and can be ignored. The only difference is that the request

set Ri is substituted by the entire request set R of the whole coalition. Thus, this problem

can be solved by using the ALNS heuristic presented in Section 5.1. The best solutions

found during the search process will be recorded for the route generation.

It is worth mentioning that the operator used here to derive candidate routes from the

recorded solutions works in the same way as the one used in the heuristic HII for the

IOTPP (see Section 5.2). This operator also checks if a route in a solution is also feasible

for other vehicle types besides its own assigned type in this solution. If it is true, then the

same route will be submitted for the exchange as different candidate routes with different

types, and in turn, different costs.

In the route-based request exchange mechanism described in Chapter 7, all vehicles

of a single forwarder are homogeneous so that the fixed costs can be ignored in the

consideration. In the scenario discussed in this chapter, however, the fixed costs of the

own vehicles cannot be simply ignored any more. They are considered indirectly in the

route costs. As a result, if a forwarder cannot win any bundles for some of his own

vehicles, he must pay the fixed costs for these vehicles on his own. For the winning

bundles, the costs will be compensated by the corresponding payments from the agent.

This effect gives forwarders more incentive to generate efficient routes, especially for their

own vehicles.
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8.2.3 Temporary winner determination

After all members have submitted their bundles, the agent temporarily solves the current

WDP that can be formulated in the following way. Suppose that in total n =
∑m

i=1

requests have been offered for exchange and the set of these requests is R = {1, . . . , n}.
Each member i has submitted ωi bundles. For each single request r ∈ R, a single-request

bundle with its outsourcing price γr as its bundle cost is also added into the bundle set.

The cost of a bundle cj is identical to the route cost if it is derived from a vehicle route

or to the outsourcing price if it is a single-request bundle. The total number of bundles

is ω =
∑m

i=1 ωi + n. Let arj = 1 indicate that request r ∈ R is contained in bundle j,

j = 1, . . . , ω, and arj = 0 otherwise. Denote the number of all vehicle types reported by

all carriers as κ. Let fgj = 1 represent that bundle j is proposed for type g, g = 1, . . . , κ

and fgj = 0 otherwise. The reported maximum acceptable number of winning bundles

for type g is %g. The WDP can be modeled as an SPP while the binary variable yj,

j = 1, . . . , ω, takes value 1 if bundle j is chosen as a winning bundle:

min TCCTP =
ω∑
j=1

cjyj (8.6)

subject to

ω∑
j=1

arjyj = 1 ∀r ∈ R (8.7)

ω∑
j=1

fgjyj ≤ %g ∀g = 1, . . . , κ (8.8)

yj ∈ {0, 1} ∀j = 1, . . . , ω (8.9)

Denote this SPP-based WDP model as WDP-SP. An LP relaxation of the WDP-SP is

given by relaxing yj to be a continuous variable. Denote the relaxed problem as WDP-

LP. The agent has to solve this relaxed problem in this step to get important information

that can be used for generating new routes, especially the dual values associated with

constraints (8.7) and (8.8).

8.2.4 Iterative route generation

The route generation problem is to build new routes with negative reduced costs c̄j, which

can be calculated for a variable yj as c̄j = cj −
∑

r∈R πrarj −
∑κ

g=1 σgfgj, where π and σ

are the dual variables corresponding to the constraints (8.7) and (8.8), respectively. To
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improve the objective function value of the WDP-LP, new routes with c̄j < 0 have to be

found. Values of π and σ are read by the agent and sent back to forwarders while πr is

given in a revised form of π′r = max{0, πr}, r ∈ R.

Given the values of π′ and σ, forwarders can generate new routes. In order to reduce

the number of iterations needed for route generation and the associated communications

between the agent and forwarders, a bunch of routes are generated at a time instead

of searching for a route with the minimal reduced cost c̄j. Similar to the strategies

presented in Section 7.1.4, this can be done by solving entire IOTPP instances. Since

each member has a heterogeneous fleet, two options can be chosen analogues to those

used in the heuristic HII for the IOTPP presented in Section 5.2. Each member can

either solve an IOTPP instance for his entire heterogeneous fleet Ki (including vehicles of

his subcontractors) or solve a set of IOTPP instances each only for a homogeneous vehicle

set of a specific vehicle type. Denote these two options as CTP-HET and CTP-HOM,

respectively.

Applying the CTP-HET option means searching for a set of vehicle routes, which can

be executed by the entire fleet Ki of a single partner i. In order to emphasize that it is

the vehicles that are to be found, index k instead of j in cj can be used to formulate the

objective function of this optimization problem:

min
∑
k∈Ki

c̄k =
∑
k∈Ki

ck −
∑
k∈Ki

∑
r∈R

π′rark −
∑
k∈Ki

κ∑
g=1

σgfgk (8.10)

This objective function is equivalent to:

min
∑
k∈Ko

i

αk +
∑

k∈Ko
i ∪Kt

i

∑
(u,v)∈A′i

βkduvxuvk +
∑
k∈Kd

i

αkz
d
k +

∑
r∈R

π′rz
c
r (8.11)

Thus, the iterative route generation problem has exactly the same structure as the

original IOTPP and we can use the same heuristic to solve it. During the search process,

a number of solutions will be recorded for generating new bundles. For the option CTP-

HOM, the objective functions for each vehicle type can be formulated directly in the same

way as (8.11).

Again, the reason to use this strategy is to find not only “good” routes that will improve

the WDP-LP objective values, but also routes that are complementary to those good

ones. Computational results show that the gap between the WDP-LP and the final

integer WDP-SP solutions is quite small (for almost all instances, the gap is smaller than

2%), so that it is unnecessary to call a B&B routine after the column generation phase.

This effect is especially favorable for CTP, as such B&B routines would demand a lot of
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communications between the agent and forwarders and thus cause a lot of transactional

costs.

The new routes are added to the existing bundle set. The Steps temporary winner

determination and iterative route generation are repeated until some stopping criterion

is met. The route generation phase is then concluded.

8.2.5 Final winner determination and flow of payments

In this phase, the agent solves another relaxation of the WDP-SP. Now, the constraint

(8.7) is replaced by:
ω∑
j=1

arjyj ≥ 1 ∀r ∈ R (8.12)

This model, defined by (8.6), (8.12), (8.8), and (8.9), is the SCP-based model of the WDP.

Denote this problem as WDP-SC.

If the WDP-SC solution is also feasible to the WDP-SP, the requests in each winning

bundle will be assigned to the forwarder who has won this bundle. If a bundle representing

the choice of outsourcing only one request to a common carrier wins, it will be returned

to the member who proposed it for exchange.

If the WDP-SC solution is infeasible to the WDP-SP because some requests are assigned

to several winning bundles, the agent can repair this solution simply by assigning such a

multi-assigned request r to that partner who has won more multi-assigned requests than

all other partners competing for r and removing it from all other bundles as described in

Algorithm 5.

After the repair procedure, forwarders in the coalition are assigned the new request

portfolios R′i, i = 1, · · · ,m, including the (repaired) winning routes and the requests

returned to him. These returned requests are the requests proposed for exchange but do

not exist in any winning route. With the new request portfolio, corresponding internal

payments to cover the fulfillment costs are also determined. The winning routes represent

feasible routing plans for the members. However, as the winning routes are generated

during the request exchange mechanism to minimize the coalition’s overall costs, the

resulted routing plans may not be the optimal solutions for the individual members’

request portfolios R′i. Forwarders can thus perform a post-exchange optimization by

solving the IOTPP anew for themselves to get the costs for R′i as C ′i as well as to improve

their individual plans eventually. As a result, the ultimate fulfillment costs resulted by

request exchange can be further reduced compared with the result of the WDP result.

Finally, the agent inquires the total costs for the new request portfolio C ′i for all partners



8.3 Computational Experiments 109

and gets the collaborative result as TCCTP =
∑m

i=1 C
′
i.

It is worth mentioning that associated with the payments, the responsibility of the

fulfillment of the transferred requests is also shifted. A member who gets some requests

from others must guarantee the fulfillment of these requests. However, they can choose

either to fulfill them using their own vehicles or by subcontracting. Generally speaking,

requests will only be transferred when they are included in some winning routes. But

through the pose-exchange optimization in which both the requests in the winning routes

and the returned requests are considered, it may be yet better to outsource some of the

winning requests. In this case, the forwarders who have won these requests have to pay

the freight charges to the common carriers on their own.

The total costs of the CTP solution, including both the winning bundles’ costs and the

possible costs for subcontracting, will be compared with the results of the IP. The CTP

solution will only be accepted if positive joint benefits are realized.

If a collaborative solution has been accepted, the flow of payments among the coalition

members can be determined. First, all forwarders have to pay the amount of the internal

costs Ci to the agent. These are the costs that would result from the situation without

collaboration. As an outcome of the exchange, requests will be assigned to forwarders

according to the repaired winning bundles, and their costs will be paid to the members

by the agent. Any request that has been assigned to a single-request winning bundle

representing the option of common carriers will be returned to the partner who offered

it for exchange. The freight charge for outsourcing a request r to common carriers is

given by γr and also paid by the agent to the corresponding forwarder. The difference of

the incoming payments acquired by the agent and the total payments paid out by him is

then determined as joint benefits of the collaboration. They have to be shared among all

participating members.

8.3 Computational Experiments

In order to analyze the cost-saving potential by performing CTP in the IOTP scenario and

to evaluate the efficiency of the proposed CTP approach for the CIOTP, new theoretical

test instances are generated. In the first step, the references for the CTP solutions, i.e.,

the results of the IP and the CP are obtained by using the heuristics for the IOTPP

described in Chapter 5. Then, the extended request exchange mechanism is used to get

CTP solutions.
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8.3.1 Instance generation

Instances generated in Chapter 5 for the IOTPP (see Section 5.3.1) are used to generate

CIOTP instances. They are constructed in a way similar to the generation of the CTP

instances in Section 7.2.1 using the PDPTW instances. The collaborative instances are

generated by combining the IOTP instances, while each of them represents the request set

of an individual participant of the coalition. Three sets, i.e., C, R, and RC, are generated.

Only instances sharing the same characteristics and size are combined together. For

instance, all CTP instances of set C are generated using IOTP instance of set lc100. While

inserting an IOTP instance into a CTP instance, the coordinates of the nodes in the IOTP

instance are adjusted with the same amount (∆X,∆Y ), so that the IOTP instances in a

single CTP are scattered representing the different locations of the participants. In total,

24 instances, containing 2 to 5 carriers each, are generated.

8.3.2 Isolated and centralized planning

In order to determine the cost-saving potential embedded in integrating CTP into IOTP

and to get the reference planning results for the evaluation of the efficiency of the proposed

CTP approach, the CIOTP instances are firstly solved for the IP and the CP scenarios.

For the IP, it is only necessary to sum up the fulfillment costs of each single instance

used to generate the CIOTP instance that can be read from Table 5.2. The results are

given in the third column in Table 8.3.

For the CP, the two approaches proposed in Chapter 5, i.e., the ALNS heuristic and

the iterative heuristic with its two variations HII-HET and HII-HOM are applied. The

parameter settings used previously in Section 5.3 are also used here. The aggregated

results can be found in Table 8.1. The best found solutions for these CITOP instances

are given in Table 8.2

Table 8.1: Results of centralized planning for CTP instances
ALNS HII-HET HII-HOM

Ins. cost time cost time cost time
C 9478.84 137.2 8765.16 115.9 8765.03 749.6
R 13710.64 133.7 12073.23 388.5 12073.39 3444.8

RC 14098.77 150.4 12702.17 141.1 12714.57 2293.6
all 12429.41 140.4 11180.18 215.1 11184.33 2162.7

Compared with the ALNS heuristic, the iterative approaches have achieved an improve-

ment of solution quality for the CIOTP instances containing up to 500 customer nodes of

10.05% (HII-HET ) and 10.02% (HII-HOM ), respectively. Both variants iteratively up-

date the evaluation of the requests and vehicles to navigate the ALNS heuristic to search
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Table 8.2: Best found solutions of CIOTP instances
Ins. cost Ins. cost Ins. cost

C101 5347.71 R101 7045.51 RC101 7414.69
C102 5339.95 R102 7504.16 RC102 8057.83
C103 7910.20 R103 10673.50 RC103 10798.98
C104 7315.82 R104 9824.52 RC104 11481.08
C105 9880.28 R105 13304.96 RC105 13716.46
C106 9709.52 R106 15480.89 RC106 14675.15
C107 12264.07 R107 15872.38 RC107 17200.33
C108 12305.16 R108 16829.24 RC108 18249.63

in different regions of the solution space. Through recombination of the partial solutions

(routes) found during the process, better global solutions can be found.

For the three CIOTP instances R105, R107 and R108, it took quite a long time for

CPLEX to solve the WDP-SC to optimality. However, if the relative MIP gap tolerance

(MIP-Gap), which is the relative tolerance on the gap between the best integer objective

and the objective of the best node remaining, is increased from 1E-6 to 0.01, this time can

be reduced to a large extent. These three instances were then solved with this new setting

again. The average computational time can be reduced up to 71.2% with an average

decline of the solution quality of 0.2%. The computational time used by the combined

approach HII-HOM increases dramatically with the number of customer nodes. During

the search process, HII-HOM records much more routes than HII-HET using the same

parameter (1,000 solutions each time). This leads not only to a longer computational time,

but also to a considerable amount of data to be transferred to CPLEX, which becomes

extremely time-consuming for larger instances with more than 3 forwarders.

8.3.3 Collaborative planning

In the first step initial route generation, all forwarders use in parallel the ALNS heuristic

to generate IOTP solutions. In this step, the heuristic is allowed to run up to Φ = 10, 000

iterations and the computational time is restricted to 2 minutes. Each forwarder records

up to 1,000 best solutions found during the search process and derives candidate routes

from the routes in these solutions. After that, the step iterative route generation is

repeated five times. The time limit to run ALNS is reduced to 30 seconds each time for

CTP-HET. For CTP-HOM it is reduced to 20 seconds per vehicle type (1 minute for

three types). In order to speed up CTP-HOM, only 350 solutions are recorded for route

generation per vehicle type. Correspondingly, Φ is reduced to 2,500 iterations. No time

limit is set to the CPLEX engine for solving the WDP-LP, since this can be done in less

than 1 second for all instances. For the WDP-SC, however, the MIP-Gap is set to 0.01.

A time limit of 2 minutes is also set for the CPLEX engine. As a result, the total time
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limits for CTP-HET and CTP-HOM are 6.5 and 9 minutes, respectively.

It has to be mentioned that the time limits are rather used for synchronizing the threads

of computation of different coalition members. For the instances tested here, they are set

so broad that they are not really used for stopping the ALNS heuristic. Due to the

increased MIP-Gap for the WDP-SC, the time limit of 2 minutes for the CPLEX engine

is rarely exhausted in the test.

When the new request portfolios R′i for the coalition members i = 1, · · · ,m, have been

specified, a post-exchange optimization starts. The heuristic HII-HET is then used in

this step. The same parameter settings as reported in Section 5.3.2 are used here. The

best results of instances obtained in the ten trials are then used to calculate the final

result of the collaborative planning TCCTP . For the most cases, a slight improvement can

be achieved in this post-exchange optimization step so that the total fulfillment costs of

the entire coalition are smaller than the results of the final winner determination.

The collaborative planning of the coalition for each CTP instance is simulated once.

Thus, there are 24 samples for the evaluation of the performance of the proposed request

exchange mechanism. The exact results can be found in Table 8.3. The total costs for

the IP TCIP are calculated by summing up the costs of all IOTP solutions. ∆TC1 =

TCIP − TCCP and φ1 = 100 ·∆TC1/TCIP (%) are the absolute and relative cost-saving

potential through the CP. Similarly, ∆TC2 = TCIP −TCCTP and φ2 = 100 ·∆TC2/TCIP

(%) show the absolute and relative cost reduction through CTP. The efficiency parameter

η = 100 ·∆TC2/∆TC1 (%) shows the realized percentage of the cost-saving potential and

thus how efficient the request exchange mechanism is. Both variations of collaborative

planning can realize the cost-saving potential to a great extend within the predefined time

limit and perform equally well.

Comparing the different sets of instances, it is more difficult to realize the cost-savings

using the proposed approach for the clustered instances (set C) than for the other two

sets (sets R and RC). The geographical closeness of the customer nodes makes it more

difficult for the decentralized decision-making process to find the optimal clusters for the

forwarders.

8.4 Conclusions

The high volatility of market conditions has strongly influenced the operational trans-

portation planning and changed the appearance of the resource management of modern

freight forwarding companies. In order to face the new challenges and to improve their

operational efficiency, forwarders have to reorganize their internal processes in order to
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better manage external relations to partners in both vertical and horizontal cooperation.

In this chapter, the operational transportation planning of forwarders in road haulage

is discussed taking own resources and those of partners into account. The two related

topics, i.e., IOTP and CTP, are integrated into the planning process of forwarders. A

planning framework that can help forwarders achieve higher operational efficiency by ex-

ploiting vertical and horizontal cooperation has been proposed. Computational results

based on theoretical instances show that the systematical utilization of both internal and

external resources for the execution of customer requests can result in favorable benefits.

It has also been demonstrated that the proposed approach is highly efficient in realizing

the cost-saving potential, while private information of coalition members in horizontal

cooperation remains concealed.
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Through using efficient collaborative planning approaches and exchanging requests with

other coalition members, freight forwarding companies can reduce their operational costs

to a great extent as shown in the previous chapters in the static planning scenarios. In

this chapter, using CTP for cost reduction in a dynamic environment is investigated.

Compared to the static CTP problems, the performance of using CTP for dynamic plan-

ning has rarely been studied in literature yet. In order to fill this gap in research on

CTP, the dynamic collaborative FTL PDP with forwarding (DCFPDPF) is introduced.

In the dynamic scenario, new requests are released during the execution of vehicle routes.

Since all information revealed for the planning is certain, the DCFPDPF is a dynamic

and deterministic problem.

In order to solve the DCFPDPF considered in the following, two rolling horizon planning

solution approaches that solve the static problems periodically based on the updated

current information are proposed. The first one is introduced in Wang and Kopfer (2013a)

and solves a new static problem when a predefined interval is reached. In the second

approach which is proposed in Wang and Kopfer (2013b), the static CTP is triggered

whenever a new request becomes urgent and must be irrevocably planned at that time. In

both approaches, the route-based request exchange mechanism for the static CTP discussed

in Chapter 7 is adapted and embedded into the rolling horizon planning frameworks.

This chapter is organized as follows. First, literature on dynamic and deterministic

vehicle routing problems and on the dynamic CTP is briefly reviewed in Section 9.1.

Then, the DCFPDPF is defined formally in Section 9.2. The two rolling horizon planning

solution approaches for this DCFPDPF are presented in Section 9.3. Section 9.4 concludes

this chapter.

9.1 Literature review

The dynamic CTPP extends the static CTP over a long time horizon with gradually

revealed request information. The two closely related topics of this problem are the dy-

namic and deterministic vehicle routing and the CTP. In this section, the literature review

focuses on some major contributions to dynamic and deterministic routing problems and

to the dynamic CTP. Reviews on the static CTP can be found in Chapter 6.

X. Wang, Operational Transportation Planning of Modern Freight Forwarding 
Companies, Produktion und Logistik, DOI 10.1007/978-3-658-06869-1_9,
© Springer Fachmedien Wiesbaden 2015
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In contrast to static routing problems where all input data of the problems are known

a priori at the time when the routes are constructed, some input data are revealed or

updated during the period of time in which operations take place in a dynamic routing

problem (Berbeglia et al., 2010). Moreover, a routing problem can be either deterministic

or stochastic according to the information quality which reflects possible uncertainty on

the available data (Pillac et al., 2013). The reader is referred to Pillac et al. (2013) for

a recent review on dynamic routing problems. Specifically, Berbeglia et al. (2010) review

the literature on dynamic pickup and delivery problems (DPDP).

Pillac et al. (2013) classify the solution approaches for dynamic routing problems into

two categories. The first one comprehends periodic re-optimization approaches. After

having constructed a set of initial routes, these approaches periodically solve static prob-

lems corresponding to the current states triggered by specific incidences. The first type

of such triggers is an update of input data, which practically can be the release of a

new customer request. This strategy is used in Psaraftis (1980), Yang et al. (1998), and

Yang et al. (2004). Psaraftis (1980) proposes a dynamic programming approach for the

dynamic DARP. Rolling horizon approaches are used to solve the real-time FTL PDPTW

in Yang et al. (1998) and its extension by the possibility of rejecting requests and soft

time windows in Yang et al. (2004).

Alternatively, a re-optimization can be trigged whenever a predefined interval is reached.

Savelsbergh and Sol (1998) apply a branch-and-price algorithm to solve the static PDPTW

for each single re-optimization. Similarly, Chen and Xu (2006) use the column generation

scheme in a dynamic approach and solve the VRPTW each time. An ant colony system is

developed in Montemanni et al. (2005) for a dynamic VRP in which encrypted information

about characteristics of good solutions are conserved in a pheromone matrix and passed

on to the next static problem after a predefined interval.

The second category of solution approaches is referred to as continuous re-optimization.

The general idea is to run the optimization routines and maintain information on good

solutions in an adaptive memory. Whenever an event occurs, e.g., a new request is known

or a vehicle has finished its current job, a decision procedure stops the optimization rou-

tine and updates the routes. After that, the optimization routine is restarted with the

new generated solutions. Different from periodic re-optimization approaches, drivers do

not know the next customer to serve until they have finished their current job. Diverse

optimization routines are used in these approaches. Gendreau et al. (1999) apply a par-

allel TS proposed in Taillard et al. (1997). Another TS is proposed in Gendreau et al.

(2006) while the concept of ejection chains (Glover, 1996) is used to construct a powerful

neighborhood structure.
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In addition to work on developing efficient solution approaches for dynamic routing

problems, the influence of different waiting strategies on the quality of solutions to dy-

namic routing problems is studied in Mitrović-Minić and Laporte (2004). Tjokroamidjojo

et al. (2006) analyze how valuable it is for carriers to have the load information in advance.

As discussed previously in Chapter 6, some approaches are proposed to tackle the chal-

lenging task of solving the request exchange problem in the static CTP. On the contrary,

little research was conducted on the dynamic CTP. Song and Regan (2003) study a static

CTP problem of a coalition of freight forwarders fulfilling FTL pickup and delivery re-

quests. Whenever a member acquires a customer request, he launches an auction for the

assignment of this request and acts as an auctioneer. Other coalition members acting as

bidders calculate the marginal costs of inserting this request into their existing routes.

The request will be transferred to the bidder with the lowest bid price if this price is

lower than the auctioneer’s own marginal costs. Wang and Kopfer (2013a) propose a

rolling horizon approach for the dynamic CTP with predefined time interval between two

successive planning processes. The route-based request exchange mechanism described

in Chapter 7 is adapted to solve the request exchange problem in each static planning.

Their computational study shows that CTP is especially preferable in a highly dynamic

environment. The authors further recommend to use advance information about requests

and to plan in a forward-looking way for a better solution quality.

9.2 Problem definition

The DCFPDPF deals with a horizontal coalition of m independent freight forwarding

companies, who offer FTL transportation services for their customers. Each forwarder

in the coalition i, i = 1, . . . ,m, has an own homogeneous fleet Ki with %i vehicles. At

the beginning time t0 = 0 of the entire time horizon [0,∞), these vehicles are located at

different locations. No specific end depots are assigned for them in the dynamic situation.

Let K = ∪mi=1Ki denote the entire fleet of the coalition. Without loss of generality, it

can be assumed that all vehicles in K are equally equipped so that every request can

be fulfilled by any vehicle in K. However, all forwarders may use their own scheme to

calculate route costs for their own fleet, i.e., the vehicles may have different variable cost

rates βk.

Each forwarder i in the coalition acquires requests from his customers during the entire

time horizon. The set of requests of forwarder i over the entire time horizon is denoted

as Ri. Let R = ∪mi=1Ri denote the set of all requests to be served. A request r ∈ R

must be transported from its pickup location to the corresponding delivery location. At
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each location u, the operation (pickup or delivery) must be started in a customer defined

time window [au, bu]. The service time at u is given by su. In a static PDP, all request

information is available at the time of planning. In a dynamic PDP, however, requests

may be released while the routes are executed. The time when a request r is released to

a forwarder is called the release time and denoted as trlsr .

In a dynamic environment it is important to define the corresponding request set asso-

ciated with a point in time. At any point in time t, only a subset of requests Rt
i ⊂ Ri

is known to forwarder i. Rt
i is defined as the set of all requests acquired by forwarder i

with their release time no later than t, i.e., Rt
i = {r ∈ Ri|trlsr ≤ t}. Furthermore, the

set Rt
i can be divided into two parts. The first part consists of all requests that have not

been planned yet and is denoted as Rt,a
i , where the index a means that these requests are

still “active” for the planning. The complement Rt
i \ R

t,a
i is the set of requests that have

already been irrevocably planned and thus are no more relevant to the planning process

at t. These requests cannot be reassigned either because their services have already been

started or even finished or because their services must be started soon after t.

In order to fulfill a customer request, a forwarder has three options. The first one is

the self-fulfillment, i.e., to assign this request to one of the forwarder’s own vehicle. The

second one is to subcontract it to other freight carriers. The third one is to transfer it to

other coalition members through request exchange. For the sake of simplicity, only the

fulfillment mode subcontracting to common carriers introduced in Chapter 4 is considered

and the phrase “subcontracting” is used as synonym for “subcontracting to common

carriers” in this chapter. In case of subcontracting, a certain price γr must be paid. The

DCFPDPF aims at minimizing the overall costs of the entire coalition to fulfill all requests

in R.

9.3 Solution approaches

In this section, two rolling horizon planning approaches are proposed for the DCFPDPF.

First, the two basic rolling horizon planning frameworks are presented. Then, some

important issues related to the DCFPDPF are described in more detail. At last, the

extension of the route-based request exchange mechanism that is embedded in the rolling

horizon planning frameworks is introduced.

9.3.1 Rolling horizon planning with fixed interval

The approach used in Wang and Kopfer (2013a) is based on a rolling horizon planning

framework with fixed interval, which is denoted as RHP-INT. Figure 9.1 shows the prin-
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ciple of this framework illustratively.

planning time

time
t0 t1 t2 t3 t4 t5

t0

t1

t2

a planning horizon

a planning period
an irrevocable
planning period

a changeable
planning period

Figure 9.1: Framework of rolling horizon planning with fixed interval (Wang and
Kopfer, 2013a)

The entire time horizon is divided into a series of planning periods. All planning

periods have the same length τ . We use identifier p to denote the planning periods,

p = 0, 1, 2, . . . ,∞. Let H denote the number of planning periods contained in each plan-

ning horizon. The length of a planning horizon is then given by LH = Hτ . At t0 = 0, an

initial plan Π1 for the first planning horizon including planning periods p = 1, 2, . . . , H

is constructed. The plan for the first planning period is irrevocable. The plan for the

next planning periods p = 2, . . . , H, however, will be actualized in the forthcoming plans

as a result of the dynamically released new requests during the execution of planned

routes. After that, at the end of each planning period p, i.e., at planning time tp = pτ ,

p = 1, 2, . . . ,∞, a new plan Πp+1 for the next planning horizon ranging from planning

periods p+ 1 to p+H will be made based on the updated status. Again, the partial plan

constructed for planning period p+ 1 will be irrevocable while the rest part will be kept

changeable. Figure 9.1 shows the case when H is set to 3.

At each planning time tp, p = 0, 1, 2, . . . ,∞, new customer requests can be assigned to

each vehicle which has finished all the requests that have been planned irrevocably in its

route in the previous planning periods. In case that a vehicle has already finished serving

all assigned requests, it waits at the location of the last customer until new orders are

assigned to it.

9.3.2 Request triggered rolling horizon planning

Another possibility of doing rolling horizon planning is to adjust the plan after each

actualization of the status of the request portfolio. This variant is referred to as RHP-

RT. Figure 9.2 illustrates the framework of this option.

At t0 = 0, an initial plan Π1 for the first planning horizon with a predefined length LH
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planning time

time
t0 t1 t2

t0

t1

t2

a planning horizon the irrevocable
part of a plan

the changeable
part of a plan

Figure 9.2: Framework of request triggered rolling horizon planning (Wang and
Kopfer, 2013b)

is constructed. At t1, the status of the requests is changed and a new plan is made. The

part of the first plan Π1 from t0 to t1 has already been executed and thus is the irrevocable

part of Π1. The remaining part, i.e., from t1 to t0 +LH will be actualized due to the new

plan. At t2, the status of the request portfolio changes again, and the process repeats.

As a result, the irrevocable part of a plan in RHP-RT is dynamically determined through

the actualization of the status of the request portfolio.

Different triggers can be used within this framework. In Song and Regan (2003), the

trigger is defined as the release of a new request. In their approach, so long as a new

request is known to the coalition, the member who acquires it initiates a single-item

auction, through which this new request will be irrevocably assigned. Another option

that will be used here is to initiate an exchange process when a request becomes urgent

and must be irrevocably planned immediately. This means that the process is not related

to the release time of the requests, but to the due time of the requests. The due time

tduer of a request r is defined as the time that is tld time units earlier than the latest time

when the service of this request must begin, i.e., the end of the time window of the related

pickup operation er+ . Given the predefined lead time tld for the planning, the due time of

a request r can be calculated as tduer = er+−tld. Figure 9.3 gives an illustrative explanation

of the definition of the due time of requests, where the two rectangles represent the time

windows of the pickup and delivery operations of request r.

time
tduer b+r e+r e−rb−r

tld

Figure 9.3: Due time of a request (Wang and Kopfer, 2013b)
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9.3.3 Determination of due requests

In a dynamic environment, customer requests are released as time goes on. Some requests

may be released shortly before the latest time when the service must begin and thus

requires a quick response of the forwarders. Others may be known quite a long time before

the time window opens and may leave the forwarders much more time and possibilities

to seek for the best plans. Thus, it is necessary in a rolling horizon planning approach to

differentiate requests according to their urgency.

Let Rt,a
i denote the set of all active requests of forwarder i at the planning time t. An

active request at a specific point in time is a released yet not executed request that has not

been irrevocably planned previously. The requests in Rt,a
i can be further differentiated into

two types according to their urgency. The most urgent requests are labeled as due requests

that must be irrevocably planned at t, and the remaining part of requests are called non-

due requests that can be planned at t, but do not need to be irrevocably planned. Let Rt,d
i

and Rt,n
i denote the sets of due requests and non-due requests, respectively, and we have

Rt,a
i = Rt,d

i ∪ Rt,n. Then, the sets of all active, due, and non-due requests of the entire

coalition at t can be defined as Rt,a =
∑m

i=1 R
t,a
i , Rt,d =

∑m
i=1R

t,d
i , and Rt,n =

∑m
i=1 R

t,n
i ,

respectively.

Due requests are differently defined in the two different rolling horizon planning frame-

works. In case of RHP-RT, a new planning process will be launched when one or more

requests become due requests. Here, a request r is defined as a due request at time t if

tduer ≤ t holds. More precisely, a request r triggers a new planning when tduer = t. The

requests that trigger a new planning process are the due requests in this plan.

In the RHP-INT, due requests are determined in another way. Obviously, at the plan-

ning time t = pτ which is the beginning time of the (p + 1)th time period , all requests

that must be picked up in the (p + 1)th planning period are due requests. I.e., the set of

due requests Rt,d at t consists of the requests whose service must be started before the

end of the (p + 1)th planning period at their pickup locations. Additionally, in order to

improve the continuity of the plan, requests whose pickups must be served soon after the

end of the (p+ 1)th planning period are also considered as due requests in RHP-INT.

9.3.4 Planning strategies using advanced request information

In a dynamic environment, forwarders can improve the quality of their planning if they are

offered the request information in advance. However, the value of the advanced request

information is not always the same according to how much in advance the information is

released (Tjokroamidjojo et al., 2006). For a given request, the shorter the time is from
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the current point in time to the latest time allowed to begin the service, i.e., the more

urgent the request is, the more valuable the information about this request is. On the

contrary, the longer the time is and the less urgent the request is, the less valuable the

related request information is for the planning at the current time. Thus, it is important in

a rolling horizon planning to specify planning strategies that differentiate the importance

of the known requests to the current planning according to their urgency.

Based on the differentiation of requests according to their due time, planning strategies

using advanced request information can be defined based on two factors. The first one is

the length of the planning horizon LH . The longer this parameter is, the more forward-

looking the planning is. Specifically for RHP-INT, the minimum value of LH equals to the

length of a planning period τ and the planning focuses only on the most urgent requests.

Thus, for the planning with fixed interval, any strategy with Lh = τ is referred to as

myopic planning (MYP), and any strategy with LH = Hτ , H > 1, is denoted as forward-

looking planning (FLP). For RHP-RT, MYP means that only one request is considered

when a static plan is made, i.e., only the costs of moving a vehicle from its current position

to the pickup location of this request and bringing the goods then to the corresponding

delivery location are considered. In this case, LH is no more a predefined constant but

decided dynamically by the due time of the requests.

The second factor is a weight function that assigns each considered request a weight

for the planning that reflects its urgency. This weight can also be interpreted as an

evaluation of the advanced information of requests associated with a specific point in

time. The weight function has a simple form in any MYP: since only due requests are

considered and all due requests are the same important at the planning time, they shall

have the same weight value. In FLP, the situation is more complicated since the plan

for the non-due requests will be actualized in one or more successive planning periods.

Measuring the urgency of a request for planning can be done by multiplying the freight

charge for outsourcing with different a weight, which is dependent on the time when the

request must be served. It is worth mentioning that by setting the weight of requests

that are to be served after the time t + LH to zero, the term Rt,a
i can still be used

for the rolling horizon planning framework with a constant LH . Thus, we also use Rt,a
i

to denote all known requests in the next planning horizon at any planning time t. In

the collaborative planning scenario, these two strategies can be formulated by using the

corresponding notations Rt,d and Rt,a.
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9.3.5 Identification of requests for exchange

A planning strategy using advanced request information specifies the requests to be con-

sidered in each static planning and the evaluation of their urgency. For CTP, however, it

must be determined additionally which requests are the candidates for exchange.

For RHP-RT, all requests that have triggered the new planning at the same time are

candidates for exchange, since a CTP will be launched when some requests become due

and must be irrevocably planned at that moment.

In case of RHP-INT, two situations have to be differentiated: MYP and FLP. As MYP

only deals with requests in Rt,d, all requests in Rt,d are candidates for exchange. In other

words, they are considered in the planning and have to be irrevocably assigned to the

forwarders through request exchange. For FLP, however, all known requests Rt,a, i.e., all

active requests which currently known for the next H planning periods are included for

constructing the plan. Nonetheless, only the most urgent requests, i.e., the requests in

Rt,d that must be irrevocably planned, will be candidates for exchange. Actually, MYP

can be realized by setting the weight for all requests in Rt,n to zero and thus be regarded

as a special case of FLP in a broader sense.

It is important to differentiate the requests to be considered and those to be exchanged

in case of FLP. The reason is that each reallocation of requests is associated with transfer

payments among the members which are determined based on the costs of routes. These

costs are supposed to be as accurate as possible. In a dynamic environment, these costs can

only be precisely determined for the partial routes serving the most urgent requests since

they will not change during their execution. Another important reason is that although

request information in advance should be considered in planning, the plan for requests

that are not urgent should not be fixed as soon as the plan is made (Tjokroamidjojo et al.,

2006).

9.3.6 Extended route-based request exchange mechanism

In order to solve the DCFPDPF, the route-based request exchange mechanism that is

described in Chapter 7 is extended to solve the static problem periodically within the

rolling horizon frameworks.

Each time a new planning is initiated at time t, all partners first propose all their active

requests Rt,a
i into the common request pool of the coalition in the preprocessing stage.

The request set of the coalition Rt,a = ∪mi=1R
t,a
i is then divided into Rt,d and Rt,n. The

set Rt,d is also the set of requests to be assigned by the static CTP.
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After the requests have been proposed, each forwarder i solves a routing problem con-

sidering only his own fleet and set of requests Rt,a
i . Through introducing a weight wtr for

each request r ∈ Rt,a
i , the objective function of this routing problem can be formulated

as follows:

min
∑
k∈Kt

i

∑
(u,v)∈At

i

βkduvxuvk +
∑
r∈Rt,a

i

γrw
t
rzr (9.1)

Let Kt
i ⊆ Ki be the set of vehicles that are available in the current planning. Ati is the

set of arcs defined by forwarder i’s own requests and vehicles and duv is the distance from

u to v, (u, v) ∈ Ati. The decision variable xuvk ∈ {0, 1} indicates if an arc (u, v) is used in

vehicle k’s route and the other binary variable zr indicates if a request is outsourced to

a common carrier. In case of MYP, all requests in Rt,n
i have wtr = 0 and all due requests

have wtr = 1. In case of FLP, all due requests also have a weight of one while other

requests have a weight less than one. Next, each forwarder declares the total costs for

his own request portfolio Rt,d
i as a transfer price, which is the maximum payment for the

fulfillment of these requests without cooperation. In case of FLP, a route may have both

due and non-due requests. Only the first part containing the due requests is considered,

i.e., the partial route costs until the delivery location of the last due request in a route

are used. Denote this transfer price as Ct,d
i . The total transfer prices TCt,d

IP =
∑m

i=1C
t,d
i

represent the total costs for due requests at t without cooperation. This information is

used for the acceptance of CTP solutions, which will only be accepted when they are

better than the solutions of IP, i.e., TCt,d
CTP < TCt,d

IP .

The next step is the initial route generation. Each forwarder i solves a routing problem

for his own available vehicles Kt
i and generates a set of routes fulfilling the requests

selected from the request pool Rt,a. The objective function is the same as (9.1) except

that the sets Ati and Rt,a
i are replaced by At and Rt,a, respectively:∑

k∈Kt
i

∑
(u,v)∈At

βkduvxuvk +
∑
r∈Rt,a

γrw
t
rzr (9.2)

Through solving this problem in a heuristic manner, a set of different solutions can be

obtained. The first part of the routes in these solutions containing only the due requests is

reported as candidate routes to the agent. The costs of the partial routes will be declared

as the costs of these candidate routes.

After the set of candidate routes has been initialized, the iterative process starts. In

each iteration, the agent solves the WDP in the form of an LP-relaxed SPP to minimize

the total fulfillment costs of all due requests. That the requests can be outsourced to

common carriers is also considered in the WDP in such a way that each due request
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r ∈ Rt,d is either to be assigned to a winning candidate route or common carriers for the

price γr. This price is the same for all coalition members.

Suppose that there are nt requests in Rt,d and bi candidate routes have been proposed

by forwarder i in the initial route generation step. For each request r, a fictive route

representing the common carrier option with the route cost of γr is also added into the

set of candidate routes. Thus, there are b =
∑m

i=1 bi + nt candidate routes in total. Let

arj = 1 indicate that request r is in route j and arj = 0 otherwise, j = 1, 2, . . . , b. We use

fkj = 1 to indicate that route j is proposed for vehicle k, k ∈ Kt. The cost of a candidate

route is denoted by cj. The binary decision variable yj, j = 1, 2, . . . , b indicates whether

a route is chosen as a winning route. The WDP can be formulated as follows:

minTCt
CTP =

b∑
j=1

cjyj (9.3)

subject to:

b∑
j=1

arjyj = 1 ∀r ∈ Rt,d (9.4)

b∑
j=1

fkjyj ≤ 1 ∀k ∈ Kt (9.5)

Constraints (9.4) ensure that each request is assigned to exactly one winning route and

constraints (9.5) ensure that each vehicle is assigned to at most one route. The agent solves

the linear relaxation of this model and gets the dual values related to (9.4) for requests

πr and related to (9.5) for vehicles σk. These values are sent back to the forwarders for

the next iteration of route generation.

Using this feedback information, forwarders can generate and submit new candidate

routes in the iterative route generation step by solving another routing problem with the

following objective function:

min
∑
k∈Kt

i

∑
(u,v)∈Ap

βkduvxuvk +
∑
r∈Rt,d

πrzr +
∑
r∈Rt,a

γrw
t
rzr (9.6)

Again, only the first part of each route in the solutions obtained by using heuristic

algorithms is proposed as a candidate route. The ALNS heuristic presented in Section

5.1 is used to generate candidate routes in both the initial and iterative route generation

steps. Iterative route generation stops when predefined criteria are satisfied.

The final step of the whole process is the final winner determination. The agent solves
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an SCP-based formulation of the WDP by replacing (9.4) with:

b∑
j=1

arjyj ≥ 1 ∀r ∈ Rt,d (9.7)

If some requests belong to more than one winning route in the WDP solution, the agent

calls a simple repair routine to obtain a feasible solution to the CTP problem. The result

of the WDP will only be accepted if its total costs are less than the total transfer prices

reported by all members in the first phase, which indicates a cost reduction for the entire

coalition.

9.4 Conclusions

In order to improve their operational efficiency, small and mid-sized freight forwarders are

suggested to integrate external transportation resources into their operational planning

process. Besides the option to outsource requests to common carriers, they can further

reduce their costs through setting up horizontal coalition with fellow companies and per-

form CTP. The static CTP has been studied for different situations in the last decade.

However, little research has been conducted to study CTP in a dynamic environment.

Compared with the static CTP, the consideration of the dynamic CTP is a more chal-

lenging task in the academic research on transportation logistics. In order to fill the

gap in the research on dynamic CTP, the DCFPDPF is introduced and formally defined

in this chapter. Although the static problem of the DCFPDPF is the FTL PDPTW,

which is relatively simple compared with the PDPTW for LTL requests, the study of

the DCFPDPF can help better understand the CTP of forwarder coalitions in dynamic

environments and aims to appeal to more intensive studies in this research area.

In order to solve the DCFPDPF, two rolling horizon approaches are proposed in this

chapter, too. The first one is proposed in Wang and Kopfer (2013a). The second one is

proposed in Wang and Kopfer (2013b). The difference between these two approaches is

the trigger of new planning processes. In RHP-INT, a new planning is triggered by the

fixed interval defined as the time span between two consecutive planning processes. In

RHP-RT, a new planning process is triggered by the actualization of the status of requests.

Both strategies have been used in literature to solve dynamic routing problems. In the

next chapter, a comprehensive computational study on the DCFPDPF is conducted to

evaluate the proposed approaches and to derive some practical suggestions for forwarders.
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collaborative transportation planning

In this chapter, a comprehensive computational study including several tests is conducted

to obtain some insights into the dynamic CTP. Specifically, the tests are designed to

answer the following three questions: Firstly, how much cost-saving potential can be real-

ized by using the approaches proposed in Chapter 9. Secondly, how the overall planning

results are influenced by different factors such as planning strategies and characteristics

of the instances. Last but not least, how the realized cost-savings through CTP against

IP are affected by these factors.

The first test described in Section 10.1 is reported in Wang and Kopfer (2013a). This

test aims at recognizing the relationship between the degree of dynamism of the instances

and the performance of the RHP-INT. The results of this test are analyzed in more detail

in this section. Then, the four tests described in Wang and Kopfer (2013b) are presented

in Sections 10.2 to 10.5. These tests are designed to analyze the influence of some other

factors on the planning results. Some conclusions of this computational study are drawn

in Section 10.6.

10.1 Test 1: Dynamism of instances

An important character of the dynamic vehicle routing is the degree of dynamism of the

instances. Test 1 is thus designed to find out how the different degrees of dynamism affect

the planning results using RHP-INT.

10.1.1 Measuring dynamism of instances

Dynamism of instances can be measured by specific indexes. In Lund et al. (1996), a

very simple measurement defined as the degree of dynamism (DOD) is proposed, which

is calculated as the ratio between the number of dynamic requests and the total number

of requests. Larsen (2001) also considers the release time of the requests and proposes

the effective degree of dynamism (EDOD) δe. Given the total length of the entire time

X. Wang, Operational Transportation Planning of Modern Freight Forwarding 
Companies, Produktion und Logistik, DOI 10.1007/978-3-658-06869-1_10,
© Springer Fachmedien Wiesbaden 2015
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horizon T , δe is defined as follows:

δe =
1

n

∑
r∈R

trlsr
T

(10.1)

Considering the time windows related to the requests, Larsen (2001) also introduces an

extension to the EDOD (EEDOD) δeTW :

δeTW =
1

n

∑
r∈R

(1− er − trlsr
T

) (10.2)

er is the end of the time window associated with request r. Although this index is

proposed rather for the dynamic VRPTW, it can be adjusted easily for the DCFPDPF

considered here by substituting er with er+ , which is the end of the time window of the

pickup operation of request r. As the FTL transportation is studied here, there is no

further need to take the time window of the delivery operation into account. Thus, the

EEDOD for the DCFPDPF is given by:

δeTW =
1

n

∑
r∈R

(1− er+ − trlsr
T

) (10.3)

10.1.2 Instance generation

In order to conduct the computational study, some new test instances with the same

request information but different DOD have to be generated. In the first step, ten static

instances are generated in total. The procedure of generating static instances begins with

generating request information in an iterative fashion. The length per planning period is

set as τ = 100. In each iteration it, it = 1, . . . , 30, which corresponds to the time interval

(τ ·it, τ ·it+τ ], about 40 requests for the entire coalition are generated. In order to capture

fluctuation of customer demands, this number is adjusted randomly with an amount up

to ±20%. These requests are then assigned to three coalition forwarders according to the

request weights, which are also randomly generated in [0.7, 1.3] for each forwarder in each

iteration. As a result, each instance consists of three forwarders and on average 1,186

requests over the entire time horizon.

Pickup and delivery locations of requests are randomly distributed in a rectangle of

size 200 × 150. The distance between any two location nodes is the Euclidean distance.

For more than 80% of all requests, the distance between pickup and delivery locations

lies in the range from 20 to 160 and the average value is about 90. The time windows

for a request r generated in iteration it are defined in the following way. Let r+ and r−
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represent the pickup and delivery locations of request r. In the first iteration (it = 1),

br+ is given a random value in [τ/3, τ ]. In the following iterations, br+ is given a random

value in range (τ · it, τ · it+ τ ]. er+ is calculated by adding br+ with a time window width,

which is determined as τ/2± 30%. The time window for the delivery location [br− , er− ] is

simply defined as [br+ +d′r+r−+sr+ , er+ +d′r+r−+sr+ ], while d′r+r− is the driving time from

r+ to r− and sr+ is the service time at r+. All operations are assigned the same service

time of 10. Since the execution of some requests generated in the last iteration it = 30

may be finished later, the entire time horizon of the instances is extended to [0, 3300].

Each forwarder is assigned a vehicle fleet. The number of vehicles is determined as the

average request number per planning period with a deviation of up to ±30%. Vehicles are

located at randomly generated start locations with empty load at the very beginning t0.

The average number of vehicles per forwarder in an instance is 13.3, while the concrete

numbers are varying from 9 to 17. Fixed costs of vehicles αk are supposed to be the same

by all forwarders so that they can be ignored in the computational study. The velocity of

all vehicles is assumed to be one so that the driving time between two nodes equals the

distance. The variable cost rate βk for a DU is set to one for all vehicles k ∈ K.

Since requests are allowed to be transferred to common carriers, the price for outsourcing

requests must also be specified. This cost γr for a request r is calculated as γr = ϕdrθ
dr ,

where ϕ is a constant cost rate per DU and dr is the adjusted travel distance between

pickup and delivery locations. The basic cost rate ϕ is given the value of 2 that is twice

as high as the variable cost rate of the vehicles βk and the adjusted travel distance is

defined as dr = max{5, dr+r−}. The motivation to use the adjusted travel distance is that

the common carriers charge a fixed minimum fee for each request if the distance to travel

lies below a specific level. θ is a parameter which is set to 0.9986. θdr can be seen as a

distance-dependent discount on the cost rate. The introduction of θ captures the fact in

practice that freight rates reduce with increasing transportation distance.

The second step is to assign each request r a release time trlsr to make a static instance

to a dynamic one. δ1% of all requests are given the release time of (br+ − 3τ), δ2% of

(br+−2τ), and δ3% of (br+− τ). Negative values are adjusted to zero since the simulation

starts at t0 = 0. Through changing the values of δ, several dynamic instances with different

degrees of dynamism can be generated based on a single static instance generated in the

last step. Using the ten static instances, three sets of DCFPDPF instances are generated.

They have different degrees of dynamism: strongly dynamic (SD), moderately dynamic

(MD), and weakly dynamic (WD). The parameter triple (δ1, δ2, δ3) is fixed for set SD to

(10, 10, 80), for MD to (10, 80, 10), and for WD to (80, 10, 10). As a result, the average

EEDOD of the sets SD, MD, and WD are 0.945, 0.924, and 0.904, respectively. Even for

set WD where the most requests are released at least three planning periods ahead, the
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EEDOD is still very high due to the extremely long horizon.

10.1.3 Simulation results

Both scenarios IP and CTP are simulated in this computational study. An important

issue in the simulation is the specification of due requests. In this study, a known request

is declared for planning period p+ 1 at time t = pτ as a due request if its pickup service

must be started before (p + 1.25)τ . For the very last period, all requests are labeled as

due requests. Both strategies MYP and FLP are considered for the planning scenarios

IP and CTP. As a result, four settings are defined for each instance set: (IP, MYP),

(IP, FLP), (CTP, MYP), and (CTP, FLP). While using the FLP strategy, the potential

outsourcing costs are adjusted by a weight smaller than one. Non-due requests with

(p+1.25)τ < er+ ≤ (p+2)τ are multiplied with a weight factor of 0.75, while the remaining

non-due requests with er+ > (p+ 2)τ are multiplied with a factor of 0.752 ≈ 0.56.

For each instance and simulation setting, the simulation has run three times and the

average costs per instance are calculated. The average costs of all ten instances in each

set and the average number of outsourced requests of the entire coalition nC are given in

Table 10.1.

Table 10.1: Results of Test 1
SD MD WD

TC nC TC nC TC nC
IP,MYP 156375 541 156287 545 156262 543
IP,FLP 156290 544 155767 554 155767 558

CTP,MYP 146197 434 146137 436 146120 433
CTP,FLP 146134 441 145805 455 145791 456

On the one hand, CTP obviously outperforms IP for both MYP and FLP and all in-

stances. The cost reduction realized by CTP roughly amounts to 6.5%. On the other

hand, forwarders can reduce costs by planning in a forward-looking way. However, com-

pared with CTP, the benefits of FLP are rather ignorable. It can be concluded that it

is a much more promising strategy to perform CTP than just trying to improve the own

planning individually.

The reason of the cost-savings through CTP can be derived from a comparison of the

total number of outsourced requests nC given in Table 10.1 and the composition of the

total costs TC shown in Figure 10.1. Besides TC, Figure 10.1 also shows the total route

costs TCR and the total costs of subcontracting requests to common carriers TCC . The

costs of routes and the number of requests planned in routes of CTP are significantly

higher than those of IP, while the total costs TC are lower. This indicates that the routes
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constructed in CTP are obviously more efficient and the decisions on outsourcing are

made in a better way.
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Figure 10.1: Cost composition of the results of Test 1

Comparing the performance of CTP for different sets, CTP performs even slightly better

for the strongly dynamic set SD than for the other two sets MD and WD. This implies

that CTP is more valuable for forwarders when a quick response to the release of cus-

tomer requests is expected because the exchange of requests increases the possibility to

find a cheaper way to fulfill the requests and this is very important in highly dynamic

environments.
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Figure 10.2: Comparison between myopic and forward-looking planning (Wang
and Kopfer, 2013a)

It can be observed that if forwarders plan myopically, the quality of the planning suffers

little from the increment of dynamism of the instances. However, the benefit of having

request information in advance can be clearly seen when forwarders plan in a forward-

looking way. For set SD, FLP performs almost equally with MYP because there is little

information known about the future. For sets MD and WD, FLP clearly outperforms

MYP. This implies that forwarders are able to reduce costs if they can acquire request

information in advance and consider it in their planning. It can be seen from Figure 10.1b

that the reduction of the total costs with an increasing number of requests being released
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earlier can be attributed to the decreasing total route costs TCR, although the total

number of outsourced requests nC and their costs TCC increase slightly. This observation

indicates that the decision between self-fulfillment and subcontracting can be made better

when forwarders are given more time for planning. However, the solution quality cannot

be enormously improved by having this information much earlier than necessary. This

effect can be seen through the comparison of the results for sets MD and WD in Figure

10.2. In other words, in a dynamic environment, it is unnecessary for forwarders to

consider such requests in their current planning that are to be fulfilled in the far future.

10.2 Test 2: Value of advanced request information

An important observation on the results of Test 1 is that even when forwarders are offered

the information about the requests that are to be fulfilled in the far future, they do not

need to consider these requests in the planning immediately. In the framework RHP-

INT, this differentiation of requests according to their urgency can be done by choosing a

proper weight function (see Section 9.3.4). Test 2 is thus designed to answer the question,

what this function should be.

In this test, RHP-INT is used for solving the DCFPDPF. Three different planning

strategies are tested: The first strategy is the MYP, which totally ignores the requests

that are not urgent. The second strategy refers to the consideration of all known requests,

which is denoted as FLP-I. The last strategy is an FLP that only considers future requests

to a limited extent and is denoted as FLP-II.

10.2.1 Instance generation

In order to test the three different planning strategies, ten larger instances than those

used in Test 1 are generated using the same methods as described in Section 10.1.2. The

entire time horizon is extended from [0,3300] to [0,4800] by generating instances with

45 instead of only 30 planning periods à 100 TU. The most important change in the

parameter settings concerns the distribution of the release time. Denote the time span

between the release time trlsr of a request r and the beginning of the time window of the

corresponding pickup operation br+ as ttsr = br+ − trlsr , the new instances are generated in

such a way that 5% of the requests have ttsr = 450, 10% ttsr = 400, 10% ttsr = 350, 15%

ttsr = 300, 30% ttsr = 250, 20% ttsr = 200, and 10% ttsr = 150. The EEDOD of the ten new

instances is 0.9349. They will also be used in the following three tests.
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10.2.2 Simulation settings

The most simulation settings of this test are the same as those of Test 1. The strategy of

MYP can be realized by assigning due requests the weight of one and non-due requests of

zero. FLP-I uses the same settings as FLP in Test 1. The weight of due requests is one.

Non-due requests with (p + 1.25)τ < er+ ≤ (p + 2)τ have a weight of 0.75 and all other

non-due requests have a weight of 0.56. The weight distribution in the FLP-II is specified

as follows. Due requests that must be served in (p+ 1.25)τ have a weight of 1. Non-due

requests with (p+ 1.25)τ < er+ ≤ (p+ 2)τ have a weight of 0.75. Non-due requests with

(p + 2)τ < er+ ≤ (p + 2.5)τ have a weight of 0.56. The remaining known requests are

ignored and assigned a weight of zero. As the length of each planning period τ equals 100,

the lengths of the planning horizon of each static planning of the three strategies MYP,

FLP-I, and FLP-II are then 125, ∞, and 250, respectively.

10.2.3 Results and discussion

In order to identify the cost-savings that can be realized by using RHP-INT, the scenarios

IP and CTP are simulated. Each instance has been solved three times. The average values

of the results obtained in the three trials of all ten instances are summed up and given in

Table 10.2.

Table 10.2: Results of Test 2
MYP FLP-I FLP-II

IP 236199.37 235382.59 235401.93
CTP 220956.44 220703.65 220571.02

∆CCTP 15210.56 14714.79 14830.91
∆CCTP (%) 6.44 6.25 6.30

The total costs of the plan over the entire time horizon of the coalition with and without

cooperation are given in the second and third rows. It is clear that CTP outperforms IP

with all planning strategies from MYP to FLP-II. The realized cost-savings are given in

the fourth row in absolute value and in the fifth row in percentage. In all cases, CTP can

realize over 6% cost-savings compared with the results without horizontal cooperation.

The best average result of IP is achieved by using the planning strategy FLP-I and of

CTP by using FLP-II. From a further comparison of the total costs between FLP-I and

FLP-II it can be concluded that FLP-II performs equally well as the more time-consuming

strategy FLP-I. This result confirms the hypothesis made based on the results of Test 1

that requests to be fulfilled in the far future do not need to be considered in the current

planning process to get good quality solutions.



134 10 Computational study on the dynamic CTP

Table 10.3: Cost-savings through forward-looking planning
FLP-I FLP-II

∆CFLP ∆CFLP (%) ∆CFLP ∆CFLP (%)
IP 816.78 0.35 797.44 0.34

CTP 252.79 0.11 385.42 0.17

Table 10.3 shows the cost-savings of FLP compared to MYP. The cost-savings in columns

two and four are calculated by subcontracting the total costs resulted in FLP-I and FLP-I

from the total costs of the results of MYP. The relative values of the cost-savings are then

given in columns three and five. It is clear that in both IP and CTP, FLP can lead to

better solutions. Especially, FLP can realize more percentage of cost-savings in IP than

in CTP. However, if we compare the cost-savings realized by FLP with those by CTP, it

can be concluded that collaboration has more positive impact than FLP. Even the worst

solution of CTP (obtained by MYP) is much better than the best solution of IP (obtained

by FLP-I) and the cost-savings achievable by introducing collaboration is over 18 times

than that achievable by applying FLP (6.44% vs. 0.35%). It is worth mentioning here

that this comparison does not indicate a conquer between the CTP and FLP. In fact, the

best results are achieved by conjointly applying both of these two strategies.

Based on the discussion about the results of Test 2, some important conclusions can be

drawn for freight forwarders. Advanced request information is valuable and has to be con-

sidered. However, requests that are to be fulfilled in the far future can be ignored without

necessarily worsening the overall results. For a single forwarder, it is recommendable to

use request information offered in advance to reduce the total costs. However, CTP is

obviously more efficient in reducing costs. Compared with cooperation, the benefits of

improving individual planning strategy become negligible and this finding coincides with

that of Test 1. Forwarders should seek for cooperation with proper partners for more

potential of cost reduction.

Another interesting observation is that the cost-savings through CTP using all three

planning strategies are on the same level. It seems that for a given configuration of RHP-

INT, the reduced costs through CTP against IP remain stable. The next two tests are

then designed to exam this hypothesis by varying the length of the planning horizon LH

(in case of RHP-RT ) and the length of the planning period τ (in case of RHP-INT ) of

the rolling horizon planning and to find out good values of these important parameters.

Since FLP-II performs equally well as FLP-I but requires significantly less computational

efforts, the forward-looking planning strategy FLP-II is used in the following tests.



10.3 Test 3: Length of the planning period in RHP-INT 135

10.3 Test 3: Length of the planning period in RHP-INT

Test 3 is designed to identify the best length of the planning period in RHP-INT, given

such a weight function that is described in the last section for FLP-II. According to this

function, the length of the planning period is 2.5τ , as requests with er+ later than t+2.5τ

will be excluded from the planning at time t.

10.3.1 Simulation settings

In this test, six different τ -values: 25, 50, 75, 100, 125, and 150 are tested. Since the

entire time horizon is fixed, the number of the total planning periods can be calculated

simply by 4500/τ + 1. Note that the last 300 TU in the entire time horizon are reserved

to make sure that the service of all requests can be finished and the last planning period

is defined as [4500,4800] for all τ -values. For instance, by setting τ = 25, the entire time

horizon is divided into 181 planning periods and the first plan is made at time t = 0 and

the last one is made at t = 4500. For the largest τ -value of 150, there are only 31 planning

periods.

In order to determine the cost-savings that can be realized by using the proposed ap-

proach, the two scenarios IP and CTP are simulated in this test. Each instance has

been tested three times in both scenarios and the average values of these three trials are

calculated for each instance.

10.3.2 Results and discussion

The results of the simulation are given in an aggregated form in Table 10.4. The costs

given in the second and third rows are the average values of the ten instances. The last

two rows give the realized cost-savings (absolute and relative) through CTP.

Table 10.4: Results of total costs of Test 3
τ 25 50 75 100 125 150

IP 240997.53 236092.67 236446.13 235401.93 235886.31 236949.87
CTP 226821.20 220726.27 221809.72 220571.02 221722.27 223548.80
∆C 14176.33 15366.40 14636.41 14830.91 14164.04 13401.07

∆C(%) 5.88 6.51 6.19 6.30 6.00 5.66

An illustrative comparison of the results reported in Table 10.4 among the settings is

given by Figure 10.3. Two interesting characters can be observed from this figure: both

the two curves depicted in this figure have a “W”-shape and they are nearly parallel to

each other.
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Figure 10.3: Performance of RHP-INT with different τ -values

10.3.2.1 Total costs of the solutions

It is not surprising that a too small or a too large τ -value leads to inferior solutions

than a well-chosen moderate value. On the one hand, very small τ -values result in high

frequency of the planning and short planning horizons. For τ = 25, the length of the

planning horizon is only LH = 2.5 × 25 = 62.5, which is even shorter than the time

corresponding to the average transportation length d̄′ = (
∑

r∈R d
′
r+r−)/|R| = 93 of the

requests. In this extreme situation, vehicles are only assigned one due request each time

and no successive request will be considered, since the time when the service will be

finished at the delivery location of the assigned due request lies beyond the planning

horizon and the possible successive requests will be ignored in the planning.

On the other hand, if τ is given a large value, the planning process becomes unresponsive

to the dynamic of the instances. When τ = 150, the length of the planning horizon LH

is 375, which is much longer than d̄′. In this case, the planning process tries to fix the

plan for too many requests so that the resulted plans are too rigid to be competitive with

those obtained by configuring the RHP-INT with moderate τ -values.

In order to better understand the two valleys of the curves, it is helpful to take a glance

at the composition of the total costs shown in Figure 10.4.
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Since subcontracting is introduced in the DCFPDPF, the quality of the results depends

not only on a good routing decision, but also on a good decision on the fulfillment modes

for each single request. The basic principle used in the mode selection is to compare the

insertion cost ∆cr of a request r (see Section 2.4.3) and the outsourcing price γr. In this

problem, ∆cr depends on both the distance between its pickup and delivery locations

dr+r− and the distances to the previous and successive nodes in the route that will be

connected with r+ and r−.

Generally speaking, the shorter the planning period is, the fewer requests are considered

in the planning. In case of shorter planning periods, there exist few opportunities to

bundle requests and to generate efficiency routes. As a result, the repositioning costs

caused by sending vehicles from one request to another also tend to be higher than in

planning with longer planning period. The average insertion cost also increases with

decreasing number of requests to be planned each time. On the contrary, if more requests

are to be inserted into a route due to a longer planning period, the possibility increases

that they can be well bundled so that better routes can be found. The distance from

a delivery location to the pickup location of the next request also tends to be shorter.

In other words, the shorter the planning period is, the more expensive it is on average

to insert requests into routes and the higher the possibility is to outsource requests to

common carriers. This can be intuitively understood as such that the planning prefers

subcontracting against self-fulfillment in the mode selection with small τ -values. This is

the reason why the outsourcing costs of the plan with τ = 25 are by far the higher than

other cases that can be seen in Figure 10.4.

With increasing length of planning periods, there are more and more requests that can be

well bundled in each planning and the routes become longer and longer. The preference of

the planning process on outsourcing exists with increasing τ -values until some time when

the insertion costs are reduced to a level that is slightly lower than the outsourcing costs.

The reduction of the insertion costs in general leads to the change of the preference on

fulfillment mode from subcontracting to the coalition’s vehicles. This point is reached in

this test at τ = 50. The new strong preference of mode on vehicles makes the approach

try to put requests into vehicle routes as many as possible. The result is the highest level

of route costs and the lowest level of the outsourcing costs. In total, the overall results

are the second best in both IP and CTP scenarios.

When τ further increases, the relationship between the meaning of the due requests and

non-due requests in the planning changes. A small τ -value indicates a short planning

horizon. The majority of the time in each planning period is used merely for fulfilling

the due requests. The candidate routes generated in the planning consist of almost only

the due requests. This means that due requests are emphasized much more than non-due
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requests. In a planning with large τ -values, i.e., long planning horizons, longer routes are

generated, in which after the due requests also non-due requests are planned. The non-

due requests to be planned in the next planning periods are thus emphasized more than

in planning processes with small τ -values. In other words, small τ -values emphasize the

near future and large τ -values emphasize a more smooth plan over a longer time. A clear

preference with a proper configuration, either better plans for the near future (τ = 50) or

smooth plans (τ = 100) can help find good solutions in general, while the configuration

τ = 75 with an unclear preference leads to worse results. But it must be mentioned here

that that τ = 75 means an unclear preference only refers to the average performance. As

a matter of fact, this configuration leads to clear emphasis and in turn the best results of

three instances.

10.3.2.2 Cost-savings through CTP

The benefits of CTP can be clearly seen from Figure 10.3. On the one hand, CTP obvi-

ously outperforms IP in all cases and has realized considerable cost-savings that account

to 5.88%-6.51%. Moreover, the two curves of the total costs are almost parallel. It in-

dicates that the performance of the CTP is very stable against the choice of the τ -value

and CTP is always about 6% better than without request exchange. For a single freight

forwarder this means that (1) he can improve his planning by choosing the proper config-

uration of the rolling horizon approach, and (2) he can always achieve a further noticeable

improvement by collaborative request exchange while the improvement remains relatively

constant no matter what configuration has been chosen.

On the other hand, the cost-savings with large τ -values are generally less than with small

values. It can be explained by the fact that in planning with short planning horizons,

forwarders can hardly construct efficient routes in the IP scenario. In the CTP scenario,

however, the coalition has a larger request pool as well as a larger fleet so that request

exchange among the members can considerably improve the results. On the contrary, a

long planning horizon means at the same time a large number of requests to be planned in

each planning period and forwarders can better bundle their requests in the IP scenario,

too. As a result, the potential of further improvement of the routes by CTP decreases

a little. This observation also indicates an important conclusion that in highly dynamic

environments that require quick responses of forwarders and thus short planning periods,

CTP tends to be even more useful to reduce costs than in static planning.
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10.4 Test 4: Length of the planning horizon in RHP-RT

Test 4 is designed in the same way as Test 3 to analyze the influence of different lengths of

the planning horizon configured in the planning framework RHP-RT on the performance

of the rolling horizon approach.

10.4.1 Simulation settings

In the planning framework RHP-RT there is no planning period defined. However, in

order to enable a fair performance comparison between RHP-INT and RHP-RT, fictive

planning periods which have the same durations as those tested in Test 3 need to be

introduced in this test. Using the same weight function the two approaches will have the

same length of the planning horizon LH when the same τ -value is given.

Different to RHP-INT, the number of plannings of the RHP-RT does not depend on LH

but on the number of requests in total. The average number of requests of the ten instances

is 1,775. As some requests have the same due time and all requests whose due time after

t = 4500 are planned at once in the last planning, the number of actually performed

plannings in the entire time horizon is somehow less than the number of requests and

accounts to 1,462 on average. This number also implies that the computational efforts

needed for the whole planning increase considerably.

Again, the two scenarios IP and CTP are simulated for each instance. Three trials of

simulation ran for each instance and the average value is calculated.

10.4.2 Results and discussion

The results of the simulation are given in Table 10.5 in the same format as in Table 10.4

and illustratively plotted in Figure 10.5.

Table 10.5: Results of total costs of Test 4
LH(τ) 63(25) 125(50) 188(75) 250(100) 313(125) 375(150)

IP 243523.00 238745.87 238987.03 238105.87 238396.85 239788.12
CTP 228592.63 223371.96 224721.87 223334.53 224263.84 225244.73
∆C 14930.37 15373.91 14265.16 14771.34 14133.01 14543.39

∆C(%) 6.13 6.44 5.97 6.20 5.93 6.07

10.4.2.1 Total costs of the solutions

The results of Test 3 reconfirm that CTP is superior to IP. The realized cost-savings

account to more than 6% on average. Also in this test, even the worst CTP solution
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Figure 10.5: Performance of RHP-RT with different LH-values

is substantially superior to the best IP solution. The curves of costs of IP and CTP in

Figure 10.5 have a “W”-shape similar to those in Figure 10.3. The overall best result

is achieved by setting LH to 250, which is the same as in Test 3 with τ = 100. Tests 3

and 4 show that the best choice for the length of the planning horizon LH seems to be

independent on the planning framework.

10.4.2.2 Comparison between RHP-INT and RHP-RT

A straightforward comparison between the performances of the two rolling horizon plan-

ning approaches is given in Figure 10.6. RHP-INT is clearly superior to RHP-RT in both

IP and CTP scenarios. The extremely high frequency of the change of existing plans over

the entire time horizon makes the planning framework of the latter one over sensitive to

the dynamic of the instances.
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Figure 10.6: Comparison between RHP-INT and RHP-RT

Another interesting observation is that although using different frameworks can result

in different levels of solution quality, all four curves drawn in Figure 10.6 share the same

shape. Moreover, for the tested configurations, they are almost parallel. This means that

the choice of the planning approach in a dynamic environment has a strong influence on

solution quality. On the contrary, the relative performance of different configurations of
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a specific rolling horizon planning approach remains stable. The settings of the rolling

horizon planning should be chosen based on instance characters and are valid for both ap-

proaches. A practical interpretation is that the individual experience on solving dynamic

routing problems can also be well used in CTP.

10.5 Test 5: Planning with high subcontracting costs

The last test in this computational study on the DCFPDPF is designed to observe the

consequences of a dramatic increment of the price level of freight charges paid to common

carriers for subcontracting. The planning approach based on RHP-INT is chosen for this

test due to its superior performance against RHP-RT.

10.5.1 Instance adjustment and simulation settings

The same instances tested previously in Tests 2-4 are used in this test. However, the

subcontracting costs of the requests are increased by 50%. The rolling horizon planning

is configured the same as that used in Test 3.

Due to the cost function used for generating the subcontracting price for requests in the

instance generation (see Section 10.1.2), subcontracting becomes so expensive in this test

that for a given request r with the travel distance dr+r− the freight charges of outsourcing

can cover almost the vehicle costs for traveling a distance that is three times as long

as dr+r− . Such extremely high costs of subcontracting force the planning to avoid any

outsourcing whenever the capacity of the fleet is not exhausted.

10.5.2 Results and discussion

Results of the simulation are given in Table 10.6 in the same format as in other tests and

are illustratively shown in Figure 10.7.

Table 10.6: Results of total costs of Test 5
τ 25 50 75 100 125 150

IP 279565.80 269478.55 289319.15 287498.22 290319.97 293857.36
CTP 258279.35 247962.40 266892.00 265388.23 269454.49 274699.00
∆C 21286.45 21516.15 22427.15 22109.98 20865.48 19158.35

∆C(%) 7.61 7.98 7.75 7.69 7.19 6.52

The absolute realized cost-savings through CTP increase significantly compared to Test

3, because the whole coalition does not have enough capacity to fulfill all requests and
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thus have to outsource requests even for the higher cost level. Even more important, the

relative cost-savings given in the fifth row in Table 10.6 indicate that the more expensive

the subcontracting is, the more significant the synergy effect of collaboration is.
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Figure 10.7: Performance of RHP-INT with high subcontracting costs

Since subcontracting is considered in the DCFPDPF, a feasible solution to the problem

is to transfer all requests to common carriers. Due to the extremely high costs of subcon-

tracting, the objective of the problem in this test is almost equivalent to that of reducing

the costs for subcontracting to the greatest extent by selecting and inserting requests into

routes. The benefits of inserting an FLT request r into a vehicle route in the DCFPDPF

can be calculated by substituting the increment of the route costs from the outsourcing

price. The latter one can be calculated by multiplying the variable cost rate of the vehicle

β with the sum of the repositioning distance of the vehicle from its current location to

the pickup location of the request drepor and the distance for transporting the goods to the

delivery location dr+r− . Then, an index ηr can be introduced to measure the efficiency

in reducing costs of the insertion of a request r into some vehicle route. ηr is defined

in (10.4) as the ratio between the cost reduction of inserting r into some vehicle route

and the non-effective driven distances, i.e., how much cost can be reduced by each DU of

repositioning of the vehicle for this request:

ηr =
ϕdrθ

dr − β(dr+r− + drepor )

drepor
(10.4)

When dr+r− ≥ 5, which is the absolute majority in R, dr and dr+r− are the same because

dr = max{5, dr+r−}. We can then replace dr+r− with dr in (10.4) and take a deeper look

at the relationship between dr and ηr. The partial derivative of ηr with respect to dr,

dr ≥ 5 is:
∂ηr
∂dr

=
1

drepor

[
ϕθdr(1 + dr ln θ)− β

]
(10.5)
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The second order partial derivative of η with respect to dr is:

∂2ηr
∂d2

r

=
ϕ ln θ

drepor
(2θdr + drθ

dr ln θ) (10.6)

Since θ = 0.9986 (see Section 10.1.2), we have ln 0.9986 = −0.0014. As the maximal

length of a single request is the diagonal of the rectangle in which all customer nodes are

located, dr ≤ 250. The term 2θdr + drθ
dr ln θ is always positive when dr takes values in

the range of [5,250]. Thus, the second order partial derivative of ηr with respect to dr

(10.6) is always negative, which means that the first order derivative (10.5) is a monotone

decreasing function of dr. The first order derivative of ηr at dr = 250 can be calculated

using the given values: ϕ = 3, θ = 0.9986, β = 1, and drepor > 0:

∂ηr
∂dr

∣∣∣
dr=250

=
1

drepor

[
3 · 0.9986250(1 + 250 · ln 0.9986)− 1

]
=

0.3733

drepor
> 0

The positive value of the first order derivative of ηr indicates that ηr defined in (10.4) is a

monotone increasing function of dr for a given drepor . For each DU driven for the reposition

a vehicle to a request, the longer the request is, the more efficient this insertion is. In

other words, The more the long requests are subcontracted, the worse the quality of the

planning tends to be.

This idea can then be used for a better understanding of the results of this test. A

good solution should have two characters. The first one is a good mode decision and the

second one is a high efficiency of the vehicle routes. Based on the analysis above, the first

character can be quantified approximately using the average request length of outsourced

requests d̄Cr of the solution. In general, the smaller this value is, the more long requests

are planned in vehicle routes and thus the quality of the solution tends to be high. The

second character can be quantified by the efficiency of the vehicle fleet ηK , which is defined

as the ratio of total driven distances for repositioning vehicles to the total route lengths

of all vehicles in K, where K is the entire vehicle set of the coalition. Table 10.7 gives

these two indexes of CTP solutions.

Table 10.7: Characters of CTP solutions of Test 5
τ 25 50 75 100 125 150

ηK 0.134 0.135 0.173 0.175 0.171 0.173

d̄Cr 60.3 55.2 62.9 62.3 62.4 63.7

When τ=25, the whole planning is quite greedy compared with other configurations.

Requests with both long and short distances dr will be inserted into any vehicle routes

each time so long as the capacity restriction is satisfied without considering what happens
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afterward. Compared with the best result at τ = 50, this myopic behavior results in a

high d̄Cr -value, which indicates that more requests with longer transport distances dr are

outsourced, even when the routes are the same efficient.

When τ=50, more attention is paid to the routing aspect in the dynamic problem than

the previous case. On the one hand, the planning process still tries to put every request

into vehicle route. On the other hand, it also tries to pick up the requests with longer

transport distances, even when they are slightly less urgent than some shorter requests.

This can be interpreted from the character indexes. The efficiency of vehicle routes is only

one pro mile worsen than that when τ=25, but the mode choice is made in a significantly

better way so that the total performance becomes much better.

The unclear preference on greedy plans or smooth plans at τ=75 also leads in this

test to obvious worsening of the solution quality compared to those obtained with τ=50.

Although the results can be improved somehow by increasing τ from 75 to 100, due to the

increasing length of the planning period the whole planning process is no more flexible

enough to deal with the dynamic of the instances. The intent to reduce great changes

in the partial plans for the non-due requests in the following planning periods weakens

the capability of the approach to make enough quick responses to new released requests,

especially when the distance between the pickup and delivery locations of these requests

is long.

Finally, it is necessary to emphasize that the analysis of the results referring to the

two indexes ηK and d̄Cr are based on an extreme situation and thus cannot be simply

generalized for other tests. In this test, the price level of outsourcing freight charges is

extremely high so that it is almost always profitable to fulfill a request with the vehicle

fleet rather than outsourcing, even without considering the synergy effect of bundling

requests. Precisely, the break even point for a single request can be calculated for a

given drepor . We can take the CTP results of this test as an example and use the average

repositioning distances per request for the calculation. The average value of drepor over

all configurations is 21.70 and the break even point lies at dr = 11.11. Consequently,

so long as the transportation distance between the pickup and delivery locations of a

request is longer than 11.11 DU, the fulfillment using coalition’s own vehicle is better.

For comparison, using the same average repositioning distance, the break even point for

the outsourcing price level assumed in the previous tests would be at dr = 23.19, which

is even longer than the repositioning distance. In this case, the strategy of preferring

self-fulfillment against subcontracting by predominantly inserting any request into routes

will not be valid for very small τ -values. This is demonstrated by the fact that for the

configuration with τ = 25 the average numbers of outsourced requests of all ten instances

in Tests 3 (675) and 4 (696) are significantly smaller than that in this test (714).



10.6 Conclusions 145

10.6 Conclusions

In this chapter, a comprehensive computational study on the dynamic CTP is conducted.

It begins with the tests reported in Wang and Kopfer (2013a), which is designed to

test the performance of the solution approach developed based on the rolling horizon

planning framework RHP-INT. Results of this test show a clear success of the proposed

approach in reducing costs of horizontal coalitions of forwarders. By varying the degree of

dynamism of the instances, it comes out that if forwarders can get the request information

in advance, they can improve their planning and reduce costs. However, they do not need

to consider all request information in a forward-looking way, but can ignore the requests

that are to be fulfilled in the far future. Notice that the phrase “far future” here has to

be understood according to the configuration of the rolling horizon planning and refers

to the time subsequent to the next few planning periods.

For the next four new designed tests, a new set of instances with longer entire time

horizon and more requests are generated. In Test 2, different planning strategies using

the request information released by customers in advance are tested. The results offer

strong supports for the suggestion derived from Test 1.

In the subsequent two tests, the two rolling horizon planning approaches proposed in

Chapter 9 are tested with different configurations with respect to the length of the plan-

ning horizon. Results show that the RHP-INT outperforms RHP-RT in terms of both

solution quality and computational efforts. The two approaches perform differently in

terms of solution quality with different configurations. The choice of the right configura-

tion significantly affects the results. Freight forwarders can thus improve their planning

technique to achieve better business performance. However, the more promising way

to reduce their operational costs is to seek for cooperation and do CTP by exchang-

ing requests. Results show that the coalition can always expect the similar amount of

cost-savings through CTP with any tested configuration. It implies that the CTP has

no conflict with the improvement of the planning techniques in reducing costs. Individ-

ual planning settings that have proved to be successful can be used for deriving proper

configurations of the CTP in coalitions.

In the last test the costs of the services of common carriers are increased to an extremely

high level. In this situation, a higher flexibility of the solution approach to actualize the

previous plans becomes the key factor for the success of the rolling horizon planning

approach and a generally smaller τ -value should be chosen. Furthermore, the realized

cost-savings are higher than those of Tests 3 and 4. This phenomenon implies that

collaboration can better compensate the increasing prices of common carriers.
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In this thesis, the operational transportation planning of modern freight forwarding com-

panies is studied. The motivation of this study is that the forwarders are confronted with

increasing pressure to increase their operational efficiency of request fulfillment while the

internal cost-saving potential is almost exhausted. A further cost reduction can be realized

by taking advantage of the synergy effect embedded in cooperation with other forwarders.

The extended spectrum of options for request fulfillment offered by cooperation results

in more complicated optimization problems in the operational transportation planning.

The purpose of the research in this thesis is to develop efficient solution approaches that

can help forwarders master the high complexity of these planning problems in the new

situation.

11.1 Summary and conclusions

In order to study the complicated optimization problems in the operational transportation

planning that arise in different forms of cooperation, the basic decision problems of for-

warders are introduced in the first part of this thesis. The first type of these problem, i.e.,

the classical vehicle routing and scheduling problems are described in Chapter 2. These

problems have to be solved when only the own vehicles are used for the fulfillment of cus-

tomer requests under the assumption that there exist sufficient capacities in the vehicle

fleet. In the last several decades, a great number of specific problems have been proposed

and discussed in literature in this research field. Instead of trying to give a comprehensive

overview of all of them, only the very fundamental problem types are introduced in this

chapter. The focus lies in the PDPTW which is the underlying routing problem in the

scenarios of IOTP and CTP discussed in the later chapters of this thesis. Moreover, the

ALNS heuristic proposed by Ropke and Pisinger (2006) is described in the last section of

this chapter. This heuristic is then further developed and used as the solution approach

for the routing problems in the IOTP and CTP scenarios.

The second optimization problem that has to be solved by freight forwarders is the

FCP. In this case, requests are not fulfilled on their own, but outsourced to common

carriers. For the services forwarders buy from the common carriers freight charges have

to be paid. The amount of these freight charges is oriented to the performance of the
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services rather than to the actual costs of the common carriers. In other words, the freight

charges are determined based on the characters of the requests. More precisely, the freight

charges are calculated based on both the distance and the quantity related to a request.

Due to the economies of scale, the cost rate decreases with increasing utilization of the

transport resources and it makes sense for the forwarders to bundle the LTL requests

before releasing them to the common carriers so that they will be billed less for the same

requests. The FCP is modeled as MIP and two heuristic approaches to solve this problem

are described. The effect of reducing freight charges through consolidation is significant

in such situations, where the requests share the same pickup and delivery regions and the

same direction. Computational results confirm the meaning of the FCP in such situations

as well as the approaches’ capability of finding high-quality solutions.

The next topic discussed in this thesis concerns the problem that arises when forwarders

also use the transportation capacities of their subcontractors to fulfill their requests. The

usage of external resources that are generally more expensive than the own vehicles enables

forwarder to downsizing their fleet and enjoy more flexibility of available capacity. Due

to the high fixed costs associated with vehicles, this strategy can also lead to considerable

cost-savings over a long time horizon. However, the introduction of external capacities

into the operational transportation planning resulted in a more complicated optimization

problem than the basic decision problems discussed in Chapters 2 and 3. A widely used

planning strategy in practice is to do “cherry-picking”, which can lead to a high efficiency

of the own vehicles but also high costs for outsourcing. In contrast, an integrated planning

approach that considers all fulfillment modes can help forwarders find the cost-minimal

plans. This problem that is denoted as IOTPP is formally defined in Chapter 4. An ALNS

heuristic and an iterative approach are then proposed in Chapter 5 to solve the IOTPP.

Computational results show that the complicated iterative approach performs better than

the ALNS heuristic in terms of solution quality, which is a further development of the

ALNS heuristic of Ropke and Pisinger (2006) that has proved very successful in solving

the PDPTW, especially for larger instances as the CIOTP instances tested in Chapter 8.

The economies of scale in transportation logistics motivate forwarders to cooperate

horizontally by pooling their requests and vehicles through which additional cost-saving

potential due to the complementarity of requests from different coalition partners can be

exploited. The study of the planning process in such horizontal coalitions of independent

freight forwarders in this thesis focuses on the development of decentralized planning

approaches that can deal with distributed information and decision-making competences

on the one hand and can realize as much potential as possible on the other hand. This

problem is introduced and formally defined in Chapter 6. A route-based request exchange

mechanism proposed in Wang and Kopfer (2014) to solve this problem is described in
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detail in Chapter 7. This approach follows the Dantzig-Wolfe decomposition principles

(Dantzig and Wolfe, 1960) and can preserve the autonomy of coalition members. The

CTP results of the computational study show a very high efficiency of the approach in

realizing the embedded cost-saving potential that can be identified by solving the routing

problem centrally.

Based on the discussions on the two topics, i.e., IOTP and CTP, the transportation

planning problem of forwarders in both vertical and horizontal cooperation is studied in

Chapter 8. The route-based request exchange mechanism is extended by heterogeneous

vehicle fleet of the forwarders which is composed of the own vehicles and the vehicles

hired from subcontractors on both a tour basis and a daily basis. Computational results

based on some theoretical instances show that the potential of cost-savings by introducing

request exchange to the IOTP accounts to over 10% on average. The proposed decentral-

ized planning approach can averagely realize over 90% of the cost-saving potential, while

privacy and autonomy of coalition members remain protected.

Compared with static CTP, the research on dynamic CTP still stands in the very be-

ginning phase. Chapters 9 and 10 are thus dedicated to an exploratory discussion about

this topic. The purpose is to have an insight into this research filed and to appeal to more

intensive studies on more related topics. For this purpose, the DCFPDPF is introduced

in Chapter 9. Although this problem seems to be simple in static scenarios, it can be

used as a good start in the research on the dynamic CTP.

In order to solve the DCFPDPF, two rolling horizon planning approaches are proposed

in Chapter 9. The first one works with a predefined fixed interval between two planning

processes. In the second approach, a new planning is triggered so long as a request

becomes urgent according to predefined criterion. Both variants of the rolling horizon

planning have been successfully used to solve the dynamic routing problems in literature.

A comprehensive computational study on the DCFPDPF is conduced in Chapter 10.

The results of this study offer some interesting insights into CTP in dynamic environment.

The benefits of CTP in dynamic situations have been verified in all tests with all tested

configurations. According to different situations, CTP can realize up to about 8% cost-

savings against planning without request exchange. Especially in difficult situations, for

instance, the instances have a strong dynamism or the price level of the common carriers

for subcontracting is high, CTP can help forwarders reduce more costs than in easier

situation. It is further suggested that forwarders should try to use request information

released by customer in advance to improve the planning results. Individual planning

strategies that have proved successful can be used to derive good settings for the CTP in

dynamic environments.
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11.2 Outlook of future research

As already pointed out at the beginning of this thesis, the research conducted here is

dedicated to gain an insight into the operational transportation planning of modern freight

forwarding companies taking all possible options of request fulfillment into account and

to appeal to more intensive studies in this research area. In this section, some interesting

research topics are outlined.

In the IOTPP studied in this thesis, the vehicles of different fulfillment modes are

heterogeneous due to their cost functions instead of other aspects. In future research, a

further extension that should be studied is to consider a higher level of heterogeneity of the

fleet additionally due to different equipment and thus the compatibility with individual

requests, even when they are of the same fulfillment mode. Another interesting extension

is to introduce different requests that can be executed only by specific vehicle modes. A

practical example of this extension is that not all requests are allowed to be subcontracted,

at least not to the common carriers. The reason can be either the requirement of the

customers or that the forwarders do not want to subcontract the requests which are from

their important customers.

Some general topics still have to be investigated in future research on the CTP in both

static and dynamic situations. As reported in the computational study in Section 7.2.1, by

combining different classes of PDPTW instances, the cost-saving potential of the resulting

CTP instances differs strongly from the other. For future research on the strategic level

it is a challenging task to investigate which situations are appropriate for CTP and what

preconditions have to be fulfilled for a successful operation of the coalitions. Another task

is to consider the strategic behavior of participants in horizontal coalitions. It has to be

ensured that even when individual participants cheat, e.g. by reporting false evaluation

values, the mechanism can still achieve the desired results. In order to provide this, it

is important to develop an appropriate profit sharing scheme, especially for the CTP

considered in this thesis with only limited information available.

The consideration of transshipment in the context of CTP should also be studied in

the future. The most challenging task to be mastered is to synchronize the scheduling of

vehicle routes which are generated by coalition members in a decentralized way. Trans-

shipment points can be existing warehouses where the goods to be transferred can be

stored shortly before they are picked up by another vehicle. This precedence restriction

must be introduced into the route generation process of the CTP. If the goods can be

transferred between two vehicles at any place without extra facilities like cranes, vehicles

have to be additionally scheduled in such a way that they must be at the same place at

the same time. As a result, synchronizing vehicles in this situation will be more difficult.
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Compared to the static CTP, more work must be done in the future in the study on the

dynamic CTP. For the DCFPDPF studied in Chapters 9 and 10, an interesting task of

the future research is to study how to specify good configurations for the rolling horizon

planning approaches based on different characters of instances. Another important factor

is the weight function that deals with the evaluation of the information of requests offered

by customers in advance. The evaluation scheme used in the conducted computational

study here, especially the setting of FLP-II, has proved to be appropriate. However, in

the future research, it is interesting to test more weight functions, particularly when the

requests have significant different characters as in this study, including travel distances of

the requests, width of time windows, as well as distribution of the lead time tldr .

A limitation of the proposed approaches in Chapter 9 for the DCFPDPF is that they

focus only on the latest possible time to start the service of each request. The earliest

time, which is the beginning of the time window is ignored in these approaches. In the

future research, the possibility of assigning requests with wide time windows that can

be fulfilled before they become due requests has to be considered in extensions of the

proposed rolling horizon planning approaches.

It will be interesting and quite challenging to consider the LTL requests in the future

research on the dynamic CTP. Also the integration of the two fulfillment modes related

to subcontractors offering vehicles on both a tour and a daily basis may be an interesting

topic in this research field.

In the research on the IOTPP and the CTP in Chapters 4 to 10, a simplification is made

concerning the fulfillment mode subcontracting on common carriers. It is assumed that

all requests are outsourced singly without being consolidated. In the future research, the

FCP can also be considered as a component of the optimization problems in these topics.

Specifically, in the CTP, the problem can be solved by the agent, who can generated

efficient request bundles to be outsourced to common carrier while the forwarders in the

coalition still only have to concentrate on their vehicles.
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in eigenständigen Profit Centern eines Speditionsunternehmens (INAPCE)”. Tech. rep.,

Bremer Innovationsagentur, Bremen

Krajewska M., Kopfer H. (2006) Collaborating freight forwarding enterprises - request

allocation and profit sharing. OR Spectrum 28:301–317

Krajewska M., Kopfer H. (2009) Transportation planning in freight forwarding companies

- tabu search algorithm for the integrated operational transportation planning problem.

European Journal of Operational Research 197:741–751



Bibliography 157

Krajewska M. A. (2008) Potentials for efficiency increase in modern freight forwarding.

Betribswirtschaftlicher Verlag Dr. Th. Gabler, Wiesbaden

Krajewska M. A., Kopfer H., Laporte G., Ropke S., Zaccour G. (2008) Horizontal coopera-

tion of freight carriers: request allocation and profit sharing. Journal of the Operational

Research Society 59:1483–1491

Laporte G. (1992) The traveling salesman problem: An overview of exact and approximate

algorithms. European Journal of Operational Research 59:231–247

Laporte G. (2009) Fifty years of vehicle routing. Transportation Science 43:408–416

Larsen A. (2001) The dynamic vehicle routing problem. PhD thesis, Technical University

of Denmark (DTU)

Lau H. C., Liang Z. (2002) Pickup and delivery with time windows: Algorithms and test

case generation. International Journal on Artificial Intelligent Tools 11:455–472

Lawler E. L., Shmoys D. B., Rinnooy Kan A. H. G., Lenstra J. K. (eds) (1985) The

traveling salesman problem. Series in discrete mathematics and optimization, Wiley-

Interscience, Chichester New York Brisbane Toronto Singapore

Lee C.-G., Kwon R. H., Ma Z. (2007) A carrier’s optimal bid generation problem in

combinatorial auctions for transportation procurement. Transportation Research Part

E 43:173–191

Li F., Golden B., Wasil E. (2007) A record-to-record travel algorithm for solving the het-

erogeneous fleet vehicle routing problem. Computers & Operations Research 34:2734–

2742

Li H., Lim A. (2001) A metaheuristic for the pickup and delivery problem with time win-

dows. In: ICTAI-2001, The 13th IEEE conference on Tools with artificial intelligence,

Dallas, TX, pp. 160–170

Lu Q., Dessouky M. (2004) An exact algorithm for the multiple vehicle pickup and delivery

problem. Transportation Science 38:503–514

Lu Q., Dessouky M. M. (2006) A new insertion-based construction heuristic for solving

the pickup and delivery problem with time windows. European Journal of Operational

Research 175:672–687

Lund K., Madsen O. B. G., Rygaard J. M. (1996) Vehicle routing problems with varying

degrees of dynamism. Tech. rep., IMM Institute of Mathematical Modelling



158 Bibliography
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