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Preface

Single-word reading (aka word recognition, word identification, single-word processing)
holds unique status as a cognitive phenomenon. Unlike many other cognitive phe-
nomena (e.g., auditory processing of a spoken word), single-word reading is a rela-
tively new addition to the list of human competencies required by modern human
culture. Additionally, it is a necessary foundation for a higher-order cognitive process,
reading—a gateway to success in our complex, developed societies. As a result,
cognitive mechanisms subserving reading are unlikely to be innately specified in
detail, but most likely “permit” this function to form and mature. Of note is that
(D) reading is typically mastered by the majority of individuals when taught system-
atically and by few individuals without any systematic teaching; (2) failures of suc-
cessful reading mastery occur regularly and in all linguistic systems, although in a small
minority of individuals; and (3) in some individuals, reading skills are preserved in
the presence of otherwise impaired cognitive function. The processes leading to the
emergence and maturation of successful reading competence are a fascinating con-
stellation of intertwined cognitive phenomena and the process of single-word read-
ing is one such phenomenon.

Whereas single-word reading bridges domains of research across multiple fields
(e.g., education and psychology) and multiple subfields within psychology (e.g., devel-
opmental, cognitive, and abnormal), the concept of “representation” is an integral
aspect of all areas of cognitive psychology and, correspondingly, all cognitive
phenomena, including reading. Representation is the information an individual incor-
porates as a function of learning; representations can best be thought of as structured
data in the human brain. The successful incorporation of phonological, orthographic,
graphemic, and semantic information results in a set of representations suitable for the
task demands of reading. Variation in reading skills and reading-related processes can
often be attributed to the variation in representations for reading-related domains or
the mappings between these domains. Therefore, the analysis of these representations
can arguably be viewed as central to the study of reading and reading disability.

This volume includes a collection of essays systematically sampling the research
on single-word reading. Such a collection will be beneficial not only for scientists
working in the field of reading, but also to professionals directly linked to the teach-
ing of reading, such as education researchers, educators, and other practitioners
working with special populations. Thus, the book aims to describe the research in
single-word reading to a wide audience with a sample of essays from different exper-
imental paradigms. The book is aimed at bridging the gap between researchers in
such areas as representation, performance, education, psycholinguistics, genetics, and
neuroimaging.

ix



X PREFACE

In this fashion, this is a volume by researchers for researchers that will provide
both an introduction to unfamiliar areas of research and an inspiration for future
study. In addition, the book provides valuable information to educators who are
looking to develop successful reading programs and the answers as to why some
children experience unexpected reading difficulties. Finally, this book will help
other professionals who work with children, especially children with special needs,
including clinical and school psychologists, who provide the assessments, diagno-
sis, and recommendations for reading abilities and disabilities.

The book opens with a chapter by Philip Seymour that offers a conceptual
framework for interpretation of the emergence of word recognition within a theory
of literacy development as exemplified by variations of the phase model of word
recognition. Although it is one of many possible accounts, it is a comprehensive
model that sets up a wonderful contextual stage for connections between spoken
and written word processing, the stage-based nature of their development, and the
role of education. In describing the phase model, Seymour introduces the compo-
nential skills that are relevant to word recognition and comments on the commu-
nalities and specificities of the development of word recognition in different
languages.

The following seven chapters expand on the themes introduced by Seymour and
develop them further in depth and breadth. Specifically, the contributions by
Tatjana Nazir and Anke Huckauf and by Urs Maurer and Bruce McCandliss are
focused on the visual aspects of word processing. These two chapters address
visual word processing from different theoretical perspectives and with different
methodologies, producing, together, a comprehensive representation of modern
theories and data on rapid visual word recognition. The visual word-processing
chapters are followed by a chapter from Usha Goswami. This contribution consid-
ers the role of phonological representation in single-word processing in the context
of the psycholinguistic grain size framework. Laurie Feldman and Dana Basnight-
Brown take the reader to yet another aspect of single-word processing, the role of
morphology in word recognition. The complexity of the process-based texture of
word recognition becomes even more evident when Lesley Hart and Charles Perfetti
consider the role of lexical representation. This set of chapters addressing different
aspects of single-word processing prepares the reader for the chapters by Jonathan
Grainger and Johannes Ziegler, who attempt to study both main and interactive
roles of orthography, phonology, and semantics in word recognition, and the con-
tribution by Brett Kessler, Rebecca Treiman, and John Mullennix, who consider
issues of feedback on a holistic process of single-word reading.

The next two chapters, one on spelling by Tatiana Pollo, Rebecca Treiman, and
Brett Kessler and the other on comprehension by Janice Keenan and Rebecca
Betjemann, place word recognition into the context of other functions, such as
spelling and comprehension, respectively.

The following four chapters are all focused on the biological bases of single-
word reading and related processes. These contributions further crystallize refer-
ences to the biological bases of single-word processing mentioned in a number
of writings that appear early in the book. Specifically, Panagiotis Simos, Rebecca
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Billingsley-Marshall, Shirin Sarkari, and Andrew Papanicolaou provide a compre-
hensive overview of studies of single-word reading using magnetic source imaging.
Considering this chapter, the reader might revisit componential accounts of different
aspects of single-word processing discussed earlier in the book. Richard Olson
delivers an overview of behavior-genetic studies of single-word reading and related
processes, attesting to the importance of genes in the etiology of these functions,
and Cathy Barr and Jillian Couto illustrate Olson’s general considerations with a dis-
cussion of specific examples evidencing the involvement of particular genomic
regions and genes in the formation of the foundation for single-word processing. In
chapter 14 by Grigorenko, she attempts to bring together findings from both brain- and
gene-based studies of the biological bases of single-word processing and discuss
theoretical frameworks for interpreting these findings.

The collection closes with a set of chapters on developmental dyslexia. Although
many chapters throughout the book make implicit and explicit references to devel-
opmental dyslexia, only in the chapter by Piasta and Wagner is the process of
single-word reading, or rather, individual differences observed on tasks requiring
the engagement of this process, considered the central element of dyslexia-related
identification and treatment. In addition, in describing different approaches to subtyp-
ing individuals with dyslexia, Piasta and Wagner refer to many aspects of single-
word processing described in earlier chapters of the volume. The theme of the role
of word recognition deficits in dyslexia is further developed by James Royer and
Rena Walles, who consider different remediation approaches aimed at overcoming
word-level difficulties in dyslexia and related impairments. This set of chapters is
completed by a contribution from Frost and colleagues that summarizes behavioral
and neuroimaging studies of both skilled and impaired reading, in an attempt, once
again, to generate an appreciation of the complexity of the field of single-word
processing.

Finally, the book closes with a contribution from James Magnuson, who takes a
slightly different perspective from that typical for studies of printed word recogni-
tion in summarizing and discussing the main points and take-home messages of the
contributors to the volume.

It is our hope that this combination of topics will appeal to a wide audience,
including researchers in the cognitive and developmental sciences, educators, pol-
icy-makers, and clinicians. The sections below will describe in more detail the value
of the book for the proposed audiences.

This book took about 36 months to complete, from the moment we realized the
need for such a volume to the time it was actually ready. We were fortunate in gen-
erating interest among excellent scholars in the field and are grateful for their fine
contributions.

—Elena L. Grigorenko
Adam J. Naples






Foreword

Rhea Paul, PhD, CCC-SLP, Series Editor

In this, the second volume in our series on New Directions in Communication
Disorders Research: Integrative Approaches, we examine the role of single-word
reading in the process of literacy acquisition. Elena Grigorenko and Adam Naples
have assembled a broad and distinguished array of scientists who provide readers
with a contemporary view of the biology, psychology, genetics and linguistics that
contribute to the acquisition of this skill. In addition, issues of identification and
treatment of reading disability are addressed. Current views of reading suggest that
learning to read words is a complex and multi-faceted process that builds on a vari-
ety of skills that emerge and develop in early childhood. The acquisition of these
skills is influenced by the individual’s inherent capacities as well as the richness of
input from the linguistic environment, opportunities available to observe and model
literacy behaviors, and access to literacy materials and artifacts. In turn, single-word
reading serves as foundation for the development of automatic, fluent reading that
will allow the child to move past “learning to read” and on to “reading to learn.”
The ability to comprehend and derive new knowledge from written texts is the cru-
cial development that allows children to succeed at academic pursuits, as well as to
acquire higher levels of language and thinking that rely on interaction with com-
plex texts and ideas available primarily through literate, written language.

Although it is well-known that oral language serves as a basis for the acquisition
of literacy, the ability to read reciprocally influences language development. As
readers are exposed to literate language they come in contact with infrequent
words, synonyms, complex sentence forms, increased density of content and ideas,
alternative means of expression through paraphrase, and a range of text structures
and purposes. These both result in and require an increasing base of knowledge
and flexibility in language processing that pushes linguistic skill forward in ways
unavailable through conversation. Thus language and reading have a clearly sym-
biotic relationship, particularly during the school years.

For specialists in communication disorders, this synergy is particularly germane.
Communication Disorders professionals are being asked increasingly often to par-
ticipate in the teaching of reading, particularly at the single-word reading level. This
demand stems from two sources. First, it derives from the recognition that these
professionals are conversant with the concepts of phonological development and
awareness, an essential element of the acquisition of single-word reading. Second,
it acknowledges the foundational role played by oral language in the development

Xiii
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of not only phonological awareness, but also the other skills that contribute to read-
ing success, such as vocabulary knowledge, ability to comprehend grammatical
structure, and understanding of basic story architecture. Communication Disorders
professionals are seen as the members of the educational team who are most com-
petent to assess the prerequisite skills for early reading development and to address
deficits in these skills to prevent reading failure.

Yet, many in the field of Communication Disorders feel ill-prepared to fulfill the
role for which others assume they are competent. Those who trained before the
language-literacy conjunction was prominent may have had few opportunities to
learn about literacy development. Even those who have trained more recently are
likely to have received brief exposure to the concepts of literacy development and
disorders. For this reason, our series aims to serve as a means of re-education. Our
hope is that by providing readers with a ready source of information on the findings,
issues, and theories that are emerging from the active and exciting research so ably
summarized in this volume, the task of participating in the development of literacy
and the prevention of reading disorders will become an integral area of practice.

Readers from outside the field of Communication Disorders, who we hope will
also find their way to this volume, will find its content equally compelling. As the
Editors point out in the Introduction, single-word reading is a unique phenomenon
both cognitively and in terms of its educational implications. Unlike so many of the
communication skills a child acquires, these skills necessitate direct instruction in
order for the majority of children to achieve mastery. Moreover, for a substantial
minority even direct group instruction needs to be supplemented with more inten-
sive individualized assistance in order to prevent reading disability. Thus, in con-
trast to the myriad of language abilities children acquire effortlessly from only the
normal interactions inherent in daily life, single-word reading achievement requires
the application of conscious, empirically-based strategies to ensure success for the
largest possible number of students. In this endeavor, both researchers and school
professionals from a range of disciplines need to collaborate in order to discover
and implement these strategies. One purpose of this volume is to provide a con-
temporary survey of what is already known that can contribute to the development
and implementation of such strategies. A second is to provide a forum for additional
conversations among the research and practice communities to foster additional
collaborative pursuits.

We hope and expect that readers who take advantage of the compendium of
information offered here will be amply rewarded for their efforts. These rewards
will include both an increased depth of knowledge about the ways in which the
essential cornerstone of lifelong learning emerges, and perhaps more importantly,
how it can be supported by facilitating experiences and opportunities. We hope,
too, that some of the wonder a child feels when he first discovers he can read will
be awakened as readers come to understand the complex and multidimensional
processes that build toward this moment. Finally, it is our hope that educators and
Communication Disorders professionals alike will find the information here a support
in their efforts to improve the reading skills of their students, and by extension, the
brightness of their, and our, future.
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CHAPTER O N E

Continuity and Discontinuity in the
Development of Single-Word Reading:
Theoretical Speculations

Philip H. K. Seymour
University of Dundee, Scotland

The capacity to identify single written words accurately and fluently is the fundamental
process in reading and the focus of problems in dyslexia. This chapter takes the form
of a speculative account of the early stages of the development of word recognition
and makes reference to research carried out in the literacy laboratory at the University
of Dundee. It is an expression of a viewpoint and a set of hypotheses and not an
attempt at a comprehensive review of the literature on the development of word
recognition.

A clear sequential account is needed in order to pinpoint when and how devel-
opment begins to go wrong in cases of dyslexia and to provide a rationale for reme-
dial instruction (Frith, 1985). The basis of such an account is a #heory of literacy
develgpment. A number of differing approaches can be identified, including: (1) theo-
ries that focus on the cuses of reading progress or difficulty, with the assumption
that development is constrained by cognitive or sensory functions or by biological
or cultural factors (Frith, 1997); (2) computational models that attempt the simulation
of development using connectionist learning networks (Seidenberg & McClelland,
1989); (3) stage models that identify a cumulative series of qualitatively distinct
steps in reading development (Marsh et al., 1981; Frith, 1985); and (4) Models which
identify overlapping phases of development, including foundational aspects (Ehri,
1992; Byrne & Fielding-Barnsley, 1989; Seymour, 1990, 1997, 1999, in press). The
theoretical account proposed in this chapter falls within the purview of the phase
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models and includes reference to causal factors in the nature of the spoken and written
language, educational factors, and an interactive relationship between orthography
and linguistic awareness.

PRIMITIVE PRE-ALPHABETIC VISUALLY BASED WORD RECOGNITION

Some theories propose an early stage in which word recognition is based on visual
characteristics. Gough & Hillinger (1980) described this as ‘associative’ learning, and
Marsh, Freidman, Welch & Desberg (1981) as ‘rote’ learning. Similarly, Frith (1985)
postulated an initial Jlogographic’ stage, and Ehri’s (1992) account of ‘sight word’
learning includes a preliminary ‘pre-phonetic’ phase. The reference here is to a devel-
opmentally early form of word recognition which occurs i the absence of alphabetic know!-
edge. Words are distinguished according to a process of ‘discrimination net’ learning
(Marsh et al., 1980) in which the minimal visual features necessary for choice between
items within a restricted set are highlighted. Learning usually involves flash cards and
rapid identification of words on sight and typically includes public signs and logos as
well as high interest vocabularies such as names of family members or classmates.
Teachers may reinforce the approach by emphasising iconic aspects of written words,
such as the two eyes in ‘look’ or the waggy tail at end of ‘dog’.

Seymour & Elder (19806) studied a class of Primary 1 children, aged 5 yrs, in
Scotland who were learning under a regime which emphasised whole word learn-
ing (flash cards and books) in the absence of teaching of the alphabet or decod-
ing procedures. This study illustrates some characteristics of primitive
pre-alphabetic word identification: Errors were always refusals or word substitu-
tions taken from the set of learned words. Each word had a physical identifying
feature, such as the “two sticks” in ‘yellow’. Confusions occurred due to letter ori-
entation and rotation (b,d,p,q; n, u; w, m). The position of the identifying feature
was not critical in the early stages of learning. Thus, Seymour & Elder found that,
for a particular child, the shape of the letter K served as a distinctive feature for
the identification of the word ‘black’. Tests with nonsense strings in which the ‘k’
was located in different positions all elicited the response “black”. Thus, reading
is essentially word specific and reliant on identifying features rather than global word
shape or outline. Unfamiliar forms (either words which have not yet been taught
or nonwords) cannot be read and their presentation results in refusals (“don’t
know” responses) or word substitution errors.

In this mode of reading, visual words will initially be treated as members of a
special object class for which the semantic coding is descriptive of the identifying
feature plus an associative mnemonic link to a concept. e.g.,

“don’t know”

T|:| | | oo - [[columns, 2] & [color, yellow]] - “two sticks”
“yellow”

ugreenw



CHAPTER 1 3

where [] designates a semantic representation, & is an associative link, and “” is a
speech code. Since, in this scheme, word selection is semantically mediated, the
occurrence of semantic substitution errors is a theoretical possibility. These errors
occur in the reading of deep dyslexic patients and it is of interest that a few exam-
ples were observed among the children studied by Seymour & Elder (1986). Thus,
the feature [colour] could result in the production of the wrong colour name, e.g.,
“green”. However, this process will be restricted according to the content of the
word set involved. Seymour & Elder demonstrated that children possessed a rather
precise knowledge of the words which were included in their “reading set” and the
words which were not. This suggests the existence of a “response set” which is iso-
lated within a store of phonological word-forms and is the sole source of possible
responses. It follows that semantic errors will normally occur only to the extent that
a number of words in the store share closely overlapping semantic features. Colour
names may be one such case, since they are quite likely to occur in beginning read-
ing schemes.

Some commentators have argued that this primitive form of word identification
is not a necessary first step in learning but rather an optional development which is
not observed in some languages (e.g., German or Greek) and which is seen in
English only among children who lack alphabetic knowledge (Stuart & Coltheart,
1988). One possibility is that the primitive process is unrelated to subsequent read-
ing and is effectively discarded when the formal teaching of the alphabetic princi-
ple begins (Morton, 1989). For example, Duncan & Seymour (2000) found that
expertise in logo recognition in nursery school conferred no subsequent advantage
in reading. The other possibility is that the primitive process, although not a basis
for subsequent word recognition, is nonetheless preserved as an element in mem-
ory. An argument here is that some forms of script, such as poorly formed hand-
writing, may require recognition via visual features or a distinctive configuration. In
addition, primitive pre-alphabetic reading shares aspects with neurological syn-
dromes such as ‘deep dyslexia’ (Coltheart, Patterson & Marshall, 1980). Patients with
this condition lack alphabetic knowledge, are wholly unable to read unfamiliar
forms such as simple nonwords, and yet show a residual capacity for recognition
of common words with concrete meaning such as predominate in early school
books (‘clock’, ‘house’, etc). This preserved reading could be a surviving trace of
the primitive recognition function, possibly a form of ‘right hemisphere’ reading
which becomes visible when the normal left hemisphere reading system has been
abolished. Imaging studies which suggest that right hemisphere activity which is
detectable in the early stages of learning tends to reduce or disappear as develop-
ment proceeds are consistent with this idea (Turkeltaub, Gareau, Flower, Zefiro &
Eden, 2003).

In summary, it seems likely that a primitive mode of word recognition (some-
times called “logographic” reading) exists in a form which is functionally (and per-
haps anatomically) distinct from the standard alphabetically based reading process.
This function may be directly observable only in children who learn to read with-
out alphabetic tuition or in cases where neurological factors intervene to destroy or
prevent the creation of an alphabetic system.
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SYMBOLIC VERSUS PICTORIAL PROCESSING

In the primitive form of reading described above a written word is treated as a
visual object. The words are members of a set of objects, an object class, in which
the members share various features (horizontal extension, density) much like many
other object classes (faces, dogs, chairs, trees) where there may be a high level of
similarity combined with variations of detail which are critical for distinguishing
members of the class one from another. In earlier discussions (Seymour, 1973,
1979), I argued that there was a picorial channel and memory system which was
responsible for recognition of objects, colours, shapes and scenes and for mapping
onto a semantic level from which a name or speech output could be selected. This
is distinguished from a symbolic channel and memory system which develops for the
restricted purpose of dealing with a sub-class of conventionally defined visual
objects, most notably the written forms of the numerals and the letters of the
alphabet. Various arguments can be put forward to support this distinction. In my
own work, I referred to experimental studies by Paul Fraisse which were concerned
with the “naming vs reading” difference. This refers to a reaction time difference
(vocal RT to name a symbol is faster than RT to name a colour patch or shape or
object picture) and to a differential effect of ensemble size (the effect of variation in
the number of stimuli involved in a mapping task is larger for objects than for sym-
bols). For example, Fraisse (1966) demonstrated that the shape O is named more
rapidly as “oh” or “zero” within a symbol set than as “circle” within a shape set.

According to this argument, the symbol processing channel develops in a way
which is functionally and neurologically distinct from the picture and object process-
ing channel. A key aspect of this distinction is that picture processing involves
semantic mapping as an initial step, so that naming an object or colour involves the
sequence: object = semantic representation = name selection, whereas symbol pro-
cessing may involve direct mapping to a name: symbol = name selection. A prelit-
erate child has no symbol processing system and will treat all visual shapes and
patterns as pictures to be processed in terms of their semantics. The letters of the
alphabet and the arabic numerals may initially be supported by the object process-
ing system but will normally be quite quickly segregated and referred to a new
system. This specialised channel operates on members of clearly defined and
bounded classes (the numerals, 0-9, and the upper and lower case letters of the
alphabet), and incorporates feature definitions which allow allocation to a subset as
well as discrimination within each subset and tolerance of variations which may
occur due to the use of differing fonts or handwritten forms. One feature which has
to be taken into account in the symbolic channel is that orentation is a significant issue
for identification of symbols (‘n’ is different from ‘u’ and ‘b’ is different from ‘d’).

In this discussion, a key assumption is that the implementation of a segregated
symbol processing channel is the critical first step in the formation of a visual word
recognition system and competence in reading and spelling. Following the estab-
lishment of the symbol processing channel, there is an augmentation in the archi-
tecture of the cognitive system, so that incoming visual stimuli may be classed as
pictorial or as symbolic and processed accordingly.
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O - symbol? letter? - “oh”
{
\) [alphabet, late]
numeral? - “zero”
{ )

[number, nullity]

object? = [shape, round] -  “circle”
uballﬂ

Logically, this seems to require some kind of early contextual test to decide if the
input is a valid candidate for processing via the symbolic channel, and, if so,
whether it is classifiable as a letter or as a numeral. Allocation to the symbol
channel allows direct access to a store of symbol names. The symbols may, addi-
tionally, have a semantic representation expressing set membership, location in the
conventional sequence, and aspects such as magnitude. This information might be
accessed through the name or directly by an alternative pathway. If the input is not
classed as a symbol it will be treated as an object and processed via the system of
object semantics.

ALPHABETIC PROCESS

In line with this proposal, most theoretical accounts of reading development pro-
pose that the (optional) primitive visual phase of development is followed by a
phase of alphabeticisation. Typically, this refers to the mastery of the ‘alphabetic
principle’ of phonography according to which written words may be segregated
into a left-to-right series of letters, each of which can be decoded as standing for a
segment of speech. These segments correspond to the linguistic abstractions, the
phonemes, by which the set of vowels and consonants composing the syllables of the
spoken language are identified. This shift is well described in Frith’s (1985) account.
She proposed an initial phase, described as /gographic, which corresponds to the
primitive form of pre-alphabetic reading described above. This is followed by an
alphabetic phase during which a new strategy involving systematic sequential conver-
sion of letters to sounds is adopted. Frith took the view that the alphabetic process
might have its origin in writing and spelling. Learning to write is naturally sequen-
tial, requiring the capacity to segment speech into a series of sounds, select a letter
for each sound, and produce the graphic forms seriatim in the correct order. This
strategy of proceeding in a sequential letter-by-letter manner may be transferred to
reading as the model for a decoding procedure based on letters and sounds. Marsh
et al.. (1981) used the term sequential decoding to refer to this strategy.
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Letter-Sound / Decoding Distinction

For the purposes of the present discussion, it seems desirable to emphasise certain
distinctions which may not have featured in the accounts provided by Marsh et al. and
Frith. A first point is that a clear distinction needs to be made between (1) basic letter-
sound knowledge, and (2) the mechanism or procedure of sequential decoding. Letter-
sound knowledge is the foundation of the symbol processing channel described
above. The reference is to a bi-directional channel in which the input of a visual sym-
bol leads directly to the production of its spoken name and the auditory input of the
spoken name leads directly to the production of the written form or to visual recogni-
tion (as in auditory-visual same-different matching). Sequential decoding is an opera-
tion which is applied to letter-sound knowledge. It requires the addition of an analytic
procedure, sometimes referred to as “sounding out”, which proceeds in a strict spatially
oriented (left-to-right) sequence and involves the conversion of each symbol to a sound
and the amalgamation of these sounds into a unified (“blended”) pronunciation:

dog - (d - /d/ - (duh ...0....guh) ...... “dog”
\
{o} - /o/ t
\
{g} - /g/

where {} is a grapheme, // is a phoneme, (..) is overt or covert letter sounding, and
“” is an assembled (blended) speech output. It seems important to distinguish
between this procedure of sequential segmentation, conversion and assembly and the
knowledge of letter-sound correspondences which is called on by the procedure. The
knowledge of the letter-sound correspondences is a pre-requisite for the implemen-
tation and application of the decoding procedure.

Decoding/Word Recognition Distinction

A second issue concerns the relationship between the decoding procedure and the
recognition of familiar words belonging to a “sight vocabulary.” In accounts such as
those provided by Frith and Marsh it is proposed that the early visual feature based
process of word recognition is effectively replaced by the new process of alphabetic
decoding (see also Morton, 1989). According to this view, early alphabetic word
recognition is founded on a process of sequential decoding. This is not the view
adopted by Ehri (1992) since she speaks of a process of learning to recognise “sight
words” which, while visually based in the first instance, comes to be increasingly
founded on alphabetic knowledge. The establishment of this process is said to be
supported by the development of decoding skill. Nonetheless, the impression is that
decoding and sight word learning are separate and distinguishable processes. If this
view is followed, the implication is that there may be #wo letter-based processes in
early reading, one involving the recognition of already familiar “sight words,” and
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the other the sequential decoding of unfamiliar forms. Ehri (1992) proposed that the
sight word function might at first be based on partial letter-sound cues, for exam-
ple the initial letter of a word, or the initial and final letters (see also Stuart &
Coltheart, 1988). This proposal is reminiscent of the earlier suggestion that pre-
alphabetic visual word recognition may rely on partial cues (the “two sticks” in ‘yel-
low”) rather than the whole word shape or structure. Post-alphabetic sight word
learning may borrow this principle but without a reliance on visual distinctiveness
and with a preference instead for the end positions of written words and the iden-
tification of letters and their partial mapping onto pronunciation:

black — bt {OOOY K famidliar? /b/...../K/ - “black”
“brisk”
J
(buh ...kuh) - “book?”
“bucka?”

“don’t know”

In this account, sight word learning and sequential decoding are parallel develop-
ments (Seymour, 1990) and decoding is a back-up procedure which is implemented
if the target is classified as unfamiliar.

PHONOLOGICAL AND ORTHOGRAPHIC COMPLEXITY

Sequential decoding is a simple procedure which operates on the principle that
individual letters stand for individual phonemes in speech. Whether or not this basic
principle is sufficient for reading depends on the extent to which the orthography
of a language incorporates complex features of various kinds. It may be useful here
to distinguish between two forms of complexity, to be referred to as phonological
complexity and orthographic complexity, both of which differ between languages
using an alphabetic script.

Phonological complexity concerns the syllabic structure of the spoken language.
Relevant issues are whether the spoken language contains a significant proportion
of monosyllables, as is the case for English, or whether monosyllabic words are few
or absent, as is the case for many European languages where the vocabulary is
largely made up of multisyllables. A second issue concerns the form of the sylla-
bles, particularly the relative proportions of gpen syllables having a consonant-vowel
(CV) structure and dsed syllables having a consonant-vowel-consonant (CVC) struc-
ture. Thirdly, the consonant structures occurring in the initial (onset) or final (coda)
position of the syllable may vary in complexity, with some languages allowing
numerous consonant clusters while, in others, clusters are infrequent and restricted
to a limited number of possibilities. Additionally, there may be variations in the
clarity with which syllables are defined and pronounced, depending on whether the
placement of the boundaries between syllables is definite or ambiguous, and on
whether the vowels are fully pronounced or omitted or reduced in unstressed syllables.
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Orthographic complexity refers to the relationship between the written letters and the
spoken form of the language. This relationship may be simple and straightforward,
termed a shallow (or transparent) orthography, or complex and variable, termed a
deep (or opaque) orthography. In a fully transparent alphabetic orthography it
could be expected that each individual letter of the alphabet should be associated
with a particular phoneme in speech in a reliable and consistent way. This corre-
spondence should be bi-directional. Thus, it should be possible to list the
phonemes of the language and to identify for each phoneme a corresponding
letter. Similarly, it should be possible to list the letters of the alphabet and to iden-
tify for each letter the phoneme to which it corresponds.

/p/ © p /x/ © a
/b/ © b /e/ © e
/t/ © t /i/ o i
/d/ © d

/k/ © k

/g/ © g

. etc. etc.

This listing of associated phoneme-letter pairings will be exhaustive in that all the
phonemes which occur in the language will be included and each one will have a
corresponding letter. The size of the alphabet will, therefore, be determined by and
equivalent to the size of the set of phonemic distinctions which is acknowledged.
In a system of this kind, a knowledge of the set of letter-sound correspondences
combined with the procedure of left-to-right sequential decoding will be sufficient
to enable the reading or spelling of any legitimate spoken form from the language.

Departures from this principle of transparency will complicate the relationship
between graphemes and phonemes. These departures can arise for various reasons.
The most obvious is that there is a mismatch between the size of the set of
phonemes required to speak the language and the size of the set of letters con-
tained in the alphabet. For example, spoken English is based on 40+ phonemes
while the alphabet contains only 26 letters. It follows that the transparency
principle of one letter/one sound cannot be fully applicable and that it will be nec-
essary to allow either that different phonemes may be represented by the same
letter or that letter combinations must be assembled to cover some phonemes (com-
plex graphemes):

/0/ o th /i./ © ee
/[ © sh /ai/ © igh

. etc. etc.
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TABLE 1.1
Hypothetical Classification of European Languages Relative to the Dimensions of
Syllabic Complexity (Simple, Complex) and Orthographic Depth
(Shallow to Deep)

Orthographic Depth

Syllabic Structure Shallow. ...............: ettt e PN Deep
Simple Finnish Greek Portuguese  French
Italian
Spanish
Complex German Dutch Danish  English
Norwegian  Swedish
Icelandic

Note. From “Foundation Literacy Acquisition in European Orthographics” by P. H. K. Seymour, M. Aro,
and J. M. Erskine, 2003, British Journal of Psychology, 94, p.146 Copyright 2003 by The British
Psychological Society. Reprinted with permission.

Further complexity arises if the mappings between graphemes and phonemes are
allowed to vary, so that a given grapheme may be pronounced in different ways
(one-to-many grapheme-phoneme mapping), possibly under constraint by surround-
ing context (e.g., {c} = /k/ or /s/ depending on the following vowel), and a given
phoneme may be written using a variety of letters or letter groups (one-to-many
phoneme-grapheme mapping) (e.g., the diphthong /ei/ = {a}, {a .. e}, {ay}, {ei}, {ai},
{eigh}, {aigh}, {ey}, etc.). In addition, spelling may signal lexical or morphological fea-
tures, as in the distinction between ‘wait’ and ‘weight’ or the identity of the past tense
morpheme {ed} in ‘toured’, ‘walked’ and ‘started’.

If an orthography contains a sufficiently large number of violations of the princi-
ple of transparency it may be classed as deep or opaque. However, there is no exact
definition of how widespread these departures must be in order to merit this classi-
fication, or, indeed, whether or not some lexical and morphological features have to
be present. The question here is whether the shallow-deep distinction is dichoto-
mous or whether it may be more appropriate to think of a continuous dimension
ranging from an extreme of transparency to an extreme of complexity with many
orthographies occupying intermediate positions. This was the approach adopted by
Seymour, Aro & Erskine (2003) in an investigation of European orthographies under-
taken within the context of a European research network, COST Action AS8.
Languages were classified on a phonological dimension, concerning the complexity
of the syllabic structure, and on an orthographic dimension, reflecting intuitive esti-
mates of depth (see Table 1.1). This scheme reflects the phonological contrast
between the Romance and Germanic language groups and a variation in depth rang-
ing from the very transparent orthography of Finnish to the deep and complex
orthography of English.

In the context of models of reading acquisition, the relevance of this discussion
is to establish that learning to read involves mastery of orthographic complexities
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above and beyond the simple correspondences postulated for the alphabetic phase.
This is usually held to implicate a further phase during which the complex features
are established, referred to as hierarchical decoding by Marsh et al. (1981), as an orthographic
phase by Frith (1985), and as a consolidation phase by Ehri (1997). A general feature of
these proposals is the suggestion that the advanced phase of learning involves the
mastery of multiletter structures of various kinds, including complex onset and coda
clusters, contextually determined patterns, rime segments, syllables, lexical forms,
and morphemes. A possible limitation of these accounts is that they do not specify
whether there is a hierarchy of complex features which may be assimilated over time
and at differing rates. A further issue is that higher-order phonological structures,
such as the onset-rime or the syllable, are not properly distinguished from lexical
structures (words, root morphemes) and morphological structures (inflections, pre-
fixes, derivational suffixes). Finally, although it is apparent that languages differ
greatly in both phonological and orthographic complexity (see Table 1.1), and given
that these variations may have large effects on learning to read, the models do not
accommodate these cross-linguistic variations.

FOUNDATION LITERACY MODEL

An alternative developmental phase model has been outlined by Seymour (1990,
1997; Seymour & Duncan, 2001; Seymour, 2005, 2006). This scheme identifies an
early phase of foundation literacy acquisition during which the basic post-alphabetic
processes of simple decoding and familiar sight word recognition are established.
It is supposed that these basic processes are contingent on the prior establishment
of letter-sound knowledge. The foundation also provides the basis for more
advanced developments during which the complex features of the orthography are
internalised. A distinction is made between a phase of orzhographic literacy involving the
internalisation of the conventions for writing the syllables of the language, and a
phase of morphaographic literacy during which the conventions for writing free and bound
morphemes are established. The proposed phases can be summarised in the terms
shown in Table 1.2.

The phases are envisaged as being broadly successive and cumulative, such that
letter knowledge must precede the establishment of foundation literacy, ortho-
graphic literacy depends on the availability of an adequate foundation, and mor-
phographic literacy requires that basic orthographic knowledge should have been
acquired. However, the model allows for some temporal overlap in the develop-
ment of successive phases. It can be noted that this account refers to alphabetic lit-
eracy and, as such, does not include the primitive visual word recognition process
described earlier. As already noted, the primitive process is pre-alphabetic and
might be allocated to Phase 0 — 1 in the model.

Metalinguistic Awareness
Literacy acquisition is seen as a process of learning about the orthographic structures

which correspond to lnguistic units of differing sizes and characteristics. This proposition
is in line with the well-documented evidence of a close relationship between literacy
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TABLE 1.2
Hypothetical Phases in Reading Acquisition and Associated
Elements of Metalinguistic Awareness.

Phase Name Description Metalinguistic awareness
0 Letter—sound Alphabet of symbols Letters
knowledge Dominant correspondences Phonemes
1 Foundation Familiar sight-word Lexemes
literacy recognition Phonemes
Simple decoding
2 Orthographic Abstract model Multiletter graphemes
literacy of spellings Onset-peak-coda
of monosyllables Onset-rime, syllable
3 Morphographic Multisyllables, Multiletter segments
literacy Morphologically Syllables
complex words Morphemes

and awareness of linguistic structure. As originally formulated by Mattingly (1972),
the concept of linguistic awareness admits of two levels of definition. There is firstly
a natural competence in the use of spoken language in communication which may
be encapsulated and inaccessible to conscious inspection or mental manipulation.
This level may be referred to as wmplicit or, to use Gombert’s (1992) term, epilinguistic.
The second level is achieved when this implicit information is extracted and
brought into the open where the elements can be paraded and manipulated. This
level is designated as explicit or metalinguistic. According to Mattingly, reading is a sec-
ondary language skill which requires the development of an awareness of the oper-
ation of the primary skills of speaking and listening. In essence, this means that
literacy acquisition depends on a capability to become aware of the segments of
spoken language which correspond to the alphabetic symbols and groups which
are contained in the written language.

The assumption of the phase model is that the elevation of structures to a met-
alinguistic level is normally achieved by a process of inferaction between the learning
of written forms and the definition of the corresponding spoken segments. In pre-
vious discussions (Duncan, Seymour & Hill, 1997, 2000), this process was inter-
preted according to Gombert’s (1992) suggestion that encounters with written forms
may create a cognitive “demand” for the establishment of explicit (metalinguistic)
representations of the corresponding segments in speech. Thus, while it is sup-
posed that all children possess implicit representations of relevant linguistic struc-
tures, the formation of explicit representations may occur primarily in the context
of literacy instruction. Empirical tests of this argument depend on the possibility that
measures of phonological awareness can be classified according to whether the task
can be performed on the basis of implicit knowledge alone or whether explicit
representations are required. Duncan et al. (1997, 2000; also Duncan & Seymour,
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2001) argued that some tasks, such as language production, similarity detection or
odd-man-out detection, might be performed successfully on the basis of implicit
representations. Other procedures, including standard methods such as phoneme
deletion or transposition, require an explicit level of representation, allowing that
language structures can be isolated and manipulated.

Duncan et al. (1997, 2000) used a “common unit” task to assess the explicit level.
In this procedure, the child hears pairs of spoken words which share a segment of
sound and is instructed to report back the shared segment. An advantage of the
method is that it is possible to test for explicit awareness of linguistic units of
differing size — for example phonemes, onsets and rimes, and syllables — within a
constant task structure. Taking the rime as an example, Duncan et al. found that
young children might show an implicit awareness of rhyming (they could give a
rhyme on demand, decide that rhyming words sounded similar, detect a rime-based
oddity) while being at the same time unable to perform an explicit task (they were
unable to report that “oat” is the segment shared by the words “boat” and “goat”).
A notable feature of Duncan et al’s (1997) study was the finding that beginning
readers who possessed excellent implicit rhyming skills did not begin learning to
recognise words using onset and rime segments. Instead, their early word learning
was characterised by a “small unit” approach based on letter sounds. This was
thought to be a direct consequence instruction which emphasised letter-sounds and
decoding as well as the learning of a sight vocabulary. The trend was reflected in
performance on the explicit common unit task. Thus, as reading developed during
the first school year, children were able to report shared phoneme-sized units (“boat
— bill” = “buh”; “book — sick” = “kuh”) with near perfect accuracy while remain-
ing unable to report the larger rime units. Duncan et al. (2000) found that capacity
to report shared rime units did not appear until reading age was quite well
advanced. According to the interactive model, this could be at a more advanced
stage when the organisation of the orthographic lexicon in terms of onset and rime
structures creates a demand for the formation of explicit rime representations.

These ideas are incorporated into the model as a proposition that the phases of
literacy development differ with respect to their demands for the formation of
explicit metalinguistic representations. Table 1.2 contains suggestions regarding the
linguistic entities which might be emphasised (and hence raised from implicit to
explicit status) at each phase. The argument is that, in an alphabetic orthography,
this development broadly follows a small - to - large unit progression. It can be noted that
this is the opposite to the commonly formulated proposal in favour of a large - to
small progression in phonological development, encompassing syllables, then
onset-rimes, and finally phonemes (Treiman & Zukowski, 1991). This latter progres-
sion may be characteristic of implicit (epilinguistic) phonological representations but
not of explicit (metalinguistic) representations which depend very directly on the way
in which literacy develops. Hence, it is argued that, at the beginnings of literacy
(Phases 0 and 1), when letter knowledge and sequential decoding are emphasised,
the primary demand is for the emergence of explicit phonemic representations. At the
same time, a parallel emphasis on sight word learning from flash cards and texts is
expected to enhance metalexical representation (making explicit what entities
constitute words in the language).
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In line with the proposal that the later stages of development involve the consoli-
dation of multi-letter structures of various kinds (Ehri, 1997), it is supposed that
Phases 2 and 3 involve the emergence of larger linguistic structures. At Phase 2
(orthographic literacy) learning focuses on the internal structure of the syllable. This
incorporates single and multi-letter spellings used to represent the onset, peak and
coda elements of the syllable and accommodates variations and alternatives which
may be arbitrary or contextually constrained. Accordingly, it is expected that learn-
ing will be paralleled by the emergence of explicit representations of these struc-
tures (possible onset and coda clusters, vowels and diphthongs) and by
higher-order combinations, such as the onset-rime division. In the case of English
monosyllables, constraints operate which improve the coherence of spelling when
rime (peak + coda) structures are treated as units (Treiman et al., 1995) and this fea-
ture is expected to encourage the formation of explicit representations of rime units
(Duncan et al., 2000). In Phase 3 (morphographic literacy) learning involves the
coordination of large segments (for example, syllables or morphemes) to establish
legitimate combinations and orthographic conventions for attaching elements one
to another. This will entail making explicit the phonological segments (syllables) or,
more pertinently, the morphological segments (free and bound morphemes) out of
which complex words are composed.

A controversial feature is the proposal that the emergence of explicit awareness of
the gyllable is linked to Phase 2 or 3 and is consequently seen as a later development.
This conflicts with the long standing assumption that syllable awareness is an early
development which may be present before the beginnings of reading (Liberman,
Shankweiler, Fischer & Carter, 1974). Part of the issue here is the distinction between
implicit and explicit representations, so that, in agreement with the results for rimes,
implicit awareness may be demonstrable in an early pre-literate phase whereas
explicit awareness is apparent only much later. Extensions of the “common unit”
method to bisyllables have tended to support this argument. When presented with
spoken word pairs such as “window — winter” children were unable to isolate and
report the shared syllabic segment “win”. This was the case for pre-readers and for
post-literate children who had been reading for some time and contrasted with per-
formance on implicit tasks (e.g., indicating that “window” and “winter” sound simi-
lar). However, this difficulty in performing explicit syllable manipulation tasks may be
a special feature of English. Implementation of the task with groups of French-speak-
ing children yielded totally different outcomes. Identification of the common syllable
presented little difficulty and was close to perfect in children both pre- and post-lit-
eracy (Duncan, Colé, Seymour & Magnan, 2000).

The conclusion from these observations is that the availability of explicit repre-
sentations of large units such as the syllable is dependent on the spoken language of
the learner. In some languages, such as French and other Romance languages, syl-
lables are clearly defined and bounded entities which are already established as
objects of explicit awareness at the outset of learning to read. A consequence is that
the syllable is a useful unit for learning to read the complex (multisyllabic) words
which predominate in speech and writing and will be the salient organisational struc-
ture during Phases 2 and 3. In other languages, such as English, this is not the case
and learning will involve the discovery of units which are buried in the orthographic
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structure. As already noted, these could be onset and rime structures in Phase 2,
and morpheme structures in Phase 3.

UNITARY AND DUAL FOUNDATION MODELS

The implication of the preceding discussion is that the manner in which single word
recognition develops is likely to differ between languages depending on features of
the phonology as well as the orthography. These variations can be accommodated
within the phase structure outlined in Table 1.2 in terms of effects on:

1. The rate of learning, the time required to complete a developmental phase
2. The mode of learning, the cognitive systems or strategies which are implemented
3. The linguistic structures which are emphasised (achieve metalinguistic status)

In other words, it is possible to envisage a family of acquisition models which share
the same basic phase structure while differing in details of implementation. This pos-
sibility can be illustrated by considering two extreme cases, to be referred to as unitary
and dual foundation models. These extremes are defined by reference to the classifica-
tion of languages proposed by Seymour et al. (2003) (see Table 1.1). In this scheme,
the possession of syllables which have a simple structure and precise and clear defin-
ition is a positive feature which facilitates reading acquisition, as is the presence of a
straightforward orthography in which there is a reliable bidirectional correspondence
between single letter graphemes and phonemes. Complex or poorly defined syllables
and variable and inconsistent grapheme-phoneme relationships are negative features
which impede acquisition and modify the course of development.

Model 1: Unitary Foundation

Model 1 is intended to be descriptive of word recognition development in languages
which have a simple and clear syllable structure combined with a shallow (transpar-
ent) orthography. In Table 1.1, Finnish is identified as a language which best meets
this specification. The model is also expected to be relevant for other languages
which have similar characteristics, such as Greek, Italian or Spanish. A schematic
representation is provided in Figure 1.1.

The model is described as a wnitary foundation because Phase 1 (foundation lit-
eracy) involves the development of a single alphabetic decoding procedure as
the basis for the formation of orthographic and morphographic levels. The devel-
opment of single word recognition in a system of this kind can be glossed in the
following terms:

Phase 0 — 1: Pre-literacy. There should be implicit phonological awareness, espe-
cially of larger units, such as rimes and syllables. Explicit awareness of the
syllable is expected to be present. Pre-alphabetic visual word recognition
might be observed, but only where the letters are not known and interest in
written words (names of self, family, etc) is encouraged.
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FIGURE 1.1 Schematic representation of unitary foundation model of reading
acquisition.

Phase 0: Letter-sound knowledge. Learning to discriminate and label the letters of

the alphabet by their predominant sounds or names is the essential first step.
When this is achieved depends on educational and cultural factors, particularly
when the letters are (formally or informally) taught and how this learning is
scheduled (e.g., early intensive teaching of the whole alphabet, as in the ‘syn-
thetic phonics’ method, or a more gradual approach extending over weeks or
months). This phase is probably no# affected by linguistic factors (phonologi-
cal complexity, orthographic depth).

Phase 1: Foundation literacy. The foundation process is the sequential decoding

procedure described earlier. This is also probably dependent on educational
approaches, since instruction is required to establish a systematic left-to-right
procedure for serial conversion of letters to sounds and blending of the out-
come. This might involve discrete letter sounding or the ‘gliding’ procedure
used in some educational systems (e.g., Finnish). The decoding procedure cre-
ates a demand for the emergence of explicit phonemic awareness, shown by
capacity to perform phoneme manipulation tasks, such as deletion or common
unit identification.
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Phase 2: Orthographic literacy. This is viewed as the development of a coordi-
nated system for representation of syllabic forms which is built around the
onset, peak and coda structures of the language. Positional constraints are
accommodated, if, for example, a phoneme has differing orthographic reali-
sations in the onset and coda positions (as happens for /dz/ in English) and
consonant clusters may be unitised. Alternative spellings (one-to-many
phoneme-grapheme mappings) and any contextual effects (e.g., influence of
consonant on vowel, or vice versa) are incorporated. The outcome is an inter-
nalised model of the orthographic representation of the range of possible
syllables which reflects statistical properties such as syllable frequency and
onset and peak frequency. Obviously, this learning is relatively simple when
the set of possible syllables is quite small and there is a predominance of CV
structures and perhaps only a limited range of legitimate consonant clusters.
Explicit phonological awareness may extend to onset and coda clusters.
Explicit awareness of syllables, which is critical for this phase, is likely to be
already available but may be enhanced as a concomitant of orthographic
development.

Phase 3: Morphographic literacy. In this final phase a system for representation
of complex (multisyllabic) words is formed. This can be viewed as primarily
a matter of developing fluency in the identification and pronunciation of long
and complex words. This requires that syllables should be concatenated to
form the words of the vocabulary. Such learning might incorporate con-
straints on the positions occupied by particular syllables. In addition, the
learning may take account of morphological structure, including positional
constraints regarding word stems, compounds, and affixes serving different
functions. Thus, Phase 3 could be viewed as having a lexigraphic and mor-
phographic basis. This is expected to create a demand for the formation of
explicit (metalinguistic) representations of words and morphemes and
improved capacity to perform explicit morphological awareness tasks.

The important characteristic of this model is that the initial stage of learning (Phases
1 and 2) is expected to be quite rapid and uncomplicated. This follows from the
straightforward nature of the decoding procedure and the limited inventory of clearly
structured syllables. The difficulties are likely to arise at Phase 3 (morphographic
literacy) where reading will remain sequential and dysfluent unless a lexically and
morphologically based system can be formed.

Model 2: Dual Foundation

The second model is descriptive of learning to read in languages which have a com-
plex and poorly defined syllabic structure combined with a variable and inconsistent
system of grapheme-phoneme correspondences. The model is referred to as a duwal
Jfoundation because it is proposed that there is a difference in the mode of learning
reflected in the implementation of a distinct word-form (logographic or lexigraphic)
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FIGURE 1.2 Schematic representation of dual foundation model of reading

acquisition.

process from Phase 1 onwards. In addition to English, the model is applicable to other
Germanic languages which have a complex orthography, such as Danish. A schematic
representation is provided in Figure 1.2.

The progression through the learning phases is expected to take the following

form:

Phase 0 — 1: Pre-literacy. As in Model 1, pre-alphabetic visual word recognition

might be observed in children who learn to recognise words in the absence
of a knowledge of the letters. Children will be capable of demonstrating
implicit awareness of larger linguistic units, such as syllables or rimes, but will

lack explicit awareness of these and other units.

Phase 0: Letter-sound knowledge. This phase is also the same as for Model 1.
Letter learning will occur at a time and at a rate determined by educational
factors (when and how the letters are formally or informally taught). One
issue is whether there is a level of maturity which is necessary before children
can learn the letters effectively and with fluency (in terms of speed of

labelling).
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Phase 1: Foundation literacy. Model 2 differs from Model 1 in postulating #wo
letter-dependent foundation processes which are initially operationally distinct.
One of these is the ajphabetic decoding procedure for the sequential conversion
of letters to phonemes and the blending of the outcome. As in Model 1, the
implementation of this procedure, together with knowledge of the letter-
sounds, will create a demand for the emergence of explicit representations of
phonemes, leading to capacity to perform explicit phoneme manipulation
tasks. The second is the word-based procedure which is referred to as “sight
word” learning (Ehri, 1992, 1997) or as a /gographic (or lexigraphic) process
(Seymour, 1997). The assumption is that this procedure will be implemented in
circumstances where the proportion of words occurring in beginning reading
materials which violate the principle of transparency exceeds a threshold of tol-
erance. Educational factors may also be important. The use of global methods
by which children are taught to recognise whole words on flash cards or in
texts will encourage the development of this word-based procedure. As already
noted, the procedure is assumed to operate in a global way, not in the sense
of word shapes or profiles, but rather by the use of letters as identifying fea-
tures, albeit with a preference for end letters and incorporation of grapheme-
phoneme mappings. A consequence of the use of phonological mapping is that
words with a transparent structure may be easier to learn than words containing
complex features or irregularities. A further assumption is that the letter arrays are
entered into a memory store (referred to as the /fxigraphic store in Figure 1.2). These
representations are the basis for abstraction of orthographic principles and for
attempts at word spelling.

Phase 2: Orthographic literacy. As in Model 1, this phase involves the abstraction
of principles underlying the orthographic representation of monosyllables.
The difference is that the process is greatly more complex because the exis-
tence of large numbers of legitimate onset clusters (pr, bl, tr, spr, etc) as well
as coda clusters (It, nk, pt, etc) allow for a very large set of possible syllabic
forms. Further complexity is added by the need to use multi-letter structures
(complex graphemes) to represent some consonants (sh, th, etc) and many
vowels (ee, ay, augh, igh, etc). Over and above these factors are the com-
plexities introduced by the variabilities in grapheme-phoneme and phoneme-
grapheme mapping which are linked to contextual influences, historical
influences, and lexical identities. Construction of an internal model of the
spelling of English monosyllables is therefore likely to involve an extended
period of learning (cf the simulations of this process by connectionist models
(Seidenberg & McClelland, 1989)). According to some views (e.g., Seymour,
1990) this can be seen as a cumulative learning process in which a simple
‘core’ structure, built around a C-V-C frame, is established first and is then
progressively elaborated to incorporate complex onset structures, complex
coda structures, unstressed second syllables, complex vowel spellings, as well
as lexically specific variants. There may be a hierarchy affecting the rate at
which different types of complex feature can be absorbed, therefore, as well
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as effects of word frequency, neighbourhood density, and spelling consis-
tency. The capacity to build a complex orthographic knowledge base is held
to be dependent on progress at the earlier foundation phase. One hypothe-
sis is that the development of the sequential decoding mechanism yields the
basis for a phonologically defined onset-peak-coda structure for the ortho-
graphic lexicon, and that the lexigraphic store of partial or complete word-
forms contains the exemplars which are needed to abstract general principles.
In English, where a significant proportion of the vocabulary consists of mono-
syllables and bisyllables with first syllable stress, the existence of contextual
constraints of the coda on the vowel favours the adoption of an onset-rime or
onset-superrime organisation for the lexicon (Duncan, Seymour & Bolik, in
press). If so, it is anticipated that orthographic development will create
demands for the formation of explicit representations of the onset, peak and
coda, and the rime and superrime (Duncan, Seymour & Hill, 2000).

Phase 3: Morphographic literacy. Phase 3 involves the construction of represen-
tations of complex, multisyllabic words, as in Model 1. Because the syllable
is an ambiguous and poorly defined structure for English and comparable
languages, it is unlikely that this level involves coordination of syllabic seg-
ments. For monomorphs, a lexical basis involving an onset + remainder struc-
ture, is more likely. For morphologically complex forms, containing word
stems, compounds, and prefixes or inflectional or derivational suffixes, an
organisation based on free and bound morphemes is suggested. In the model,
the stock of word-forms assembled over time in the Lexigraphic Store con-
tains exemplars of the written forms of morphologically complex words
which are analysed and compared during the process of forming an abstract
representation of the morphography (the system for representing morpholog-
ical segments). This development is expected to create a demand for the
explicit representation of morphemes. It follows that capacity to perform
explicit morphological awareness tasks, such as the analogy procedure used
by Bryant, Nunes & Bindman (1997), will emerge at this time.

The characteristic feature of Model 2 is that the early phases of acquisition are
complex and require additional learning time. Phase 0 (letter-sound knowledge) is
not affected but Phases 1 and 2 both involve much longer learning processes than
are required for Model 1. In addition, the cognitive structure of the reading system
is different, since a lexical recognition system is implemented at Phase 1 and an
accumulating store of orthographic word-forms is maintained as a source of exem-
plars in forming the abstract representations of the orthography and morphography.

Intermediate Models
Models 1 and 2 are intended to represent the acquisition of single word recognition

under conditions which fall at opposed extremes according the scheme proposed
by Seymour et al. (2003). In general, Model 1 is optimal for the rapid acquisition of
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accurate reading. In Model 2, learning from Phase 1 onwards appears substantially
more complex, and is expected to proceed at a slow rate. Other languages refer-
enced in Table 1.1 are expected to produce intermediate outcomes depending on:
(D the degree to which syllables are complex, or ambiguous in boundary, or are
poorly articulated in spoken language; and (2) the extent of the departure from the
principle of transparency, and (3) the extent to which lexical and morphological
features are represented in the orthography.

EMPIRICAL OBSERVATIONS

The above analysis indicates that the development of single word reading might be
expected to occur at different rates and in different modes, depending on the com-
bined effects of language, orthography and teaching methods. Verification of this
proposition requires a comprehensive comparative study of basic literacy acquisi-
tion in a range of languages and cultures. No such study has as yet been under-
taken. However, existing bi- and trilateral comparisons support the conclusion that
acquisition occurs more slowly in English than in German (Wimmer & Goswami,
1994; Frith, Wimmer & Landerl, 1998) or Welsh (Spencer & Hanley, 2003) or Greek
(Goswami, Porpodas & Wheelright, 1997) or French and Spanish (Goswami,
Gombert & de Barrera, 1998).

Seymour et al. (2003) compared English with a larger set of European languages
(see Table 1.1) using tasks based on the foundation literacy model with children who
were close to the end of their first year in primary school. The assessment included
a word reading task based on vocabularies of common words typically encountered
in children’s beginning reading materials. Items were presented in vertical lists for
reading aloud and measures of accuracy, speed (time/item) and error type were
obtained. Figure 1.3 summarises the accuracy scores for word (and nonword) read-
ing by the various language groups. Single word reading was accurate (> 95 per cent
correct) and fluent (1.6 sec/item) in the majority of European orthographies, but sig-
nificantly poorer in Portuguese, French and Danish (approx 75 per cent correct), and
far lower in English (34 per cent in Primary 1, 76 per cent in Primary 2). These are
the orthographies which are classed as deep in Table 1.1 suggesting that acquisition
of a sight vocabulary of familiar words is indeed delayed by orthographic depth.

A limitation of this study is that reading was assessed at a single time point, mak-
ing it difficult to estimate the rate of acquisition. Seymour et al. (2003) analysed the
regression of word reading accuracy against Reading Age and found that a Reading
Age above 7 years was needed before word identification in English matched the
levels achieved in the majority of languages before the end of the first school year.
This implies that the establishment of an effective sight vocabulary needs more than
2 years of learning in English as against less than 1 year in other languages.
Subsequently, a further investigation has been implemented, using a longitudinal
design and computer presentation of individual words and nonwords, with reaction
timing as well as accuracy measurement. This study is still in progress. However, pre-
liminary results confirm that two or more years of learning are required to establish
a sight vocabulary and basic decoding procedure in English. The study confirms a



CHAPTER 1 21

70 o

40 o

Error %

10 4 Jowre

Finnish Gresk Realian Spanish  Portuguese  French
Simple syllable structure languages

Error %
&

10 DM

Austrien icelandc Swedish Engish
Complex syllable structure languages
FIGURE 1.3 Error rates (percent) for familiar word and simple nonword reading by

Grade 1 children in English and other European languages of varying orthographic
depth and syllabic structure (from Seymour et al., 2003).



22 SEYMOUR

much higher rate of acquisition in languages such as Finnish and Greek, where all
children reach a ceiling level of performance before the end of the first school year.
Other languages, for example Icelandic and Portuguese, give evidence of acquisition
rates which are intermediate between these extremes.

There are several conclusions which can be put forward on the basis of the
results from the Seymour et al. (2003) study and the current longitudinal research.

o Individual variability. Children learning to read in a deep orthography display
much greater variability in rates of progress and extent of sight vocabulary
than children learning in a shallow orthography. Seymour et al. (2003) found
that this variability extended almost over the whole of the range for readers of
English and Danish but was much narrower in other orthographies.

®  Dependency on letter-sonnd knowledge. Results from the new longitudinal study indicate
that, in all orthographies, English included, progress in word reading and in
simple nonword decoding occurs only after letter-sound knowledge exceeds
a threshold (80%).

®  Parallel development of word recognition and decoding. The growth of sight word reading
parallels the growth of decoding, again in all of the languages studied.

o FEffect of complexity. Rate of sight word learning in English is affected by ortho-
graphic complexity, with the gain being faster for words with a transparent
spelling (one letter — one phoneme) than for words containing complexities
of various types. This effect also occurs in other languages but the magnitude
of the complexity effect decreases as depth is reduced.

®  Syllabic and phonemic awareness. Children in all alphabetic orthographies display
explicit phonemic awareness as decoding skill develops. Explicit syllabic aware-
ness is high at the outset in some languages (e.g., the Romance languages) but
low in some Germanic languages (e.g., English).

CONCLUSIONS

The goal of this chapter has been to outline an account of the development of sight
word reading which takes account of the possible continuities and discontinuities in
this process. It is argued that the important initial step is the creation of a specialised
symbol processing channel which is dedicated to the recognition, labelling and interpreta-
tion of the letters of the alphabet and the numerals. Development of visual word
recognition is possible in advance of this step but only in the form of a pictographic or
iconographic procedure by which written words are treated as a class of visual objects
and discriminated by reference to non-alphabetic visual features. It is likely that a
developmental discontinuity exists between this early procedure and the later emer-
gence of alphabetic word recognition and reading. Thereafter, it is supposed that the
development of alphabetic word recognition may conveniently be discussed by ref-
erence to a series of overlapping phases. These phases are characterised by the
nature of the orthographic knowledge which is acquired and by the linguistic units
which are emphasised as objects of explicit awareness. The development of single
word reading in all alphabetic orthographies is held to be analysable into a common
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sequence of four phases, involving: Letter-sound learning (formation of the symbol
processing channel); foundation decoding and word recognition; orthographic liter-
acy; and morphographic literacy. However, there are important differences between
languages respecting the raze at which these phases are traversed as well as the struc-
ture of the reading process, particularly the degree to which specifically lexical word
recognition and storage may be implicated, and the extent to which the syllable can
serve as a convenient unit of decoding.
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CHAPTER T W O

The Visual Skill “Reading”
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Institut des Sciences Cognitives—CNRS and Université Lyon 1, France

Anke Huckauf
Baubaus University, Weimar, Germany

Skilled readers develop a singular form of visual expertise that allows them to
process print with remarkable efficiency. Within a fraction of a second, they can
extract the critical information needed to identify a word of more than 15 to 20 char-
acters (Erdmann & Dodge, 1898). Although it was long assumed that this skill relied
on sophisticated guessing strategies, most researchers in the word-recognition field
acknowledge today that this capacity is perceptual in nature (see reviews by Carr,
1986). Top-down feedback from lexical to perceptual stages (e.g., Jacobs &
Grainger, 1992; McClelland & Rumelhart, 1981) and functional/structural reorgani-
zation of the visual system have been proposed as potential explanations (Cohen
& Dehaene, 2004; McCandliss, Cohen, & Dehaene, 2003; see also Caramazza &
Hillis, 1990; Cohen, Dehaene, Naccache, Lehéricy, Dehaene-Lambertz, Hénaff, &
Michel, 2000; Warrington & Shallice, 1980). However, as the perceptual side of read-
ing has generally been considered to belong to the field of vision research—as
opposed to the domain of language (e.g., Frost, 1998)—little effort was made until
recently to elaborate on these perceptual processes. Yet, as we will demonstrate,
despite their nonlinguistic nature, these processes are essential to skilled reading.
We first develop arguments that support the view that “visual knowledge” about
words matters for word recognition. In contrast to a recently developed view in the
literature, according to which rapid visual word recognition results from our ability to
compute abstract word representations (Cohen & Dehaene, 2004; McCandliss et al.,
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2003), we defend the position that rapid recognition of visual words rather relies on
the development of word-specific visual pattern memories. We then list a number of
empirical results from healthy readers as well as from neurological patients that
support these assumptions, and show that skilled visual word recognition breaks
down when a reader can no longer access these visual pattern memories.

“LEXICAL KNOWLEDGE”
AND “VISUAL KNOWLEDGE” IN WORD RECOGNITION

The phenomenon that ultimately convinced researchers in reading that knowledge
about words modifies the way we perceive print was the so-called word superior-
ity effect. Skilled readers identify letters better when they appear in a word than
when they appear in a chain of random letters—even when guessing strategies are
neutralized (Reicher, 1969). Thus, it is easier to tell apart the letter £ from the letter
d when the letter is presented in the word work than when it is presented in a mean-
ingless context such as omvk. To account for this phenomenon, it was proposed that
during stimulus encoding perceptual processes are modulated by “top down” feed-
back from hierarchically superior word-processing stages where acquired knowl-
edge about words is stored (McClelland & Rumelhart, 1981). Thus, because the
word work, but not the chain omwk, has an entry in the mental lexicon, processing of
letters of words, but not of letters in meaningless chains, profits from lexical top-
down influences and such letters are effectively better perceived.

Yet, although lexical factors certainly affect visual word recognition, the follow-
ing example demonstrates that these factors do not by themselves account for the
ease with which we perceive print. The left panel in Figure 2.1 plots the propor-
tion of correct identification of words and orthographically legal pseudowords dur-
ing rapid visual displays (data from Benboutayab, 2004). For both types of stimuli,
performance varies systematically with fixation location and the best performance
is achieved when the eyes were fixating regions near the center of the chain. Note
that although the shapes of the two curves are fairly similar, performance for words
is about twice as high as performance for pseudowords. This superiority of words
over pseudowords comes from the mentioned influence of lexical knowledge on
the processing of orthographic stimuli.

The right panel of Figure 2.1 plots performance for the same set of items when
displayed vertically. The resulting graphs are remarkably similar to the one in the
left panel. What differs between the two experimental conditions, however, is that
to achieve comparable performance, display duration for vertically presented items
had to be increased by a factor of ten!

This simple set of data shows two important things. First, lexical knowledge con-
tributes in the same way to word recognition whether the word is presented in the
visually familiar horizontal format or in the less familiar vertical format. Second,
beyond these lexical factors, word recognition is dramatically affected by visual
familiarity with words, because large differences in presentation duration are
required to equalize performance in the two display conditions. Why do we need
so much more time to read words in visually unusual formats?
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FIGURE 2.1 Proportion of correctly identified words (grey symbols) and pseudo-
words (white symbols) for horizontally (left) and vertically (right) displayed stimuli.
Stimuli were presented such that the eyes were fixating the first, or the second, or the
third etc. letter in the chain. Display duration was limited to 17 ms for horizontal and
170 ms for vertical stimuli, and was followed by a pattern mask. Data are plotted as
a function of fixation location in the stimulus (from Benboutayab, 2004).

THE VISUAL WORD FORM AREA:
A KEY ELEMENT FOR RAPID WORD RECOGNITION?

In recent years, several brain-imaging studies have called attention to a small zone in
the left fusiform gyrus that is systematically active during processing of printed words
(e.g., Beauregard, Chertkow, Bub, Murtha, Dixon, & Evans, 1997; Cohen, et al., 2000;
Cohen, Lehericy, Chochon, Lemer, Rivaud, & Dehaene, 2002; McCandliss, et al., 2003;
Nobre, Allison, & McCarthy, 1994; Polk & Farah, 2002). Figure 2.2 schematically indi-
cates this zone on a three-dimensional representation of the left hemisphere.

The increased interest in this particular zone comes from the fact that damage to
regions including this zone produces a peripheral reading deficit called “word
blindness” or “letter-by-letter dyslexia.” Word blindness can occur in the absence of
any other visual or language deficits (Dejerine, 1892; see Black & Behrman, 1994;
Cohen, et al., 2000 for reviews). Patients who suffer from this deficit can typically
write to dictation and can pronounce words spelled to them—testifying intact lexi-
cal knowledge—yet, they seem unable to “see” words. To recognize printed words
they regress to a letter-by-letter identification strategy typically observed with begin-
ning readers (Aghababian & Nazir, 2000). Reading latencies, therefore, increase dra-
matically as words become longer (e.g., Behrman, Plaut, & Nelson, 1998).
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FIGURE 2.2 'The visual word form area (VWFA), indicated by the circle, in the fusiform
gyrus of the left hemisphere.

When first described by Dejerine (1892), word blindness was seen as the result of a
disruption of fibers that lead from visual areas of both hemispheres to the left angular
gyrus and to language-related cortical structures in more anterior parts of the left hemi-
sphere. However, more investigators now believe that the critical region in the left
fusiform gyrus, an area commonly referred to as the “Visual Word Form area” (VWFA),
is not passively carrying information. Rather, the VWFA is held to be critically involved
in the elaboration of abstract representations of word forms, which serve lexical access
(Cohen et al., 2000; McCandliss et al., 2003; Polk & Farah, 2002; Posner & Raichle, 1994).

Arguments in favor of the existence of such a level of coding come from everyday
experiences that provide the (false) impression that we can rapidly identify words
regardless of letter size, case, and font, or of the retinal location where the word is dis-
played. Thus, the word TABLE appears to remain the word zble whether it is written
in lower or upper case, and independently of where it is presented in the visual field
(limits of acuity put aside). As brain imaging studies further demonstrate, hemody-
namic changes in the VWFA occur irrespective of letter-case (e.g., for bk as well as
for 24bLe; Dehaene, Naccache, Cohen, Bihan, Mangin, Poline, & Riviere, 2001; Polk
and Farah, 2002), or of the location of the orthographic stimulus in the visual field (e.g.,
Cohen et al., 2000); thus, this cortical region indeed seems apt to house such a hypo-
thetical mechanism. For some researchers, part of the mystery that underlies rapid
visual word recognition therefore resides in this computation of abstract representa-
tions (see Cohen and Dehaene, 2004; McCandliss et al. 2003).
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Note, however, that identifying vertically presented words requires display dura-
tions ten times longer than those required for horizontally presented words, demon-
strating that the hypothesized computation of invariant representations is differentially
taxing on familiar and unfamiliar visual formats. Yet, if visual word format matters,
reading-related learning must occur before the VWFA, that is, at processing levels where
information about the physical form of words has not yet been abstracted away.

LEARNING-RELATED CHANGES IN THE REPRESENTATION
OF VISUAL STIMULI: WORDS “POP OUT”

One intriguing observation with orthographic stimuli is that random letter strings
appear visually “messy,” whereas words look “neat” (see Figure 2.3). As vertically
displayed words look similarly messy, the mental lexicon disqualifies once more as
single source of this difference.

Research in vision has shown that basic visual features such as color, orientation,
curvature, etc. can be detected as easily in the context of other stimuli (distractors)
as they are when presented alone. This phenomenon is frequently referred to as
“pop-out.” By contrast, the ability to detect complex stimuli that involve combina-
tions of basic features is typically affected by the number of surrounding distractors.
Reaction time in a visual search task therefore systematically rises as the number of
distractors augments.

These qualitatively different types of visual search have been used to argue that
vision involves the interplay of two distinct systems: a preattentive system that oper-
ates in parallel and registers the presence of basic features within a retinotopic map
in early visual cortices, and an attentive system that operates serially and applies to
complex stimuli, which are represented as combinations of basic features in higher
cortices (Treisman, 1988). Interestingly, however, several studies have shown that
visual training changes the nature of these processes such that even complex stim-
uli can acquire “pop-out” quality once they are familiar.

In Figure 2.4a we show an example of such a qualitative change taken from a study
by Wang, Cavanagh, and Green (1994; cited in Gilbert Sigman, & Crist, 2001). The
figure shows that the combination of the same basic features into a complex shape
does or does not pop-out from its background depending on the visual familiarity of
the shapes. Hence, it is easy to detect the target in the upper panel of the figure because
the digit “5” is a familiar stimulus. The same target ceases to pop-out, however, when
the display is rotated by 90 degrees such that the stimuli lose visual familiarity.

These training-related changes in pop-out properties have been taken to suggest
that stimuli, which prior to training are represented as combinations of basic fea-
tures in higher cortices, shift their representation down toward retinotopically orga-
nized cortices, which, by this virtue, become responsive to complex shapes
(Gilbert, et al. 2001; Sigman & Gilbert, 2000). Recent brain imaging data showing a
large-scale reorganization of brain activity in the visual pathway following training
seem to corroborate this assumption. Hence, analyses of hemodynamic changes
associated with trained shapes (e.g., a T rotated at different angles) revealed a
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FIGURE 2.3 Horizontally displayed words look visually neat, whereas nonwords
and vertically displayed words look visually messy.

systematic increase of activity in the retinotopic cortex and a decrease of activation
in the lateral occipital cortex and the dorsal attentional network (posterior parietal
and supplementary motor areas) when compared with untrained shapes. Along
with this reorganization, activation in the retinotopic cortex became increasingly
correlated with participants’ performance (Sigman, Pan, Yang, Stern, Silbersweig, &
Gilbert, 2005). According to Gilbert and colleagues, the rapid and efficient recogni-
tion of frequently encountered visual patterns results from the formation of multi-
ple representations of the same stimulus over the (trained) retinotopically mapped
region (Gilbert et al., 2001; Sigman & Gilbert, 2001; Sigman et al., 2005).
Interestingly, Figure 2.4b seems to suggest that this kind of perceptual learning may
also develop for recognition of visual words. Thus, whereas the familiar word chair
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FIGURE 2.4 (a) The familiar shape of the digit “5” pops out from its background
independently of the number of surrounding distractors. Search time for these items
is typically constant and low. When rotated by 90 degrees the pop-out quality dis-
appears. The increment in reaction time (t) for each additional distractor is taken as
indicator for parallel (little or no increment) or serial search (linear increment).

(b) Like for the digit, familiar words seem to acquire pop out quality. The word (chair)
is easier to find in the top panel than the nonword (ahrci) in the bottom pannel. The
pop out quality for words disappears, however, when the stimuli are presented ver-
tically. Search time for the target in the three conditions is given in the inset.

pops-out from the homogeneous background of random letter sequences, the less
familiar nonword ahrid does so to a lesser extent. More importantly, like for the digit
“5”, the word chair ceases to pop-out when the stimulus configuration is presented in
the visually less familiar vertical display. If visual pop-out is indeed the result of a reor-
ganization of stimulus representations, this observation suggests that reading-related
learning may already develop at retinotopically mapped cortical areas where informa-
tion about the physical shape of the stimulus is still maintained.

The reason why visual word recognition is fast and easy may therefore relate not
so much to the ability of elaborating abstract word representations (Cohen & Dehaene,
2004; McCandliss et al. 2003), but rather to the development of retinotopically
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organized, stimulus-specific pattern memories that we acquire through extensive training
in recognizing print (Nazir, 2000; Nazir et al., 2004). Hence, although literate adults
read texts despite disparity in print, script, font, size, or retinal location, the percep-
tual operation that underlies skzjfir/ visual word recognition may not adapt to large
variations in surface features. Rather, rapid visual word recognition may rely instead
on the development of multiple representations of the same visual word pattern at
lower levels of visual processing. Combined with lexical knowledge, it is this “visual
knowledge” that makes reading such an impressive skill. Empirical evidence that
speaks for these speculations is discussed in the following section.

SEARCHING FOR A DOUBLE DISSOCIATION IN PROCESSING VISUALLY
FAMILIAR AND UNFAMILIAR CHAINS OF LETTERS

If training changes the way visual shapes are represented in the visual pathway
(Sigman et al., 2005), distinct brain lesions may differently affect processing of familiar
and unfamiliar chains of letters. Hence, as lesions in occipitotemporal regions seem to
disable the ability to “see” (familiar) words while preserving the ability to read in a
letter-by letter fashion, other types of brain damage may cause deficits in process-
ing unfamiliar chains while preserving the ability to recognize visually familiar chains
of letters.

The Role of the Parietal Cortex

A cortical region known to be involved in mediating the previously discussed con-
junction or “binding” of basic features during perception of complex shapes is the
right parietal cortex (e.g., Corbetta, Shulman, Miezin, Petersen, & Posner 1995;
Nobre, Coull, Walsh, & Frith, 2003; Shafritz, Gore, & Marois, 2002). Accordingly,
transcranial magnetic stimulation (TMS) applied over the parietal visual cortex while
participants are performing a conjunction (serial) or a “pop-out” (parallel) visual
search task has been shown to impair the first but not the latter task (Ashbridge,
Walsh, & Cowey, 1997; see also Ellison, Schindler, Pattison, & Milner, 2004). Lesions
to these cortical regions are also correlated with a variety of visuospatial deficits.
Hence, neurological patients that suffer from parietal lesions can be impaired in
their ability to perceive more than one object at a time (a deficit referred to as simul-
tagnosia). They also show difficulties in telling the spatial relation of objects (e.g.,
whether a visually presented object is to the right of, above or below, etc. another
object), or in binding basic features such as color, form, or the size of objects.
Friedman-Hill, Robertson and Treisman (1995), for instance, reported the data of
a patient with bilateral parietal-occipital lesions, who miscombined colors and shapes
of objects even under free viewing conditions. The ability of this patient to judge the
location of one visual shape relative to another shape was also at chance level.
Curiously, however, parietal lesions do not seem to dramatically affect reading skill,
though patients with these lesions should have problems in perceiving the correct
spatial order of letters in words. Note, however, that if representation of complex
stimuli changes with training and recognition process shifts from serial to parallel
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operation for familiar shapes, the following pattern of reading behavior is expected:
Previously healthy skilled readers that suffer from parietal lesions should read nor-
mally when tested with (visually) familiar words. However, they should dramatically
fail when confronted with visually unfamiliar combinations of letters such as non-
words or words displayed in unusual visual formats. This is exactly what is observed.

Simultagnosia and Reading

Baylis, Driver, Baylis, & Rafal (1994) were the first to provide a detailed analysis of
visual word recognition in such a patient. They showed that their patient could read
isolated letters and words almost perfectly but had difficulty identifying the con-
stituent letters of the words. This behavior testifies to the ability of this patient to
bypass prior analysis at the letter level and to directly process the word as single
visual unit. A subsequent study by Hall, Humphreys & Cooper (2001) with another
patient displaying the same syndrome further specified that, although this patient
was able to read words, he was impaired in reading unfamiliar combinations of
letters. Hence, the patient correctly identified 69 out of 90 words but only read 2 of
90 nonwords (see also Coslett & Saffran, 1991; Sieroff, Pollatsek & Posner, 1988 for
related observations). Although this deficit could be attributed to lexical factors,
Hall et al. (2001) also showed that alternating letter case in words (e.g., tAbLe) dis-
rupted their patient’s reading performance. The patient was also better at identifying
lowercase than uppercase words. Yet, common abbreviations were better identified
in the familiar uppercase format. Familiarity with visual aspects of words thus
mattered to the performance of the patient.

By analyzing reading performance in another patient with bilateral parietal-
occipital lesions, we were able to further complete this picture (Nazir, Benboutayab
& Michel, submitted). Like for the other two patients, word recognition skill in our
patient was comparable to normal when words were presented in the familiar hor-
izontal format. However, when words were displayed vertically, as in Figure 2.3,
her performance dropped to near zero, even under unlimited viewing conditions.
Our patient also showed severe difficulties in identifying nonwords regardless of
display format and presentation duration. In other words, she performed poorly
with all items that were unfamiliar to her, either because of their unusual visual
format or because the items were novel (i.e., nonwords).

Thus, manipulation of surface features such as the visual format of words has a
detrimental effect on word recognition in patients with parietal lesions. Although
these patients are able to access representations for previously “trained” visual
words, they are unable to process unfamiliar stimuli for which no such representa-
tions exist. To identify unfamiliar letter sequence, they are compelled to assemble
individual letters, which—given the visuospatial deficit—is likely to fail. With these
behavioral features, patients with parietal lesions thus provide the sought-after
counterpart of word blindness, where letter-by-letter reading is preserved but access
to previously acquired visual word representations is not possible. This double dis-
sociation seems to support the notion that partly distinct brain regions are involved
in processing familiar and unfamiliar combinations of letters.
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Effects of Visual Familiarity in Healthy Readers

Qualitative differences in the way visually familiar and unfamiliar orthographic
stimuli are processed are evident even in healthy skilled readers. Word length, for
instance, has little effect on perception of horizontally displayed words, suggesting
that familiar chains of letters may be processed as single unit. By contrast, solid
length effects are evident for vertically displayed words or for horizontally displayed
pseudowords, indicating that the stimuli are read letter by letter (e.g., Young & Ellis,
1985). Coherent with this pattern of reading behavior, beginning readers who are
not yet sufficiently “trained” in recognizing words show strong effects of word
length even with horizontal displays (Aghababian & Nazir 2000).

All together, the results described so far suggest that training to see visual words
induces a qualitative change in the way we perceive them. Skilled readers seem to
develop rather precise visual pattern memories of familiar words, which helps rapid
recognition. The reading behavior of patients with parietal lesions, and observations
that early lesions to the dorsal processing stream prevent children from acquiring nor-
mal reading skills (Gillen & Dutton, 2003), further indicate that feedback from regions
in the parietal cortex is needed for the consolidation of these memories. Once
acquired, however, processing is less dependent on this feedback and parietal lesions
are less likely to harm the perception of already acquired visual word patterns.

DIFFERENTIAL EFFECTS OF READING-RELATED TRAINING
ACROSS THE VISUAL FIELD

The claim that rapid visual word recognition can be achieved by developing multi-
ple representations of the same (trained) stimulus across a visuotopic map is also
strengthened by correlations between pattern of reading eye movements and word
recognition accuracy at different locations in the visual field.

Statistics about where the eyes land in words during natural reading show a very
stable and reproducible profile. In texts that use spaces between words, like Roman
script, the landing site of the eyes in words describes a skewed distribution, with a
maximum slightly before the center of a word (e.g., McConkie, Kerr, Reddix, & Zola,
1988; Rayner, 1979). Despite the fact that ongoing linguistic processing modulates
reading eye movements, the location where the eyes initially land in words is mainly
determined by low-level visuomotor factors. The apparent preference of the eye to
land slightly before the center of words is essentially a consequence of rapidly mov-
ing the eye through a given stimulus configuration, guided by coarse visual informa-
tion such as spaces between words (e.g., Rayner, Fischer, & Pollatzek, & 1998; Kajii,
Nazir, & Osaka, 2001; O'Regan, 1990; Rayner, 1998; Vitu, O’'Regan, Inhoff, & Topolski,
1995). Inasmuch as most words are fixated only once during natural reading (Rayner
and Polatsek, 1989), the landing site distribution is a good estimate of the relative fre-
quency with which skilled readers have seen (“trained”) words at different location
in their visual field. If the efficiency with which we recognize visual words depends
on the amount of training, word recognition accuracy should thus vary with location
in the visual field according to this landing distribution (Nazir et al., 2000; 2004).
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FIGURE 2.5 Relation between the relative frequency of having seen words displayed
at a certain location in the visual field (estimated from the landing site distribution
during reading), and the probability of recognizing a word when briefly displayed at
that specific location in the visual field.

Figure 2.5 plots the relation between the relative frequency of having seen words
displayed at a certain location in the visual field (as estimated from the landing site
distribution during reading; data from Vitu, O'Regan & Mittau, 1990) and the prob-
ability of recognizing a word when briefly displayed at that specific location in the
visual field (data from Nazir, 1993). The figure shows that when the probability of
landing at a certain location in a word is low (e.g., at the end of long words), the
probability of recognizing the word from that location is also low. By contrast, when
the probability of landing at a certain location in a word is high (e.g., in the first third
of words), the probability of recognizing the word from that location is also high. If
visual training matters to word recognition, this is exactly what would be expected.
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The notion that reading-related perceptual learning is restricted to the trained
regions on the retina is also supported by another curious phenomenon connected
to the previously mentioned word-length effect: Word length has no effect on the
performance of skilled readers as long as words are displayed on retinal regions
that are useful in reading (cf., the perceptual span in reading; see Figure 2.6).
However, word-length effects reappear when words are presented beyond this per-
ceptual span (Nazir, 2000; Nazir et al., 2004). The rather peculiar conclusion from
these observations is, thus, that familiar visual words acquire pop-out properties
only within those regions in the visual field that are useful for reading. As we show
below, such a link between perceptual reading span and performance is also
observed when cerebral language lateralization is considered.

THE EFFECT OF CEREBRAL LANGUAGE LATERALIZATION
ON VISUAL WORD RECOGNITION

In European languages that use the Roman orthography, visual words are generally
better perceived in the right than in the left visual field (for a recent review see
Chiarello, Lui, & Shears, 2001). Under given display conditions, the probability of
recognizing a briefly displayed word can be more than twice as high in the right as
in the left visual field (e.g., Bouma, 1973). Visual field asymmetries in recognizing
printed words have long been interpreted as reflecting functional differences
between the two cerebral hemispheres (e.g. Bradshaw & Nettleton, 1983). As each
visual field projects to the visual cortex of the contralateral hemisphere, asymmetries
in the perception of laterally displayed stimuli are generally attributed to the cost of
information transfer from the stimulus-receiving hemisphere to the hemisphere that
is “specialized” for processing that particular stimulus. Given the general dominance
of the left hemisphere for language (Broca, 1861; Wenicke, 1874), word stimuli that
are sent straight to the left hemisphere are believed to profit from more efficient pro-
cessing than are those sent initially to the right hemisphere, because the latter must
follow a longer pathway to reach the appropriate hemisphere.

Yet, because attentional reading habits and linguistic factors also contribute to
visual field differences (Nazir et al., 2004), the real impact of cortical language rep-
resentation on visual word processing is generally difficult to demonstrate. Although
these confounding factors could potentially be disentangled by comparing, for
example, visual field effects in readers of scripts that are read in opposite directions
(e.g., English or French vs. Hebrew or Arabic), such comparisons are difficult
because the morphological structure of the concerned European and Semitic lan-
guages is fundamentally different. As a consequence, in contrast to English, distinct
visual field asymmetries can be obtained in Hebrew depending on the word mate-
rial that serves as stimuli (Deutsch & Rayner, 1999; Nazir et al., 2004). When a large
set of Hebrew words is used to counterbalance these linguistic effects, no visual field
asymmetry is observed (Nazir & Lavidor, submitted).

The variation in visual field effects within and across writing systems has left many
researchers unconvinced that language lateralization is essential to visual word recog-
nition. Attentional factors and reading related visual training were considered sufficient
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FIGURE 2.6 The perceptual span in reading. The region from which useful informa-
tion is extracted from print during a fixation includes an area of approximately 3—4
letters in the visual field to 15 letters in the right visual field (Rayner & Polatesek, 1989).
Within this perceputal span word length does not affect recognition performance.
Beyond the perceptual span, however, performace drops as words become longer. Data
are displayed as a function of retinal eccentricity and plotted separately for words of
different lengths (lengths of lines indicates word length). Negative values gives scores
in the left visual field, positive values in the right visual field. Zero corresponds to fix-
ation location. (Data from Bouma, 1973).

to explain all the observed phenomena (Nazir, 2000, Nazir et al., 2004). Yet, recent data
suggest that this position is incorrect.

To circumvent problems related to attentional factors and languages, we inves-
tigated the influence of cortical language representation on visual word processing



38 NAZIR AND HUCKAUF

by contrasting visual field effects of healthy native readers of English with typical
and atypical language lateralization (Nazir & Lavidor, submitted). Atypical language
lateralization in healthy individuals can be considered as a mirror organization of
the more common left-hemisphere dominance, and is not associated with abnormal
cognitive behavior (Knecht and colleagues (2000; 2001; 2003). Noninvasive brain
imaging techniques such as functional transcranial Doppler sonography (Knecht
et al. 2000), or, in our case, EEG recordings (electroencephalogram), of participants
performing a verb generation task (Rowan, Liegeois, Vargha-Khadem, Gadian,
Connelly, & Baldeweg, 2004) allow identification of which of the two hemispheres
is dominant for language. When EEG recordings are used, a sustained slow cortical
negativity is typically observed over the language-dominant hemisphere, that is,
over the left hemisphere for individuals with typical dominance, and over the right
hemisphere for individuals with atypical dominance.

Given that linguistic factors and reading-related habits apply similarly to readers
of the same language—regardless of cortical language lateralization—variations in
performance across the right and left visual half-fields can be attributed more directly
to the way language is organized in the brain. Accordingly, our results allowed asser-
tion that visual field effects in word recognition clearly differed between the two
groups of readers (see also Brysbaert, 1994). For readers with typical language
lateralization, the well-established right visual field advantage was observed. For
readers with atypical language lateralization, the reversed pattern was found, albeit
less pronounced. Hence, with script and language characteristics kept constant,
hemispheric dominance for language clearly affected visual word recognition.

Interestingly, however, the reversal of visual field effects in these two groups of
participants was only evident within the perceptual reading span, that is, up to 6
degrees in the right visual field, but only within the first 2-3 degrees in the left
visual field. This relationship seems to imply that beyond visual training, reading-
related perceptual learning is amplified by the way language is lateralized in the
brain.

CONCLUSION

The cultural invention of “reading” is a visual skill that we acquire early in life and
that we practice on a daily basis for many years thereafter. Although reading is the
process of determining the pronunciation of words and the construction of mean-
ing from written text, it is first and foremost a visual activity. This chapter broadly
outlined some factors that are characteristic of this visual skill and proposed a set
of hypotheses about how it is acquired and about what its neural support could be.

Contrary to the view that has been develop recently in the literature, the argu-
ments that we developed in this chapter suggest that the reason reading is so fast
and easy is not so much related to our ability to elaborate abstract word representa-
tions (e.g., McCandliss et al., 2003; Cohen & Dehaene, 2004). Rather, skilled reading
seems to rely on stimulus-specific pattern memories that develop through extensive
training with print in early levels of visual processing (Nazir, 2000; Nazir et al.,
2004). Our examples show that by depriving a reader use of these visual pattern
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memories—e.g., by asking the reader to read pseudowords or vertically displayed
words, or by presenting words outside of the perceptual reading span—reading
performance falls back to pre-training levels. Consequently, word recognition
becomes slow and switches to a qualitatively different letter-by-letter mode, which
is evidenced by the presence of word-length effects. By comparing characteristics
of reading deficits that can occur after occipitotemporal or parietal-occipital lesions,
we further suggested that rapid visual word recognition and the slower letter-by-
letter reading mode are supported by distinct mechanisms that implicate the VWFA
in the left fusiform gyrus as well as the parietal cortex. Together with the observa-
tion that reading-related perceptual learning is amplified by the way language is lat-
eralized in the brain, the data discussed here reveal the highly interactive nature of
a largely distributed cortical network that supports skillful visual word recognition.
Future work should add to this picture by establishing dynamic characteristics of this
network and by providing information about how and when different sub-functions
develop during the acquisition of reading.
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CHAPTER T HRE E

The Development of Visual Expertise
for Words: The Contribution of
Electrophysiology

Urs Maurer and Bruce D. McCandliss
Weill Medical College of Cornell University

Skilled readers are able to process written text at a remarkable speed that surpasses
the rate of typical speech. A significant part of this fluent processing of connected
writing involves computations applied to individual words. Individual words are
processed in order to activate corresponding information about word meaning and
pronunciation in the reader’s mental lexicon. The current chapter in this book on
single word processes focuses on the contribution of electrophysiology for under-
standing single word processes, especially processes associated with accessing the
visual forms of written words. Although some processes applied to single words in
isolation have been demonstrated to interact with other processes related to text
(for review see Balota, 1994), investigations of mental processes at the single word
level represent a critical component process within reading, and also provide scien-
tifically pragmatic paradigms for examining sub-processes involved, from processing
the visual forms of words to accessing linguistic representations of phonology and
semantics.

The process of rapidly processing visual word forms to access linguistic repre-
sentations may be understood as a form of perceptual expertise (Gauthier & Nelson,
2001) that develops with reading experience (McCandliss, Cohen, & Dehaene, 2003).
Aspects of this fast perceptual process for visual words that is inherent in our ability
to rapidly process text have been isolated by several cognitive paradigms (reviewed
in this book, chapter 2), and such processes have been localized to a network of
brain regions (also reviewed in this book, chapter 17). This chapter investigates the
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contribution of electrophysiology to understand the neural basis of this skill, as well
as its development. Specifically, we examine early perceptual responses related to
visual words as well as responses to speech sounds that may be critical to the foun-
dation of reading skills, and have been implicated in both typical and atypical
development of reading ability.

BEHAVIORAL EVIDENCE FOR RAPID PERCEPTUAL
PROCESSING OF VISUAL WORDS

Naturally, when focusing on fast visual perceptual expertise for reading, issues of
time-course of perception of visual words become critical. Eye-tracking studies of
reading provide insights into the time-course of information processing for visual
words, and have shown that readers typically fixate a word for a short period of time
(typically between about 200 and 300 ms) before moving to fixate the next (Rayner,
1998). During this brief fixation, information about the currently fixated word, such
as its lexical frequency, influences the amount of time the eye remains on that word,
thus providing a lower limit for the estimation of the ‘eye-mind’ lag in lexical access,
suggesting that some information regarding the word being viewed is accessed within
the first 200 milliseconds (Reichle, Rayner, & Pollatsek, 2003). Such research, exam-
ining single word processing in the context of connected text, converges nicely with
a large body of cognitive research conducted using eye tracking, naming, and lexical
decision tasks applied in paradigms that present single words in isolation. For exam-
ple, converging evidence from studies of brief, masked presentation of visual words
suggests that the rapid perceptual processes we apply to letter strings are facilitated
by common patterns of combining letters into word forms — the word superiority
effect (Reicher, 1969) demonstrates that subjects are more accurate in detecting brief
exposures to letters presented within words than letters presented alone or within
random consonant strings. Such perceptual facilitation even occurs for letters embed-
ded in pronouncable nonwords (pseudoword superiority effect, for a recent study see
Grainger, Bouttevin, Truc, Bastien, & Ziegler, 2003). Such studies provide additional
information into the nature of processes that occur within early perceptual processes
applied to visual words. While these behavioral studies allow inference about fast
cognitive processes during reading, such evidence is open to questions about the
time-course of processing, as they potentially reflect post-perceptual strategies.
Electrophysiology research provides direct means of examining early components of
visual word perception through the analysis of electrical signals of brain activity
recorded on the human scalp.

A BRIEF INTRODUCTION TO EVENT-RELATED
POTENTIALS IN ELECTROPHYSIOLOGY

Basic Concepts
The electroencephalogram (EEG) is the recording of fluctuating voltage differences

between electrodes placed on the scalp, and is measured with millisecond precision.
The event-related potential (ERP) represents the electrophysiological response in
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the EEG that is time- and phase-locked to a particular event. An ERP is extracted by
averaging many time-locked EEG epochs, thereby suppressing the background
activity in the EEG that is unrelated to the particular event.

Traditionally, ERPs are depicted as waveforms at particular electrodes, and the
peaks and troughs in the waveforms are thought to reflect components, which are
typically labeled according to their polarity and timing. For example, components
may be labeled as P1, N1, N170, P300, N400, with the letter depicting whether the
component was a positive or negative deviation from baseline, and the component
number representing the timing, either in cardinal order (as in P1, N1, P2, N2) or
the millisecond latency of the peak (e.g., P300: a positive-going component peak-
ing at about 300 ms after stimulus onset). Additional labels, such as “visual” or
“occipital”, are often added to the component name, because polarity and timing
can vary with stimulus modality and electrode site.

To account for varying head sizes and head forms in interindividual compar-
isons, electrodes are placed in relation to landmarks (inion, nasion, left and right
preauricular points) that can be found on each head. By dividing the distance
between these landmarks into equidistant parts of 10% each, one of the commonly
used electrode placement system - the 10-10 system - creates a grid on the scalp to
place the electrodes (Chatrian, Lettich, & Nelson, 1985). The labels of the grid points
(e.g., Oz, P1, C2, F3, Fpz) indicate their anterior-posterior locations on the scalp
(Fp: frontopolar, F: frontal, C: central, P: parietal, O: occipital) and their relations to
the midline (z: central, odd numbers: left; even numbers: right) with increasing
numbers indicating increasing excentricity.

ERP Mapping Approach

In traditional ERP analyses, topographic effects such as laterality are often limited
by examination of a few channels on the scalp, but modern EEG systems allow
recordings from many channels (commonly as many as 128) providing additional
topographic information. One approach to topographic analysis of multi-channel
ERP data, termed a “mapping” approach, has been developed that looks at the data
primarily as a sequence of topographic ERP maps changing in topography and
global strength over time (Lehmann & Skrandies, 1980). Within this approach,
analysis methods have been developed that take full advantage of the additional
topographic information while preserving the high time-resolution benefits of ERP
data (e.g., Brandeis & Lehmann, 1986; Lehmann & Skrandies, 1980; Michel et al.,
2004; Pascual-Marqui, Michel, & Lehmann, 1995).

ERP map strength can be described by Global Field Power (GFP; Lehmann &
Skrandies, 1980), which is computed as the root mean square of the values at each
electrode in an average-referenced map. ERP map topography can be described by
map features, such as the locations of the positive and negative maxima (Brandeis
& Lehmann, 1986) or the locations of the positive and negative centroids (centers
of gravity; Brandeis, Vitacco, & Steinhausen, 1994).

The use of topographic information for ERP analysis is important, because it can
resolve ambiguities that result from the fact that amplitude differences between two
conditions recorded at a single electrode can result from identical topographies
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which are stronger in one condition compared to the other or they can result from
different topographies which may or may not differ in global strength. This distinc-
tion is important because topographic information allows a characterization of the
underlying neural processes: different topographies are produced by different neural
networks, and identical topographies are likely to reflect the same neural networks.

In an additional step, ERP topographies can be used to estimate location and ori-
entation of the underlying cortical sources, provided that a number of assumptions
can be validly adopted. Assumptions are necessary to mathematically solve “the
inverse problem” which captures the fact that one can model the scalp topography
given a set of neural sources of known location, orientation, and strength, but given
a known scalp topography, many potential combinations of number, location, ori-
entation, and strength of neural sources are equally plausible as solutions. Thus, dif-
ferent assumptions about the sources of electrical activity and its propagation to the
scalp, as implemented in different source estimation models, have an influence on
the nature of the results (for a recent review see Michel 2004).

Topographic 3D Centroid Analysis

The large number of electrodes used in modern EEG systems results in a vast
amount of topographic information. Selecting only a subset of these channels for
analysis can lead to results that are biased by the pre-selection of the channels. The
use of map centroids offers an un-biased means for topographic ERP analysis (see
Figure 3.1). The positive and negative 3D centroids are the centers of gravity of the
positive and negative fields in 3D space (e.g., Talairach coordinate system, Talairach
& Tournoux, 1988) and are computed as the voltage-weighted locations of all elec-
trodes showing positive or negative values, respectively. Accordingly, an ERP map
consisting of 129 electrodes can be reduced to 2 centroids, each defined by 3 val-
ues representing the x-, y-, and z-coordinates of the 3D space. Subsequent statisti-
cal analyses can be computed for the x-, y-, and z-coordinates of the centroids
resulting in topographic differences in 3 spatial dimensions “left-right”, “posterior-
anterior”, and “inferior-superior”.

Importantly, although the centroids are located within the head space - which is
typical for centers of gravity of scalp measures, they are by no means estimations
of the underlying sources. The advantage of the centroid measure vs. source esti-
mation is that the centroids are features of the measured topography, whereas
source estimations depend on additional assumptions that may or may not apply.

OVERVIEW OF ELECTROPHYSIOLOGY OF VISUAL WORD PROCESSING

Visual word processing has been extensively investigated with ERP measurements,
and various aspects of psychological processes involved in reading have been
linked to several different ERP components. Perhaps the most studied language
component in response to visual words is the N400, a component linked to seman-
tic processes. The N400 component is a negative deflection which is significantly
enhanced when a word is presented as semantically anomalous within a sentence
(Friederici, Gunter, Hahne, & Mauth, 2004; Kutas & Federmeier, 2000). Studies on
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FIGURE 3.1 ERP maps and centroids: The different distribution of the positive
(indicated by a “+”) and negative (indicated by a “-”) fields in the N170 between words
and symbols is illustrated in maps seen from the front and from the back (upper figure,
left and middle).
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syntactic violations in sentence processing have revealed a rather different component,
the P600. Differences in topography of the N400 and P600 suggest that distinct
processes are involved in processing semantic and syntactic violations, even in
cases when manipulations of syntactic expectations produce ERP responses to syn-
tactic violations within 400 ms (Friederici et al., 2004). N400-like effects have also
been used to investigate phonological processes in visual word tasks (Rugg, 1984),
although some aspects of phonological processing may occur between about 200
and 350 ms, earlier than semantic N400 effects (Bentin, Mouchetant-Rostaing, Giard,
Echallier, & Pernier, 1999). For the purposes of the current chapter, each of these
effects appear to implicate processes that occur much later than the time-course of
specialized word perception, which other cognitive research suggests occurs within
the first 200 ms of word perception. Reading-related effects, however, have also
been reported in earlier components, especially in the N170 component.

PERCEPTUAL EXPERTISE N170 EFFECTS

The visual N170 (or N1) component of the ERP peaks between 150 and 200 ms and
shows a topography with posterior negativity and anterior positivity. Although
elicited by visual stimuli in general, the N170 is strongly elicited by certain classes
of visual stimuli, such as faces (Bentin et al., 1999; Rossion, Joyce, Cottrell, & Tarr,
2003), compared to control stimuli.

The psychological principles that lead to a larger N170 for one stimulus category
compared to another may lie in perceptual expertise with the stimulus category at
hand. Increased N170 responses were elicited in bird-experts looking at birds
(Tanaka & Curran, 2001), and in car-experts looking at cars (Gauthier, Curran,
Curby, & Collins, 2003). An increase of the N170 could even be induced by exper-
tise-training with novel objects (e.g., “greebles”, Rossion, Gauthier, Goffaux, Tarr, &
Crommelinck, 2002). These results suggest that extensive visual experience with an
object category leads to fast, specialized processing within the first 200 ms.

This perceptual expertise framework for evaluating N170 effects may also
account for increased N170 responses that skilled readers show for visual words. A
robust reading-related N170 specialization in electric fields (as well as a similar com-
ponent in magnetic fields of magnetoencephalography) is found for contrasts
between categories of stimulus classes including words versus other low-level visual
control stimuli such as strings of meaningless symbols, forms, shapes, or dots
(Bentin et al., 1999; Brem et al., 2005; Eulitz et al., 2000; Maurer, Brandeis, &
McCandliss, 2005a; Maurer, Brem, Bucher, & Brandeis, 2005b; Schendan, Ganis, &
Kutas, 1998; Tarkiainen, Helenius, Hansen, Cornelissen, & Salmelin, 1999; Zhang,
Begleiter, Porjesz, & Litke, 1997). Such overall reading-related N170 specialization
appears to be automatic, as it is also detected in tasks that do not require the words
to be read (Bentin et al., 1999; Brem et al., 2005; Eulitz et al., 2000; Maurer et al.,
2005a; Maurer et al., 2005b; Schendan et al., 2005b; Tarkiainen et al., 1999).

Examination of the pattern of stimuli that elicit an N170 response provides support
for a form of similarity gradient in these implicit tasks, such that the more the stimuli
resemble letter-strings, the larger their N170 component, as found e.g., in a larger N170
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for word-like pseudofonts compared to control stimuli (Eulitz et al., 2000; Schendan
et al., 1998; Tarkiainen et al., 1999). On the other hand, words, pseudowords, and
even consonant strings have been shown to produce similar N170 responses, which
differed from that elicited by symbol strings and other visual forms (Bentin et al., 1999;
Maurer et al., 2005b).

Although specialization for words appears to be one example out of a broader
class of perceptual expertise stimuli that affect the N170, there is also evidence that
visual words represent a special case of perceptual expertise, as N170 responses to
words are typically left-lateralized (for review see Maurer et al., 2005a).

LEFT-LATERALIZATION OF THE N170

Several studies have shown that overall reading-related N170 specialization is left-
lateralized (Bentin et al.,, 1999; Maurer et al., 2005ab; Maurer et al., 2005ab;
Tarkiainen et al., 1999), with larger amplitudes over the left hemisphere for words
than for low-level visual control stimuli. This left-lateralized N170 topography elicited
by visual words stands in contrast to N170 responses for other forms of perceptual
expertise related to faces or objects of expertise, which are typically bilateral or right-
lateralized (Rossion et al., 2003; Tanaka & Curran, 2001). The degree of left-lateral-
ization in the N170, however, varies across studies and seems to depend on
additional factors, which are not yet fully understood. In pursuit of a suitable expla-
nation we propose below factors that may help explain this variability.

Source localization estimates for the N170 elicited by words found left-lateralized
sources in inferior occipitotemporal cortex (Maurer et al., 2005b; Michel et al., 2001;
Rossion et al., 2003). This is in agreement with intracranial recordings finding a neg-
ative component around 200 ms in basal occipitotemporal cortex (Nobre, Allison, &
McCarthy, 1998) and with source localization of the word-specific M170, the N170
analogue recorded with MEG (Tarkiainen et al., 1999).

The characteristic trend towards a left-lateralized N170 topography for words
might be linked to similarly left-lateralized hemodynamic activation during visual
word tasks. Functional neuroimaging studies reported reading-related activation in
many areas of the extrastriate visual cortex, especially in the left hemisphere
(Petersen, Fox, Posner, Mintun, & Raichle, 1988; Price, Wise, & Frackowiak, 1996;
Tagamets, Novick, Chalmers, & Friedman, 2000). In particular, an area in the left
fusiform gyrus, located in the inferior part of the occipito-temporal cortex, may con-
stitute a Visual Word Form Area, because it shows sensitivity for visual word forms
at a highly abstract level (for a review see McCandliss et al., 2003).

Similar sensitivity for abstract properties of visual words may also already occur
during the N170 component.

SENSITIVITY OF THE N170 FOR HIGHER LANGUAGE FUNCTIONS
Several studies have also examined the nature of cognitive processing indexed by

the N170 word effect by investigating additional stimulus category contrasts.
Comparing consonant strings with pseudowords or words serves to control letter
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expertise while contrasting information on the structure of a word form. One set of
results demonstrated that consonant strings have larger N170 amplitudes than words
(Compton, Grossenbacher, Posner, & Tucker, 1991; McCandliss, Posner, & Givon,
1997), and orthographically irregular pseudowords were in between (McCandliss et al.,
1997). Such results provide support for the notion that perceptual expertise for
words indexed by the N170 reflects not just expertise for letter recognition, but also
expertise associated with recognition of familiar patterns of letters within visual
word forms. Other studies, however, failed to show N170 sensitivity to the contrast
between words and pseudowords (Bentin et al., 1999; Wydell, Vuorinen, Helenius, &
Salmelin, 2003), and differences between consonant strings and words were found
only during explicit lexical and semantic tasks, not during implicit reading (Bentin
et al., 1999).

In contrast to such studies that make inferences based on comparisons of dif-
ferent stimulus categories (i.e. words, pseudowords, consonant string), studies that
compared different levels of word frequency provide more consistent results
regarding the role of lexical information in modulating the N170. Low frequency
words typically elicit larger N170 amplitudes than high frequency words in lexical
or semantic decision tasks (Assadollahi & Pulvermuller, 2003; Hauk & Pulvermuller,
2004; Neville, Mills, & Lawson, 1992; Sereno, Brewer, & O’Donnell, 2003; Sereno,
Rayner, & Posner, 1998, but see also Proverbio, Vecchi, & Zani, 2004), providing
evidence of perceptual expertise at the level of accessing specific words. Thus, dif-
ferent approaches to the question of whether N170 responses are sensitive to spe-
cific word representations, such as categorical distinctions between words and
pseudowords vs. within category parametric manipulations of word frequency pro-
vide contrasting answers, and raise new potential questions regarding the nature of
processing applied to pseudowords.

As these studies based their analyses mostly on a few channels, an ERP mapping
approach, which takes full advantage of the topographic information available, may be
able to better characterize the processes involved and to resolve some ambiguities.

N170 ERP MAPPING STUDIES IN GERMAN AND ENGLISH

Reading-related N170 specialization was investigated in two separate studies with
the same paradigm in Zurich, Switzerland (Maurer et al., 2005b), and subsequently
at the Sackler Institute in New York (Maurer et al., 2005a).

In both studies, literate adult subjects looked at blocks of serially presented stim-
uli that contained runs of either words, pseudowords, symbol strings, or pictures. For
each class of stimuli the subjects remained motionless in response to the majority of
stimuli, but pressed a button whenever they detected an occasional immediate stim-
ulus repetition. This ‘one-back’ paradigm allowed ERPs to be calculated for each word
on its initial presentation without any reaction on the part of the subject, and behav-
ioral responses to be collected on occasional repeated stimuli, thus ensuring that sub-
jects engaged in the task. Moreover, as repeated words could be detected even
without reading, this implicit reading task could potentially be applied with illiterate
children, thus allowing the investigation of changes due to learning to read.
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In the Zurich study, German-speaking adults viewed German stimuli, and EEG
was recorded from 43 electrodes. Data were analyzed with an ERP mapping strat-
egy, i.e. differences in N170 maps were measured according to global strength
(GFP) and topography (3D centroids).

Statistical t-maps showed that among ERP responses to stimuli that required no
manual response, larger N170 amplitudes were found for words than symbols par-
ticularly over left occipitotemporal electrodes consistent with earlier studies analyz-
ing waveforms at selected channels (Bentin et al., 1999). The mapping analyses
showed that GFP was stronger for words than for symbols and that N170 topogra-
phy differed between words and symbols, implicating different neural networks
involved in word and symbol processing within the first 200 milliseconds. The most
prominent topographic feature that differed between word and symbol maps was
found in the distribution of the centroids along the inferior-superior z coordinate
axis. These centroid differences reflected that the negative fields over the posterior
part of the scalp were most pronounced at inferior sites for words and at superior
sites for symbols, whereas over the anterior part the positive fields were most pro-
nounced at inferior sites for symbols and at superior sites for words. The centroid
differences also reflected that the largest negative differences occurred at left infe-
rior occipito-temporal electrodes at the edge of the electrode montage.

For the word-pseudoword contrast, however, there were no N170 differences in
response to German words and pseudowords, suggesting that reading-related N170
specialization generalized from words to pseudowords, and thus may reflect per-
ceptual expertise for letters or well-ordered letter strings.

For the pseudoword-symbol contrast, prominent topographic differences in the
centroid distribution were similar to thosefor the word-symbol contrast. In addition,
the centroids were more left-lateralized for pseudowords than for symbols. This
reflected that the negative fields of the N170 were more left-lateralized for pseudo-
words than for symbols, which was also apparent in the word-symbol comparison
where it reached significance in the last two thirds of the N170.

The topographic analysis of the Zurich study extended earlier studies by show-
ing that reading-related N170 specialization is characterized not only by more left-
lateralized fields but by more inferior negative fields over the posterior part of the
head and more superior positive fields over the anterior part of the head. This sug-
gests that the differences arose because different neural networks were activated in
an early phase of word processing compared to symbol processing, rather than the
same network being more strongly activated.

In the New York study we investigated whether the effects from the Zurich study
could be replicated with the same paradigm (after adaptations for language) in a sam-
ple of English speaking participants (Maurer et al., 2005a). An additional aim of the
study was to apply a high-density EEG recording system, because this system sam-
ples more densely and extends the coverage on the scalp to more inferior locations
than traditional EEG systems do. The traditional 10-20 electrode placement system
covers only regions as much inferior as the Oz and Fpz electrodes, thus — roughly
speaking — electrodes are only placed around the area right above the ears. For
signals that presumably originate in inferior brain regions, a more inferior sampling



52 MAURER AND McCANDLISS

may provide a better characterization of the resulting scalp topography. For this
reason the 10-20 system has been extended to more inferior regions in some studies
(e.g., Bentin et al., 1999; Maurer et al., 2005b). However, high-density recordings
sample from sites that are located even more inferior than those in these previous
studies (Luu & Ferree, 2000). As the maximal effect in the Zurich study was found
at the edge of the montage at posterior inferior channels, more inferior sampling
may provide better characterization of the effects.

The central contrast for the replication study was the most robust contrast of
words versus unfamiliar symbol strings in the N170. The statistical t-maps in the
New York study showed that words elicited larger N170 amplitudes than symbols
at left inferior occipitotemporal electrodes similar to the Zurich results. The map-
ping analyses revealed that GFP was not larger for words than for symbols, but as
in the Zurich study the N170 topographies differed between words and symbols,
confirming that specialized neural networks are active within the first 200 ms of
word presentation. These topographic differences showed very similar characteris-
tics to the results of the Zurich study with a different centroid distribution along the
inferior-superior z coordinate axis between word and symbol responses, suggesting
that similar neural networks are specialized for reading across languages.

In addition, a topographic effect was also found in the left-right axis, suggesting
a larger involvement of the left hemisphere in word processing and the right hemi-
sphere in symbol processing. A similar difference in left-lateralization was also
present in the Zurich data, where it reached significance in the last two thirds of
the N170.

These results suggested that overall reading-related N170 specialization can be
detected across different languages and EEG systems and that the maximal effect is
inferior to the coverage of traditional EEG montages. Because the topographic
effects were consistent while the GFP effects varied across studies, it can be inferred
that similar neural networks are activated across languages, whereas the relative
strength of the engagement of these networks may depend on additional factors.
Finally, contrasts between results in German and English may provide additional
insights into how differences in these writing systems may lead to different forms
of perceptual expertise for reading.

One difference that emerged between the English and German studies involved
the responses to pseudowords. While the Zurich study revealed comparable N170
effects for words and pseudowords, in English, N170 topographic effects for pseu-
dowords were not identical to words. Words and pseudowords, when compared to
symbol strings, both demonstrated similar topographic effects in the inferior-
superior z-axis in both English and German, yet words were more strongly left-
lateralized than pseudowords in English.

These findings may suggest that inferior-superior topographic effects may be
indexing some form of processing which is constant across these two languages, but
that the left-lateralized topographic effect reflects a form of processing that is more
language-specific. We suggest that the inferior-superior N170 modulation indicates
visual expertise for letters or well-ordered letter strings, and may reflect more general
visual perceptual expertise effects that are also found with stimuli outside of reading.
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That pseudowords elicit a left-hemisphere modulation of the N170 in German,
but not in English, may reflect differences between these writing systems that
impact the processing of novel visual word forms. In fact, a prominent difference
between the two languages involves the degree of consistency with which letters
map onto word sounds. As a result, pseudowords are more ambiguous for English
speakers to pronounce than for German speakers. Thus the left-lateralized subtype
of perceptual expertise may specifically relate to processes involved in mapping
letters onto word sounds. The lack of such a left-lateralization for English pseudo-
words may suggest that such processes are less automatic in English (Zevin & Balota,
2000), and are engaged to a lesser degree while detecting pseudoword repetitions,
because repetition detection does not require explicit pronunciation of the stimuli.

Although direct comparisons of these studies with English and German subjects
may be limited by the use of different words, pseudowords, and EEG systems, the
results suggest that left-lateralization may be related to spelling-to-sound mapping,
which leads to formulation of a more general hypothesis about learning to read and
left-lateralized specialization of the N170 word effect — the phonological mapping
hypothesis.

THE PHONOLOGICAL MAPPING HYPOTHESIS

Converging evidence from electrophysiological and hemodynamic studies suggests
that left-lateralized activation is a characteristic of visual word processing in the
brain. As the left hemisphere has long been known to be dominantly involved in
speech perception and speech production, one straightforward hypothesis is that
during reading acquisition the left-lateralized characteristic of the visual language
system is induced by the pre-existing left-lateralization of the auditory language
system.

More specifically, the left-lateralization might be driven by a particular aspect of
auditory language processing, namely phonological processing, which leads to the
phonological mapping hypothesis (McCandliss & Noble, 2003). The essence of this
hypothesis is that given that phonological processes are typically left-lateralized
(Price, Moore, Humphreys, & Wise, 1997; Rumsey et al., 1997), specialized pro-
cessing of visual words in visual brain areas also becomes left-lateralized.

The results of the Zurich and the New York ERP mapping studies suggest that
the phonological mapping hypothesis also accounts for fast reading-related exper-
tise in the N170 component. Accordingly, the characteristic left-hemispheric modu-
lation of the N170 may be specifically related to the influence of grapheme-phoneme
conversion established during learning to read. This left-hemispheric modulation
may add up to the inferior-superior modulation thought to reflect visual expertise
for letters or well-ordered letter strings, and which may also develop during learn-
ing to read. This inferior-superior modulation of the N170 might be more generally
related to visual discrimination learning and thus might be less language-specific.
However, it cannot be ruled out that this modulation could nonetheless be shaped
by grapheme-phoneme conversion or other language-specific aspects during learn-
ing to read.
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In its simplest form the phonological mapping hypothesis for the left-lateralized
N170 component has several implications for reading-related N170 specialization:

1. The left-lateralization of the N170 responses to visual words should be
more pronounced in scripts using grapheme-phoneme conversion rules,
but less pronounced in logographic scripts which are based on lexical mor-
phemes. Furthermore, the phonological mapping hypothesis is specific to
the left-lateralized modulation of the N170, thus the inferior-superior N170
modulation should not be influenced by scripts that differ in their phonological
properties.

2. Reading-related N170 specialization, with inferior-superior and left-lateralized
modulations, should develop in children when they learn to read, as well as
in laboratory experiments that simulate this process.

3. Reading-related N170 specialization in dyslexic readers should show a smaller
degree of left-lateralization, because of the phonological core deficit that has
been associated with dyslexia, although such disorders could also affect the
inferior-superior modulation.

4. Early phonological ability should predict the degree of N170 specialization
with reading acquisition, especially with respect to its left-lateralization.
Remediation of the phonological core deficit through intervention should
specifically increase left-lateralization of the N170 specialization.

We consider the implications of these facets of the phonological mapping hypothesis
in a broader consideration of the literature on reading-related N170 specialization.

N170 SPECIALIZATION IN SCRIPTS OF DIFFERENT
LANGUAGE SYSTEMS

Comparisons between fundamentally different writing systems may allow conclusions
about processes involved during early visual word processing. For example a study
with Koreans who were educated in both Chinese characters and written English,
reported a left-lateralized N170 for both English words and Korean words, but a bilat-
eral N170 for Chinese characters and pictures (Kim, Yoon, & Park, 2004). Both English
and Korean writing systems map characters onto phonemes, whereas Chinese uses a
logographic script, in which graphic symbols represent lexical morphemes. Thus, left-
lateralization in the N170 was confined to language systems that use spelling-to-sound
mapping that can be described at the grapheme-phoneme level, which suggests that
the left-lateralization, developed during reading acquisition, is mediated by phono-
logical processing related to grapheme-phoneme conversion.

Such cross-cultural and cross-linguistic differences, although confounded by
many challenges of between-group, between-lab, and between-culture factors,
nonetheless provide support for the phonological mapping hypothesis for the left-
lateralization of the N170.

One such confound in cross-linguistic studies is the possibility of a difference in lat-
eralization between first and second languages. For example, Proverbio et al. (2002)
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reported N170 responses for bilinguals that suggested a left-lateralization for the first
language (Slovenian), but not for the second language (Italian; Proverbio et al.,
2002), a result which was also found in Italian-English interpreters (Proverbio et al.,
2004), suggesting that reading skill for languages acquired later in life may be orga-
nized somewhat differently than for languages acquired early in life. Contrasts
between first and second languages, however, may be complicated by differences in
perceptual expertise across the two languages, and thus further studies are needed to
clarify whether this lateralization effect is related to differences in spelling-to-sound
mapping between first and second languages, differences in the strength of spe-
cialization, or whether it represents an additional factor driving left-lateralized N170
specialization.

LEARNING TO READ AND DEVELOPMENT OF N170 SPECIALIZATION

The predictions of the phonological mapping hypothesis on reading acquisition can
be tested with developmental studies in children learning to read, as well as within
laboratory experiments with adults in which aspects of reading acquisition are sim-
ulated.

The most direct evidence for specialization due to learning to read can be obtained
by studying the same children before and after the start of reading acquisition. Within
the context of the Zurich study, described above, children’s N170 responses to words
and symbol strings were recorded before and after learning to read. EEG was
recorded from pre-literate children in kindergarten, in the same paradigm as
described above, as they detected occasional immediate repetitions of words, and
pseudowords, (a task which they could perform even without reading skills), as well
as immediate repetitions of symbols and pictures. As reported above, adult readers in
this paradigm had shown a large difference in the N170 between words and symbol
strings, with a bilateral occipito-temporal topography, which was slightly stronger on
the left. In contrast, the kindergarten children did not show a reliable difference in
the N170 elicited by words and symbols (Maurer et al., 2005b). This result demon-
strates that reading-related N170 specialization develops between kindergarten and
adulthood. It also suggests that rudimentary levels of visual familiarity with print and
letter knowledge are not sufficient to produce the typical reading-related N170
response, as the children could tell whether a stimulus string consisted of letters or
other symbols, and could name about half of the letters in the alphabet. A further
analysis which examined subsets of children with high and low letter knowledge con-
firmed that the children with low letter knowledge did not show a N170 specialization
at all, but revealed that the children with high letter knowledge showed a weak spe-
cialization. The topography of this difference, however, was right-lateralized and strik-
ingly different from the adult N170 effect, which suggested that the children’s
difference indicated a precursor to the mature fast specialization in adults. This pre-
cursor in non-reading children is presumably due to their letter knowledge or visual
familiarity with print (Maurer et al., 2005b).

The absence of reading-related N170 specialization in pre-literate Swiss kinder-
gartners, and especially the lack of a left-lateralized N170 modulation, lends some
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support to the phonological mapping hypothesis, which suggests that N170
responses develop as a result of increased mapping from letters to sounds. In addi-
tion, these same children have recently participated in the same paradigm during
the middle of the 2™ grade, after they had mastered initial reading training. “The
longitudinal data revealed that by 2nd grade a prominent N170 specialization had
developed in each child (Maurer et al., 2000), and that the topography of this spe-
cialization had become more left-lateralized with learning to read in agreement with
the phonological mapping hypothesis (Maurer et al., submitted).”

One cross-sectional developmental study also provides a similar developmental
account of N170 specialization. Posner and McCandliss (2000) reported a study
looking at four-, seven-, and ten-year-old children, using a contrast between words
and consonant strings previously reported to demonstrate visual N170 effects in
adults (Compton et al., 1991; McCandliss et al., 1997), modified to ensure that the
words used were familiar to both the 7- and 10-year-olds in the study. Using an
implicit reading task, they reported that no N170 specialization for words over con-
sonant strings emerged with initial learning to read (between age 4 and 7), but
showed that 10-year olds began to demonstrate some evidence of differential N170
responses to words versus consonant strings (Posner & McCandliss, 2000). These
results suggest that familiarity with words alone is unlikely to account for such N170
expertise effects, as the 7-year-olds demonstrate familiarity but no N170 effect, and
suggest instead that such effects may arise gradually over development of extensive
expertise with fluent visual word recognition, a process that is emerging in 10-year-olds.

Developmental studies with children provide crucial data on learning to read
that is ecologically valid, and provide insights into the nature of the processes that
create the adult specialization, yet such studies raise questions about whether
observed changes are specifically linked to learning-based increases in reading
expertise or to maturation processes that play out over this same age range.
Developmental studies can be usefully complemented by training studies with
skilled adult readers to address these very issues. McCandliss and colleagues
(McCandliss et al., 1997) introduced a novel way of investigating the impact of
visual familiarity and lexical status of visual stimuli, by holding the exact stimulus
set constant across a series of repeated testing sessions, but manipulating subjects’
experience with a subset of the stimuli. With repeated measures this study investi-
gated potential changes in the N170 induced over the course of 5 weeks as students
spent 50 hours learning to read 60 words of a 120-word artificial pseudoword-
language called “Keki” (the other 60 were reserved for testing purposes only). All
pseudowords were comprised of familiar Roman letters, yet followed a visual word
form structure generated by an algorithm that was designed to deviate from English
in subtle but identifiable ways (e.g., all words ended in a vowel). N170 responses
to several classes of stimuli were collected over the course of the five week learn-
ing experiment, and overall results demonstrated a significant effect of stimulus
class, such that consonant strings elicited larger N170 responses than words, and
responses to the Keki pseudowords fell in between. The central finding from the
training study was that fifty hours of training, which increased both the visual famil-
iarity and the associated meanings for the trained Keki words, did not change the



CHAPTER 3 57

stimulus-class effects on the N170 (i.e., no training-by-stimulus-type interaction was
present for the N170 component). Even after training, the N170 for trained and
untrained Keki words were not significantly different, and responses to the entire
class of Keki items were still significantly more negative than for words, and sig-
nificantly less negative than for consonant strings. In contrast, a component subse-
quent to the N170 demonstrated a significant and systematic training effect for the
trained Keki items in relation to the other stimuli, from approximately 280 to 360
ms, revealing the sensitivity of the electrophysiological technique to training effects.
From these results, the authors concluded that the N170 likely reflects orthographic
structure, as robust differences persisted across the three classes of stimuli (well
structured, English words slightly atypically structured Keki words, and strongly
atypically structured consonant strings even though letter familiarity was held con-
stant across stimuli, and lexical familiarity was manipulated over 50 hours to no
effect. Furthermore, they suggested that, since the N170 was unresponsive to 50
hours of studying the novel structure of Keki word forms relative to consonant
strings, such processes may change very slowly over time. Considering this pattern
of results in the context of the phonological mapping hypothesis draws focus to the
fact that the Keki words could be decoded via grapheme-phoneme associations
related to reading English both before training and throughout training, and thus a
lack of N170 training-related changes for the specifically trained Keki items might
be predicted. In order to address this implication, future research in training studies
should employ novel graphical features that lie outside the ability to generalize
based on already existing grapheme-phoneme decoding abilities, and to directly
contrast training methods that encourage learning via associations between graphic
features and phonemes versus training that encourages associations between entire
visual characters and auditory words.

N170 SPECIALIZATION IN DYSLEXIA

The phonological mapping hypothesis of the left-lateralized N170 expertise effect
has important implications for dyslexia because it provides a developmental path-
way account for how well-documented core phonological deficits present in early
childhood and other precursors of dyslexia (for a review see Shaywitz, 2004) impact
the developing neural mechanisms underlying fluent visual word recognition.
Furthermore, individual differences in phonological mapping ability may also relate
to the degree of reading-related N170 specialization in dyslexic children and adults,
especially with respect to its left-lateralization.

Evidence for reduced reading-related N170 specialization in dyslexia has come
from magnetoencephalographic studies. Helenius and colleagues (1999) presented
words and symbol strings to dyslexic adults who attended to the stimuli and were
prepared to report them if prompted. In normally reading adults, sources in the
inferior occipito-temporal cortex, predominantely in the left hemisphere, differed
between words and symbols around 150-ms (Tarkiainen et al., 1999). In dyslexic
subjects, however, such word-specific sources were undetectable in the same time
range (Helenius et al., 1999). This pattern of results is corroborated by another MEG
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study which found that words and pseudowords activate sources in the left occipito-
temporal cortex in normal readers between 100 and 200 ms, but less so in dyslexic
readers (Salmelin, Service, Kiesila, Uutela, & Salonen, 1996). Such results are at least
consistent with the phonological mapping hypothesis, in that they present further
evidence on the link between adult expertise in reading and the left-lateralized
N170, and are consistent with the notion that phonological core deficit in dyslexia
may impact the process of progressively increasing left-lateralized recruitment of
visual regions that are the hallmark of reading-related expertise in the form of the
N170. However, such developmental claims about the late emergence of left-later-
alized N170 responses for skilled readers, and not dyslexics, require developmen-
tal data. Interestingly, two studies that directly compared dyslexic children to
age-matched controls did not find group differences in visual word processing in
the N170 time range (Brandeis et al., 1994; Simos, Breier, Fletcher, Bergman, &
Papanicolaou, 2000). This contrast between the adult and child literature may sug-
gest that differences between normal and dyslexic reading develop only late during
childhood and become manifest in adulthood only with the emergence of visual
expertise in skilled adult readers.

Future developmental work on the cognitive and neural basis of the N170 effect
in dyslexia will need to include longitudinal designs that examine early manifestations
of phonological deficits, and relate such deficits directly to the emergence of behav-
ioral and neurophysiological indexes of perceptual expertise in reading. Such devel-
opmental work on early phonological deficits may also be enhanced by the inclusion
of electrophysiological measures of phonological processes, as behavioral assays of
phonological deficits may reflect not only deficiencies in phonological processing, but
also deficiencies in other processes such as executive attention functions (for a review
see Noble, McCandliss, & Farah, submitted). Such electrophysiological studies of
phonological processing have tried to directly measure brain processes related to the
phonological core deficit, thus aiming to improve prediction of dyslexia.

One candidate for a neurophysiological measure of phonological processing
deficits in dyslexia is the mismatch negativity (MMN), a component of the auditory
ERP. The MMN is regarded as a measure of the auditory memory or the central
sound representation (Naatanen, Tervaniemi, Sussman, Paavilainen, & Winkler,
2001). MMN responses are also elicited by deviant phonemes and thus may repre-
sent a measure for phoneme representations in the brain (Naatanen, 2001). The
MMN is also very suited to be used with children, as it measures automatic dis-
crimination, i.e. the participants are given a distracting task, such as reading a book
or watching a silent video. The MMN is also regarded as developmentally stable as
it has been elicited in young children and even in infants (Cheour, Leppanen, &
Kraus, 2000), although in children it can change its topography under certain condi-
tions (Maurer, Bucher, Brem, & Brandeis, 2003a).

Currently, several longitudinal studies with children from families with risk for
dyslexia are being conducted that have obtained MMN measures before the start of
reading acquisition.

In the Zurich study (described above) that looked at development of reading-
related N170 specialization in children before and after learning to read, a subgroup
of children came from families with one or more parents demonstrating symptoms
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of dyslexia. The kindergarten children were tested with two auditory oddball paradigms
containing tone stimuli (standard: 1000Hz, deviants: 1030 Hz, 1060 Hz) and
phoneme stimuli (standard: ba, deviants: da, ta). Between approximately 300 and
700 ms the children showed a frontally negative mismatch response to the deviant
stimulus compared to the standard. This late-MMN differed between children at risk
and control children (Maurer, Bucher, Brem, & Brandeis, 2003b). Children at risk for
dyslexia demonstrated an attenuated late-MMN response following deviant tone
stimuli, and demonstrated an atypical topography of the late-MMN in response to
deviant phoneme stimuli. This topographic difference following deviant phonemes
was potentially informative, as the control children showed one major positive pole,
which was strongly left-lateralized, indicating left-lateralized mismatch processing,
whereas the children at risk showed two positive poles of the MMN, indicating bilateral
mismatch processing.

These results suggest deviant automatic phoneme perception in children at risk
for dyslexia. The attenuated MMN to tones may suggest that the deviant phoneme
processing is related to a more low-level auditory processing deficit. Pending lon-
gitudinal results may reveal whether such effects are early predictive markers of
specific dyslexia-risk for these individual children, or merely markers of familial
risk. Moreover, such longitudinal designs provide the framework to test whether
these measures of speech perception can predict the degree of reading-related N170
specialization and its left-hemispheric modulation.

Evidence for predictive values of ERP measures of early speech perception for later
reading ability comes from studies that have followed children from early perception
of speech through development of early reading skills. The Jyvaskyla longitudinal
study in Finland, is following the development of children at familial risk for dyslexia
in contrast to typically developing children. Testing, including ERP recordings, started
in the first days after birth, and will continue intermittently until the 3™ grade. The
ERP data, assessing basic speech processing and automatic mismatch response to
speech stimuli, showed that the at-risk infants already differed from the control group
during their first days and months of infancy (Lyytinen et al., 2004; Lyytinen et al.,
2004). Comparison of the ERP data from the first days of life with later language
development showed correlations with receptive language skills and verbal memory
(Guttorm et al., 2005). Preliminary data also indicates correlations with initial reading
and spelling skills (Lyytinen et al., 2004). The results from this longitudinal study are
generally consistent with earlier reports that ERP responses to speech sounds
recorded within hours after birth are strongly correlated with reading ability at 8 years
of age (Molfese, 2000). In this study, some selected indexes derived from the ERP
results collected in infancy were able to support discrimination among children into
three different groups of reading and IQ impairments with an overall accuracy of 81%.

Such longitudinal studies provide evidence for the role of early speech processing
in later language development and reading acquisition. These studies, however, did
not investigate reading-related N170 specialization and thus do not allow for a test of
the phonological mapping hypothesis with regard to the role of phonological pro-
cessing for specialized visual word recognition. Based on our review of current find-
ings, such developmental studies would need to include children beyond age seven
to characterize the rise of perceptual expertise and N170 responses to visual words.
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CONCLUSIONS

Behavioral studies have indicated that word-specific information is processed within
the first 200-ms of stimulus presentation. Such fast visual word processing ability in
skilled adults may rely on left-lateralized visual expertise effects linked to the N170
component. Converging evidence shows larger N170 amplitudes, especially over
the left hemisphere, for words compared to visual control stimuli such as symbol
strings, but results regarding specialization among different types of letter strings
and the degree of the left-lateralization of the word N170 suggest large variation due
to additional factors involved. An ERP mapping approach that takes advantage of
modern multi-channel EEG recordings in participants with different language back-
grounds suggested two overlapping processes in the N170, leading to the formula-
tion of the phonological mapping hypothesis for the development of
reading-related N170 specialization. A left-lateralized modulation may develop
under the influence of grapheme-phoneme conversion during learning to read and
reflects the involvement of spelling-to-sound mapping during visual word process-
ing. Furthermore, a more domain-general inferior-superior modulation may develop
through visual discrimination learning during reading acquisition. This hypothesis
frames a set of specific predictions regarding reading-related N170 specialization in
language systems using different scripts, in learning to read, and in dyslexia, that
can be tested in specific studies. Results that allow such tests are just emerging and
seem to support the predictions of the phonological mapping hypothesis for N170
specialization. Emerging and future results that directly examine the developmental
and learning changes that link phonological processes to the emergence of exper-
tise in fluent visual word recognition via development and training studies will pro-
vide more direct evidence that bear on such predictions, and will likely provide
further neural-circuitry-level insights into the developmental and learning pathways
that give rise to fluent visual word recognition.
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Phonological awareness refers to the child’s ability to detect and manipulate component
sounds in words, and is the key predictor of how well a child will learn to read and
write their language (e.g., Bradley & Bryant, 1983; Lundberg, Olofsson & Wall, 1980;
Schneider, Roth & Ennemoser, 2000). Phonological awareness is usually assumed to
develop via the implicit and then increasingly explicit organisation of the phono-
logical representations that underpin spoken language use. The worlds’ languages
differ greatly in their phonological complexity, varying for example in syllable structure
and the number of vowels and consonant phonemes in the phonological repertoire.
Nevertheless, despite these differences, children in all languages so far studied appear
to follow a similar developmental pathway in terms of phonological awareness.
Children first become aware of relatively “large” phonological units in words, such as
syllables, onset-vowel units (e.g., morae) or rimes (vowel-coda units). If they learn to
read an alphabetic orthography, they then become aware of smaller units of sound
(phonemes) corresponding to graphemes (letters or letter clusters). As there are a
variety of ways in which the alphabetic orthographies of the world represent the
sound patterns of the worlds’ languages, there are differences in the rate and ease of
developing such “small unit” knowledge. Nevertheless, these differences can be
analysed systematically. Here I present an analysis based on the “psycholinguistic
grain size” theoretical framework for single word recognition that T have developed
with Johannes Ziegler (e.g., Goswami, Ziegler, Dalton & Schneider, 2001, 2003;
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Word BARGAIN

Syllable BAR GAIN

Onset-Rime B /a/ G /eN/

Phoneme B /a/ G /e/ N
FIGURE 4.1

Ziegler & Goswami, 2005). This framework also enables me to highlight gaps in the
current research literature.

The syllable is thought to be the primary linguistic processing unit for the major-
ity of the worlds’ languages. It is distinguished by a number of auditory cues includ-
ing rhythm and stress. The intonation patterns of infant-directed speech or
“Motherese” serve to emphasize these cues, which are thought to aid early word
extraction from the speech stream. Within the syllable, the most prominent phono-
logical segments in European languages are the onset and the rime. The onset com-
prises the sounds or phonemes before the vowel in any syllable, and the rime is
the vowel and any sounds (phonemes) that follow (see Figure 4.1). For example,
there are 3 syllables in “popsicle”, 2 syllables in “window”, and one syllable in
“soap”. To derive onset-rime units from syllables, the syllable must be divided at the
vowel. The onset-rime units in “pop” are P — OP, in “window” they are W-IN and
D-O. The linguistic term “rime” signifies the fact that a multi-syllabic word has many
rimes. Although “mountain” rhymes with “fountain”, it does not rhyme with
“captain”. Nevertheless, the rime of the final syllable is the same.

Many of the language games, linguistic routines and nursery rhymes of early
childhood in European languages act to emphasise phonology by increasing the
salience of syllables, onsets and rimes. In English, for example, popular nursery
rhymes have strong rhythms that emphasise syllabification (think of Humpty
Dumpty), and many contrast thyming words in ways that distinguish the onset from
the rime (e.g., ‘Twinkle Twinkle Little Star’ rhymes ‘star’ with ‘are’, and ‘Incy Wincy
Spider’ thymes ‘spout’ with ‘out’). These language games of childhood probably
have an important developmental function with respect to the emergence of accurate
and fine-grained phonological representations for words.

THE ORIGINS OF PHONOLOGICAL REPRESENTATION
Early Language Acquisition: Holistic Representations?

Phonological representations develop as the infant learns to comprehend and pro-
duce language. It has long been argued that the phonological representations used
for language comprehension and production by the pre-literate infant and child
differ qualitatively from the phonological representations used by literate adults
(e.g., Ferguson & Farwell, 1975; Charles-Luce & Luce, 1990; Walley, 1993). For
example, because young children’s primary goal in language acquisition is to
recognise and produce whole words, it has been argued that they represent the
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phonology of words in a holistic manner. It was assumed that children represent
early words in terms of holistic properties, such as acoustic shape and prosodic
structure, rather than in terms of particular phonetic contrasts. Certainly, when
asked to make similarity judgements about words, young children seem to focus
on global phonological similarity rather than on segmental structure (segmental
structure means shared phonemes, as linguists traditionally call phonemes segments,
see Treiman & Breaux, 1982). Nevertheless, pre-literate children can match words
in terms of shared phonological structure as well. For example, Carroll and
Snowling (2001) gave 3- and 4-year-old children a rhyme matching task in which
distractors were matched for global phonological similarity to the target (e.g., house:
mouse, horse; be/l: shell, ball). They reported that approximately 30% of the 3-year-
olds, 60% of the young 4-year-olds, and 76% of the 4.5-year-olds scored above
chance in matching rimes, even though many of the distracters (e.g., horse) were
as phonologically similar to the targets (e.g., house) as the correct rime choices
(e.g., mouse).

Against the global representations view, it is well known that infants can dis-
criminate the acoustic elements that yield phones from birth onwards (e.g., Eimas,
Siqueland, Jusczyk, & Vigorito, 1971). By the end of the first year, infants have
honed in on the phonetic distinctions that are critical for the language environment
in which they live (e.g., Werker & Tees, 1984). Detailed case studies of phonetic
inventories show that by age 3, children with large lexicons have large inventories
of individual features, syllable shapes and stress placements (Stoel-Gammon,
1998). The performance of young children can also be highly task dependent. For
example, in a study by Swingley and Aslin (2002), infants aged 1;2 and 1;3 were
shown pairs of pictures of familiar items while either the correct referent (e.g.,
‘ball’), or a close mispronunciation (e.g., ‘gall’), was presented acoustically.
Swingley and Aslin found that the infants spent significantly more time fixating the
correct picture for the correctly-pronounced target words, and therefore argued
that infants encode words in fine phonetic detail. Nevertheless, of course, phones
and phonemes are not the same thing. The ability to distinguish the phonetic features
that make /ba/ different from /ga/ is not the same as the ability to categorize the
shared sound in “pit”, “lap”, and “spoon” as the phoneme /p/ (see also Swingley &
Aslin, 2000).

Grain Size in Early Phonological Representation

Even if very early phonological representations may be holistic, the speed of lexical
acquisition suggests that more phonological detail is soon required in order for the
comprehension and production of words to be efficient. Between the ages of 1 and 6
years, children acquire thousands of words. According to some estimates, the average
6-year-old knows 14,000 words (Dollaghan, 1994), whereas the average 1-year-old
knows between 100-200. Dollaghan (1994) went on to index by hand the phonemic
similarity between monosyllables thought to be known by 1- to 3-year-olds. She found
a relatively high degree of phonologically similar entries. If most of the words in the
early lexicon are highly similar phonologically, then holistic recognition strategies
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would be rather ineffective. More recently, Coady and Aslin (2003) used a number
of different measures to show that once vocabulary size is taken into account, chil-
drens’ lexicons contain more phonologically similar entries than those of adults —
their “phonological neighbourhoods” are more dense.

There is increasing interest in the role of phonological neighborhoods in lexical
development (e.g., Coady & Aslin, 2003; Garlock, Walley & Metsala, 2001; Storkel,
2001). Phonological neighbours are words that sound similar to each other. The num-
ber of phonological neighbours of a given (target) word are usually estimated on the
basis of phonemic similarity. The classical speech processing definition of a phono-
logical neighbourhood is the set of words generated by the addition, deletion or
substitution of one phoneme to the target (e.g., Landauer & Streeter, 1973; Luce &
Pisoni, 1998). For example, the neighbours of the target cop include crop, cap, top
and cot. When many words resemble the target, the neighbourhood is said to be
dense. When few words resemble the target, the neighbourhood is said to be
sparse. Neighbourhood density is highly correlated with phonotactic probability
(Vitevitch, Luce, Pisoni & Auer, 1999). Phonotactic probability is the frequency with
which phonological segments and sequences of phonological segments occur in
words in the English language (Jusczyk, Luce & Charles-Luce, 1994). Unsurprisingly,
words with many neighbours tend to be comprised of segments and sequences of
segments that are frequent in occurrence.

An alternative view to the holistic one is that early word learning favours words
with more frequent sounds and sound combinations (e.g., Menn, 1978; Lindblom,
1992). This view suggests that children should preferentially acquire words from
dense neighbourhoods, because these neighbourhoods by definition contain the
more frequent sound combinations in the language (they contain words with high
phonotactic probability). As these words are acquired first, processing of these
words is then facilitated via frequent use. A different view is that acquisition could
favour words that are more easily discriminated from other words (e.g., Schwartz,
1988). By this view, children should preferentially acquire the words that fill in the
“gaps” in the acoustic space comprising the lexicon, that is, words from sparse
neighbourhoods. The former view, that words from dense neighbourhoods have an
advantage in acquisition, is best supported by the evidence. For example, Storkel
(2001) reported that young children who were taught nonword labels for unfamiliar
objects were more likely to acquire novel words from dense neighbourhoods. The
focus on phonological frequency and phonological similarity in lexical acquisition
has interesting theoretical implications for the development of phonological aware-
ness. If children preferentially acquire similar-sounding words, absolute vocabulary
size and the rate of acquisition would be important factors in the development of
phonological awareness.

Epilinguistic Development: The Role of Phonological Similarity

One view of the early development of phonological awareness is that it is implicit in
nature or “epilinguistic” (see Gombert, 1992). Gombert’s claim was that early phono-
logical awareness arises from organisational processes internal to the lexicon that are
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not yet available for conscious or “metalinguistic” inspection. Hence “epilinguistic”
awareness would enable a child to identify and recognise similarities between phono-
logical representations but not to manipulate those representations (e.g., by adding
or deleting sounds). One plausible way in which phonological representations could
be internally organised is in terms of their phonological similarity. Neighbourhood
similarity characteristics are essentially structural regularities present in the lexicon of
spoken word forms, and these may form the basis of incidental learning about
phonology in the same way that statistical regularities present in sequences of syllables
(phonotactic and transitional probabilities) are thought to form the basis of word seg-
mentation and learning (e.g., Saffran, Newport, Aslin, Tunick & Barrueco, 1997).
However, in order to use phonological neighbourhood density as a developmental
metric, it may be necessary to redefine phonological “neighbours”. The classical
speech processing definition based on sharing all phonemes except one may not be
appropriate. In her 1994 analysis, Dollaghan found that the one-phoneme different
criterion of phonological similarity used for adults led to many intuitively dissatis-
fying exclusions when she was calculating childrens’ phonological neighbourhoods
(Dollaghan, 1994). For example, the criterion excluded many rhyme neighbours, even
though rhyme is an important phonological similarity relation for young children.
Clock and sock would not count as phonological neighbours of each other by the
one-phoneme-different criterion.

Dollaghan’s intuition that a one-phoneme different neighbourhood metric is
unsuited to work with children is supported by a recent empirical paper by De Cara
and Goswami (2002). We presented an alternative analysis of the distribution of
phonological similarity relations among monosyllabic spoken words in English,
based on the assumption that the mental lexicon has psycholinguistic structure.
Rather than calculating neighbourhoods on the basis of the addition, substitution or
deletion of a single phoneme, we calculated neighbourhoods on the basis of the
addition, substitution or deletion of a single onset, nucleus or coda (following the
hierarchical syllable structure shown in Figure 1). Statistical analyses of the nature
of phonological neighbourhoods in terms of the resulting Rime Neighbours (e.g.,
hat/spat), Consonant Neighbours (e.g., hat/hurt), and Lead Neighbours (e.g., hat/
hatch) were reported for all monosyllabic English words in the CELEX corpus (4086
words; Baayen, Piepenbrock, & van Rijn, 1993), and for a number of smaller English
lexicons controlled for age of acquisition. These analyses showed that most phono-
logical neighbours in English are Rime Neighbours (e.g., hat / spat). If phonological
neighbourhood similarity characteristics form the basis of incidental learning
about phonology, then languages with a phonological similarity structure that
emphasises the rime should lead to early phonological awareness of syllables,
onsets and rimes.

This analysis makes a simple prediction: the lexicons of languages in which onset-
rime awareness emerges prior to literacy (e.g., German, Dutch, English, French)
should exhibit greater phonological similarity at the rime than at the onset-vowel level
when neighbourhood analyses are carried out. Languages in which a post-vowel seg-
mentation of the syllable is preferred (e.g., Korean, Japanese) should not. In Ziegler
and Goswami (2005), we carried out analyses of the percentage of rime neighbours,
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onset-vowel (body) neighbours, and consonant neighbours for English, German,
French, and Dutch monosyllables to test this prediction. The English, German and
Dutch analyses were based on the monosyllabic words in the CELEX database
(Baayen, Piepenbrock, & van Rijn, 1993), the French analyses were based on the
monosyllabic words in BRULEX (Content, Mousty & Radeau, 1990). The analyses
showed that rime neighbours indeed predominate in English, French, Dutch, and
German phonology. In all of these languages, the percentage of rime neighbours
in the monosyllabic lexicon is between 40-50%. Hence the early development
of phonological awareness in these languages, which is at the “large unit” level
of syllable, onset and rime, may depend in part on the organisational structure of
phonological similarity neighbourhoods within the lexicon.

Certainly, there is growing evidence that childrens’ performance in phonological
awareness tasks is influenced by phonological neighbourhood characteristics. In
studies of English-speaking children, phonological neighbourhood density appears
to enhance performance in phonological tasks. Children are better at making rime
judgements about words from dense phonological neighbourhoods when factors
like spoken frequency and age of acquisition are controlled (De Cara & Goswami,
2003). They are also better at remembering words and nonwords that contain rimes
from words in dense phonological neighbourhoods than at remembering words and
nonwords that contain rimes from words in sparse phonological neighbourhoods
(Thomson, Richardson & Goswami, in press). At the phoneme level, Metsala (1999)
found that 3- and 4-year-old children could blend spoken phonemes to yield words
from dense neighbourhoods more easily than to yield words from sparse neigh-
bourhoods. Thus there is at least some evidence that early phonological awareness
arises from organisational processes internal to the lexicon, such as organisation in
terms of phonological similarity neighbourhoods. Further data gathered within this
framework across languages would be very welcome.

THE DEVELOPMENT OF PHONOLOGICAL AWARENESS

As noted earlier, phonological awareness refers to the child’s ability to detect and
manipulate component sounds in words, and is the key predictor of literacy acquisi-
tion across languages. For European languages, the development of phonological
awareness appears to follow a similar pattern. Prior to learning to read or to receiving
specialised training, children appear to be aware of “large” units of phonology
within words: syllables, onsets and rimes. As they learn to read an alphabetic script,
or if intensive tuition is provided, children become aware of smaller units of sound
at the abstract level of phonemes. While awareness of larger units of phonology in
words is thought to be epilinguistic in origin, in terms of arising from representa-
tional processes that are not at first available to conscious inspection, awareness of
phonemes is thought to be metalinguistic. The development of phoneme awareness
(awareness of “small units”) is dependent on the child achieving explicit or con-
scious control over the linguistic structures used for producing and comprehending
speech. This metalinguistic control has been described by Gombert (1992) as devel-
oping in response to external factors, such as direct teaching about phonemes or
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the acquisition of literacy. Learning to read and spell is in fact the most common
way of achieving phoneme awareness, as phonemes are abstractions from the
speech stream rather than consistent acoustic entities (phones are the consistent
entities, as described earlier). Illiterate adults never become aware of phonemes, in
spite of having well-developed language skills (Morais, Cary, Alegria & Bertelson,
1979).

PHONOLOGICAL AWARENESS PRIOR TO SCHOOLING: IDENTIFYING
AND RECOGNISING SIMILARITIES IN PHONOLOGY

Studies of phonological awareness have used a wide range of methods to explore
phonological skills in the preschool years. For example, children as young as 3 years
can be asked to correct speech errors made by a hand puppet (“sie” for “pie”), to
complete nursery rhymes (“Jack and Jill went up the —“ [hill]), or to select the odd
word out of a group of three rhyming words (oddity detection: pin, win, sit, see
Chaney, 1992; Bradley & Bryant, 1983; Bryant, Bradley, MaClean & Crosland, 1989;
Ho & Bryant, 1997). Young children perform at above-chance levels on such tasks.
For example, Bryant et al. (1989) found that 3-year-olds scored on average 48%
correct in the rhyme oddity task (chance = 33%). Bradley and Bryant (1983) found
that 4-year-olds were 57% correct at detecting sound oddity when words differed
in alliteration (onset detection, e.g., sun, sock, rag), and 75% correct at detecting
sound oddity when words differed in rhyme (cot, hat, pot). Chaney (1992)
reported that 88% of her 43 3-year-olds could correct the puppet who mispro-
nounced words. This was essentially an onset detection task (“pie” mispronounced
as “sie”, demonstrating that when single phonemes are onsets, children can be
aware of phoneme-sized units even prior to schooling). Bryant et al. (1989)
reported that only one of the 64 3-year-olds in their study knew none of the 5 nurs-
ery thymes being tested. On average, the children knew about half of the nursery
rhymes (they were scored 1 for partially completing the rhymes and 2 for fully
completing them, making a total possible score of 10, the mean score for the group
was 4.5).

Similar results have been reported for preschoolers in other European languages.
However, as schooling typically begins later in such languages, these children are
usually older when they are tested in nursery school. For example, Wimmer, Landerl
and Schneider (1994) gave 138 German preschoolers aged 6 years the oddity task,
comparing rhyme and alliteration (onset oddity). The children scored 44% correct
in the onset task and 73% correct in the rhyme task. In Greek, Porpodas (1999)
studied Greek children who had just entered school (7 year olds), giving them the
oddity task. Overall performance (presented added across onset and rime) was 89%
correct. For Norwegian, a study of 128 preschoolers by Hoien, Lundberg, Stanovich
and Bjaalid (1995) measured rhyme awareness using a matching task. The children,
who were aged on average 6 years 11 months, were asked to select a match from
a choice of 3 pictures to thyme with a target picture. Performance by the group
averaged 91% correct. Hence phonological awareness prior to schooling is well-
developed at the larger grain sizes of onset and rime.
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PHONOLOGICAL AWARENESS WITH SCHOOLING:
MANIPULATING UNITS OF PHONOLOGY

As soon as schooling begins, awareness of phonemes can develop rapidly.
However, the rate of development tends to vary with the orthography that children
are learning to read. This is demonstrated most clearly when children learning to
read different languages are given the same phonological awareness tasks. If task
difficulty is equated across languages, differences in achievement between lan-
guages are more likely to be due to linguistic differences (at least, if words of equiv-
alent phonological structure are being compared, and children are matched for
vocabulary and developmental leveD). The task that has been used most frequently
in different languages to measure phoneme awareness is the counting task. In this
task, children are given counters to use to represent the number of phonemes in
words. For example, “cat” would require 3 counters and “skip” would require 4
counters. A word like “soap”, which has 4 letters but 3 phonemes, would require 3
counters for a correct response.

Table 1 shows performance in phoneme counting tasks by first grade children
in a variety of different languages using an alphabetic orthography. Whereas
phoneme awareness is virtually at ceiling in this simple task for languages like
Greek, Turkish and Ttalian, it is not close to ceiling in languages like English and
French. According to psycholinguistic grain size theory, these differences in the rate
of acquiring phoneme awareness reflect orthographic consistency (see Ziegler &
Goswami, 2005). In languages with a 1:1 correspondence between letter and sound
for reading, like Greek and Turkish, one letter always corresponds to only one
phoneme. Hence learning about phonemes via learning to read is a relatively
straightforward task — there is only one mapping to learn. In languages like English
and French, there is a one-to-many correspondence between letters and phonemes.
Most letters correspond to more than one phoneme, and some letters correspond
to lots of phonemes (for example, the vowel A in English corresponds to at least 5
different phonemes, as in sat, last, saw, cake, again). Hence learning about
phonemes via learning to read is not a straightforward task — the mappings keep
changing. Accordingly, it takes English and French children much longer than
Greek and Turkish children to develop competent phoneme awareness skills.

Many other tasks requiring the manipulation of phonology show a similar cross-
language pattern. For example, Landerl, Wimmer and Frith (1997) asked English
and German 8- and 11-year-olds to carry out a “Spoonerism” task using familiar
words like “sun” and “moon”. Spoonerisms are named after the Reverend Spooner
of New College, Oxford, who apparently mixed up the onsets of different words in
an amusing manner (as in “You have hissed all my mystery lectures”). Children
given the words “sun” and “moon” in a Spoonerism task should respond “mun” and
“soon”. The English 8-year-olds tested by Landerl et al. solved 35% of the
Spoonerisms successfully, while the German 8-year-olds solved 57%. Success levels
rose to 60% for the English 11-year-olds, and 68% for the German 11-year-olds. The
gap in the rate at which phoneme awareness skills develop for children learning
consistent versus inconsistent orthographies is still present at age 8, although it is
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clearly disappearing by age 11. German and English are a particularly good pair of
languages to compare developmentally, as they have a similar orthography and
phonology (both are alphabetic, and the languages stem from the same Germanic
root). Yet they have dramatic differences in spelling-to-sound consistency. For
example, the words “ball”, “park” and “hand” are the same in both languages (in
German they are Ball, Park and Hand). However, whereas the vowel “a” has 3 dif-
ferent pronunciations in the 3 English words, it has exactly the same pronunciation
in the 3 German words. This is the most likely source of the developmental varia-
tion in the rate of acquiring phoneme awareness by language. German readers are
receiving consistent orthographic feedback in terms of letter-phoneme correspon-
dences, whereas English readers are not.

PHONOLOGICAL AWARENESS AT DIFFERENT
GRAIN SIZES IN NON-EUROPEAN LANGUAGES

Not all of the worlds’ languages use an alphabetic code and hence not all of the
worlds’ languages require phonemic awareness for efficient phonological recoding
in word recognition. Furthermore, not all of the worlds’ languages emphasise an
onset-rime segmentation of the syllable. Japanese is known to follow a moraic
organisation, in which the vowel in consonant-vowel (CV) syllables is attached to
the onset phoneme. Although in general morae correspond to CV syllables, some
syllables include special sounds that constitute separate morae (e.g., certain nasals,
geminates, long vowels and “dual” vowels, see Tamaoka & Terao, 2004). These spe-
cial sounds can create two morae when there is only one syllable. To make a par-
allel to English, for English any syllable ending in a nasal is still a single syllable
(e.g., words like sing and jam are monosyllabic, just like CV words like sea and go).
In Japanese, syllables ending in nasals have two morae. Another example is the
Japanese loan word for the English trisyllable ‘calendar’, /kareNdaR/. This word has
five morae (/ka re N da R/. The Kana characters used to write Japanese correspond
to morae. When English names such as “CLINTON” are spoken in Japanese, a mora
is required for each phoneme in a cluster (e.g., the onset cluster CL is represented
by two morae). It has been claimed that Korean divides syllables into onset-vowel
and coda units, designated “body-coda” units (Yoon, Bolger, Kwon, & Perfetti,
2002). Chinese, however, follows an onset-rime syllable division. The basic syllable
structure of Chinese is CV, apart from rare codas such as /n/ and /ng/ (e.g., Siok &
Fletcher, 2001). There are only about 22 onsets and 37 rimes in Chinese phonology.
Hence phonological representations prior to literacy in Chinese should show onset-
rime structure, whereas phonological representations prior to literacy in Korean and
Japanese should not.

Large Units
Unfortunately, there are rather few studies of phonological development in

Japanese and Korean with which to test this prediction (at least, that are available
to English speaking readers). Yoon, Bolger, Kwon, & Perfetti (2002) presented
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English and Korean students with identical pairs of spoken syllables and asked
them to make similarity judgments. English students rated the syllables as more sim-
ilar if they shared the rime, whereas Korean students rated the same syllables as
more similar if they shared the onset-vowel unit. Inagaki, Hatano and Otake (2000)
investigated whether pre-school Japanese children would show a preference for
moraic or syllabic representation by asking them to segment stimuli incorporating
the special sounds. All the practice trials were composed of words sharing the same
number of syllables and morae (e.g., kani [crab], 2 syllables and 2 morae). The
experimental trials incorporated stimuli using the special sounds. The data essen-
tially revealed a shift from a mixture of syllabic and moraic segmentation in the pre-
schoolers, to moraic segmentation as children learned to read Japanese Kana.

In contrast, studies in Chinese demonstrate onset-rime representation in
preschoolers. For example, Ho and Bryant (1997) devised a rhyme oddity task which
they gave to 100 Chinese 3-year-olds in Hong Kong. The target word in the oddity
task rhymed with and shared the same tone as the correct choice, but had a differ-
ent rthyme and tone from the incorrect choice. The group of children scored on
average 68% correct in this task. Siok and Fletcher (2001) gave Chinese children from
Mainland China who were in first grade (6-year-olds) both onset and rhyme versions
of the oddity task. The group scored on average 44% correct for the onset version
and 54% correct for the rhyme version. Interestingly, Siok and Fletcher (2001) also
gave their Chinese children the same oddity tasks using English words. They found
no difference in the ability to make oddity judgements: success with Chinese items
was on average 51%, and with English items 47%. This suggests that the children had
developed an awareness of onsets and rimes as abstract linguistic units. In a sepa-
rate tone awareness oddity task, the children scored 65% correct. Tone is an impor-
tant phonological cue in Chinese, as it is a suprasegmental feature that changes the
pitch of the syllable. Clearly, in Chinese-speaking children awareness of both syllable
structure and tone is well-developed by the first year of schooling.

Small Units

Studies of older children who are learning to read logographic scripts suggests that
phoneme awareness does not develop automatically. This is exactly what would be
expected if orthographic learning plays a key role in development. Neither Chinese
Kanji nor Japanese Kana represent phonology at the phoneme level, hence children
learning these orthographies would not be expected to develop awareness of
phonemes. However, for Chinese there are two instructional systems for teaching
children about characters that operate at the onset/rime level. These are called
Pinyin (Mainland China), and Zhu-Yin-Fu-Hao (Taiwan, hereafter Zhuyin). Pinyin
uses the Western alphabet to represent the component sounds in syllables, while
Zhuyin uses simple characters. In fact, both orthographic systems are simultane-
ously onset-rime and phonemic systems. In Zhuyin, the characters represent either
onsets or rimes. In Pinyin, they represent phonemes. However, because the sylla-
ble structure of Chinese is CV apart from rare codas such as /n/ and /ng/, the onset
and the rime correspond to single phonemes for the majority of syllables in Chinese
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(e.g., Siok & Fletcher, 2001). Hence the two instructional systems essentially operate
at the same phonological level: that of onset-rime, which for most syllables is equiv-
alent to phoneme segmentation.

Both Pinyin and Zhuyin are taught for about the first 10 weeks of schooling,
before children are introduced to the traditional Chinese characters. However, many
Chinese-speaking children grow up in Hong Kong, which does not use either
instructional system. In Hong Kong, the Chinese characters are learned by rote, very
slowly. This difference between Mainland China, Taiwan and Hong Kong allows a
natural experiment. If learning an orthographic system that represents phonemes is
required for the development of phonemic awareness, then Chinese children grow-
ing up in Taiwan and Mainland China should develop phonemic awareness by
learning Pinyin or Zhuyin. Chinese children growing up in Hong Kong should not
develop phoneme awareness skills. Although there are rather few developmental
studies examining this prediction, selected phoneme awareness tasks have been
given to Chinese children in the 3 countries at around age 8 (see Huang & Hanley,
1994; Siok & Fletcher, 2001). The 8-year-olds in Mainland China scored on average
82% correct on a phoneme isolation task (Siok & Fletcher, 2001). The children from
Taiwan scored 84% correct on a phoneme deletion task (Huang & Hanley, 1994).
The children from Hong Kong, however, scored only 27% correct on the same
phoneme deletion task (Huang & Hanley, 1994). English children in the same study
scored around 80% correct on a similar phoneme deletion task (Huang & Hanley,
1994). Although the tasks used in these studies varied slightly across languages, the
poor performance of the Chinese children learning to read Chinese in Hong Kong
is striking. This comparison of 8-year-old Chinese children suggests that learning to
read an orthographic system that represents phoneme-level information is necessary
for phoneme awareness to develop. Because of the structure of Chinese syllables,
Pinyin and Zhuyin represent such orthographic systems.

What Is the Role of Letter Learning?

Studies carried out in languages with non-alphabetic scripts are also interesting with
respect to the development of phonological representation for another reason. It has
occasionally been argued that children do not have any phonological awareness
until they learn about letters. Researchers such as Castles and Coltheart (e.g., Castles &
Coltheart, 2004) question the idea that phonological awareness is a non-reading
precursor to reading that develops naturally as part of language acquisition. For
these authors, the studies showing phonological awareness prior to reading are
flawed, because the children participating in these studies always know some
alphabetic letters (for example, the children participating in Schneider et al. [2000]
knew on average 4-5 letters). Castles and Coltheart (2004) pointed out that no study
in a European language has measured phonological awareness in children who do
not “have any reading or spelling skills whatsoever, including knowledge of letter-
sound correspondences”. It is of course difficult to find such children in European
countries, where environmental print is endemic in the culture and where even
2-year-olds can usually write their names. However, in Chinese-speaking countries
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this is not the case. Environmental print is not alphabetic. Preschoolers who can
write their names write logographs. Hence demonstrations of rhyme awareness in
Chinese 3-year-olds (e.g., Ho & Bryant's 1997 study showing 68% correct perfor-
mance in a rhyme oddity task) is particularly strong evidence for the view that early
phonological awareness emerges from language acquisition processes.

THE SOURCES OF PHONOLOGICAL AWARENESS:
AUDITORY PROCESSING

As noted earlier, the primary linguistic processing unit for the majority of the worlds’
languages is thought to be the syllable. Syllables are distinguished by a number of audi-
tory cues, with speech rhythm and prosody (thythmic patterning) being particularly
important. Infant-directed speech emphasises rhythmic cues, and is characterised in
particular by higher pitch, greater pitch and volume variability, and the use of a small
set of highly distinctive melodic contours (e.g., Fernald, Taeschner, Dunn, Papousek,
de Boysson-Bardies & Fukui, 1989). In all languages the acoustic features of pitch,
loudness, speed and silence are combined to produce speech rhythm. However,
marked differences in speech rhythm can be found between languages. English has a
clear underlying rhythm which is often called stress-timed (or isochronous).
Isochronicity is based on stressing syllables that occur at roughly regular intervals in the
stream of spoken utterances. For English, stress is not consistently assigned to one
syllable in a multi-syllable utterance (although the dominant syllable stress pattern is
strong-weak). In contrast, languages using syllable-timed rhythms, such as French and
Hungarian, assign syllables equal weight. Stress is consistently placed on one syllable,
the final syllable (last full voweD in French and the first syllable in Hungarian.

This view of linguistic processing is relatively recent. Traditionally, theories of
speech perception held that the phoneme was the primary linguistic unit. Classic
models of speech perception assumed that the initial analysis of the speech wave-
form necessarily yielded a sequence of ordered phonetic segments. This explains
the early focus in infant language acquisition on the discrimination of phonetic seg-
ments. As noted above, it was soon established that infants can discriminate the
acoustic elements that yield phones from birth onwards (e.g., Eimas et al., 1971).
This requires the perception of auditory cues such as voice onset time and place of
articulation.

Clearly, therefore, there are many auditory cues that are important for establishing
well-specified phonological representations as the language system develops. There
are cues that are important for a fine-grained analysis of the speech stream into its
phonetic elements, and there are cues that are important for a more global analysis
centred on the syllable and the rhythmic structure of utterances. Both types of cues
have been investigated with respect to phonological awareness and literacy. Early
investigations focused on cues thought to be important for perceiving phonemes,
such as rapid changes in frequency and the perception of temporal order. More
recently, there has been a shift to a focus on supra-segmental cues, such as those con-
tributing to rhythm and stress. It is the latter cues that appear to show the strongest
links with individual differences in phonological representational quality.
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Auditory Processing of Cues Related to Phoneme Perception

The view that individual differences in auditory perception might be linked to
progress in reading was pioneered by Tallal and her colleagues (e.g., Tallal, 1980;
Tallal, Miller & Fitch, 1993). Working from a phoneme perspective, they argued that
dyslexic children have particular difficulties in processing transient or rapidly
changing acoustic events. They suggested that the ability “accurately to perceive
stimulus elements at rapid rates of presentation” is fundamental to setting up the
phonological system, as “speech occurs at roughly 80 ms per phoneme” (Tallal &
Piercy, 1973a, p. 396-7). The original data gathered by Tallal and her colleagues was
with dysphasic (Specific Language Impairment or SLI) children rather than with
dyslexic children. These language-impaired children were found to have difficulties
in distinguishing brief (75 ms) high versus low tones when the stimuli were pre-
sented closely spaced in time. The same children were not impaired when the inter-
stimulus intervals (ISIs) were longer (greater than 150 ms or 305 ms, depending on
the study) or when the tones were longer (250 ms instead of 75 ms, see Tallal &
Piercy, 1973a, b; Tallal & Piercy, 1974). Tallal and Piercy thus argued that impaired
perception was “attributable solely to the brief duration of the discriminable
components” (Tallal & Piercy, 1975, p. 69).

Similar perceptual deficits were then observed in 8 out of 20 dyslexic children
(Tallal, 1980). These children were given only brief high and low tones (75 ms dura-
tion) separated in time by between 8 — 428 ms. A subgroup of the dyslexics made
more errors than control children when the ISI was 305 ms or less. Theoretically, it
was argued that dyslexic children might suffer from a “primary perceptual deficit
that affects the rate at which they can process perceptual information” (Tallal, 1980,
p. 193). It was argued that this deficit would affect literacy, because the ability to
process “brief, rapidly successive acoustic cues within the tens of milliseconds [is]
needed for optimal phoneme representation”, and segmenting words into “sharply
represented, discrete phonemes is critical” for learning letter-sound associations
(Tallal, 2003). This theory has proved very appealing, because it proposed a simple
link between an auditory processing deficit and a reading deficit, a link that
depended on phonological representation. However, its reliance on representation
at the phoneme level does not fit easily with the growing cross-language database,
which suggests that phonemic representation is a consequence rather than a precursor
of reading.

Furthermore, the notion that dyslexic children suffer from a deficit in detecting
rapidly presented or rapidly changing auditory cues has been increasingly criticised
(McArthur & Bishop, 2002; Mody, 2003; Rosen, 2003; for recent reviews). Tallal’s
initial findings, which all depended on the same group of 12 language impaired
children, have been difficult to replicate, and studies that have found differences in
her classic same-different judgement task have suffered from experimental designs
employing non-adaptive procedures. This means that the number of trials adminis-
tered around critical threshold regions have typically been small (De Weirdt, 1988;
Reed, 1989; Heiervang, Stevenson & Hugdahl, 2002). Other studies have been beset
by ceiling effects in control groups (Reed, 1989; De Martino, Espesser, Rey & Habib,
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2001). Studdert-Kennedy and Mody (1995; see also Studdert-Kennedy, 2002) have
reviewed task-related problems in interpreting existing data for Tallal’s rapid processing
deficit hypothesis, and they concluded that evidence for non-speech auditory pro-
cessing deficits is extremely weak. Some studies that have found non-speech diffi-
culties in dyslexic children report that difficulties extend to stimuli presented at long
ISIs (e.g., Share, Jorm, MacLean & Matthews, 2002). Most seriously, group differ-
ences that are found in non-speech tasks frequently fail to account for independent
variance in reading and spelling (Farmer & Klein, 1993; Heiervang, Stevenson &
Hughdahl, 2002).

Auditory Processing of Cues Related to Rhythm Perception

Although cross-language studies have converged on the view that phoneme repre-
sentation develops from letter learning, they have also converged on another con-
clusion. As discussed earlier, cross-language studies suggest that phonological
representations prior to learning to read develop at the syllable and onset-rime (or
body-coda) level, that is, at a grain size larger than the phoneme. Individual differ-
ences in identifying and recognising phonological similarities at these levels are pre-
dictive of reading (e.g., Bradley & Bryant, 1983; Lundberg, Olofsson & Wall, 1980;
Hoien, Lundberg, Stanovich and Bjaalid, 1995; Schneider, Roth & Ennemoser, 2000).
Hence if an important source of individual differences in phonological awareness
is individual differences in auditory processing, we need to measure auditory cues
that contribute to syllable and onset-rime representation.

The importance of rhythm and prosody for early language acquisition has
already been mentioned. Rhythm is a complex acoustic percept. The auditory cues
that are important for rhythm perception include the duration of sounds, their inten-
sity, the depth of amplitude modulation, rise time (the rate of change of the ampli-
tude modulation) and changes in fundamental frequency (pitch changes). Rise time
is a particularly interesting cue, because rise time cues syllable isochronicity in all
languages, irrespective of their rhythm type. For example, both English and
Japanese adults produce syllables rhythmically by timing their speech output in
terms of when maximal rise time occurs, even though Japanese is a mora-timed
language whereas English is stress-timed (see Hoequist, 1983; also Bregman, 1993;
Scott, 1998). Rise time is an aspect of syllable production and is thus expected to
be universal (see Hoequist, 1983, who discusses this in terms of “perceptual centres”).
Thus rise time could be one cue to speech rhythm that is universally important
across languages for phonological representation, whether the languages follow an
onset-rime division of the syllable or not.

Rise time is a supra-segmental cue that partially describes the structure of the
amplitude envelope. The amplitude envelope is the pattern of amplitude modula-
tion associated with speaking a particular word or phrase. For syllabic processing,
temporal segmentation of the continuous acoustic signal is facilitated by particular
patterns of amplitude modulation of that signal. An important cue to the syllable is
the rate of change of the amplitude envelope at onset, that is, the rise time of the
syllable. Rise time carries information about the vowel in any syllable (the vowel is
the syllabic nucleus) and periodicity in speech is related to the onsets of the vowels
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in stressed syllables (Cutler & Mehler, 1993). It has been suggested that the
“phonological grammar” of a particular language is built upon the characteristic
rhythms of the language at the time scale of syllables (Port, 2003). The amplitude
envelope is also important for speech intelligibility (Shannon, Zeng, Kamath,
Wygonski & Ekelid, 1995). Perceptually, the onset of the envelope appears to be
more important than what follows.

Recently, we have been exploring the role of rise time in phonological represen-
tation in children across languages. Our studies of rise time perception have focused
on dyslexic children, because dyslexic children have well-documented problems in
phonological awareness across languages. We have tried to find out whether dyslexic
children have particular problems in perceiving rise time, and whether the severity of
any difficulties that they might have are linked to the quality of their phonological
representations. Our hypothesis was that individual differences in rise time sensitivity
might make an important contribution to phonological representation, and eventually,
literacy. The effect of a deficit in rise time perception is expected to affect setting up
the phonological system from infancy onwards. To date, we have found that dyslexic
children are significantly less sensitive to changes in rise time when compared to
typically-developing children (Goswami, Thomson, Richardson, Stainthorp, Hughes,
Rosen & Scott, 2002; Richardson, Thomson, Scott & Goswami, 2004). In all of our
studies, individual differences in rise time perception have been strongly predictive
of phonological awareness abilities, even when factors such as age, verbal and non-
verbal 1.Q. and vocabulary have been accounted for. For example, in our first study
25% of unique variance in reading and spelling was explained by rise time percep-
tion, even after age, vocabulary and non-verbal 1.Q. had been controlled (Goswami
et al., 2002, study 1). In our second study up to 22% of unique variance in phono-
logical awareness was explained by rise time perception, even after age, vocabulary
and verbal and non-verbal 1.Q. had been controlled (Richardson et al., 2004). We have
also studied precocious readers, who usually have exceptional phonological skills.
These children appear to be significantly more sensitive to rise time changes than
typically-developing controls (Goswami et al., 2002, study 2). A relative insensitivity to
rise time cues in developmental dyslexia is also found in French children (Muneaux,
Ziegler, Truc, Thomson & Goswami, 2004) and Hungarian children (Csépe, Surdnyi,
Richardson, Thomson & Goswami, in preparation). This is intriguing, as French and
Hungarian are syllable-timed languages, whereas English is a stress-timed language
(i.e., the languages represent different rhythm types). Nevertheless, the same relation-
ships between phonological awareness and rise time sensitivity have been found.
This suggests that the acoustic cue of rise time plays an important role in the devel-
opment of phonological representation, and consequently the acquisition of literacy,
across languages.

Nevertheless, it is important to stress that rise time is not the only important
rhythmic cue. We are also finding that duration perception is impaired in poor
readers of English (Corriveau & Goswami, 2005; Richardson et al., 2004; see also
Richardson et al. 2003 for a study of Finnish dyslexic children). In our studies to
date, perception of the other rhythmic cues of intensity and pitch have generally
been unimpaired. Interestingly, however, this is not the case for Swedish. In
Swedish, intensity perception as well as rise time and duration perception plays a
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role in the development of phonological representations (Miller Guron & Goswami,
2005). Thus it is quite possible that the importance of different rhythmic cues to the
development of phonological representation may differ depending on the language
being studied. Clearly, an analysis of the relative importance of different acoustic
cues to speech rhythm across languages would be very useful. Although I am aware
of no such analysis, it could be used to inform studies attempting to relate acoustic
processing in children to the development of phonological representations prior to
literacy. Certainly, existing studies suggest that the scope of enquiry should be
widened to acoustic cues that carry supra-segmental rather than purely segmental
(phonemic) import.

CONCLUSION

Phonological representations are thought to develop from being fairly holistic in
infancy to having segmental structure as language develops and as literacy is
acquired. Across languages, experiments suggest that the phonological system is
structured with respect to grain size prior to reading. In pre-readers, the grain size
represented is relatively large, with children representing syllables, onsets, rimes or
morae. Those children who then learn to read an alphabetic script (or a represen-
tational system like Zhuyin) develop phoneme awareness fairly rapidly once direct
instruction commences. The rate of acquiring phoneme awareness varies systemat-
ically with the consistency of the orthography being acquired. Children learning to
read alphabetic orthographies with a 1:1 mapping between letter and phoneme,
and whose languages have a simple syllabic structure with a fairly limited phoneme
repertoire, are most advantaged. Children learning to read alphabetic orthographies
with a many:1 mapping between letter and phoneme, and whose languages have
a complex syllabic structure with an extended phoneme repertoire usually take
longer to acquire phoneme awareness. Individual differences within an orthogra-
phy in the quality of the phonological representations developed seem to depend
on auditory processing skills, particularly at the supra-segmental level.
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We describe several measures of whole word and morpheme frequency, markers
to distinguish between holistic and more analytic processing, options of the dual
route account for word recognition. Then we introduce a relatively new measure,
the ratio of noun to verb stem frequency (e.g., TO HELP, THE HELP). This mea-
sure captures the competition between the noun and verb senses of the stem. We
show that in addition to surface frequency of the whole word and frequency based
on type or token counts on the stem, the noun-to-verb ratio provides a reliable
measure of processing speed in a lexical decision task. We also examine the role
of semantic richness of the stem. Verbs with regular and irregular past tense
forms tend to differ along several dimensions of semantic richness, including
number of associates. However, until recently, debates about whether regular and
irregular verbs are recognized by analytic and holistic mechanisms respectively
the same mechanism have failed to take semantic differences into account. We
describe how, when richness is matched, the magnitudes of morphological facil-
itation in a cross modal primed lexical decision task for verbs with regular and
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irregular past tense forms differed by only a few milliseconds. Results failed to
provide support for two independent processing routes. Noun-to-verb ratio and
semantic richness are variables of special interest because they reflect proper-
ties of words that produce systematically graded effects in the lexical decision
task, that dual route models of morphological processing fail to anticipate
effects.

Language is structured at multiple levels. Sentences are composed of words,
words are composed of meaningful constituents called morphemes, and morphemes are
composed of letters or phonemes. In the domain of single word recognition, inves-
tigations into both phonological and morphological aspects of constituent structure
have had to address similar issues, and the phonological and morphological models
that have been proposed are analogous in many respects. In an alphabetic writing
system, orthographic units correspond to phonological units, yet often there are
ambiguities. There are one to many mappings between written units (graphemes)
and phonology so that there can be many phonemic interpretations for a single
grapheme. Compare for example the pronunciation of OW in ROW, COW, GOWN,
OWN, and FOWL. Complementarily, there are many mappings from phonology back
to form. For example note the many ways to write the sound that is common to
EIGHT, GREAT, MATE, STRAIGHT and WAIT. With a few notable exceptions (e.g.,
Stone, Vanhoy, & Van Orden, 1997), models within the phonological domain of word
recognition typically focus on the relation of written to spoken form rather than from
spoken to written form. A common assumption is that there is an analytic process-
ing option for words that are compositional and a second more holistic process for
words that are irregular (e.g., Coltheart, Curtis, Atkins, & Haller, 1993; Coltheart,
Rastle, Perry, Langdon, & Ziegler, 2001). The presence of a single letter whose map-
ping to a spoken form is not consistent with the most common mapping classifies a
word as “irregular.” In the dual route framework, neither the consequences of mul-
tiple atypical grapheme-phoneme mappings within a word nor complexities in the
mapping from pronunciation back to written form are of interest.

Parallels arise at the level of morphemes, where units tend to have a typical
meaning as well as a typical form (written and spoken) but there can be multiple
mappings between written units and meaning. To elaborate, there are two basic
classes of morphemes. Some function as affixes (either prefixes or suffixes) and
others function as stems. Ambiguous mappings can reflect several functions for one
morphemic affix (either inflectional or derivational) or several meanings for one
morphemic stem. Compare the role of the affix “S” in HE LANDS, FOREIGN LANDS,
LAND’S or of “ING” in WAS RUNNING or HIS RUNNING. In these examples, one
affix can serve more than one function. Analogously, in the mapping from mean-
ing back to form, there are many ways to form a noun from a verb as exemplified
by the various affixes that form the nouns DEVELOPMENT, TERMINATION, DIVI-
SION, CONSTITUENT, COLLECTIVE as well as LANDING. Ambiguity caused by one
to many mappings from the stem to potential derived forms has not been a domi-
nant focus of investigation in the domain of visual word recognition, however.
Ambiguity also arises with respect to the meaning of the stem or root morpheme
itself. Consider the many related meanings (senses) of the morpheme MARK listed in
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Wordnet (Beckwith, Fellbaum, Gross, Miller, 1991; Fellbaum, 1998; Miller, 1990).
These include: GRADE, SYMBOL, TARGET, VISIBLE INDICATION, IMPRESSION,
STIGMA, UNIT OF MONEY, FOOL, SIGN, INDICATION OF DAMAGE, GOAL. Even
when an affix is appended, the relevant sense of the stem cannot always be resolved
by examining the whole word in isolation. For example MARKED could refer to
GRADE, STIGMA, SIGN or several other senses. Traditional models of word recogni-
tion do not encompass semantic properties of the stem and generally ignore the affix.

DUAL ROUTE MODELS

Dual route models of word recognition within the morphological domain are analo-
gous to the phonological models in that they include an analytic process for words
that are compositional and a second more holistic option. Here, it is the relation of
form to meaning that is either regular or irregular insofar as it can be described by a
rule or not. If it cannot, recognition requires the secondary non-analytic backup
option. Words are semantically transparent if the meaning of the whole word can be
computed from that of its constituents. Words are opaque if the meaning of the whole
cannot be computed from that of its components. Some complex word forms (e.g.,
ALLOWANCE) are opaque with respect to the meaning of the stem (e.g., ALLOW).
Purportedly, recognition of these words requires the non-analytic processing option
whereas recognition of transparent forms (e.g., ALLOWABLE) would not. In this
example, the origins of irregularity are semantic and depend on whether the mean-
ing of the whole word can be predicted from the meaning of its constituent mor-
phemes. However, irregularity also can manifest itself with respect to the predictability
of form. In the case of morphologically related word pairs such as RUN-RAN the past
tense is not fully predictable is as contrasted with more typical past tense formations
such as WALK-WALKED (Berent, Pinker, & Shimron, 2002; Pinker, 1991).

Stated generally, for morphological as well as phonological structure, traditional
models define regularity in terms of a one-to one mapping between form and
meaning or between written and spoken form. Even a single irregular mapping
within a word invalidates the analytic route and forces non-analytic processing.
Models that posit two processing options often are termed parail/ route accounts, as
typically the routes are characterized as functioning independently rather than
cooperatively. For any given instance of recognition, only one process is responsi-
ble. The successful route may depend on surface frequency of the target, on the
semantic contribution (transparency) of its stem to the meaning of the whole word
(e.g., Feldman & Soltano, 1999), on whether the related prime is formed by inflec-
tion or by derivation (e.g., Raveh, 2000) as well as by the productivity of the affix
(e.g., Laudanna & Burani, 1995) or stem (e.g., Feldman & Pastizzo, 2003).

In primed variants of the lexical decision task (“Is it a word?”), targets are preceded
by a prime word. Changes in decision latencies when the prime word is morpholog-
ically related (e.g., WALKED-WALK), relative to unrelated (e.g., BELIEVED-WALK),
define morphological facilitation. In the dual route framework, differences in the mag-
nitude of facilitation are revealing about the route for recognition. Typically, the mag-
nitude of facilitation is reduced when the morphologically related prime is high in
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frequency relative to when it is low. Accordingly, low but not higher frequency
primes are recognized in terms of the analytic recognition option resulting in greater
facilitation (Meunier & Segui, 1999). Similarly within this framework, attenuated facil-
itation for irregular (RAN) as contrasted with regular (WALKED) inflected relatives of
the target indicates that regular forms are recognized in an analytic manner, while
irregulars, are processed more holistically (e.g., Sonnenstuhl, Eisenbeiss, & Clahsen,
1999). Finally, semantically transparent relatives of the target (ALLOWABLE-ALLOW)
produce more reliable facilitation than do opaque (ALLOWANCE-ALLOW) relatives
(e.g., Feldman & Soltano, 1999). The dual route interpretation of the outcome is that
transparent forms are decomposed into stem and affix and benefit from repeated
access to the stem, whereas opaque forms are processed as wholes. Facilitation can
arise between semantically transparent words because the base morpheme is acti-
vated in prime and in target or between whole words because they are semantically
related (Marslen-Wilson, Tyler, Waksler & Older, 1994). For words that are not decom-
posable because they are not transparent, facilitation can arise only when whole
forms are semantically related.

The dual route account can accomodate differences in the magnitude of facilita-
tion can be accounted for only by “averaging” over trials. If some trials entail an ana-
lytic option and others use a holistic processing option then the average facilitation
will be less than if all trials use the analytic option. Otherwise, there is no provision
for systematic differences among morphologically related pairs with respect to the
magnitude of facilitation that corresponds to variation in the degree of (meaning or
form) similarity. Either the stem is activated by the prime and by the target or it is
not. Further, an etymological criterion rarely contributes to the definition of morpho-
logical relatedness (Marslen-Wilson, et al., 1994). Normally, morphological related-
ness is defined in terms of semantic similarity between pairs of words that are similar
in form (e.g., DEPARTURE — DEPART but not DEPARTMENT - DEPART) (Marslen-
Wilson et al., 1994). Importantly, because semantic effects necessarily signal whole
word as contrasted with analytic processing, this class of models fails to predict
effects that reflect semantic properties of the stem. For homographic stems like MUG
(with senses related to MUGGING FOR THE CAMERA and A VICIOUS MUGGER as
well as COFFEE MUGS) that are identical in orthographic form but are not morpho-
logically related, semantic effects must arise between whole words.

Interference between affixed homographic stems (MUGGING-MUGGER) that
differs from an effect of shared form (e.g., BITTEN-BITTER) provides evidence for
semantic influences on szem processing. For example, in a lexical decision task,
whether words are presented simultaneously or sequentially, facilitation can arise
when word pairs are true morphological relatives, but inhibition can occur when
word pairs are homographic or simply orthographically similar (Badecker & Allen,
2002; Laudanna, Badecker, & Caramazza, 1989; Orsolini & Marslen-Wilson, 1997).
Inhibition between stems that share form but differ semantically and morphologi-
cally (e.g., BITTEN-BITTER), but not between words that are orthographically sim-
ilar but fail to share a stem (e.g., BUTTER-BITTER), suggests that stems must be
differentiated in the lexicon in order that they can compete (Badecker & Allen,
2002). However, all attempts to replicate inhibition between homographic stems
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have not succeeded (Carreiras, Perdomo, & Meseguer, 2005). Moreover, the original
researchers have reported that the effect may arise for verb but not for noun stem
targets (Laudanna, Voghere & Gazzellini, 2002). Analogous to the logic for homo-
graphic stems, other aspects of a stem’s semantic richness (viz., multiple senses of
the stem) should not affect the morphologically analytic processing option of the
dual route account if the exclusive locus of semantic effects is the whole word.

SINGLE ROUTE MODELS BASED ON GRADED REGULARITY

An alternative approach to recognition posits distributed rather than localized pat-
terns for each word and emphasizes the mapping between form (both orthographic
and phonological) and meaning (Harm & Seidenberg, (2004); Plaut, McClelland, &
Seidenberg, 1996; Seidenberg & McClelland, 1989). The underlying design princi-
ples include sensitivity to the statistical regularity of mappings between ortho-
graphic, phonological, and semantic codes and a cooperative division of labor
between components. Harm and Seidenberg (2004) implemented such a model that
incorporated mappings from both orthography to semantics (OS, analogous to the
non-analytic route) and from orthography to phonology to semantics (OPS, analo-
gous to the analytic route). In contrast to the more traditional class of models where
activation does or does not occur, in these models distributed representations of
meaning are partially activated by input from both routes in the course of recogniz-
ing a word. Moreover, the routes are not independent as the properties of each
route depend on the other. Crucially there is a division of labor between the pro-
cessing options; there is no dominant route and no back up option. Central to the
framework is that ambiguity in the mapping of letters to phonemes is treated in a
graded rather than an all-or-none manner. The emphasis is not on the presence or
absence of regularity but rather on the degree of regularity among sequences of
letters and their pronunciation in the word as a whole (Seidenberg & McClelland,
1989, 1990). For example, the phonological interpretation of the letters string -EAL
is statistically more regular than that of ~EAD as all words ending in EAL share a
rhyme whereas only a portion of the EAD words do (e.g., BREAD, TREAD).
Experimental evidence that controls for surface frequency, suggests that words such
as BEAD are slower to recognize than words such as BEAT because the EAD
sequence is not always pronounced in the same manner. It is in this way that the
model accommodates graded effects of phonological ambiguity.

In the domain of morphology, a similar approach to word recognition is emerg-
ing. Researchers focus on the degree of regularity in the mapping of form to mean-
ing implied by the presence of a shared sequence of letters and similar meaning.
In essence, they focus on the degree of statistical regularity among sequences of let-
ters and the meanings of the whole words that include that sequence. (Plaut &
Gonnerman, 2000; Rueckl, Mikolinski, Raveh, Miner & Mars, 1997). Accordingly, a
more common and therefore stronger mapping between form and meaning allows
for the more rapid activation of a word’s meaning and faster responses in word
recognition tasks. Here, there are no rules for decomposition; processing is guided
by statistical regularity that emerges over many patterns or words. In contrast to
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traditional accounts that are based on decomposition of complex word forms into
their morphological constituents and rules that apply to some words but must be
supplemented by a second, non-decompositional mechanism for others, here there
is a single mechanism. Crucially, graded effects are anticipated based on partial
activation and on the strength of the mapping between form and meaning.

In a priming task for example, where targets repeat across prime types and
prime processing time is adequate for semantic analysis, primes related by deriva-
tion to the target such as WALKER-WALK produce attenuated facilitation relative to
primes related by inflection to the same target such as WALKED-WALK (Feldman &
Raveh, 2003; Raveh, 2000). This arises because derivations tend to be less similar in
meaning to their stem morpheme than are inflections. Likewise, irregular inflections
like RUN-RAN are less similar in form to their stem morpheme than are regulars like
WALKED-WALK, therefore they produce magnitudes of facilitation that are reduced
relative to regulars (Feldman, Rueckl, Pastizzo, Diliberto & Vellutino, 2002; Rueckl &
Gallantucci, 2005; Rueckl et al., 1997). In single route accounts based on the statis-
tical regularity and the strength of the mapping between form and meaning, degree
of prime-target overlap with respect to meaning and to form can influence the mag-
nitude of facilitation.

GRADED DIFFERENCES ACROSS WORD TYPES

Differences due to the systematicity of form-meaning mappings have been observed
across words. Morphological family size captures one way that the mappings between
form and meaning can vary. Family size is based on the number of different derived
and compound words that share a base morpheme (Schreuder & Baayen, 1997). For
example, MARKER, REMARK, MARKUP, as well as BOOKMARK and TRADEMARK
are members of the MARK morphological family. When many words are formed
from the same stem, they share a large morphological family and the mapping is
strong. When fewer words are formed from a stem the mapping is weaker. There
is evidence that both the strength of the correspondence between form and mean-
ing measured over the whole morphological family as well as the orthographic and
semantic similarity between a particular prime and its target can influence the mag-
nitude of facilitation. All else being equal, words with large morphological families
are recognized faster than those with small families (de Jong, Feldman, Schreuder,
Pastizzo & Baayen, 2002; de Jong, Schreuder & Baayen, 2000). However, some
word forms within a morphological family are semantically less well specified or
ambiguous and this can influence the magnitude of morphological facilitation as
well (Feldman & Pastizzo, 2004).

The noun to verb ratio of the stem refers to the frequency with which a stem func-
tions as a noun and as a verb. Words vary with respect to word class ambiguity of
the stem morpheme (e.g., TO HELP, THE HELP) which relates to its number of
Wordnet senses (Beckwith, Fellbaum, Gross, Miller, 1991; Fellbaum, 1998; Miller,
1990). The verb reading allows senses such as GIVE AID, BE OF USE, IMPROVE,
SERVE, AVAIL as contrasted with the noun senses of AID, SERVICE, ASSISTANT. In
addition, words vary with respect to semantic measures based on the number of
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semantic associates. Their interconnections or connectivity also play a role (Nelson,
McEvoy & Schreiber, 1998). For example, HELP has high connectivity as it has 23
associates, including ME, AID, HURT, TROUBLE, and DANGER. The influence of
these and of other measures of semantic richness of the stem on single word recog-
nition latencies has been documented (for an overview see Baayen, Feldman &
Schreuder, 2005). Note that all are graded variables, compatible with variation in the
strength of mappings between form and meaning. Of particular interest is that stems
of regular and irregular verbs tend to differ on a host of semantic (as well as form)
measures. Semantic differences between regular and irregular verbs have been
observed in three Germanic languages including English, and their influence on
performance has been documented in a variety of word recognition tasks (Baayen &
del Prado Martin, 2005; Tabak, Schreuder & Baayen, 2005).

The role of semantically graded variables in morphological processing provides
the focus of the remaining, more experimental, portion of this chapter. In the next
section we describe some of the experimental effects of surface frequency, various
measures of morpheme frequency and morphological family size. We then summa-
rize some new evidence of an inhibitory relation between alternative (i.e., noun vs.
verb) readings of morphologically ambiguous stems, delineate how that measure
complements the more traditional measures of surface and base morpheme fre-
quency, and describe how it poses a challenge to an account whereby effects of
meaning arise only at the whole word level. We then verify this inhibitory morpho-
logical effect under several experimental conditions (intended to bias one of the two
readings). To anticipate, because performance in the lexical decision task can be pre-
dicted from the (natural log) ratio of noun to verb stem frequency when effects of
total stem frequency have been accounted for, the implication is that there is a seman-
tically based organization among inflected words formed from a stem. Here, bivalent
word class of the stem is treated as a manipulation on the number and distribution
of senses. Any differences between nouns and verbs with respect to thematic roles
for their arguments are beyond the present scope. Instead, we focus on semantics
while acknowledging that semantic and syntactic properties are interrelated.

Finally, in the last section of the chapter, we use a variant of the priming task to
demonstrate effects of a target’s richness of meaning. To anticipate, we demonstrate
that semantic differences among targets provide an alternative interpretation for
some of the differences between regularly and irregularly inflected verb forms that
arise in a priming task. Throughout the chapter, the unifying theme is graded
semantic effects that fail to support an account of morphological processing based
on two competing mechanisms, one of which is analytic and operates at the sublexical
level and a second of which is holistic and operates at a whole word (lexical and
semantic) level.

MEASURE OF FREQUENCY: WHOLE WORD AND STEM
One of the most robust findings in the word recognition literature is that frequency

influences the efficiency with which units are processed. Units can be defined with
respect to whole words or their morphemic constituents and processing can be
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defined with respect to a variety of experimental tasks of which lexical decision and
naming aloud are foremost. Many experimental studies have focused on whole
word frequency in print and have demonstrated that, in the lexical decision task,
decision latencies decrease as frequency of a particular word form increases (e.g.,
Balota & Chumbly, 1984; Forster & Chambers, 1973).

The primary tools used to evaluate componential and whole word contributions
to word recognition are based on the frequency of various units. Effects of whole
word surface frequency are interpreted to reflect processing at the level of the
whole word (lexical processing), while effects of total stem frequency (frequency
of stem and inflectional forms) typically provide a window into sublexical process-
ing by relying on the breakdown of words into their morphemic components
(Bertram, et al., 2000). As described above, whole word and analytic processes have
been viewed as alternative and even competing processes where regular words
(e.g., RUNNING) can be recognized by either option, but irregular words (e.g.,
RAN) must be recognized as wholes (Bergman, Hudson & Eling, 1988; Caramazza,
Laudanna & Romani, 1988; Laudanna & Burani, 1995; Schreuder & Baayen, 1995;
Schreuder, Burani & Baayen, 2003; Wurm & Aycock, 2003). In this dual-route frame-
work, the emphasis is on units of varying size (word vs. morpheme) where, to reit-
erate, effects of meaning are assumed to arise at the whole word level (e.g., Rastle,
Davis & New, 2004).

In the morphological domain of word recognition, there are several measures of
morpheme frequency that have been documented, all of which index the strength
of the correspondence between a sequence of letters (or phonemes) and meaning
based on the number or on the frequency of the words that share a particular mor-
pheme (morphological relatives). Not surprisingly, measures tend to be intercorre-
lated, although some are #oken based in that they consider the frequency of the various
related forms while others are gpe based in that they consider only the number of dif-
ferent related forms. For example, the words MARKER, MARKUP, BOOKMARK,
POSTMARK and REMARK as well as the words MARKS, MARKED and MARKING all
contain the (relatively frequent) base morpheme MARK. Latencies in the lexical
decision task typically reflect not only the frequency of a particular target word (sur-
face frequency) such as MARKUP, but also the influence of other existing words
(e.g., MARKER) formed from the same base morpheme or stem (see Table 5.1).

One measure of morphological frequency is stem morpheme frequency, defined as the
total frequency of the stem and all its inflectional forms (e.g., LAND, LANDS,
LANDED, and LANDING). When words have similar surface frequencies, but differ
with respect to the frequency of their base morpheme (cumulative or stem fre-
quency), decision latencies decrease as base frequency increases (Taft, 1979). For
example, the inflected words SIZED and RAKED each have surface frequencies of
4 but base frequencies that are very different, 154 (SIZE, SIZES, SIZED, SIZING) and
15 (RAKE, RAKES, RAKED, RAKING), respectively. In an unprimed lexical decision
task, Taft (1979) used words of this type (surface frequency was matched, but the
base frequency was either high or low) to examine whether base frequency was
important in word recognition. The results revealed that words with higher base fre-
quency were recognized significantly faster than those with a lower base frequency.
However, in the same study, Taft (1979) conducted an additional experiment that
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TABLE 5.1
Frequency Measures for Mark

Form Surface Frequency Lemma Frequency Lemma Total
Mark (verb) 296
Marks 65
Marked 420
Marking 98

> 879 879
Mark (noun) 533
Marks 452

> 985 985 1864
Marking 39
Markings 43

2 82 82 82

Bookmark 5 5
Marker 37 67
Markup N/A N/A
Postmark 4 6
Remark (noun) 341 700
Remark (verb) 108 552
Remarkable 678 678
Trademark 14 20

examined inflected forms matched on base frequency but not on surface frequency
(e.g., THINGS and WORLDS). Results indicated that inflected words with high surface
frequency were recognized faster than those with low surface frequency, suggest-
ing that this frequency measure also is important in the word recognition process.
Evidently, both dimensions of frequency can play a role in word recognition in
English (Taft, 1979). Where there is less consensus is whether the measures are
mutually exclusive such that evidence of one can be interpreted as evidence that
the other plays no role.

The relevance of surface and base morpheme frequency is not uniform over word
types, however. A study by Baayen, Dijkstra, and Schreuder (1997) reported that
response latencies to singular words in Dutch that appear more commonly in a
plural form are determined by the stem (or base) frequency of words inflected from
the base morpheme, whereas latencies to the plural form of those same words are
generally determined by surface frequency. For Dutch nouns whose plural is very
frequent (SCISSORS, EYES), decision latencies reflect the frequency of the plural
form, while decision latencies for lower frequency plural nouns (NEEDLES, EARS)
typically reflect stem frequency. In the original studies, the authors concluded that
when plural nouns are lower in frequency than their singulars, they are processed
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in terms of their base morpheme but when plural nouns are higher in frequency
than their singulars, they are processed as an unanalyzed form. Similar results have
been observed in English and in French (New, Brysbaert, Segui, Ferrand & Rastle,
2001). To reiterate, the underlying assumption is that whole typically and stem mor-
pheme processing work competitively rather than cooperatively and that at any one
time only one measure of frequency is responsible for recognition.

A second morphological measure is fawily size (Schreuder & Baayen, 1997), a type-
based measure that captures the number of different derived and compound words
formed from a base morpheme. Some words like MARK have very large morpholog-
ical families. In the case of MARK, there are 44 members if we include compounds
as well as base morpheme and affix combinations. Other words have much smaller
morphological families. For example, the family of CRY includes only 2 members,
CRIER and OUTCRY.

A third and related morphological measure is cumulative family frequency (Schreuder &
Baayen 1997), a token-based measure that refers to the summed frequency of all
the different polymorphemic words that share a base morpheme. For example, the
summed frequency of MARKER (37), REMARK (341), MARKUP (0), as well as
BOOKMARK (5) and the other family members comprise the cumulative family fre-
quency of MARK (see Table 5.1).

When surface frequency is controlled, decision latencies for single words are faster
for targets composed of a base morpheme that recurs in many words and therefore
has a large morphological family size as compared with targets whose base mor-
pheme forms relatively few words (de Jong et al., 2000; de Jong et al., 2002). A facil-
itatory effect of family size on latencies in an unprimed lexical decision task has been
documented in a range of languages (Baayen et al., 1997; Bertram, Baayen, &
Schreuder, 2000; Ford, Marslen-Wilson, & Davis, 2003; Moscoso del Prado Martin,
2003; Moscoso del Prado Martin, Bertram, Hiikié Schreuder, & Baayen, in press).
Similarly, when word targets appear in isolation in a word recognition task, high
token frequency based on the summed frequency of all word tokens derived from
the stem can influence decision latencies (Colé, Beauvillain & Segui, 1989).

It is common practice among researchers to manipulate morpheme-based or
word-based frequency and interpret the presence of a significant difference as evi-
dence for either analytic or more holistic processing. More recent results based on
regression rather than factorial techniques suggest that, in general, a dichotomous
conceptualization of variables may be overly simplistic and that processing options
are not independent and mutually exclusive as once envisioned (Baayen, 2004;
Moscoso del Prado Martin & Baayen, 2005). With respect to cumulative frequency of
family members and family size, two highly related measures, it is very difficult and
even “ill-advised” (see Baayen, 2004) to manipulate one while holding the other con-
stant. In fact, a regression-based analysis that combines type based measures includ-
ing morphological family size and token based measures sensitive to the distribution
of token-frequency across derived members of the morphological family has
revealed an inhibitory effect of stem frequency that serves as a correction once facil-
itatory effects of family size have been accounted for (Moscoso del Prado Martin,
Kostic & Baayen, 2004, see also Baayen, Tweedie & Schreuder, 2002). Further,
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regression-based analyses show that significant effects of bozh surface and stem frequency
measures often manifest themselves in the sawe experimental contexts. These include
both the lexical decision and the naming tasks with both visual and auditory
presentations of lower frequency words (Wurm & Baayen, 2005).

Concurrent effects of surface and morpheme frequency are more easily accommo-
dated by a single route account than by independent routs (Plaut & Gonnerman,
2000; Rueckl, Mikolinski, Raveh, Miner & Mars, 1997). Accordingly, the emphasis is
on mappings between form and meaning and their systematicity rather than the
potential for decomposition of a complex word into stem and affix. Hence, morpho-
logical family size and other morpheme-based frequency measures capture the map-
pings between form and meaning and a stronger mapping allows for faster responses
in word recognition tasks. A less systematic mapping, more complex semantics, slows
access to meaning.

SEMANTIC PROPERTIES OF THE STEM

The underlying assumption of the traditional dual route account is that the success
of a processing route depends on the presence or absence of a predictable
complex form and of its decomposability. Recognition of irregular inflections and
opaque derivations require an association between stored whole forms that is dis-
tinct from the rule-based processing that applies for predictable inflected forms.
Essentially, as long as the form is predictable, in that it follows a rule, and its mean-
ing is predictable, in that it can be generated from its components so that it is
semantically transparent, the word can be analyzed into its components and recog-
nition latencies should be related to stem frequency.

An inherent problem, however, is that semantic transparency varies not only
between words but also across various senses of a word. In fact, many words have
multiple senses and some senses of the stem are retained more transparently than
others. Thus, transparency can vary across members within a family. The implica-
tion is that semantic transparency cannot be treated as present or absent as it is not
an all-or-none property. Of the many senses of the morpheme MARK listed in
Wordnet (Beckwith, et al., 1991; Fellbaum, 1998; Miller, 1990), for example, a form
like MARKING captures the SIGN and the GRADE senses of MARK whereas
MARKED could just as readily refer to the IMPRESSION, STIGMA or FOOL senses.

The logic delineated above implies that, to the extent that the meaning of the
stem morpheme is transparent in complex prime words, morpheme frequency
should be a stronger and more reliable predictor of decision latencies than surface
frequency. Conversely, semantic complexity due to the potential for multiple
senses may compromise effects of stem frequencies. In addition, there is a second
factor that diminishes the potential for analysis of morphological constituents.
Bertram, Laine, Baayen, Schreuder, and Hyona (2000) have reported that in Finnish
the potential for a single affix to have multiple functions may enhance whole word
processing.

In English, an argument can be made that all verb affixes are functionally
ambiguous. For example, in MARKS the affix S can be the present tense singular
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verbal inflection (“HE MARKS”) or the nominal marker for plural (“MANY MARKS”);
in MARKED the affix ED can be the past participle verbal inflection (“HE HAD
MARKED”), past tense (“HE MARKED”), or an adjective (“DILIGENTLY MARKED”).
Finally, in MARKING the affix ING can be the present progressive verbal inflection
(“HE IS MARKING”) or the noun derived from a verb (“MANY MARKINGS”).
Consistent with the argument of Bertram and his colleagues, because of affix ambi-
guity, decision latencies for ING forms should correlate more strongly with mea-
sures based on surface frequency than with measures based on the cumulative
frequency of the inflected forms generated from a base morpheme.

Items like MARKING pose an interesting problem because not only the stem
but also the complete from are ambiguous and have multiple senses. There is evi-
dence that the noun and verb senses of ING forms can compete in the course of
word recognition even though the meanings are generally semantically related.
Readers have a tendency to interpret all ING affixed stems as verbs as if they fol-
low a rule about the suffix. However, any language-general tendency may be
complemented by a pattern of usage for specific ING forms. Accordingly, the rel-
ative dominance of noun-based usage and verb-based usage for each ING form
becomes critical. Beyond any word-praticular frequency-based processing bias
that we can doucument, we asked whether the relation between frequency and
recognition latencies can be altered either by experimental context (viz., the presence
of many other word forms from the same word class) or by a prime (viz., a funtion
word prime that precedes the ING target) the potentially biases one reading over
another. If there is a bias due to the relative dominance of the noun-based usage ver-
sus the verb-based usage, and if it recurs over various experimental contexts, then it
suggests a sensitivity to the relative dominance of senses compatible with one word
class over the other, a sensitivity that cannot be altered by a late acting selection mech-
anism (cf Badecker & Allen, 2002). It it fails to recur, the context can shift the bias.

THE INFLUENCE OF STEM AND WHOLE WORD FREQUENCY
ON MORPHOLOGICALLY AMBIGUOUS WORDS

In one study, we asked whether various frequency measures predicted latencies
to stem and affix ambiguous ING forms in a visual lexical decision task (Feldman
& Pastizzo, 2004). We focused on ING- affixed words that were ambiguous in
that the same form permitted both a nominal and a verbal interpretation but
ignored any potential differences in patterns of occurrence (whether it appeared
more frequently as a noun or more frequently as a verb) for ING forms of nouns
and verbs in spoken and written texts (Baayen, Feldman & Schreuder, 2005).
Words were selected if the stem could be both a noun and a verb (e.g., TO/THE
MARK) and if the ING functioned both as a noun and a verb (WAS/THE MARK-
ING). In all cases both the nominal and verbal readings could be semantically
transparent with respect to the base morpheme. We estimated the likelihood of
both the nominal and verbal readings (surface frequency) and their total stem
frequency (lemma frequencies) based on inflected forms. Counts for nominal and
verbal frequency for stems tend to be highly correlated, therefore the natural log
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(In) of the ratio of nominal to verbal frequency was our frequency variable of
primary interest. In addition, we included the more conventional measures of
total stem frequency based on all (inflected and uninflected) forms of the stem,
which is the conventional marker for analytic processing, as well as total surface
frequency of the noun and verb readings of the stem + ING form. To anticipate,
as long as the In ratio of nominal to verbal lemma frequency is not highly cor-
related with total stem frequency, it can be entered into a regression equation
along with the other frequency measures without introducing excessive error
due to increased collinearity. In addition to reporting measures based on corre-
lation, we include a manipulation of experimental context and compare words
like LANDING, that are more frequent as nouns than as verbs, and words like
HELPING that are more frequent as verbs than as nouns.

In each experiment, non-word targets were created to mimic the structure of the
word targets (e.g., SILKING). Targets were classified as noun or verb dominant
based on the N/V stem frequency ratio. They appeared with filler words (Exp.1a)
that were either mixed with respect to word class (nouns, verbs and adjectives) or
only nouns (Exp.1b). Results in the unprimed lexical decision task when fillers
included equal numbers of nouns, verbs, and adjectives indicated that latencies
were faster overall for verb dominant forms (599 ms) than for noun dominant forms
(638 ms). Any interpretation of this outcome should take into account the fact that
surface frequencies were higher overall for the verb dominant forms. (Note that
total stem frequencies were not uniformly higher for the verb dominant forms how-
ever.) Correlational analyses based on item means revealed that decision latencies
were negatively correlated with total stem frequency based on the sum of the noun
and verb stem frequencies [r (37) = -.39, p < .02]. These frequencies are described
as the frequency with which a word stem (such as LAND) occurs as a verb and as
a noun. Therefore, a stem such as LAND would have one frequency when it occurs
as a noun and a second frequency when it is used as a verb. More interestingly, as
the ratio between a word’s frequency based on nominal ING and on verbal ING
increased, response latencies in the visual lexical decision task also increased [r (37)
= 45, p <.005]. That is, words ending in functionally ING whose stems occur pre-
dominantly as nouns elicited longer decision latencies than did words whose stems
occur predominantly as verbs. The more the stem of an ING form is used as a noun
as compared to as a verb, the more slowing it incurred. The correlation was slightly
stronger and more significant when we partialled for total frequency of the stem [r
(30) = .52, p < .001]. Similarly, when we altered the composition of filler items, the
ratio of noun to verb frequency and decision latency [r (37) = .35, p < .03] as well
as the total surface frequency [r 37) = —40, p < .01] were significantly correlated
with decision latencies. Again, its explanatory potential strengthened slightly when
we partialled for total stem freq [r (36) = .42, p < .01]. Results in the unprimed lexi-
cal decision task when fillers included only nouns were almost identical except that
latencies were slower overall. Importantly, in neither study was a ratio of (whole
word) surface frequencies a significant predictor of decision latencies tobivalent
ING forms. Measures based on frequencies and latencies are summarized in Tables
5.2 and 5.3 respectively.
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TABLE 5.2
Properties of Verb and Noun Dominant Targets
Dominance
Verb-Dominant Noun-Dominant
Helping Landing

Verb stem 3607 548
Noun stem 403 5535
Total stem 4282 6083
ING verb surface 345 67
ING noun surface 179 92
Ratio lemma N-V (In) —2.70 2.38
Ratio surface N-V (In) -1.19 0.74

TABLE 5.3
Item Means for Experiments 1 and 2

Filler Context

Mixed (Exp. 1a) Nouns (Exp. 1b)
Verb dominant 599 (44) 694 (54)
Noun dominant 638 (56) 746 (67)

Prime (SOA 150 ms)

the was and
Verb dominant 661 (52) 661 (58) 654 (56)
Noun dominant 681 (25) 703 (46) 698 (42)

In a second experiment, we asked whether we could bias the reading of an
ambiguous morphologically complex form by manipulating its priming context so as
to eliminate the inhibitory relation between the noun stem and the verb stem. Primes
consisted of the following three function words: THE, WAS, and AND. We hypothe-
sized that the THE prime would bias the word to be processed as a noun, the WAS
prime would bias verb processing, and that the AND prime, which is less distinct with
respect to the context in which it appears, would serve as a more neutral prime. If all
targets are equally influenced by a prime then latencies may change across priming
contexts but will fail to show an interaction with stem dominance. In addition we ask
whether correlations between latency and frequency ratio arise in prime contexts.

As anticipated based on targets that appeared without primes, results from item
analyses indicated that decision latencies for verb dominant forms were faster than
those for noun dominant forms in all prime contexts. There was a main effect of
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noun vs. verb dominance and, although the pattern of means was suggestive, the
relation between noun and verb dominant forms failed to interact reliably with
prime context (See Table 5.3). Further, there was no significant correlation between
decision latencies and ratios based on noun and verb frequency.

In summary, for ING forms whose stems and affixes are functionally ambiguous
in that they can be regular inflected verb forms or nouns derived from a verb, total
stem frequency of all inflected forms did not reliably predict decision latencies in
the lexical decision task. These results replicated in English what has been reported
in the Finnish language when nouns and their inflected plural forms were matched
on surface frequency, and base frequency was manipulated factorially (Bertram
et al., 2000). Most novel, however, was that a measure based on a ratio of noun
and verb stem frequencies correlated reliably with unprimed decision latencies.
When surface frequency is controlled, words ending in ING whose stems occur
more frequently as nouns than as verbs tend to be slower than those where the
form functions more frequenly as a verb.

Collectively, the implication is that the absence of a correlation between deci-
sion latencies and total stem frequency provides a very weak founation on which
to claim that ambiguous forms must be represented as whole (Bertram et al. 2000).
Here there was structuring among words that share a morphological stem. It seems
that the noun senses and the verb senses are differentiated in the mapping of form
to meaning or perhaps that the noun senses and the verb senses provide the basis
for separate clusters. Moreover if, depending on its frequency, the noun cluster can
offset the typical benefit that accrues for frequent verb readings then we have evi-
dence of a competitive organization within the clustering of words formed from the
noun and the verb stem. In essence, our failure to detect an effect of total stem fre-
quency appears to reflect a semantic organization among stem forms. It cannot
easily be attributed to differences in frequency devoid of semantics. Finally, while
stem noun to verb ratio was a good predictor in noun and mixed filler contexts, the
pres