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Preface

This is the first volume of the new “CEMPI subseries” common to Lecture Notes in
Mathematics and Lecture Notes in Physics. CEMPI, acronym for “Centre Européen
pour les Mathématiques, la Physique et leurs Interactions” is a “Laboratoire
d’Excellence” based on the campus of the Université Lille 1, presented on p. iii. The
material in this volume is based on lectures given during the 2013 Painlevé-CEMPI-
PhLAM Thematic Semester. The central theme of this semester—and hence of this
volume—was the study of the deterministic and stochastic aspects of the nonlinear
complex dynamics of optical and atomic systems, a subject clearly at the interface
of mathematics and physics, and one of the core research areas of CEMPI.

More precisely, the contributions of Professor S. Flach, on one hand, and of
Professors X. Antoine and R. Duboscq, on the other hand, are based on short
post-graduate courses taught during the opening conference of this semester, on
“Nonlinear Optical and Atomic Systems: Deterministic and Stochastic Aspects”,
which took place in January 2013. The contribution by S. De Bièvre, F. Genoud,
and S. Simona Rota Nodari (CEMPI postdoc) grew out of discussions during the
one-month visit of F. Genoud to CEMPI in the framework of the semester. Finally,
F. Macia also spent a month at CEMPI as invited scholar and on that occasion
delivered several lectures that form the basis of his contribution to this volume.

The first chapter, entitled “Nonlinear Lattice Waves in Random Potentials”, is
physics-oriented and is written by Sergej Flach, professor at the New Zealand
Institute for Advanced Study, Massey University, Auckland. It deals with the
quantum dynamics of disordered systems, a very active research area at the
confluence of mathematics and of theoretical and experimental physics. Starting
originally from the celebrated Anderson model, introduced more than 50 years
ago, the field has recently experimented a new burst of activity with the advent
of very clean experiments performed with laser-cooled atoms. In particular, the
use of Bose-Einstein condensates in such experiments has introduced a new and
theoretically challenging characteristic to these systems, namely the presence of
nonlinearities in the mean-field approaches leading to the Nonlinear Schrödinger or
Gross-Pitaevskii equation. In his contribution, Professor Flach provides first a broad
and accessible review of the subject that will constitute a very useful introduction
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vi Preface

for young researchers interested in this field. He then describes some of his many
contributions to the field (which can be found in the references of his text).

The second chapter, entitled “Modeling and Computation of Bose-Einstein
Condensates: Stationary States, Nucleation, Dynamics, Stochasticity”, deals with
another aspect of the study of complex nonlinear dynamical systems. It mainly
concerns numerical simulations of Bose-Einstein condensates (BECs) via the Gross-
Pitaevskii equation. Written by Professors Xavier Antoine, from the Institut Elie
Cartan de Lorraine at the Université de Lorraine, and Romain Duboscq, from the
Institut de Mathématiques de Toulouse at the Université de Toulouse, this chapter
gives a review on the Bose-Einstein condensation, including history, mathematical
models, computations of stationary states and dynamics, and some extensions. The
authors introduce different numerical methods to compute both stationary states and
dynamics of equations. They present the tool GPELab, which allows to compute
multi-component BECs and handle stochastic effects. Many examples are provided
to show the effectiveness of GPELab.

The third chapter, entitled “Orbital Stability: Analysis Meets Geometry”, is
written by three authors. Stephan De Bièvre is professor at the Laboratoire Paul
Painlevé from the Université Lille 1 and CEMPI Scientific Coordinator, François
Genoud is professor at the Faculty of Mathematics from the University of Vienna,
and Simona Rota Nodari is a CEMPI Postdoc. This chapter deals with yet another
aspect of nonlinear dynamics that continues to receive much attention not only
in nonlinear PDE theory, but also in many areas of physics, namely the question
of orbital stability of relative equilibria.The chapter gives an introduction to the
study of this notion of stability for both finite and infinite dimensional Hamiltonian
dynamical systems with symmetry on Banach spaces. Emphasis is put on the
important interplay between geometry and analysis in this subject and in particular
in the energy-momentum method that is explained in detail here. The text is
specifically aimed at young researchers at the Ph.D. or postdoctoral level who wish
to familiarize themselves with the subject. Appendices are provided to introduce
concepts from Lie group theory, Hamiltonian dynamics, and differential geometry,
with the aim of making the text self-contained. Several illustrative examples are
treated in detail for the nonlinear Schrödinger equation, the wave equation, and the
Manakov system. In addition, recent results of F. Genoud on the orbital stability
of solitons for the spatially inhomogeneous nonlinear Schrödinger equation are
presented in some detail to further illustrate the general theory.

The fourth and the last chapter, entitled “High-Frequency Dynamics for the
Schrödinger Equation, with Applications to Dispersion and Observability”, is
written by Fabricio Macià, professor at Universidad Politécnica de Madrid. The
results presented in this chapter are motivated by the fact that an important part
of the study of nonlinear partial differential equations relies on the study of the
corresponding linear problem. For instance, when one wants to prove some (local or
global) existence property for a nonlinear problem, one often has to understand the
“smoothing” properties of the associated linear flow—the most famous example is
given by the so-called Strichartz estimates. The objective of this survey is to describe
some recent results on the regularity properties of the linear Schrödinger flow via
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its Wigner (semiclassical) measures. This survey also covers the introduction to
the semiclassical techniques that are used to define and study Wigner measures
in connection with solutions to the Schrödinger equation. Fabricio Macià presents
recent results on these measures in various geometric settings, with a particular
emphasis on the case of completely integrable systems. He also discusses the
connection of these results with control theory in partial differential equations.

The reader shall thus find in this volume a thorough introduction to various
aspects of the vast domain of nonlinear complex dynamics in infinite dimensional
systems, from mathematical, as well as numerical and physical viewpoints.

Toulouse, France Christophe Besse
Villeneuve d’Ascq Cedex, France Jean-Claude Garreau
March 2015
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Nonlinear Lattice Waves in Random Potentials

Sergej Flach

1 Introduction

In this chapter we will discuss the mechanisms of wave packet spreading in
nonlinear disordered lattice systems. More specifically, we will consider cases
when the corresponding linear wave equations show Anderson localization, and the
localization length is bounded from above by a finite value.

There are several reasons to analyze such situations. Wave propagation in
spatially disordered media has been of practical interest since the early times of
studies of conductivity in solids. In particular, it became of much practical interest
for the conductance properties of electrons in semiconductor devices more than
half a century ago. It was probably these issues which motivated P.W. Anderson
to perform his groundbreaking lattice wave studies on what is now called Anderson
localization [1]. With evolving modern technology, wave propagation became of
importance also in photonic and acoustic devices in structured materials [2, 3].
Finally, recent advances in the control of ultracold atoms in optical potentials made
it possible to observe Anderson localization there as well [4].

In many if not all cases wave-wave interactions can be of importance, or can even
be controlled experimentally. Short range interactions hold for s-wave scattering of
atoms. When many quantum particles interact, mean field approximations often lead
to effective nonlinear wave equations. Electron-electron interactions in solids and
mesoscopic devices are also interesting candidates with the twist of a new statistics
of fermions. As a result, nonlinear wave equations in disordered media become
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2 S. Flach

of practical importance. High intensity light beams propagating through structured
optical devices induce a nonlinear response of the medium and subsequent nonlinear
contributions to the light wave equations. While electronic excitations often suffer
from dephasing due to interactions with other degrees of freedom (e.g. phonons),
the level of phase coherence can be controlled in a much stronger way for ultracold
atomic gases and light.

There is moreover a fundamental mathematical interest in the understanding,
how Anderson localization is modified in the presence of nonlinear terms in the
wave equations. All of the above motivates the choice of corresponding linear
wave equations with finite upper bounds on the localization length. Then, the linear
equations admit no transport. Analyzing transport properties of nonlinear disordered
wave equations allows to observe and characterize the influence of wave-wave
interactions on Anderson localization in a straightforward way. Finite upper bounds
on the localization length for the corresponding linear wave equations are obtained
for few band problems, which are essentially emulating waves on lattices. Finite
upper bounds on the localization length also allow to exclude overlap of initial states
with eigenstates of the linear equation which have a localization length larger than
the considered system size, or which even have a diverging localization length.

No matter how tempting the general research theme of this chapter is, one has to
break it down to a list of more specific questions to be addressed. Let us attempt to
file such a list, without pretending completeness:

• I. In his pioneering work Anderson addressed the fate of an initially localized
wave packet during the subsequent evolution within the Schrödinger equation
for a single particle [1]. In particular, he showed that the return probability stays
finite for infinite times, which essentially proves localization for the whole wave
packet for all times. What is the outcome for the case with nonlinear terms?

• II. Anderson localization is equivalent to the statement that all eigenstates of
the corresponding time-independent Schrödinger equation are spatially localized.
Can these stationary states be continued into the nonlinear wave equation? What
are the properties of such stationary states in the nonlinear wave equation?

• III. The linear wave equation which enjoys Anderson localization yields zero
conductivity, i.e. the system is an insulator, which is particularly true even for
finite densities of an infinitely extended wave state. Will the conductivity stay
zero for nonlinear wave equations, or become finite?

• IV. If qualitatively new physics is found in the presence of nonlinear terms in
any of the above cases, how does it reconnect back to the linear equation which
enjoys Anderson localization?

• V. Quantizing the field equations leads to many-body interactions. What is the
outcome for the above cases?

• VI. Wave localization for linear wave equations can be obtained also with
quasiperiodic potentials (or in general correlated random potentials), even for
potentials with nonzero dc bias, but also for kicked systems (dynamical local-
ization in momentum space). What is the outcome for all above cases (where
applicable) then?
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We will mainly focus on the first item. A number of studies was devoted to that
subject (see e.g. [5–10] as entree appetizers). It goes beyond the capabilities of this
chapter to give a full account on all publications for the listed items. Some of them
will be briefly discussed. Nevertheless we list also a number of key publications as
entree appetizers for the items II–VI: II [11, 12], III [13, 14], IV [15–18], V [19–21],
VI [22–25].

The chapter is structured in the following way. In Sect. 2 we introduce the
models, and briefly discuss Anderson localization in Sect. 3. In Sect. 4 we then
proceed with adding nonlinear terms to the wave equations. Using a secular normal
form approach we demonstrate that a number of approximate treatments of the
nonlinear terms keep localization intact, in contrast to a large number of numerical
observations. We identify omitted resonances, their occurrence probabilities, and
formulate expected dynamical regimes on that basis. Section 4 is closed with a
technical discussion of different ways to characterize the evolution of wave packets.
A number of numerical results on wave packet spreading are discussed in Sect. 5.
Section 6 is devoted to the formulation of an effective noise theory which is capable
of describing the numerical observations. The various additional predictions of the
effective noise theory, along with their numerical tests, are presented in Sect. 7.
A short discussion of wave packet dynamics in related models with correlated
potentials is given in Sect. 8. Section 9 closes this chapter with a discussion the
probalistici restoring of Anderson localization for weak nonlinearity, and issues
open for future research.

2 Lattice Wave Equations

For the sake of simplicity we will first discuss one-dimensional lattice models, and
subsequently generalize. We will use the Hamiltonian of the disordered discrete
nonlinear Schrödinger equation (DNLS)

HD D
X

l

�lj lj2 C ˇ

2
j lj4 � . lC1 �

l C  �
lC1 l/ (1)

with complex variables l, lattice site indices l and nonlinearity strength ˇ � 0. The
uncorrelated random on-site energies �l are distributed with the probability density
distribution (PDF) P�.jxj � W=2/ D 1=W and P�.jxj > W=2/ D 0. where
W denotes the disorder strength. The equations of motion are generated by P l D
@HD=@.i ?l /:

i P l D �l l C ˇj lj2 l �  lC1 �  l�1 : (2)

Equation (2) conserve the energy (1) and the norm S D P
l j lj2. Note that varying

the norm of an initial wave packet is strictly equivalent to varying ˇ. Note also
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that the transformation  l ! .�1/l �
l , ˇ ! �ˇ, �l ! ��l leaves the equations

of motion invariant. Therefore the sign of the nonlinear coefficient ˇ can be fixed
without loss of generality. Equations (1) and (2) are derived e.g. when describing
two-body interactions in ultracold atomic gases on an optical lattice within a mean
field approximation [26], but also when describing the propagation of light through
networks of coupled optical waveguides in Kerr media [27].

Alternatively we also refer to results for the Hamiltonian of the quartic Klein-
Gordon lattice (KG)

HK D
X

l

p2l
2

C Q�l

2
u2l C 1

4
u4l C 1

2W
.ulC1 � ul/

2; (3)

where ul and pl are respectively the generalized coordinates and momenta, and Q�l

are chosen uniformly from the interval
�
1
2
; 3
2

�
. The equations of motion are Rul D

�@HK=@ul and yield

Rul D �Q�lul � u3l C 1

W
.ulC1 C ul�1 � 2ul/ : (4)

Equation (4) conserve the energy (3). They serve e.g. as simple models for the
dissipationless dynamics of anharmonic optical lattice vibrations in molecular
crystals [28]. The energy of an initial state E � 0 serves as a control parameter of
nonlinearity similar to ˇ for the DNLS case. For small amplitudes the equations of
motion of the KG chain can be approximately mapped onto a DNLS model [29, 30].
For the KG model with given parameters W and E, the corresponding DNLS model
(1) with norm S D 1, has a nonlinearity parameter ˇ � 3WE. The norm density
of the DNLS model corresponds to the normalized energy density of the KG model
[30].

The theoretical considerations will be performed within the DNLS framework. It
is straightforward to adapt them to the KG case.

3 Anderson Localization

For ˇ D 0 with  l D Al exp.�i�t/ Eq. (1) is reduced to the linear eigenvalue
problem

�Al D �lAl � Al�1 � AlC1 : (5)

The normal modes (NM) are characterized by the normalized eigenvectors A�;l
(
P

l A2�;l D 1/. The eigenvalues �� are the frequencies of the NMs. The width of
the eigenfrequency spectrum �� of (5) is � D W C 4 with �� 2 ��2 � W

2
; 2C W

2

�
.

While the usual ordering principle of NMs is with their increasing eigenvalues, here
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we adopt a spatial ordering with increasing value of the center-of-norm coordinate
X� D P

l lA2�;l.
The asymptotic spatial decay of an eigenvector is given by A�;l � e�jlj=�.�� / where

�.��/ is the localization length and �.��/ � 24.4 � �2�/=W2 for weak disorder
W � 4 [31].

The NM participation number p� D 1=
P

l A4�;l measures the number of strongly
excited lattice sites in a given wave density distribution. It is one possible way to
quantize the spatial extend V� (localization volume) of a NM. However fluctuations
of the density distribution inside a given NM lead to an underestimate of V� when
using p� . A better way to estimate the distance between the two exponential tails
of an eigenvector is to use the second moment of its density distribution m.�/

2 D
P

l.X� � l/2A2�;l. It follows that the estimate V� D
q
12m.�/

2 is highly precise and
sufficient for most purposes [32]. The localization volume V is on average of the
order of 3� for weak disorder, and tends to V D 1 in the limit of strong disorder.

Consider an eigenstate A�;l for a given disorder realization. How many of the
neighboring eigenstates will have non-exponentially small amplitudes inside its
localization volume V�? Note that there is a one-to-one correspondence between
the number of lattice sites, and the number of eigenstates. Therefore, on average
the number of neighboring eigenstates will be simply V� . Let us consider sets of
neighboring eigenstates. Their eigenvalues will be in general different, but confined
to the interval � of the spectrum. Therefore the average spacing d of eigenvalues
of neighboring NMs within the range of a localization volume is of the order of
d � �=V , which becomes d � �W2=300 for weak disorder. The two scales
d � � are expected to determine the packet evolution details in the presence of
nonlinearity.

Due to the localized character of the NMs, any localized wave packet with size L
which is launched into the system for ˇ D 0, will stay localized for all times. If L �
V , then the wave packet will expand into the localization volume. This expansion
will take a time of the order of �lin D 2�=d. If instead L � V , no substantial
expansion will be observed in real space. We remind that Anderson localization is
relying on the phase coherence of waves. Wave packets which are trapped due to
Anderson localization correspond to trajectories in phase space evolving on tori, i.e.
they evolve quasi-periodically in time.

Finally, the linear wave equations constitute an integrable system with conserved
actions where the dynamics happens to be on quasiperiodic tori in phase space. This
can be safely stated for any finite, whatever large, system.

4 Adding Nonlinearity

The equations of motion of (2) in normal mode space read

i P	� D ��	� C ˇ
X

�1;�2;�3

I�;�1;�2;�3	
�
�1
	�2	�3 (6)
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with the overlap integral

I�;�1;�2;�3 D
X

l

A�;lA�1;lA�2;lA�3;l : (7)

The variables 	� determine the complex time-dependent amplitudes of the NMs.
The frequency shift of a single site oscillator induced by the nonlinearity is ıl D

ˇj lj2. If instead a single mode is excited, its frequency shift can be estimated by
ı� D ˇj	� j2=p� .

As it follows from (6), nonlinearity induces an interaction between NMs. Since
all NMs are exponentially localized in space, each normal mode is effectively
coupled to a finite number of neighboring NMs, i.e. the interaction range is finite.
However the strength of the coupling is proportional to the norm density n D j	j2.
Let us assume that a wave packet spreads. In the course of spreading its norm
density will become smaller. Therefore the effective coupling strength between NMs
decreases as well. At the same time the number of excited NMs grows. One possible
outcome would be: (I) that after some time the coupling will be weak enough to be
neglected. If neglected, the nonlinear terms are removed, the problem is reduced
to an integrable linear wave equation, and we obtain again Anderson localization.
That implies that the trajectory happens to be on a quasiperiodic torus—on which
it must have been in fact from the beginning. It also implies that the actions of the
linear wave equations are not strongly varying in the nonlinear case, and we are
observing a kind of Anderson localization in action subspace. Another possibility
is: (II) that spreading continues for all times. That would imply that the trajectory
does not evolve on a quasiperiodic torus, but instead evolves in some chaotic part
of phase space. This second possibility (II) can be subdivided further, e.g. assuming
that the wave packet will exit, or enter, a Kolmogorov-Arnold-Moser (KAM) regime
of mixed phase space, or stay all the time outside such a perturbative KAM regime.
In particular if the wave packet dynamics will enter a KAM regime for large times,
one might speculate that the trajectory will get trapped between denser and denser
torus structures in phase space after some spreading, leading again to localization
as an asymptotic outcome, or at least to some very strong slowing down of the
spreading process. We will not go into details of such possible scenaria, but want
the reader to be aware of the fact that the rather innocent set of questions at stake
can quickly lead into highly sophisticated mathematical fields.

Consider a wave packet with size L and norm density n. Replace it by a finite
system of size L and norm density n. Such a finite system will be in general
nonintegrable. Therefore the only possibility to generically obtain a quasiperiodic
evolution is to be in the regime where the KAM theorem holds. Then there is a finite
fraction of the available phase space volume which is filled with KAM tori. For a
given L it is expected that there is a critical density nKAM.L/ below which the KAM
regime will hold. We do not know this L-dependence. Computational studies may
not be very conclusive here, since it is hard to distinguish a regime of very weak
chaos from a strict quasiperiodic one on finite time scales.
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The above first possible outcome (I) (localization) will be realized if the packet is
launched in a KAM regime. Whether that is possible at all for an infinite system is
an open issue. The second outcome (II) (spreading) implies that we start in a chaotic
regime and remain there. Since the packet density is reduced and is proportional to
its inverse size L at later times, this option implies that the critical density nKAM.L/
decays faster than 1=L, possibly faster than any power of 1=L.

Let us discuss briefly one example of an integrable system, for which Anderson
localization will not be destroyed. Consider a Hamiltonian in NM representation
using actions J� and angles 
� as coordinates:

Hint D
X

�

��J� C ˇ
X

�1;�2;�3;�4

I�1;�2;�3;�4
p

J�1J�2J�3J�4 : (8)

We assume that the set of eigenfrequencies f��g and the overlap integrals I�1;�2;�3;�4
are identical with those describing the DNLS model (6), (7). The equations of
motion PJ� D �@Hint=@
� and P
� D @Hint=@J� yield PJ� D 0 since the integrable
Hamiltonian (8) depends only on the actions. Therefore, any localized initial
condition (e.g. J�.t D 0/ / ı�;�0) will stay localized, since actions of modes which
are at large distances will never get excited. Thus, any observed spreading of wave
packets, which we will study in detail in the present work, is presumably entirely
due to the nonintegrability of the considered models, at variance to (8).

4.1 The Secular Normal Form

Let us perform a further transformation 	� D e�i�� t�� and insert it into Eq. (6):

i P�� D ˇ
X

�1;�2;�3

I�;�1;�2;�3�
�
�1
��2��3e

i.��C��1���2���3 /t : (9)

The right hand side contains oscillating functions with frequencies

��;n � �� C ��1 � ��2 � ��3 ; n � .�1; �2; �3/ : (10)

For certain values of �;n the value ��;n becomes exactly zero. These secular terms
define some slow evolution of (9). Let us perform an averaging over time of all
terms in the rhs of (9), leaving therefore only the secular terms. The resulting secular
normal form equations (SNFE) take the form

i P�� D ˇ
X

�1

I�;�;�1;�1 j��1 j2�� : (11)

Note that possible missing factors due to index permutations can be absorbed into
the overlap integrals, and are not of importance for what is following. The SNFE
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can be now solved for any initial condition ��.t D 0/ D �� and yields

��.t/ D ��e
�i˝� t ; ˝� D ˇ

X

�1

I�;�;�1;�1 j��1 j2 : (12)

Since the norm of every NM is preserved in time for the SNFE, it follows that
Anderson localization is preserved within the SNFE. The only change one obtains
is the renormalization of the eigenfrequencies �� into Q�� D �� C ˝� . Moreover,
the phase coherence of NMs is preserved as well. Any different outcome will
be therefore due to the nonsecular terms, neglected within the SNFE. We note
that I�;�;�;� � p�1

� . Then the sum in (7) contains only nonnegative terms. By
normalization A�;l � 1=

p
V inside its localization volume, and therefore I�;�;�;� �

1=V . Similar argumentation leads to I�;�;�1;�1 � 1=V if both modes reside in the
same localization volume.

Let us discuss several different initial states. (a) If only one normal mode is ini-
tially excited to norm n, then it follows from (12) that its frequency renormalization
˝� D ˇnp�1

� � ˇn=V where V is a typical localization volume of a normal mode.
Comparing this value to the spacing d � �=V we conclude that a perturbation
approach (and therefore Anderson localization) might survive up to finite values of
ˇn � �. (b) If however a large group of normal modes is excited inside a wave
packet such that all normal modes have norm n, then the sum in (12) will change
the frequency renormalization to ˝� � ˇn for each of the participating modes.
Comparing that to the spacing d we now find that perturbation approaches might
break down at sufficiently weaker nonlinearities ˇn � �=V . (c) Finally assume
that only one lattice site is initially excited with norm n. That means that V normal
modes are excited each with norm n=V . And that is also what we will see in a
dynamical evolution of the linear wave equation—after some short transient time
the wave packet will occupy a localization volume region and stay in there. Then
the frequency normalization for each participating mode becomes ˝� � ˇn=V as
in (a), and perturbation theory is expected to break down again at ˇn � �.

All of the considered lattices allow for selftrapped states in the regime of strong
nonlinearity. These are well known as discrete breathers, intrinsic localized modes,
and discrete solitons [33] which are time-periodic but spatially localized exact
solutions of the equations of motion. They exist for any sign of nonlinearity due
to the underlying lattice, which generates finite bounds on the spectrum of the linear
wave equation. Discrete breathers appear because the nonlinear terms renormalize
(shift) frequencies completely out of the linear wave spectrum. In the limit of
strong nonlinearity these states are essentially single site excitations, with very
little amplitudes present on neighboring sites. Therefore, the natural basis for the
physics of selftrapping is the original lattice itself, rather than the normal modes of
the linear wave equation. This becomes evident when considering a lattice without
any disorder, for which the normal modes of the linear wave equation are extended
states, yet selftrapping and discrete breathers are perfectly present as well within
the nonlinear wave equation. Selftrapping and discrete breathers are examples of
a nonperturbative physics of strong nonlinearity. For the above cases of initial
conditions, selftrapping can be effectively predicted whenever a single oscillator
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on one site renormalizes its frequency �l C ˇj lj2 such that it exits the linear wave
spectrum. For the above initial state case (a) this happens when ˇn � V.�=2���/,
about V times larger than the perturbation threshold. For case (b) the norm n per
normal mode is also the norm n per lattice site. Therefore selftrapping is expected
at ˇn � �=2, again about V times larger than the corresponding perturbation
threshold. However, case (c) is different. Here we place a norm n initially on one
site. If the selftrapping condition for that site holds, the dynamics will stay from
scratch in the nonperturbative discrete breather regime, without any chance to spread
into a localization volume region set by the linear wave equation. Therefore the
selftrapping threshold reads ˇn � �=2 � �l and becomes of the same order as
the perturbation threshold. Single site excitations will be thus launched either in
a perturbative regime, or in a self trapped one. The other initial states allow for
a third regime—outside the perturbative regime, but well below the selftrapping
one. For reasons to come, we coin this additional regime strong chaos regime, and
the perturbative regime weak chaos regime. We recapitulate again, that single site
excitations are expected to be either in the regime of weak chaos, or selftrapping.
Other initial states allow for another intermediate regime of strong chaos.

4.2 Expected Dynamical Regimes

Consider a wave packet at t D 0 which has norm density n and size L. Let us wrap
the above discussion into expected dynamical regimes [34]. Note that due to the
above ambiguities, the following estimates are at the best semi-quantitative.

SINGLE SITE EXCITATIONS with norm n and �l D 0 at the excitation site:

ˇn < �=2 W weak chaos

strong chaos not present (13)

ˇn > �=2 W selftrapping

SINGLE MODE EXCITATIONS with norm n and �� D 0 for the excited mode:

ˇn < � W weak chaos

� < ˇn < V�=2 W strong chaos (14)

V�=2 < ˇn W selftrapping

MULTI SITE/MODE WAVE PACKET with norm density n per site/mode and size V:

ˇn < �=V W weak chaos

�=V < ˇn < �=2 W strong chaos (15)

�=2 < ˇn W selftrapping
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4.3 Beyond the Secular Normal Form

The time-averaged secular norm form (11) keeps the integrability of the nonlinear
wave equation, and therefore also keeps Anderson localization. Any deviation from
Anderson localization is therefore due to the omitted time-dependent oscillating
terms in (9). Let us isolate one of the many terms in the rhs sum in (9)

P�� D ˇI�;n�
�
�1
��2��3e

i��;nt : (16)

Assume a solution of the secular normal form equations (11) in the limit of weak
nonlinearity which we coined weak chaos. Consider the solution of (16) as a first
order correction. This correction has an amplitude

j�.1/� j D jˇ��1��2��3 jR�1
�;n ; R�;n �

ˇ̌
ˇ̌��;n

I�;n

ˇ̌
ˇ̌ : (17)

The perturbation approach breaks down, and resonances set in, when j�� j < j�.1/� j
for at least one triplet n, and for at least one excited reference mode �:

j�� j < j��1��2��3 j
ˇ

R�;n
: (18)

Let us discuss this result. The eigenfrequencies contribute through the quadruplet
��;n (10). This quantity can be also interpreted as the difference of two eigenvalue
differences. Resonances will be triggered for small quadruplets. However, for this to
hold we do not need to request that two of the participating eigenvalues are close. In
fact, since we consider only participating states from one localization volume, level
repulsion between neighboring eigenvalues will be present anyway, such that the
level spacing of nearest neighbor eigenvalues shows signatures of Wigner-Dyson
distributions characteristic for random matrices (Fig. 4 in [32]). This means in
particular, that the probability density function (PDF) and therefore the probability
of finding weakly separated (well beyond d) eigenvalues tends to zero for vanishing
separation. However, the above quadruplet can become small for eigenvalues which
are separated way beyond d. An extreme example is an equidistant spectrum which
allows for exact zeros of quadruplets. In the disordered case with V 	 1, for one
reference mode � we consider V states in its localization volume, which allow for
about V3 quadruplet combinations. It is reasonable to assume that the set of V
eigenvalues will show correlations on energy separations of the order of d (level
spacing), but a decay of these correlations at larger energy distances. Therefore,
for most of the V3 combinations, the participating eigenvalues can be considered to
be uncorrelated. With that assumption, the PDF W�.��;n/, which is a sum of four
random numbers, can be expected to be close to a normal distribution due to the
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central limit theorem, i.e.

W�.x/ � 1p
2�

e� x2

22 ; 2 D �2

12
: (19)

In a recent study of a one-dimensional ladder geometry [35] the closeness of the
normal distribution to W� was numerically confirmed. Since we are interested in
small quadruplet values, we stress that the normal distribution has a finite value at
zero argument, i.e.

W�.0/ �
p
3p

2��
: (20)

Again the predicted value is only a factor of two off the actual numbers computed
in [35].

The second important quantity which enters (18) through the definition of R�;n in
(17) are the overlap integrals I�;n. Much less is known about these matrix elements
(however see [32]). It is instructive to mention that the same overlap integrals play a
crucial role when estimating the localization length of two interacting particles (e.g.
within a Bose-Hubbard chain) with onsite disorder [20, 36, 37] and are the main
reason for the absence of any consensus on the scaling properties of this localization
length. This is mainly due to the strong correlations between eigenvectors of states
residing in the same localization volume but having sufficiently well separated
eigenvalues. Let us ignore those difficulties for the moment, and assume that we
can operate with one characteristic (average) overlap integral hIi. Then the PDF WR

of R becomes

WR.x/ D hIiW�.hIix/ ; WR.0/ D
p
3hIip
2��

: (21)

With the additional assumption that all amplitudes � � p
n (note that this excludes

a systematic consideration of a single normal mode excitation) we arrive at the
resonance condition

ˇn < R�;n : (22)

For a given set f�;ng the probability of meeting such a resonance is given by

P�;n D
Z ˇn

0

WR.x/dx ; P�;njˇn!0 !
p
3hIip
2��

ˇn : (23)

For a given reference mode � there are V3 combinations of quadruplets. The
probability that at least one of these quadruplets satisfies the resonance condition
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is equivalent to the probability that the given mode violates perturbation theory:

P� D 1 �
 
1 �

Z ˇn

0

WR.x/dx

!V3

; P� jˇn!0 !
p
3V3hIip
2��

ˇn : (24)

The main outcome is that the probability of resonance is proportional to ˇn for
weak nonlinearity. Moreover, within the disorder interval 1 � W � 6 a numerical
evaluation of the average overlap integral hIi � 0:6 V�1:7 [32]. This yields
P� jˇn!0 � 0:43 V0:3.ˇn=d/. The uncertainty of the correct estimate of the overlap
integral average, and the restricted studied disorder range may well address the weak
dependence V0:3. What remains however is evidence that the resonance probability
for weak nonlinearity is proportional to the ratio .ˇn/=d. Therefore a practical
outcome is that the average spacing d sets the energy scale—for ˇn � d the
resonance probability P � .ˇn/=d, while for ˇn 	 d the resonance probability
P � 1. As already anticipated at the end of the previous subsection, two regimes of
weak and strong chaos can be defined depending on the ratio .ˇn/=d. In the regime
of strong chaos, any normal mode within an excited wave packet will be resonant
and not obeying perturbation theory. In the regime of weak chaos, this will be true
for a fraction of modes.

A straightforward numerical computation of the above probability can be
performed avoiding a number of the above assumptions. For a given NM � we define
R�;n0 D minn R�;n. Collecting R�;n0 for many � and many disorder realizations,
we can obtain the probability density distribution W .R�;n0 /. The probability P for
a mode, which is excited to a norm n (the average norm density in a packet of
modes), to be resonant with at least one triplet of other modes at a given value of the
interaction parameter ˇ is again given by Krimer and Flach [32] and Skokos et al.
[10]

P D
Z ˇn

0

W .x/dx : (25)

Therefore again W .R�;n0 ! 0/ ! C.W/ ¤ 0 [10]. For the cases studied, the
constant C drops with increasing disorder strength W, in agreement with (24), which

suggests C D
p
3V3hIip
2��

.

The large power V3 in (24) allows to make a simple exponential approximation

W .R/ � Ce�CR ; C D
p
3V3hIip
2��

: (26)

which in turn can be expected to hold also for the case of weak disorder. It leads to
the approximative result

P D 1 � e�Cˇn : (27)
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Therefore the probability for a mode in the packet to be resonant is proportional to
Cˇn in the limit of small n [9, 10].

We stress again that the discussed uncertainty in the definition of an average
overlap integral, and the fact that the distribution of quadruplets is expected to be
controlled by the stiffness of the set of eigenvalues of the normal mode set f�;ng
rather than its spacing d, might be related. This does become evident if assuming
an equidistant set. But then again, for a disordered system discussed here, the only
scale on which the quadruplets can fluctuate close to zero, is the spacing d.

4.4 Measuring Properties of Spreading Wave Packets

We remind that the ordering of NMs is chosen to be by increasing value of the
center-of-norm coordinate X� . We will analyze normalized distributions n� � 0

using the second moment m2 D P
�.� � N�/2n� , which quantifies the wave packet’s

degree of spreading and the participation number P D 1=
P

� n2� , which measures
the number of the strongest excited sites in n� . Here N� D P

� �n� . We follow norm
density distributions n� � j	�j2=P� j	�j2. The second moment m2 is sensitive to
the distance of the tails of a distribution from the center, while the participation
number P is a measure of the inhomogeneity of the distribution, being insensitive
to spatial correlations. Thus, P and m2 can be used to quantify the sparseness of a
wave packet through the compactness index

� D P2=D

m2

(28)

where D is the dimension of the lattice.
In order to have a scale for �, we can consider a system of harmonic oscillators

(normal modes) which are weakly interacting through nonlinear couplings. The
contribution of the nonlinear interaction to the overall energy E of the system is
assumed to be small and negligible. However it is essential in order to assume
that the considered system is ergodic, i.e. we can replace time averages by suitable
ensemble distribution averages. We also assume for simplicity that the distribution
is of Boltzmann type. Therefore with good accuracy each oscillator is characterized
by its own distribution �.E�/ D e�ˇBE� =ˇB where ˇB is the inverse temperature, and
E� is the energy of an oscillator with average 1=ˇB. We consider a lattice bounded
by a D-dimensional sphere with radius R 	 1 which contains N lattice sites, and
therefore N oscillators. For D D 1 we have N D 2R, for D D 2 it follows N D �R2

and for D D 3 we have N D 4�R3=3. We now evaluate the normalized energy
distribution ˇBE�=N. Due to ergodicity the inverse of the participation number
1=P D .ˇB=N/2

P
� E2� D ˇ2B=N

R
�.E/E2 D 2=N. The second moment can be

estimated at any time to be m2 D R2=2 (for D D 2) and m2 D 3R2=5 (for
D D 3) since enough oscillators at large but constant distance from the center
allow for an ensemble average. In the one-dimensional case such an estimate can be
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performed only after a time average over times larger than the equipartition times
(equivalently the correlation decay times) and yields m2 D L2=3 (for D D 1).
Finally we neglect correlations between P and m2 and find with the definition of
(28) that the compactness index of a thermal cloud of weakly interacting oscillators
� D 3 (for D D 1), � D 2� � 6:28 (for D D 2) and � D .4�=3/2=35=3 � 4:33 (for
D D 3). Such a result can be straightforwardly used for the KG lattice. For norm
density distributions of the DNLS model a W-dependent correction can be expected,
however the numerical data show that this is not of central importance. If we
assume that density distributions experience large gaps between isolated fragments
of the wave packet, then the compactness index will be lowered down from its
equipartition value. In particular, for the above discussed case of selftrapping, we
expect that at least a part of the initial state stays localized, while another part might
spread. Then the second moment m2 is expected to grow, the participation number
P will stay approximately constant, and consequently the compactness index � will
drop substantially down from its equipartition value.

In order to probe the spreading, we can also compute higher order moments
m� D P

�.� � N�/�n� . In particular the kurtosis � D m4=m2
2 � 3 is useful as an

indicator of the overall shape of the probability distribution profile. Large values
correspond to profiles with sharp peaks and long extending tails. Low values are
obtained for profiles with rounded/flattened peaks and steeper tails. For example, the
Laplace distribution has � D 3, while a compact uniform distribution has � D �1:2
[38].

5 Computing Spreading Wave Packets: Collecting Evidence

We will present results on long time numerical simulations. We therefore first dis-
cuss the methods and particularities of our computations (see [10] for more details).
For both models, symplectic integrators were used. These integration schemes
replace the original Hamiltonian by a slightly different (and time-dependent) one,
which is integrated exactly. The smaller the time steps, the closer both Hamiltonians.
Therefore, the computed energy (or norm) of the original Hamiltonian function will
fluctuate in time, but not grow. The fluctuations are bounded, and are due to the fact,
that the actual Hamiltonian which is integrated, has slightly different energy.

Another possible source of errors is the roundoff procedure of the actual
processor, when performing operations with numbers. Sometimes it is referred to
as ‘computational noise’ although it is exactly the opposite, i.e. purely deterministic
and reproducible. The influence of roundoff errors on the results was discussed in
[10].

The KG chain was integrated with the help of a symplectic integrator of order
O.�4/ with respect to the integration time step � , namely the SABA2 integrator
with corrector (SABA2C), introduced in [39]. A brief presentation of the integration
scheme, as well as its implementation for the particular case of the KG lattice (3)
is given in Appendix [10]. The SABA2C integration scheme proved to be very
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efficient for long integrations (e.g. up to 1010 time units) of lattices having typically
N D 1000 sites, since it kept the required computational time to feasible levels,
preserving at the same time quite well the energy of the system. For example, an
integration time step � D 0:2 usually kept the relative error of the energy smaller
than 10�4.

The DNLS chain was integrated with the help of the SBAB2 integrator [39] which
introduces an error in energy conservation of the order O.�2/. The number of sites
used in computations varied from N D 500 to N D 2000, in order to exclude finite
size effects in the evolution of the wave packets. For � D 0:1 the relative error of
energy was usually kept smaller than 10�3. It is worth mentioning that, although the
SBAB2 integrator and the commonly used leap-frog integrator introduce errors of
the same order, the SBAB2 scheme exhibits a better performance since it requires
less CPU time, keeping at the same time the relative energy error to smaller values
than the leap-frog scheme.

We remind that we order the NMs in space by increasing value of the center-of-
norm coordinate X� D P

l lA2�;l. We analyze normalized distributions z� � 0 using
the second moment m2 D P

�.� � N�/2z� , which quantifies the wave packet’s degree
of spreading and the participation number P D 1=

P
� z2� , which measures the

number of the strongest excited sites in z� . Here N� D P
� �z� . For DNLS we follow

norm density distributions z� � j	� j2=P� j	�j2. For KG we follow normalized

energy density distributions z� � E�=
P

� E� with E� D PA2�=2C!2�A2�=2, where A�
is the amplitude of the �th NM and !2� D 1C .�� C 2/=W.

5.1 Single Site Excitations

We first show results for single site excitations from [10] in Fig. 1 with W D 4,
n D 1 and �l D 0 at the excitation site. We plot the time dependence of the second
moment m2, the participation number P and the compactness index �. Let us discuss
the DNLS model (left plots in Fig. 1). The outcome for the KG model (right plots
in Fig. 1) is impressively similar. For ˇ D 0 both m2 and P are constant in time
respecting Anderson localization. For ˇ D 0:1 the quantities fluctuate around their
ˇ D 0 values up to t � 106 and start to grow for larger times, signaling a spreading
of the wave packet and a departure from Anderson localization. For ˇ D 1 the
spreading is observable already at shorter times. Note that the compactness index �
tends to its equipartition value � � 3. Finally, deep in the selftrapping regime ˇ D
4:5 the participation number P stays finite, since a significant part of the wave packet
stays localized. Nevertheless, a part of the wave packet spreads with the second
moment m2 again growing in time. This growth appears to follow a subdiffusive law
m2 � t1=3. For single site excitations strong chaos is not expected to be observed
(13). Note that the observed crossover from weak chaos to selftrapping happens for
1 < ˇ < 4:5 which compares well with the expected value ˇ � 4 using (13).
Repeating the simulations for 20 different disorder realizations in the regime of
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Fig. 1 Single site excitations. m2 and P versus time in log–log plots. Left plots: DNLS with W D
4, ˇ D 0; 0:1; 1; 4:5 [(o), orange; (b), blue; (g) green; (r) red]. Right plots: KG with W D 4

and initial energy E D 0:05; 0:4; 1:5 [(b) blue; (g) green; (r) red]. (o) Orange curves for the
linear equations of motion, where the term u3l in (4) was absent. The disorder realization is kept
unchanged for each of the models. Dashed straight lines guide the eye for exponents 1/3 (m2) and
1/6 (P) respectively. Insets: the compactness index � as a function of time in linear-log plots for
ˇ D 1 (DNLS) and E D 0:4 (KG). Adapted from [10]

weak chaos, with subdiffusive growth of m2 � t˛ starting around t D 102, an
average hlog10 m2i is obtained. Its time dependence over 6 (DNLS) up to 8 (KG)
decades in time was fitted with a power law, yielding ˛ D 0:33 ˙ 0:02 for DNLS
and ˛ D 0:33˙ 0:05 for KG [10].

5.2 Single Mode Excitations

For single mode excitations we find a similar outcome, but with rescaled critical
values for the nonlinearity strength which separate the different regimes. Examples
are shown in Fig. 2 for W D 4, n D 1 and �� � 0 for the initially excited mode.
As in the case of single site excitations presented in Fig. 1, the compactness index
� plotted in the insets in Fig. 2 remains practically constant for excitations avoiding
selftrapping, attaining the values � D 1:5 at t D 108 for the DNLS model and
� D 3:3 at t D 109 for the KG chain. According to (14) weak chaos is realized for
ˇ < 8, and selftrapping should set in for ˇ � 80. The order of magnitude of these
thresholds are well captured by the computations. Moreover, pay attention that the
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Fig. 2 Single mode excitations. m2 and P versus time in log–log plots. Left plots: DNLS with
W D 4, ˇ D 0; 0:6; 5; 30 [(o) orange; (b) blue; (g) green; (r) red]. Right plots: KG with W D 4

and initial energy E D 0:17; 1:1; 13:4 [(b) blue; (g) green; (r) red]. (o) Orange curves for the
linear equations of motion, where the term u3l in (4) was absent. The disorder realization is kept
unchanged for each of the models. Dashed straight lines guide the eye for exponents 1/3 (m2) and
1/6 (P) respectively. Insets: the compactness index � as a function of time in linear-log plots for
ˇ D 5 (DNLS) and E D 1:1 (KG). Adapted from [10]

second moment growth in the strong chaos and selftrapping regimes appears to be
subdiffusive m2 � t˛ but with an exponent ˛ > 1=3. It is hard to make quantitative
conclusions about the observed subdiffusive growth laws. For that to be achieved,
we need to perform averaging over disorder realizations.

The final norm density distribution for the DNLS model is plotted in Fig. 3 for
both single site and single mode excitations. The wave packets grow substantially
beyond the maximum size dictated by Anderson localization. The wave packets
show thermal fluctuations, which are barely seen on logarithmic scales (bottom
plots). On these logarithmic scales the remnants of Anderson localization are nicely
observed—these are the exponential tails at the edges of the wave packet. As time
increases, the wave packet spreads further, and the exponential tails are pushed into
outer space. The average value � of the compactness index over 20 realizations
at t D 108 for the DNLS model with W D 4 and ˇ D 5 was found to be
� D 2:95 ˙ 0:39 [10]. The slow subdiffusive spreading is apparently sufficient
for a rough thermalization of the wave packet and the formation of exponential
Anderson-localized tails.

The observed start of the growth of m2 for weak nonlinearity at times t � 106

in Figs. 1 and 2 can, but must not signal a qualitative change in the dynamics.
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Fig. 3 Norm density distributions in the NM space at time t D 108 for the initial excitations of the
DNLS model shown in the left plots of Figs. 1 and 2. Left plots: single site excitation for W D 4

and ˇ D 1. Right plots: single mode excitation for W D 4 and ˇ D 5. j	� j2 is plotted in linear
(logarithmic) scale in the upper (lower) plots. The maximal mean value of the localization volume
of the NMs p � 22 (shown schematically in the lower plots) is much smaller than the length over
which the wave packets have spread. Adapted from [10]

Indeed, relaunching wave packets which have spread already substantially (at
somewhat stronger nonlinearity) will yield similar transient curves from a constant
to a growing function [10]. Therefore an alternative explanation for the observed
transients is a large characteristic diffusion time scale for a given initial state, which
will be observable in the time-dependence of the second moment only beyond a
corresponding, potentially large, time.

5.3 Normal Mode Dephasing

For single site excitations the exponent ˛ � 1=3 does not appear to depend on ˇ
in the case of the DNLS model or on the value of E in the case of KG, as shown in
Fig. 4. What is the origin of the observed slow subdiffusive process? If the dynamics
is accompanied by an enforced randomization of phases of the variables  l in real
space (respectively the phases of the oscillators of the KG model) then even for
the linear wave equation Anderson localization is destroyed, and instead a process
of normal diffusion with m2 � t is observed [40], which is much faster than the
observed subdiffusion. The above tests of the linear wave equation in Figs. 1 and 2
also show that the numerical scheme is correctly reproducing Anderson localization.



Nonlinear Lattice Waves in Random Potentials 19

102 104 106 108

t

102

104
m

2 
[a

.u
.]

104 106 108

t

dep
hasi

ng

dephasi
ng

Fig. 4 Single site excitations. m2 (in arbitrary units) versus time in log–log plots for different
values of W. Lower set of curves: plain integration (without dephasing); upper set of curves:
integration with dephasing of NMs. Dashed straight lines with exponents 1/3 (no dephasing) and
1/2 (dephasing) guide the eye. Left plot: DNLS, W D 4, ˇ D 3 (blue); W D 7, ˇ D 4 (green);
W D 10, ˇ D 6 (red). Right plot: KG, W D 10, E D 0:25 (blue), W D 7, E D 0:3 (red), W D 4,
E D 0:4 (green). The curves are shifted vertically in order to give maximum overlap within each
group. Adapted from [10]

Could it then be that the relative phases of the participating normal modes are
randomized leading to the observed slow spreading? We test this by enforcing
decoherence of NM phases. Each 100 time units on average 50 % of the NMs were
randomly chosen, and their phases were shifted by � (DNLS). For the KG case we
change the signs of the corresponding NM momenta. We obtain m2 � t1=2 [10] (see
Fig. 4). This is also a subdiffusive process, yet faster than the observed one with
˛ D 1=3. Therefore, we can expect that the numerical integration is rather accurate.
When the NMs dephase completely, the exponent Q̨ D 1=2, contradicting numerical
observations without dephasing. Thus, not all NMs in the packet are randomizing
their phases quickly, and dephasing is at best a partial outcome.

6 Nonlinear Diffusion

The integrable equations of the secular normal form preserve Anderson localization.
It is therefore tempting to assume that the observed departure from Anderson
localization is due to nonintegrability and chaos. Indeed, assume that a wave packet
with V 	 1 NMs is excited. Trap it and replace the exponential edges (see
Fig. 3) by fixed walls (boundaries). Then continue to evolve the equations. We
are dealing for sure with a nonintegrable system with many degrees of freedom
(DOF). Will the dynamics be chaotic or regular? That depends on the number of
DOF, and on the energy/norm density of the system. The question touches the range
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of validity of the Kolmogorov-Arnold-Moser regime for persisting invariant tori
with finite measure of a weakly perturbed integrable system. To the best of our
knowledge, no results are known which can help and guide our search. Yet in a
huge body of molecular dynamical simulations of various systems, a large enough
number of degrees of freedom usually ensures equipartition down to extremely
small temperatures (energy densities), with the only consequence that decoherence
time scales increase with lowering the temperature. Let us therefore take the point
that the dynamics inside the trapped wave packet is chaotic. Then, as we will show
below, a removing of the trap (the fixed walls) will inevitably lead to a spreading
and increase of the wave packet size. Therefore the participating number of DOF
increases—linearly with the wave packet size. At the same time the densities drop—
inversely proportional to the wave packet size. The nonlinear terms in the equations
of motion (2), (4) become small compared to the linear ones. It is therefore tempting
to skip the nonlinear terms at some point. But if we skip them, we return to the linear
wave equation, restore integrability, and recover Anderson localization. So then,
for that enlarged wave packet, we can again add trapping hard walls, but keep the
nonlinear terms, and ask the question whether the dynamics inside the wave packet
remains regular, or will be chaotic at large enough times. Again the experience of
molecular dynamics tells that the dynamics will stay chaotic with high probability,
but the decoherence times increase. Therefore the possible flaw in the argument
when dropping the nonlinear terms is the time scale. For sure, at weak enough
nonlinearity, and up to some finite time, the nonlinear terms can be neglected. But
how will that time scale with weak nonlinearity? If it stays finite, then the dropping
of nonlinear terms will be incorrect for large enough times. Which might be just the
times at which we observe the slow subdiffusive wave packet spreading.

6.1 Measuring Chaos

Michaeli and Fishman studied the evolution of single site excitations for the DNLS
model [41]. They considered the rhs of Eq. (9) as a function of time i P�� D F�.t/ for
a mode � D 0 which was strongly excited at time t D 0. The statistical analysis of
the time dependence of F0.t/ shows a quick decay of its temporal correlations for
spreading wave packets. Therefore the force F0.t/ can be considered as a random
noise function on time scales relevant for the spreading process. This is a clear
signature of chaos inside the wave packet.

Vermersch and Garreau (VG) [42] followed a similar approach for the DNLS
model. They measured the time dependence of the participation number P.t/ of
a spreading wave packet (see e.g. the curves in Figs. 1 and 2). VG then extracted
a spectral entropy, i.e. a measure of the number of participating frequencies
which characterize this time dependence. Spectral entropies are convenient measure
to discriminate between regular and chaotic dynamics. VG concluded that the
dynamics of spreading wave packets is chaotic. They also measured short time
Lyapunov exponents to support their conclusion.
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The long-time dependence of the largest Lyapunov exponent� as chaos strength
indicators inside spreading wave packets for KG models was recently tested in [43].
The crucial point is that during spreading the energy density is decreasing, and
therefore a weakening of the momentary chaos indicator is expected. Therefore
�.t/ will be not constant in time, but decrease its value with increasing time.
Moreover, the calculation of Lyapunov exponents for integrable systems will also
yield nonzero numbers when integrating the system over any finite time. This is
due to the method used—one evolves the original trajectory in phase space, and
in parallel runs the linearized perturbation dynamics of small deviations from the
original trajectory in tangent space. Since this deviation is nonzero, any computer
code will produce nonzero estimates for the Lyapunov exponent at short times. The
crucial point is that for integrable systems the long-time dependence of � follows
� � 1=t. This is also the result found in [43] for the linear wave equation which
obeys Anderson localization. However the nonlinear case of wave packet spreading
yields a dependence

�.t/ � 1

t1=4
	 1

t
: (29)

In Fig. 5a we first show the result for a trajectory of a single site excitation with total
energy E D 0:4 and W D 4 (Case I). We show the time dependence of the second
moment (red curve) and observe the expected subdiffusive growth m2 � t1=3. The
simulation of a single site excitation in the absence of nonlinear terms (orange curve)
corresponds to regular motion and Anderson localization is observed. In Fig. 5b we
plot the time dependence of �.t/ for the two cases of Fig. 5a. At variance to the t�1

Fig. 5 (a) Time evolution of the second moment m2 for one disorder realization of an initially
single site excitation with E D 0:4, W D 4 (Case I), in log–log scale (red (r) curve). The orange
(o) curve corresponds to the solution of the linear equations of motion, where the term u4l in Eq. (3)
is absent. Straight lines guide the eye for slopes 1=3 (solid line) and 0 (dashed line). (b) Time
evolution of the finite time maximum Lyapunov exponent � (multiplied by 10 for the orange (o)
curve) for the trajectories of panel (a) in log–log scale. The straight lines guide the eye for slope
�1 (dashed line), and �1=4 (solid line). (c) Time evolution of the averaged � over 50 disorder
realizations for the “weak chaos” cases I, II and III [(r) red; (b) blue; (g) green] (see text for more
details). Straight lines guide the eye for slopes �1 and �1=4 as in panel (b). (d) Numerically
computed slopes ˛L of the three curves of panel (c). The horizontal dotted line denotes the value
�1=4. Adapted from [43]
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decay for the regular nonchaotic trajectory (orange curve), the observed decay for
the weak chaos orbit is much weaker and well fitted with � � t�1=4 (red curve).

These findings are further substantiated by averaging log10 � over 50 realizations
of disorder and extending to two more weak chaos parameter cases with initial
energy density � D 0:01 distributed evenly among a block of 21 central sites
for W D 4 (case II) and 37 central sites for W D 3 (case III). All cases show
convergence towards � � t�1=4 (Fig. 5c). The curves are further analyzed by
estimating their slope ˛L D d.log10 �.t//

d log10 t . The results in Fig. 5d underpin the above
findings.

The authors of [43] further compare the obtained chaoticity time scales 1� with
the time scales governing the slow subdiffusive spreading and conclude, that the
assumption about persistent and fast enough chaoticity needed for thermalization
and inside the wave packet is correct. The dynamics inside the spreading wave
packet is chaotic, and remains chaotic up to the largest simulation times, without
any signature of a violation of this assumption for larger times (no visible slowing
down).

A further very important result concerns the seeds of deterministic chaos and
their meandering through the packet in the course of evolution. Indeed, assume that
their spatial position is fixed. Then such seeds will act as spatially pinned random
force sources on their surrounding. The noise intensity of these centers will decay
in time. At any given time the exterior of the wave packet is then assumed to be
approximated by the linear wave equation part which enjoys Anderson localization.
However, even for constant intensity it was shown [44] that the noise will not
propagate into the system due to the dense discrete spectrum of the linear wave
equation. Therefore the wave packet can only spread if the nonlinear resonance
locations meander in space and time.

The motion of these chaotic seeds was visualized by following the spatial
evolution of the deviation vector distribution (DVD) used for the computation of the
largest Lyapunov exponent [43]. This vector tends to align with the most unstable
direction in the system’s phase space. Thus, monitoring how its components on the
lattice sites evolve allow to identify the most chaotic spots. Large DVD values tell at
which sites the sensitivity on initial conditions (which is a basic ingredient of chaos)
is larger.

In Fig. 6a we plot the energy density distribution for an individual trajectory
of case I (cf. Fig. 5) at three different times t � 106; 107; 108 and in Fig. 6b
the corresponding DVD. We observe that the energy densities spread more evenly
over the lattice the more the wave packet grows. At the same time the DVD stays
localized, but the peak positions clearly meander in time, covering distances of the
order of the wave packet width. The full time evolution of the energy density and
the DVD is shown in Fig. 6c, d together with the track of the distribution’s mean
position (central white curve). While the energy density distribution shows a modest
time dependence of the position of its mean, the DVD mean position is observed to
perform fluctuations whose amplitude increases with time.
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Fig. 6 The dynamics of an
individual trajectory of case I.
Normalized (a) energy (�l)
and (b) deviation vector (wl)
distributions at t D 4� 106 ,
t D 3� 107 , t D 4� 108 [(r)
red; (g) green; (bl) black].
Time evolution of (c) the
energy distribution and (d)
the DVD for the realization of
panel (a) in log10 scale. The
position of the distribution’s
mean position is traced by a
thick white curve. The times
at which the distributions of
panels (a) and (b) are taken
are denoted by straight
horizontal lines in (c) and (d).
Adapted from [43]

6.2 Effective Noise Theory

Having established that the dynamics inside a spreading wave packet is chaotic, let
us proceed to construct an effective noise theory for spreading. For that we replace
the time dependence on the rhs of Eq. (9) by a random function in time:

i P�� D F.t/ ; hFi D 0 ; hF2.t/i D f 2I : (30)

Assume that the norm density (norm per site/mode) inside the wave packet is n.
What are the consequences? Consider a normal mode � which is outside the wave
packet, but in a boundary layer of one of its edges. For obvious reasons the boundary
layer thickness is of the order of V . The equation of motion for this mode is given by
(30). At some initial time t0 assume that the norm of the considered mode is close
to zero j��.t0/j2 D n�.t0/ � n. Then the solution of the stochastic differential
equation (30) is yielding a diffusion process in norm/energy space of the considered
NM:

n�.t/ � f 2t : (31)
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The considered mode will reach the packet norm n after a time T whose inverse will
be proportional to the momentary diffusion rate of the wave packet D � 1=T:

D � f 2

n
: (32)

Let us estimate the variance f for the nonlinear wave equation. It follows from
estimating the absolute value of the rhs of (9) which corresponds to the absolute
value of the stochastic force F.t/ in (30). We find that f � ˇn3=2hIi. With that,
we arrive at D � .ˇnhIi/2. The main point here is that the diffusion coefficient is
proportional to n2, therefore the more the packet spreads, the lower its density, and
the smaller D. We obtain a time-dependent diffusion coefficient, and a tendency to
spread slower than within a normal diffusion process. What are the consequences?
A quick first argumentation line is to observe that the second moment m2 of a wave
packet is inverse proportional to its squared norm density m2 � 1=n2. At the same
time it should obey m2 � Dt. Since D � 1=m2 it follows m2 � t1=2.

The second way is to write down a nonlinear diffusion equation [45] for the
norm density distribution (replacing the lattice by a continuum for simplicity, see
also [46]):

@tn D @�.D@�n/ ; D � n� : (33)

The solution n.�; t/ obeys the scaling n.�; t=a/ D bn.c�; t/ with b D c D a1=.�C2/
if n.� ˙ 1; t/ ! 0. Therefore the second moment

m2 � t˛ ; ˛ D 2

� C 2
: (34)

Notably an explicit self-similar solution was calculated by Tuck in 1976 [47] which
has the following spatial profile:

n.�/ D
�

B � ��2

2.� C 2/

�1=�
: (35)

Here B is an integration constant (see also [48]).
With � D 2 we obtain the subdiffusive law m2 � t1=2 again. We do arrive at

a subdiffusive spreading. Note that the above nonlinear diffusion equation can be
derived through a master equation and a Fokker-Planck equation for both norm and
energy densities [49], or Boltzmann equations [50]. However the exponent is 1=2
and not 1=3. Furthermore, recall that an enforcing of the randomization of NM
phases during the spreading does yield the exponent 1=2. Therefore, we are on the
right track—enforcing the assumption of random NM phases, both numerics and
effective noise theory approaches coincide. What is then the reason for the even
slower subdiffusion with ˛ D 1=3? We recall that perturbation theory in Sect. 4.2
leads to a probability P of a given NM being resonant which is small for small
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densities (24): P� jˇn!0 !
p
3V3hIip
2��

ˇn. In case when this probability is equal to one,
the above diffusion constant assumption should make sense, since in that case every
degree of freedom participating in the wave packet evolves chaotically, i.e. randomly
in time. In the case when the resonance probability is zero, perturbation theory
should be applicable, the resonance normal form from Sect. 4.1 yields Anderson
localization, and spreading should stop. In that case f D 0 and then D D 0. In
best traditions of phenomenology we assume that another factor is missing in the
expression of f . This factor shall be a function of P such that the factor becomes
one when P D 1 and zero when P D 0. The simplest prefactor is P itself. Let us
test whether this works (recalling d D �=V):

f � Pˇn3=2hIi ; D � .PˇnhIi/2 ; P D 1 � e�Cˇn ; C D
p
3V2hIip
2�d

: (36)

Then the solution of the nonlinear diffusion equation (33) reads

m2 � .ˇhIiV/4=3d�2=3t1=3 ; Cˇn � 1 W weak chaos ; (37)

m2 � ˇhIit1=2 ; Cˇn 	 1 W strong chaos : (38)

We arrived at a construction which results in the correct weak chaos exponent
˛ D 1=3 [9]. We also predict that there must be an intermediate regime of strong
chaos for which ˛ D 1=2—without any enforcing of the randomization of NM
phases [34]. It has to be intermediate, since with an assumed further spreading of the
wave packet, the density n will decrease, and at some point satisfy the weak chaos
condition (37) instead of the strong chaos condition (38). Therefore, a potentially
long lasting regime of strong chaos has to cross over into the asymptotic regime of
weak chaos [34]. That crossover is not a sharp one in the time evolution of the wave
packet. It might take several orders of magnitude in time to observe the crossover.
Therefore, instead of fitting the numerically obtained time dependence m2.t/ with
power laws, it is much more conclusive to compute derivatives dhlog10 m2i=d log10 t
in order to identify a potentially long lasting regime of strong chaos, crossovers, or
the asymptotic regime of weak chaos.

The conditions for weak and strong chaos in (37), (38) match those in Eqs. (13)–
(15) if the constant C is replaced by 1=d. Although this is not strictly correct
according to Eq. (36), numerical data [9] suggest that both estimates yield the same
order of magnitude in a wide range of weak and intermediate disorder strength.

6.3 Generalizations

Let us consider D-dimensional lattices with nonlinearity order  > 0:

i P l D �l l � ˇj lj l �
X

m2D.l/

 m : (39)
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Here l denotes a D-dimensional lattice vector with integer components, and m 2
D.l/ defines its set of nearest neighbor lattice sites. We assume that (a) all NMs are
spatially localized (which can be obtained for strong enough disorder W), (b) the
property W .x ! 0/ ! const ¤ 0 holds, and (c) the probability of resonances
on the edge surface of a wave packet is tending to zero during the spreading
process. A wavepacket with average norm n per excited mode has a second moment
m2 � 1=n2=D. The nonlinear frequency shift is proportional to ˇn=2. The typical
localization volume of a NM is still denoted by V , and the average spacing by d.

Consider a wave packet with norm density n and volume L < V . A straightfor-
ward generalization of the expected regimes of spreading leads to the following:

ˇn=2
�

L

V

�=2
V < � W weak chaos ;

ˇn=2
�

L

V

�=2
V > � W strong chaos ;

ˇn=2 > � W selftrapping :

The regime of strong chaos, which is located between selftrapping and weak chaos,
can be observed only if

L > Lc D V1�2= ; n > nc D V

L

�
d

ˇ

�2=
: (40)

For  D 2 we need L > 1, for  ! 1 we need L > V , and for  < 2 we need
L � 1. Thus the regime of strong chaos can be observed e.g. in a one-dimensional
system with a single site excitation and  < 2.

If the wave packet size L > V then the conditions for observing different regimes
simplify to

ˇn=2 < d W weak chaos ;

ˇn=2 > d W strong chaos ;

ˇn=2 > � W selftrapping :

The regime of strong chaos can be observed if

n > nc D
�

d

ˇ

�2=
: (41)

Similar to the above we obtain a diffusion coefficient

D � ˇ2n.P.ˇn=2//2 : (42)
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In both regimes of strong and weak chaos the spreading is subdiffusive [9, 34]:

m2 � .ˇ2t/
2

2CD ; strong chaos ; (43)

m2 � .ˇ4t/
1

1CD ; weak chaos : (44)

Note that the strong chaos result was also obtained within a Boltzmann theory
approach [50].

Let us calculate the number of resonances in the wave packet volume (NRV ) and
on its surface (NRS) in the regime of weak chaos:

NRV � ˇn=2�1 ; NRS � ˇn
D.�2/C2

2D : (45)

We find that there is a critical value of nonlinearity power c D 2 such that the
number of volume resonances grows for  < c with time, drops for  > c and
stays constant for  D c. Therefore subdiffusive spreading is expected to be more
effective for  < c.

We also find that the number of surface resonances will grow with time for

D > Dc D 1

1 � =2 ;  < 2 : (46)

Therefore, for these cases, the wave packet surface might not stay compact. Instead
surface resonances may lead to a resonant leakage of excitations into the exterior.
This process can increase the surface area, and therefore lead to even more surface
resonances, which again increase the surface area, and so on. The wave packet could
even fragmentize, perhaps get a fractal-like structure, and lower its compactness
index. The spreading of the wave packet would speed up, but not anymore be due
to pure incoherent transfer, instead it might even become a complicated mixture of
incoherent and coherent transfer processes.

7 Testing the Predictions

In this chapter we will review numerical results which test the above predictions.
We will in particular discuss the crossover from strong to weak chaos, the scaling
of the density profiles, the impact of different powers of nonlinearity and different
lattice dimensions, and the temperature dependence of heat conductivity. We will
also extend the discussion to quasiperiodic Aubry-Andre localization, dynamical
localization with kicked rotors, Wannier-Stark localization, and time-dependent
ramping protocols of the nonlinearity strength which speed up the slow subdiffusive
spreading process up to normal diffusion.
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7.1 The Crossover from Strong to Weak Chaos

The first prediction concerns the possibility to observe subdiffusive spreading of
wave packets in the intermediate regime of strong chaos (15), and the crossover
to the asymptotic regime of weak chaos. The discussed results were obtained by
Laptyeva et al. [51]. We consider compact wave packets at t D 0 spanning a width
V centered in the lattice, such that within V there is a constant initial norm density of
n and a random phase at each site (outside the volume V the norm density is zero). In
the KG case, this equates to exciting each site in the width V with the same energy
density, E D E=V , i.e. initial momenta of pl D ˙p

2E with randomly assigned
signs. Figure 7 (left plot—DNLS, inset right plot—KG) summarizes the predicted
regimes, in which lines represent the regime boundaries. It should be noted that the
regime boundaries are NOT sharp, rather there is some transitional width between
the regimes. The weaker the strength of disorder, the larger the window of strong
chaos. Inversely, for W � 8 the strong chaos window closes almost completely.
Ideally, one should utilize the smallest possible value of W. Computational limits
restrict this, so a reference of W D 4 was chosen. It is important to note that ı will
be reduced in time, since a spreading wave packet increases in size and drops its
norm (energy) density. This gives the following interpretation of Fig. 7: given an
initial norm density, the packet is in one of the three regimes (for example, the three
circles in Fig. 7). A packet launched in the weak chaos regime stays in this regime,
while one launched in the strong chaos regime spreads to the point that it eventually
crosses over into the asymptotic regime of weak chaos at later times.

Fig. 7 Left plot: parametric space of disorder, W, vs. the frequency shift induced by nonlinearity,
ı, for the DNLS model. Three spreading regimes are shown for dynamics dictated by: (1) weak
chaos (pale blue), (2) strong chaos (green), and (3) the onset of self-trapping (pale red). The three
circles show the initial numerical values used in Fig. 8. Right plot: spreading behavior in the strong
chaos regime for the KG model, with an initial energy density of E D 0:1. The four curves are for
the disorder strengths of: W D 1—(r)ed, W D 2—(g)reen, W D 4—(o)range, W D 6—(b)lue.
Inset: the KG analog of the DNLS parametric space. It is obtained by the small amplitude mapping
E ! 3Wı. The four points correspond to the disorder strengths used in the main portion of the
figure. Adapted from [51]
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Fig. 8 Upper row: Average log of second moments (inset: average compactness index) vs. log
time for the DNLS (KG) on the left (right), for W D 4; L D 21. Colors/letters correspond the
three different regimes: (1) weak chaos—(b)lue, ˇ D 0:04 .E D 0:01/, (2) strong chaos—(g)reen,
ˇ D 0:72 .E D 0:2/, (3) self-trapping—(r)ed, ˇ D 3:6 .E D 0:75/. The respective lighter
surrounding areas show one standard deviation error. Dashed lines are to guide the eye to � t1=3,
while dotted-dashed guides for � t1=2. Lower row: finite difference derivatives for the smoothed
m2 data respectively from above curves. Adapted from [51]

For DNLS, an initial norm density of n D 1 was used, so that initially ı �
ˇ. Nonlinearities (E for KG) were chosen within the three spreading regimes (see
Fig. 7), respectively ˇ 2 f0:04; 0:72; 3:6g and E 2 f0:01; 0:2; 0:75g.

Ensemble averages over disorder were calculated for 1000 realizations and are
shown in Fig. 8 (upper row). In the regime of weak chaos we find a subdiffusive
growth of m2 at large times according to m2 � t˛; ˛ � 1, with a compactness index
� � 3. Note that the subdiffusive growth is difficult to see initially in Fig. 8 for two
reasons. Firstly, the logarithmic scaling hides any small initial growth, and secondly,
there is a characteristic time scale for the packet to spread from its initial preparation.
In the regime of strong chaos we observe a faster subdiffusive growth of m2, with an
additional slowing down at larger times, as expected from the predicted crossover.
The compactness index is also � � 3, as in the weak chaos regime. Finally, in the
regime of partial self-trapping m2 grows, but the compactness index � decreases



30 S. Flach

in time substantially. This indicates that a part of the wave packet is arrested, and
another part is spreading.

In order to quantify these findings, smoothed data hlog m2i were produced [51],
with a locally weighted regression algorithm [52], and a subsequently applied
central finite difference to calculate the local derivative

˛.log t/ D dhlog m2i
d log t

: (47)

The outcome is plotted in the lower row in Fig. 8. In the weak chaos regime the
exponent ˛.t/ increases up to 1=3 and stays at this value for later times. In the
strong chaos regime ˛.t/ first rises up to 1=2, keeps this value for one decade, and
then drops down, as predicted. Finally, in the self-trapping regime we observe an
even larger rise of ˛.t/. Additionally, we also mention numerics for W 2 f1; 2; 6g
with respective initial packet widths of L D V 2 f361; 91; 11g [51]. Results are
qualitatively similar to those shown in Fig. 8, and thus omitted for graphical clarity.

The duration of the strong chaos regime with ˛ D 1=2 (and thus the location of
the crossover) is largely dependent on how deep in the strong chaos regime the state
is initially. Since the boundaries between different regimes are NOT sharp, but rather
have some characteristic width, ideally one should utilize the smallest possible value
of W. This is shown in Fig. 7 (right plot) for the KG model. For W 2 f1; 2g, a long
plateau at ˛ D 1=2 is clearly observed. For W 2 f4; 6g, the initial energy density
approaches one of the boundary lines and likely crosses into a boundary window, in
which ˛ < 1=2.

7.2 Density Profile Scaling

If the effective noise theory (Sect. 6.2) applies, then the density distribution (energy
for KG, norm for DNLS) should obey the nonlinear diffusion equation (33). In the
weak chaos regime we have � D 4. A numerical study was performed by Laptyeva
et al. [53] to test whether the scaling properties of the solutions (see Sect. 6.2) hold.
The main results are shown in Fig. 9 (for details we refer to [53]). The evolution
of the averaged energy density profiles (KG) hEi in the course of spreading is
illustrated in the left plot in Fig. 9. The peaked initial distribution profiles transform
into more flat ones as time evolves. The most striking result is obtained by rescaling
the profiles in Fig. 9 according to the scaling laws of the nonlinear diffusion equation
(33). The rescaled densities are plotted in the inset of the left plot of Fig. 4. We
observe very good scaling behavior. For the DNLS with ˇ D 0:04 similar data are
shown in the right plot in Fig. 9 for the times t � to5, t � 106, t � 107. The data are
rescaled similar to the KG case. The result is shown in the inset of the right plot of
Fig. 9 and shows again very good agreement. Together with the proper scaling of the
edge of the wave packets, which was tested in [54], this is the strongest argument
to support the applicability of NDE and MNDE to the spreading of wave packets
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Fig. 9 Left plot: KG. The log of the normalized energy density distribution
˝
log10 zl

˛
at three

different times (from top to bottom t � 104, t � 107 , t � 108). The initial parameters are
E D 0:2, W D 4 and V D 21. Symbols correspond to the average over 103 disorder realizations,
and solid lines correspond to an additional smoothing. Inset: rescaled distributions (see text). Right
plot: DNLS. The log of the normalized norm density distribution

˝
log10 zl

˛
at three different times

(from top to bottom t � to5, t � 106 , t � 107). The initial parameters are ˇ D 0:04, W D 4,
and V D 21. Symbols correspond to the average over 103 disorder realizations, and solid lines
correspond to an additional smoothing. Inset: rescaled distributions (see text). Adapted from [53]

in nonlinear disordered systems. It also strongly supports that the spreading process
follows the predicted asymptotics and does not slow down or even halt.

7.3 Tuning the Power of Nonlinearity and the Lattice
Dimension

Let us consider a generalization of DNLS model (gDNLS) by tuning the power of
nonlinearity, which corresponds to the case D D 1 in (39)

i P l D �l l C ˇj lj l �  lC1 �  l�1; (48)

where  is a positive real number. We want to test the predictions presented in
Sect. 6.3. Note that the previous DNLS and KG models had  D 2which correspond
to cubic nonlinearities in the equations of motion, quartic anharmonicities in the
Hamiltonian, and are related to two-body interactions in quantum many-body
systems. Some other integer values of  might well have physical relevance, e.g.
n D =2 C 1 corresponds to n-body interactions, and  D 1 relates to quadratic
Kerr media in nonlinear optics.

Mulansky [55] presented numerical simulations of the gDNLS model for a few
integer values of  and single site excitations, and fitted the dependence m2.t/ � t˛

with exponents ˛ which depend on  (see open circle data in left plot in Fig. 10).
In [57] numerical simulations of the gDNLS model were performed for non integer
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Fig. 10 Left plot: exponent ˛ (m2 � t˛) versus the nonlinearity order  for plain integration
without dephasing (filled squares) and for integration with dephasing of NMs (filled triangles).
Results without dephasing obtained in [55] are plotted with empty circle symbols. The theoretically
predicted functions ˛ D 1=.1 C / (weak chaos) and ˛ D 2=.2 C / (strong chaos) are plotted
by dashed and solid lines respectively. Inset: the logarithm of the minimum time �� for which the
evolution of m2 can be numerically fitted by a function of the form t˛ versus  for integration with
(filled triangles) and without (filled squares) dephasing. Right plot: normalized energy distributions
in NM (upper plot) and real (lower plot) space for  D 0:05; 0:2; 0:8; 1:25; 2:0; 3:0 [(bl) black;
(m) magenta; (r) red; (b) blue; (g) green; (br) brown] at times t D 3:6 � 105; 1:3 � 105; 2:5 �
105; 1:4� 106; 3� 107; 109 respectively. The second moment of each distribution is m2 � 103 . In
the upper plot the distributions for  D 1:25; 2:0 are not clearly visible as they are overlapped by
the distribution for  D 3:0. Adapted from [56]

values of  on rather short time scales, leaving the characteristics of the asymptotic
(t ! 1) evolution of wave packets aside.

The corresponding generalized KG model (gKG) follows the equations of motion

Rul D �Q�lul � juljul C 1

W
.ulC1 C ul�1 � 2ul/ : (49)

and was studied by Skokos et al. [56], again for single site excitations, and a
whole range of different values of 0:02 �  � 4. The dependence m2.t/ � t˛

was again fitted with exponents ˛ which depend on  . In order to emulate strong
chaos from scratch, an additional normal mode dephasing (see Sect. 5.3 and Fig. 4)
was performed, and again the data were fitted with -dependent values of ˛. The
outcome is shown in the left plot in Fig. 10. The data with dephasing (filled triangles)
are nicely following the prediction from strong chaos (43) ˛ D 2=.2 C / in the
range 0:2 �  � 4. The data without dephasing (filled squares) show very good
agreement with the prediction from weak chaos (44) ˛ D 1=.1 C / in the range
2 �  � 4. However for 1 �  � 1:8 the numerical results overestimate the weak
chaos prediction, and tend towards the strong chaos ones. The reason for that is
simply, that for  < 2 a single site excitation can be launched in the strong chaos
regime [34]. Therefore fitting procedures will average over the strong chaos region,
crossover region, and weak chaos region, and result in a number which is located
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somewhere between the two theoretical lines. Instead of fitting the numerically
obtained time dependence m2.t/ with power laws, one should compute derivatives
dhlog10 m2i=d log10 t in order to identify a potentially long lasting regime of strong
chaos, crossovers, or the asymptotic regime of weak chaos. This is a task yet to be
accomplished for the above cases.

The order of nonlinearity  influences not only the spreading rate of wave
packets, but also the morphology of their profiles. In the right plot in Fig. 10 we plot
the normalized energy distributions of initial single site excitations, for different 
values in NM (upper plot) and real (lower plot) space. Starting from the outer, most
extended wave packet we plot distributions for  D 0:05 (black curves),  D 0:2

(magenta curves),  D 0:8 (red curves),  D 1:25 (blue curves),  D 2 (green
curves) and  D 3 (brown curves). All wave packets were considered for the same
disorder realization but at different times of their evolution when they have the same
value of second moment m2 � 103. These times are t D 3:6 
 105 for  D 0:05,
t D 1:3 
 105 for  D 0:2, t D 2:5 
 105 for  D 0:8, t D 1:4 
 106 for  D 1:25,
t D 3 
 107 for  D 2 and t D 109 for  D 3 and increase for  � 0:2 since
the spreading becomes slower for larger  . When  ! 0 wave packets remain
localized for very large time intervals before they start to spread [56]. This is why
for  D 0:05 the second moment becomes m2 � 103 at a larger time than in cases
with  D 0:2 and  D 0:8. From the results of Fig. 10 we see that for large enough
values of  (0:8 �  � 3), the distributions on a logarithmic scale have a chapeau-
like shape consisting of a highly excited central part and exponential tails having
practically the same slope. Contrarily, the distributions for  D 0:2 and  D 0:05

become more extended having different slopes in the tails.
A characteristic of the NM space distributions in the right plot in Fig. 10 for

 � 0:8 is that they exhibit very large value fluctuations (up to 5–10 orders of
magnitude) in their tails, contrarily to the corresponding distributions in real space.
Tail NMs are driven by the core of the wave packet, but may also interact with
neighboring tail NMs. The presence of large tail amplitude fluctuations signals that
neighboring tail NMs do not interact significantly (otherwise we would expect a
tendency towards equipartition). Tail NMs are then excited only by the core. The
further away they are, the weaker the excitation. But within a small tail volume, NMs
with larger localization length will be more strongly excited than those with smaller
localization length, hence the large observed fluctuations, which on a logarithmic
scale are of the order of the relative variation of the localization length. Therefore
Anderson localization is preserved in the tails of the distributions over very long
times (essentially until the given tail volume becomes a part of the core). But the
NM space distributions for  D 0:05 and  D 0:2 exhibit less fluctuations in their
tail values with respect to the other distributions in the upper right plot of Fig. 10,
implying that tail NMs are now interacting with each other on comparatively short
time scales and reach a visible level of local equipartition. Therefore we observe for
these cases a destruction of Anderson localization even in the tails of the spreading
wave packets.
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How is Anderson localization restored in the limit  ! 0, since we obtain a
linear wave equation for  D 0? Both weak and strong chaos exponents yield
˛. ! 0/ ! 1 in this case, i.e. normal diffusion. The answer is in the prefactor of
the subdiffusive law m2 D Ct˛ . The only possibility is to assume C. ! 0/ ! 0.
The diverging waiting times for single site excitations in this limit, which have to
pass before spreading is observed, are a good confirmation of the above assumption
[56].

Let us move on to two-dimensional cases. The two-dimensional DNLS case
yields the equations of motion

i P b D �b b C ˇ j bj  b �
X

n

 n: (50)

Here b D .l;m/ denotes a two-dimensional lattice vector with integer components,
and n runs over nearest neighbors. Garcia-Mata et al. [7] studied (50) with  D 2.
Single site excitations were launched and the numerically obtained time dependence
of m2.t/ was fitted with power laws. With the largest integration time t D 106 and
10 disorder realizations the fitting result was ˛ � 0:23. Note that the effective
noise theory predicts ˛ D 1=3 for the strong chaos case (43), and ˛ D 0:2 for
the asymptotic weak chaos case (44). Therefore the result from [7] is again located
between both predictions, which might be due to crossover effects, and insufficient
averaging and integration time (see above discussion).

A further work by Laptyeva et al. [58] studies the two-dimensional KG case for
various values of  :

Rub D �Q�bub � jubj ub C 1

W

X

n

.un � ub/ : (51)

Rather than fitting the numerically obtained time dependence m2.t/ with power
laws as in [7], Laptyeva et al. [58] computed derivatives dhlog10 m2i=d log10 t in
order to identify a potentially long lasting regime of strong chaos, crossovers, and
the asymptotic regime of weak chaos. The number of disorder realizations was as
large as 400, and integration times extended up to t D 108. Initial states were wave
packets occupying a typical localization volume V � 30 of the linear wave equation.
In Fig. 11 the results for  D 2 are shown. The weak chaos exponent measures as
˛ � 0:21 which is very close to the theoretical prediction ˛ D 0:2. Extensions
to  D 1:5; 1:3 in the weak chaos regime and to  D 0:7; 0:5 in the strong chaos
regime show very good agreement between the numerically observed exponents,
and the theoretical predictions in Fig. 12.

We can conclude, that the predictions from effective noise theory and the non-
linear diffusion approach have been impressively confirmed in various numerical
studies.
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Fig. 11 The parameters .; E / D .2; 0:3/; .2; 2:0/ correspond to the weak chaos [(b)lue] and self-
trapping [(r)ed]. Left column: average log of second moment (upper) and its power-law exponent
(lower) vs. log time. The dashed line is the theoretical expectation for the weak chaos ˛ D 0:20.
Right column: average log of participation number (upper) and average compactness index (lower)
vs. log time. In both columns of the upper row the lighter clouds correspond to a standard deviation.
Inset: normalized radial density distributions at t D 108. Adapted from [58]

Fig. 12 Left plot: The parameters .; E / D .1:3; 0:025/; .1:5; 0:04/ are colored respectively as
(r)ed and (b)lue. Left column: average log of second moment (upper) and its power-law exponent
(lower) vs. log time. Right column: average log of participation number (upper) and average com-
pactness index (lower) vs. log time. Right plot: the parameters .; E / D .0:5; 0:005/; .0:7; 0:03/

are colored respectively as (r)ed and (b)lue. Left column: average log of second moment (upper)
and its power-law exponent (lower) vs. log time. Right column: average log of participation number
(upper) and average compactness index (lower) vs. log time. In both columns of the upper row,
the lighter clouds correspond to a standard deviation. The I-bar bounds denote the theoretical
expectations from Eqs. (43), (44) for weak chaos (lower bound) and strong chaos (upper bound).
Adapted from [58]
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Fig. 13 KG chain: heat
conductivity �.T/ for W D 2

(filled squares). For
comparison we also show the
data for the ordered case
Q�l � 1 (filled circles). Thin
solid lines guide the eye. The
dashed line corresponds to
the power law T2 . The
stronger disorder case W D 6

corresponds to the open
diamond data points. Adapted
from [59]

7.4 Heat Conductivity

Assuming the validity of effective noise theory, we arrive at the next prediction
that the heat conductivity of a thermalized system at small temperature (density)
must be proportional to the diffusion coefficient (36) where the density n is replaced
by the temperature T. While one has to be careful in the DNLS case, where two
conserved quantities (energy, norm) enforce Gibbs, or non-Gibbs distributions [49],
the KG case might be again a better testing ground, where one conserved quantity
(energy) can be expected to enforce a Boltzmann distribution. The calculation of the
heat conductivity for (4) was performed in [59]. Its dependence on the temperature
is shown in Fig. 13. The strong chaos scaling �.T/ � T2 is observed nicely. The
expected weak chaos regime was not reachable by the heavily extensive numerical
efforts. Note that the decay of the heat conductivity for large temperatures is due
to selftrapping, and observed even for the ordered chain at W D 0 (solid circles in
Fig. 13).

7.5 Ramping Nonlinearity

Subdiffusion is notoriously slow. This poses problems for numerical studies,
especially in two and even more in three space dimensions. The situation is even
more severe with experimental studies of ultracold interacting K atomic clouds,
where the conversion of the maximum time of keeping the coherence of the
macroscopic quantum cloud is about 10 s [61], which turns into t � 104 : : : 105

dimensionless time units used throughout this chapter. Consequently the probing of
subdiffusion in [61] allowed to conclude qualitatively that the onset of a subdiffusive
spreading of the interacting cloud does take place, but was not sufficient to reliably
measure the exponent. In order to fit a power law, we need at least two decades of
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variation in both variables. With a weak chaos exponent 1=3 and two decades in
the second moment we arrive at six decades in time—added to t � 102 which is
the time the linear wave equation spreads into the localization volume. Therefore
times �108 are desirable, which turn into experimental times of the order of 105 s—
clearly not reachable with nowadays techniques. On the other side, the reader is
welcome to reread the above presented numerical data and analysis and welcome
to observe that restricting to maximum integration time 105 will not allow for an
accurate estimate of the exponents. At the same time, numerical studies also suffer
from the computational time restriction. While this appears to be no serious issue for
most one-dimensional system studies, already two dimensional systems can easily
raise the problem of insufficient computational times.

Gligoric et al. [60] suggested a possible way out. Instead of trying to substantially
increase available time scales, they propose to speed up the subdiffusive process
itself. This is done by a temporal ramping of the two-body interaction strength,
which can be varied e.g. for K atoms by three orders of magnitude close to the
Feshbach resonance [62]. Why should that help? The momentary diffusion rate D
of a spreading packet in one spatial dimension is proportional to the fourth power
of the product of interaction strength ˇ and particle density n: D � .ˇn/4 for the
asymptotic case of weak chaos (36). In the course of cloud spreading the density
n decreases, and therefore also D. This is the reason for the predicted subdiffusion
process, which is substantially slower than normal diffusion. The proposal is to
compensate the decrease of the density n with an increase in the interaction strength
ˇ. Depending on the concrete ramping protocol ˇ.�/ one can expect different faster
subdiffusion processes, and possibly even normal diffusion. The condition for that
outcome to be realized is, that the internal chaos time scales (basically the inverse
Lyapunov coefficients) will be still short enough so that the atomic cloud can first
decohere, and then spread. With that achieved, the cloud spreading will be faster,
and one can expect that the available experimental time will suffice for the precise
observation and analysis of the process.

Let us get into numbers for one spatial dimension. The second moment is m2 �
1=n2 and the momentary diffusion constant D � .ˇn/4. For a constant ˇ the solution
of m2 D Dt yields m2 � 1=n2 � t1=3, and therefore n � t�1=6. Thus we choose now
a time dependence ˇ � t� . Then the resulting spreading is characterized by

m2 � t.1C4�/=3 ; d D 1 : (52)

For � D 1=2 we already obtain normal diffusion m2 � t.
Similar for two spatial dimensions, where m2 � 1=n, for a constant ˇ the cloud

spreading is even slower with m2 � t1=5. With a time dependent ramping ˇ � t� the
resulting speedup is

m2 � t.1C4�/=5 ; d D 2 : (53)
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Fig. 14 Left plot: evolution of the averaged norm density < nl.�/ > in the case without (� D 0)
and with ramping (� D 0:3) in log scale for the DNLS model. Right plot: left column: the second
moments (upper) and their power-law exponents ˛ (lower) for the DNLS model for � D 0 (red),
� D 0:1 (green), � D 0:2 (blue), � D 0:3 (magenta), � D 0:4 (cyan), and � D 0:5 (black). Right
column: the second moments (upper) and their power-law exponents ˛ (lower) for the NQKR
model for � D 0 (red), � D 0:17 (green), � D 0:25 (blue), � D 0:33 (magenta), � D 0:5 (cyan),
and � D 1:5 (black). Dashed colored lines correspond to expected values for exponents in both
cases. Adapted from [60]

For � D 1 we again obtain normal diffusion. Note that if numerics confirm the
above predictions then also the above conditions for the chaoticity time scales are
met with good probability.

Once ramping is too fast, one can expect to see several different scenaria. Either
fragmenting atomic clouds appear since some parts of the cloud get self-trapped
and some other parts do not. If self-trapping is avoided, one may also see ramping-
induced diffusion: while the internal cloud dynamics does not suffice to decohere
phases, initial fluctuations in the density distribution can lead to considerably
different temporal energy renormalizations in different cloud spots, and therefore
to an effective dephasing similar to a random noise process in real time and space.

The spreading of wave packets in the DNLS model, without and with ramping
of the nonlinearity are shown in the left plot in Fig. 14 (note that time t is coined �
in the plots). Clearly packets spread faster when the nonlinearity is ramped in time.
To quantify the spreading exponent, the authors of [60] averaged the logs (base
10) of m2 over 1000 different realizations and smoothened additionally with locally
weighted regression [52]. The (time-dependent) spreading exponents are obtained
through central finite difference method [52], ˛ D d<log10.m2/>

d.log10.t//
. The results for the

DNLS model are shown in the right plot in Fig. 14. The exponents of subdiffusive
spreading reach the theoretically predicted values. Note that the first assumption of
the asymptotic exponent occurs after similar waiting times for all �. Monitoring of
the participation number P for the DNLS model indicates that self-trapping starts to
occur already for � D 0:4. Results for the nonlinear quantum kicked rotor (NQKR)
model (see Sect. 8.3), are also shown in the right plot in Fig. 14. Since self-trapping
is avoided in the NQKR model, a normal diffusion process for � D 0:5 can be
reached, as predicted.
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8 Correlated Potentials

The effective noise and nonlinear diffusion theories need only a few assumptions
on input, in particular that (1) the linear wave equation has a regime of localization
with finite upper bound on the localization length, and (2) the nonlinear dynamical
system should be nonintegrable to allow for deterministic chaos (and therefore
normal mode dephasing). The predicted subdiffusive exponents are controlled only
by the lattice dimension, and the power of nonlinearity.

So far we discussed the resulting nonlinear diffusion for uncorrelated random
potentials �l. For linear wave equations, a number of other correlated potentials are
known to result in wave localization for a corresponding linear wave equation.

8.1 Subdiffusive Destruction of Aubry-Andre Localization

Let us replace the uncorrelated disorder potential in Sect. 2 by

�l D � cos.2�˛AAl C 
/ : (54)

For the linear wave equationˇ D 0 and any irrational choice of ˛AA this results in the
well-known Aubry-Andre localization [64]. Note that the irrationality of ˛AA implies
that the spatial period of (54) is incommensurate with the lattice spacing�l D 1, and
therefore the lattice potential becomes a quasiperiodic one. For shallow potentials
� < 2 all eigenstates are extended. At the critical value � D 2 a metal-insulator
transition takes place, and for � > 2 all eigenstates are localized with localization
length � D 1= ln.�=2/, independent of ˛AA and the eigenenergy of the state [64].
One peculiarity of the linear wave equation is that its eigenvalue spectrum is fractal,
has a self-similar Cantor set structure and fractal dimension 1 for all � ¤ 0 ; 2.
In particular it displays a self-similar hierarchy of gaps and subgaps, which implies
that self-trapped states can be generated at any weak nonlinearity.

Spreading wave packets were studied by Larcher et al. [63] in the presence
of nonlinearity (see Fig. 15). Again a clear regime of weak chaos m2 � t� was
observed, with the exponent � � 1=3. Signatures of strong chaos are also observed,
which however might be affected by the presence of selftrapping even at weak
nonlinearities.

8.2 Subdiffusive Destruction of Wannier-Stark Localization

An even simpler choice of a dc bias potential

�l D El (55)
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Fig. 15 Top left panel: time evolution of hlog10 m2i; top right panel: hlog10 Pi; bottom left
panel: spreading exponent � ; bottom right panel: average compactness index h�i. The nonlinear
parameter ˇ D 0:1; 1; 5; 10; 100 (red (r), green (g), blue (b), magenta (m) and yellow (y) curves
respectively). The initial wave packet has V D 13 sites excited, and � D 2:5. The two dashed lines
in the top right panel correspond to the values � D 1=3 and � D 1=2. Adapted from [63]

with a constant dc field value E is generating localized states as well. The spectrum
of the linear wave equation is an equidistant Wannier-Stark ladder with �� D E�.
All states are localized with localization volume V � j1=.E ln E/j for weak
field strength E < 1, and V.E ! 1/ ! 1. These Wannier-Stark states are
superexponentially localized jA.0/�;l!1j ! .1=E/l =lŠ and therefore very compact
in the tails, even for weak dc fields.

Spreading wave packets were studied by Krimer et al. [24] in the presence
of nonlinearity (see Fig. 16). While subdiffusion is observed for a wide range of
parameters, there are distinct differences to the cases discussed so far. Namely,
initial states may be trapped for very long times, but then explosively start to spread.
Further, the subdiffusive growth m2 � t˛ shows a field dependence of the exponent
˛.E/. Krimer et al. [24] report ˛.E D 2/ � 0:38, while Kolovsky et al. [65]
report ˛.E D 0:25/ � 0:5. The reason for this dependence might be routed in
the fact, that a spreading wave packet has to excite exterior modes close to its
boundary, whose eigenenergies are outside of the energy spectrum excited inside
the wave packet (due to the Wannier-Stark ladder spectrum). The larger E, the
larger is this frequency mismatch. Another interesting feature of this model is, that
exact quadruplet resonances exist, which seem to leave no room for perturbation
approaches.
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Fig. 16 Single site excitation for E D 2. Second moment m2 and participation number P versus
time in log–log plots for different values of ˇ inside the interval where an explosive delocalization
of the trapped regime occurs: ˇ D 8:15; 8:25; 8:5 [(o) orange; (g) green; (r) red]. ˇ D 8 [(b),
blue]: intermediate regime. ˇ D 8:9 [(v), violet]: trapped regime. Adapted from [24]

8.3 Subdiffusive Destruction of Dynamical Localization

Experiments of quantum kicked rotor systems [66, 67] within Bose-Einstein
condensates [68], where many-body interactions play a significant role, focus theo-
retical attention on dynamical localization in the presence of nonlinear interactions.
In the mean-field approximation, the dynamics of the kicked rotor can be modeled
by the following form of the Gross-Pitaevskii equation (Fig. 17)

i„@ 
@t

D � „2
2M

@2 

@
2
C Q̌j j2 C Nk cos.
/ �  

X

m

ı.t � mT/: (56)

Here Q̌ is the nonlinear strength, which is proportional to the tunable scattering
length of atoms in a BEC. M is the mass of the atoms, Nk is the perturbative kick
strength, and T is the period of applied kicks. Note that the analogy between an
abstract rotor and the atomic wavefunctions is obtained when the atoms are loaded
into a momentum eigenstate of the lattice with Bloch wavenumber zero, Spatially
homogeneous kicks will keep the Bloch wavenumber invariant, but allow to change
the momentum. The solution  .
; t/ can be expanded in an angular momentum
basis

 .
; t/ D 1p
2�

1X

nD�1
An.t/e

in
 (57)

where the coefficients An.t/ are Fourier coefficients of the time-dependent wave
function  .
; t/. The dynamics between two successive kicks is described by
following equation

i
@An

@t
D �1

2
�n2An C ˇ

X

n1

X

n2

A�
n1An2An�.n2�n1/; (58)
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Fig. 17 Under a kick
strength of k D 5, measures
for ˇ D 0:3 (blue) and
ˇ D 10 (red), for both
quasiperiodic sequences set
by � D 1 (solid line), and for
random sequences (dashed
line, see [23] for details).
Upper row: Mean logarithms
for energy < log10 E >. The
clouds around the
quasiperiodic sequences
correspond to one standard
deviation error. Lower row:
finite-difference derivative of
the above. Grey horizontal
lines correspond to exponents
for weak and strong chaos
regimes. Inset: average
compactness index h�i as a
function of time. Adapted
from [23]

where ˇ D Q̌T=2�„. Keeping only the diagonal terms in Eq. (58) and integrating
over the free motion between two delta kicks, An.t/ evolves according to

An.t C 1/ D An.t/e
�i �2 n2CiˇjAnj2 ; (59)

After additional integration over the infinitesimal interval over one kick, the map—
which now describes the evolution over one whole period—becomes

An.t C 1/ D
X

m

.�i/n�mJn�m.k/Am.t/e
�i �2m2CiˇjAmj2 : (60)

This map was first introduced by Shepelyansky in [69]. Comparison of the results
of this map with direct numerical simulation of the corresponding model, Eq. (56),
has shown differences on a short time scale, but the same asymptotic behavior in the
rotor energy [70]. At the same time, this model allows for more efficient and faster
numerical computation.
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For ˇ D 0 all eigenstates are exponentially localized [67]. The eigenvalues are
located on the unit circle, and therefore embedded in a compact space. This implies,
that nonlinear frequency shifts, i.e. shifts of eigenvalues along the unit circle, may
shift points out of a cloud, but with increasing nonlinearity the shifted point will
return after making one revolution. Therefore the nonlinear quantum kicked rotor
(NQKR) serves as a model which lacks selftrapping. It should thus be an ideal
testing ground not only of weak chaos, but also of strong chaos.

Shepelyansky performed the first pioneering study on subdiffusive spreading
and destruction of dynamical localization for ˇ ¤ 0 in [69]. Due to the possible
presence of strong chaos, the method to extract exponents from fitting power laws to
m2.t/ lead to inconclusive results. Gligoric et al. [23] repeated the calculations with
more averaging over initial conditions, and computing derivatives ˛ D d<log10 E>

d.log10 t/
instead (note here that the second moment m2 is equivalent to the rotor energy
E). The results impressively obtain a regime of weak chaos with ˛ � 1=3, and
also strong chaos with ˛ � 1=2. The original simulations of Shepelyansky [69]
were performed in the crossover region between strong and weak chaos, leading to
incorrect fitting results—which are however between the two weak and strong chaos
limits, as expected.

9 Discussion

If a linear wave equation generates localization with upper bounds on the localiza-
tion length (degree of localization), then the corresponding nonlinear wave equation
shows destruction of this localization in a broad range of control parameters, and a
subdiffusive spreading of initially localized wave packets. This observation holds
for a broad range of wave equations, e.g. with uncorrelated random potentials
(Anderson localization), quasiperiodic potentials (Aubry-Andre localization), dc
fields (Wannier-Stark localization), kicked systems (dynamical localization in
momentum space). What is the cause for the observed subdiffusion? Firstly it is the
nonintegrability of the systems, which leads to generic intrinsic deterministic chaos
in the dynamics of the nonlinear system. Second, wave localization is inherently
based on keeping the phases of participating waves coherent. Chaos is destroying
phase coherence, and therefore destroying localization. Wave packets can spread,
but the densities will drop as spreading goes on. Therefore the effective nonlin-
earity and strength of chaos decreases, and spreading is slowing down, becoming
subdiffusive. The subdiffusive exponents are controlled by very few parameters and
therefore rather universal. Typically we only need to know the dimensionality of
the system, and the power of nonlinearity (Anderson, Aubry-Andre, and dynamical
localization). For Wannier-Stark localization the dc field strength is also becoming
a control parameter, probably because the wave packet not only expands in space,
but also in the frequency (energy) domain. A typical evolution outcome for the
DNLS chain discussed at length here (see Sect. 2) is shown in Fig. 18 with all three
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Fig. 18 DNLS, W D 4: time evolution of average norm density distributions hzli in real space
for (a) ˇ D 0:04, (b) ˇ D 0:72 and (c) ˇ D 3:6. The color scales shown on top of panels
(a)–(c) are used for coloring each lattice site according to its log10hzli value. (d) The values hzli
(in logarithmic scale) at the end time t D 107 of numerical simulations for ˇ D 0:04; 0:72; 3:6

[(m) magenta; (b) blue; (g) green]. For comparison the initial norm distribution is also plotted [(bl)
black]. Adapted from [71]

regimes of weak chaos, strong chaos, and selftrapping. The effective noise theory
(which contains a phenomenological twist) and the nonlinear diffusion theory yield
a rather coherent and consistent explanation. Many predictions of this approach
were tested, and verified to the extend of current computational possibilities. A
number of construction places are left unfinished and call for more work. This
includes e.g. (a) the explanation of the dc-field dependent subdiffusive exponents
for Wannier-Stark localization, (b) the testing of the prefactor (37), (38), (c) its
complete derivation for higher dimensions and different powers of nonlinearity, and
also (d) for other localization potentials (quasiperiodic, dc field, kicked, etc.). A
rather unexplored direction concerns the breaking of time-reversal symmetry, which
should lead to an increase of the stiffness of the spectrum of interacting modes, and
therefore affect the statistics of interactions. A first work has been recently finished
[35], but certainly more is needed.

One of the hotly debated questions in the community is whether the subdiffusive
spreading will continue forever or eventually slow down, or even stop (see e.g.
[72] and references therein). This is an interesting and perhaps mathematically
deep question, despite the absence of rigorous results which would fuel the above
doubts. From the perspective of current computational studies, efforts to observe
any slowing down directly were not successful [71].

Another question concerns the restoring of Anderson localization in the limit
of weak nonlinearity. The answer appears to depend strongly on the considered
initial states. For instance, in an infinite lattice, we have to discuss the temperature
dependence of the conductivities. One possibility is that the conductivities vanish in
the zero temperature limit (see Sect. 7.4), which restores the linear wave equation,
and Anderson localization. Then, Anderson localization will be destroyed at the
smallest amount of nonlinearity. But may be there is a small but finite nonzero
critical temperature/density/nonlinearity threshold at which the conductivity van-
ishes, similar to the quantum many body localization case [19]? Another type of
initial states are the ones mostly considered in this chapter—compact localized
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Fig. 19 Schematic dependence of the probability PV for wave packets to stay localized (dark
area) together with the complementary light area of spreading wave packets versus the wave packet
volume V (either initial or attained at some time t) for three different orders of nonlinearity � < 4,
� D 4 and � > 4. Adapted from [17]

wave packets in a zero density surrounding. Then, if nonlinearity is lowered, several
papers study the fate of these states [15–17]. The main outcome appears to be, that
for a given and fixed initial state, at small enough nonlinearity, the dynamics will be
in a KAM regime, i.e. there will be a finite probability PR that the state is launched
on a torus in phase space, dynamics is regular, phase coherence is conserved, and no
spreading will occur. But then, there is the complementary probability PCh D 1�PR

to miss the torus, and instead to be launched on a chaotic trajectory, where dynamics
is irregular, phase coherence is lost, and spreading may occur. Here probability is
meant with respect to the disorder realization (or the space location of the initial
state). The probability PR increases to one for vanishing nonlinearity, and therefore
Anderson localization is restored in this probabilistic sense. A consequence of the
considerations in [17] is shown in Fig. 19, where � D  C 2 measures the power
of nonlinearity [see (39)]. Namely, we assume that the dynamics starts on a chaotic
trajectory. Then by assumption, we will continue to be on a chaotic trajectory, and
spread. For the typical size of the wave packet at a later stage, we may recalculate
the probability to keep chaoticity if we suddenly change the disorder realization.
The answer is, that for  D 2 (cubic nonlinearity), even in the limit of an infinitely
spread wave packet (with infinitesimally small densities) the probability of chaos
stays finite (and can be anything between zero and one). For  < 2 this chaos
probability tends to one in the infinite time/spreading limit—despite the fact that
the densities drop to zero. In this case chaos always wins. Finally, for  > 2 the
chaos probability shrinks to zero. Therefore, even if our chaotic trajectory will
spread forever, it will enter a phase space region which is predominantly regular.
What kind of regime is that? Is there place for Arnold diffusion? Will subdiffusive
spreading slow down in that case (apparently numerical studies do not report on
anything suspicious in that case)?

The above studies were restricted to lattice wave equations, which introduce
upper bounds for the localization length. Spatially continuous wave equations may
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lack these upper bounds. Therefore an initially compact localized wave packet may
overlap with normal modes whose localization length is unbounded in principle.
While this may become an intricate matter of counting overlap weights, it is
instructive to see that numerical studies of such cases also indicate the appearance
of the universal subdiffusive spreading as observed for lattices [73].

The more models are accumulated for the above studies, the more qualitative
differences are becoming visible. For instance, models can be classified according
to the number of integrals of motion (KG—one, DNLS—two). Other models differ
in the connectivity in normal mode space—while cubic DNLS and KG equations
have connectivity K D 4 (four modes are coupled), other models discussed e.g. in
[17, 74] have connectivity K D 2. Again the strong disorder limit of K D 4 models
yields K D 2 in leading order, which is one of the cases where analytical methods
are applied (see references in [72]). Time might be ripe to perform comparative
studies.
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Modeling and Computation of Bose-Einstein
Condensates: Stationary States, Nucleation,
Dynamics, Stochasticity

Xavier Antoine and Romain Duboscq

1 Modeling: Bose, Einstein, Gross, and Pitaevskii

1.1 From the Theory to the Realization of Bose-Einstein
Condensates

The discovery of Bose-Einstein Condensates (BECs), from their theoretical predic-
tion by Bose and Einstein in 1925 to their first experimental realization in 1995 by
Cornell and Wiemann, results from extraordinary scientific achievements that led
to the birth of condensed matter physics. The origin of the theory of BECs comes
from an Indian physicist, Satyendra Nath Bose, who proposed in 1924 a statistics for
the photons that is different from the classical Maxwell-Boltzmann statistics. This
latter allows to know the distribution of the particles velocity in an ideal gas with
elastic shocks, corresponding to a classical description of matter. However, such
statistics cannot be applied to microscopic particles where quantum effects must be
included. An example is the Heisenberg uncertainty principle which states that both
the position and velocity of a massive particle cannot be known simultaneously.
Therefore, the introduction of a new statistical distribution of the particles in the
phase space is required. In his works, Bose considers the photons which are particles
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that belong to the class of bosons (particles with an integer spin). Photons can
occupy the same quantum state, implying that two photons with the same energy
and position cannot be distinguished. Based on this property, Bose developed the
foundations of the theory of quantum statistical mechanics. He sent his paper to
Albert Einstein who submitted it for him to Zeitschrift für Physik [39] and who
generalized this result to atoms [59]. In this work, Einstein predicts the existence of a
new state of matter which is now better known as Bose-Einstein condensates. When
a gas of dilute atoms is at a very low temperature (close to the absolute zero), there
is a phase transition where a part of the gas condensates, which means that a large
fraction of the atoms simultaneously occupy the lowest level quantum energy state,
also called fundamental state. The critical temperature to observe the condensation
phenomena is related to the property that the distance between the atoms is about
one de Broglie wavelength �de Broglie [53]

�de Broglie D h

.2�mkBT/1=2
;

where h is the Planck constant, m is the atomic mass, kB is the Boltzmann constant
and T is the temperature. When the characteristic distances of the system are about
the same, quantum phenomena arise in the gas. A dimensional analysis argument
[98] provides the formula

Tc D 3:3
„2n2=3
mkB

to determine the critical temperature Tc, where n is the number of particles per unit
volume in the gas and „ is the reduced Planck constant („ D h

2�
). At the time

of these first predictions, experimentalists where not able to maintain the atoms in
a gaseous state when cooling them, resulting in a transition to the solid state. In
addition to the fact that extremely low temperatures had to be obtained, well-chosen
candidates were required to experimentally observe the condensates.

In 1937, Kapitsa discovers the superfluidity phenomena that occurs in the helium
gas [79]. Helium 4He has the property to not solidify when it is cooled but to be
in the liquid state even at very low temperatures. Kapitsa shows that a transition
phase occurs in the helium fluid under 2:17K. Moreover, this new phase possesses
amazing properties. For instance, there is almost no viscosity in the fluid. In 1938,
London suggests that there is a connection between superfluidity in helium 4He
and BECs [89], the difference being that, in the case of the helium superfluid,
only a small part of the atoms is at the fundamental state. The main reason is that
strong interactions exist in the helium which is in a fluid state while BECs creation
arises in ideal gazes with weak interactions. Nevertheless, the helium superfluid
plays a key role in the development of some physical concepts that have next been
applied to BECs. In 1949, Onsager predicts the existence of quantum vortices in
superfluids. His ideas have been further developed by Feynman [62, 63] in 1955.
Quantum vortices are not an extension of classical vortices observed in a classical



Modeling and Computation of BECs 51

rotating fluid (like for example in water). For a superfluid, the velocity is given by
the gradient of the phase function. Indeed, it is possible to describe a superfluid
through a wavefunction

 .t; x/ D p
�.t; x/eiS.t;x/;

where �.t; x/ is the superfluid density and S WD S.t; x/ its phase, x WD .x; y; z/ 2 R
3

is a spatial point in the system .O; ex; ey; ez/ and t > 0 is the time variable. The
velocity of a superfluid is given by v.t; x/ D rS.t; x/. Hence, a direct calculation
shows that r 
 v.t; x/ D r 
 rS.t; x/ D 0, where S is smooth (a 
 b is the exterior
product of two complex-valued vectors/operators a and b). We can then deduce
that the superfluid is irrotational where there is no singularity point, e.g. when the
superfluid density is zero. These singularities create “holes” in the condensate that
are called quantum vortices.

In 1959, Hecht suggests that the hydrogen atom with a polarized spin could be
a suitable candidate to observe a condensate in the framework of weak interactions
[73]. The interaction between two atoms of hydrogen with an aligned spin being
weak, a cooling of the gas would not create a molecule nor a liquefaction. Hecht’s
idea is validated in practice in 1976 by Stwalley and Nosanow [114] who confirmed
the hypothesis of the weak interaction of hydrogen and hence started the race to
the experimental realization of a hydrogen condensate. The first experiments used
a magnetic field to cool the atoms. However, this technique was not robust enough
since only a small part of the atoms was practically cooled. New cooling techniques
were therefore necessary for confining the atoms. In 1987, a physics group from the
Massachusetts Institute of Technology (MIT), supervised by Greytak and Kleppner,
published [75] a method where they first confined the hydrogen atoms by a magnetic
trap and next cooled the gas to about 10�3 K by evaporation. Starting from a gas
made of trapped atoms, the evaporation process consists in progressively letting the
hottest atoms going out by diminishing the trap strength as illustrated on Fig. 1. We
represent the trapping potential by a parabol and the atoms by small colored disks
according to their temperature. During the cooling of the gas, a significant part of

Fig. 1 Cooling of atoms by evaporation in a magnetic trap
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the atoms is lost. Therefore, it is necessary to start the process with a large enough
quantity of atoms.

The realization of a condensate made of hydrogen atoms has been obtained in
1998 [64]. Meanwhile, the advances in terms of cooling by a laser, in particular
for alkaline atoms, have finally led in 1995 the Boulder University group headed
by Cornell and Wieman to create the first Bose-Einstein condensate [9]. This BEC,
made of rubidium atoms 87Rb, has been directly followed by a second realization
by Ketterle’s team at the MIT by using sodium atoms 23Na [52]. Cornell, Wieman,
and Ketterle have been awarded the Nobel prize in Physics in 2001 for their
contributions on BECs. In parallel, a group from Rice University, supervised by
Hulet, created a BEC with lithium atoms 7Li [104]. Since the lithium atoms are
characterized by strong interactions, the condensate collapsed but Hulet was able to
stabilize it through a quantum pressure technique. After these developments, other
kinds of atoms were used to produce new BECs.

1.2 Modeling Bose-Einstein Condensates

Various mathematical models can be used to describe BECs [16, 84, 105]. In this
section, we are most particularly interested in one of the most important models
found in the Physics literature: the Gross-Pitaevskii Equation (GPE).

1.2.1 From Classical to Quantum Mechanics

In quantum mechanics, the state of a system is described by a fundamental time-
dependent equation: the Schrödinger equation. This equation plays the role of the
Euler-Lagrange or Hamilton equations used in classical mechanics. Let us assume
that we have a physical system driven by the classical mechanics rules, for example
a solid ball. The Lagrangian of a classical physical system [42] is given by

L D Tkin � V;

where Tkin is the kinetic energy and V is the potential energy of the system. For
an object with mass m which is assimilated to a point and subject to an exterior
conservative force F.x/ D �rV.x/ (r is the usual gradient operator) at point x, the
kinetic and potential energies are respectively given by

Tkin D 1

2
mjPx.t/j2 and V D V.x.t//;

where Px.t/ is the object velocity obtained by deriving its position x.t/ with respect
to the time variable t. Therefore, at a given time t, the Lagrangian depends on two
variables that describe the configuration of the physical system: the speed and the
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position of the object. For a punctual object, one gets

L .x; Px; t/ D 1

2
mjPx.t/j2 � V.x.t//: (1)

The Euler-Lagrange equations characterize the dynamics of a classical system from
its Lagrangian. They can be written as

@L

@x
.x; Px; t/ � d

dt

@L

@Px .x; Px; t/ D 0:

By applying this equation to the previous Lagrangian, we derive the fundamental
equation of dynamics: mRx.t/C rV.x.t// D 0, which provides the trajectory of the
object.

The Hamilton’s equations are a second approach to deduce the dynamics of a
classical system [15]. We have already seen that the Lagrangian of a punctual object
depends on both its position and velocity. It is possible to extend the expression of
the Lagrangian by considering some generalized coordinates q and the associated
generalized velocity Pq. The generalized coordinates must be chosen to uniquely
define the configuration of the physical system. The Hamiltonian of the system is
obtained by the following formula which corresponds to a Legendre transformation
of the Lagrangian

H .q;p; t/ D p � q � L .q; Pq; t/; (2)

a � b being the hermitian product between two complex-valued vector fields a and
b, the associated norm is jaj WD p

a � a. In the previous equation, p denotes the
generalized momentum such that

p D @L

@ Pq .q; Pq; t/: (3)

The Hamilton’s equations are given by

Pq D @H

@p
.q;p; t/; Pp D �@H

@q
.q;p; t/:

By considering a particle subject to an exterior conservative force, we have seen that
we obtain the Lagrangian (1). We determine the associated Hamiltonian by using the
relations (2) and (3). Relation (3) allows us to identify the generalized impulsion of
the particle: p D m Pq. By using (2), we obtain the Hamiltonian of the particle

H .q;p; t/ D 1

2m
jpj2 C V.q/ D Tkin C V;
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where H is the sum of the kinetic energy Tkin and the potential energy V of the
particle. The total energy E of the particle is given via the Hamiltonian

E WD Tkin C V D H .q;p; t/: (4)

This second approach is the one adopted to describe quantum particles. The main
difference is related to the way the massive particles are considered. Indeed, the
modeling of microscopic particles is realized through a wave function. The idea
behind the oscillating nature of matter comes from some physical experiments
where the duality wave-particles was observed [53, 74]. This duality is associated
to the probabilistic character of quantum mechanics: this is not possible to know in
a deterministic way the state of a quantum system. Following this point of view, a
wave function  is associated to a particle and leads to the probability to determine
a particle at a given point of the space. The probability to find a particle in a volume
M at time t is

P.particle 2 M/ D
Z

M
j .t; x/j2dx 2 Œ0; 1�;

implying the so-called “mass conservation” property

P.particle 2 R
3/ D

Z

R3

j .t; x/j2dx D 1: (5)

This description of the particles is given by the de Broglie’s relations [53] Op D „k
and OE D „!, where Op is the impulsion of a particle and k its wave number. The
total energy OE of a particle is the sum of its kinetic and potential energies, and !
its angular frequency. The relation expresses both the impulsion and the energy of
the particle (assimilated to a wave function) under an operator form. Considering
that a particle is given as the sum of monochromatic plane waves (by Fourier
superposition)

 .t; x/ D 1

.2�/4

Z

R�R3

O .!;k/ei.x�k�!t/dkd!;

the de Broglie’s relations formally lead to

�i„r .t; x/ D 1

.2�/4

Z

R�R3

Op O .!;k/ei.x�k�!t/dkd!;

i„@t .t; x/ D 1

.2�/4

Z

R�R3

OE O .!;k/ei.x�k�!t/dkd!:

This makes a parallel between the momentum operator Op and the operator r: Op �
�i„r, and between the energy operator OE and the partial derivative @t: OE � i„@t. By
using relation (4) and the previous ones, we deduce the following evolution equation
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for the wave function with Hamiltonian H

i„@t .t; x/ D H .x;�i„r; t/ .t; x/:

Hence, H is now considered as an operator. This famous equation has been derived
by Schrödinger [107]. It provides the dynamics of the wave function associated to
the particles. In the case of a particle subject to an exterior potential V , we have the
following Hamiltonian

H D 1

2m
j Opj2 C V.x/;

which leads to the Schrödinger equation

i„@t .t; x/ D � „2
2m
� .t; x/C V.x/ .t; x/:

Let us now introduce a new energy E corresponding to the mean-value of the
Hamiltonian

E . /.t/ WD
Z

R3

 .t; x/�H .x;�i„r; t/ .t; x/dx; (6)

where  � designates the complex conjugate function of  . We can also write this
energy as

E D h .t; x/;H .x;�i„r; t/ .t; x/iL2x
;

where h:; :iL2x
is the hermitian inner product

8. ; 	/ 2 L2x 
 L2x; h	; iL2x
WD
Z

R3

	.x/� .x/dx;

for square-integrable functions on R
3

L2x D L2.R3/ WD
�
	 W R3 ! C=

Z

R3

j	.x/j2dx < 1
�
:

The associated norm in L2x is

8	 2 L2x; k	kL2x
WD h	; 	i1=2

L2x
:

When the Hamiltonian is self-adjoint, i.e.,

8	1; 	2 2 C1
0 .R

3/; hH .x;�i„r; t/	1; 	2iL2x
D h	1;H .x;�i„r; t/	2iL2x

;
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and time homogeneous, i.e.

H .x;�i„r; t/ D H .x;�i„r/;

the energy E is conserved with respect to the time variable. Indeed, we have

@tE . / D
Z

R3

Œ@t .t; x/��H .x;�i„r/ .t; x/dx

C
Z

R3

 .t; x/�H .x;�i„r/Œ@t .t; x/�dx:

Since  satisfies the Schrödinger equation associated with H , we deduce that

@tE . / D
Z

R3

�
� i

„H .x;�i„r/ .t; x/
	�

H .x;�i„r/ .t; x/dx

C
Z

R3

 .t; x/�H .x;�i„r/
�
� i

„H .x;�i„r/ .t; x/
	

dx:

By using the property that the Schrödinger operator is self-adjoint, one gets

@tE . / D i

„
Z

R3

ŒH .x;�i„r/ .t; x/�� H .x;�i„r/ .t; x/dx

� i

„
Z

R3

ŒH .x;�i„r/ .t; x/�� H .x;�i„r/ .t; x/dx D 0:

In addition, we remark that

H .x;�i„r; t/ .t; x/ D D �E . /.t; x/; (7)

where the derivative of the energy is defined as a functional derivative in L2x equipped
with the hermitian inner product h:; :iL2x

. More precisely, in Eq. (7), we differentiate
E . / with respect to  � by considering that and � are independent: we identify
D �E . / as satisfying

Z

R3

	�D �E . /dx D lim
�!0

1

�

�Z

R3

. C �	/�H  dx �
Z

R3

 �H  dx
�
: (8)

This energy allows us to come back to the Schrödinger equation associated with a
system by an equation like (7).
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The notion of wave function can be generalized to a system of Npart particles by
using the Hamiltonian: H D H .x1; : : : ; xNpart ;p1; : : : ;pNpart ; t/. For example,for
Npart noninteracting distinct particles under the action of an exterior potential V , the
Hamiltonian is

H D
NpartX

jD1
� „2
2m
�xj C V.xj/; (9)

where xj designates the position of the j-th particle, j D 1; : : : ;Npart. We can
then deduce the wave function  D  .t; x1; : : : ; xNpart/ for system (9) through a
Schrödinger equation. One then gets

P.particle 1 2 M1; : : : ; particle Npart 2 MNpart/

D
Z

M1�:::�MNpart

j .t; x1; : : : ; xNpart/j2dx1 : : : dxNpart ;

where Mj is the j-th volume associated with the j-th particle, 1 � j � Npart.

1.2.2 Application to Bose-Einstein Condensates

We propose here a construction that can be found in [98]. For a BEC, the set of
condensed particles occupies the same quantum state, that is the ground state. The
condensate is considered as a system of indistinguishable particles with the same
wave function  . The condensate wave function writes down as

Q .t; x1; x2; : : : ; xNpart/ D
NpartY

jD1
 .t; xj/: (10)

Furthermore, the condensate corresponds to a set of particles subject to an exterior
potential V and an interaction force Uint between the particles that depends on the
distance between two given particles. The Hamiltonian of the system is

H D
NpartX

jD1
� „2
2m
�xj C V.xj/C

X

1	k<j	Npart

Uint.xj � xk/:
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We obtain the energy Esys of the system of particles at time t by using formulation
(10) and the mass conservation (5)

Esys WD
Z

.R3/
Npart

Q �.t; x1; : : : ; xNpart/H Q .t; x1; : : : ; xNpart/dx1 : : : dxNpart

D Npart

Z

R3

� „2
2m

jr .t; x/j2 C V.x/j .t; x/j2
	

dx

C Npart
Npart � 1

2

Z

R3

Z

R3

Uint.x0 � x/j .t; x0/j2dx0j .t; x/j2dx:

Let us consider the variable change  ! 1=
p

Npart and let us assume that the
number of atoms is sufficiently large so that .Npart � 1/=Npart � 1. This yields the
normalized energy

E . /

D
Z

R3

� „2
2m

jr .t; x/j2 C .V.x/ C 1

2

Z

R3

Uint.x0 � x/j .t; x0/j2dx0/j .t; x/j2
	

dx:

To derive the Schrödinger equation that describes the evolution of the wave function
 , we compute the functional derivative of the energy

Z

R3

	�D �E . /dx D
Z

R3

	.x/�
�

� „2
2m
�C V.x/

�
 .t; x/dx

C 1

2

Z

R3

	.x/�
�Z

R3

Uint.x0 � x/j .t; x0/j2dx0
�
 .t; x/dx

C 1

2

Z

R3

�Z

R3

Uint.x0 � x/ .t; x0/	.x0/�dx0
�

j .t; x/j2dx:

From the Fubini theorem and by assuming that the interaction potential Uint is even
Uint.x0 � x/ D Uint.x � x0/ for any points x and x0, we remark that

Z

R3

�Z

R3

Uint.x0 � x/ .t; x0/	.x0/�dx0
�

j .t; x/j2dx

D
Z

R3

�Z

R3

Uint.x � x0/	.x/� .t; x/dx
�

j .t; x0/j2dx0:

Hence, one gets

Z

R3

	�D �E . /dx D
Z

R3

	.x/�.� „2
2m
�C V.x// .t; x/dx

C
Z

R3

	.x/�.
Z

R3

Uint.x0 � x/j .t; x0/j2dx0/ .t; x/dx:
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This leads to the Schrödinger equation satisfied by  

i„@t D D �E . / D .� „2
2m
�C V.x/C

Z

R3

Uint.x0 � x/j .t; x0/j2dx0/ :

Let us remark that the parity assumption of Uint is not restrictive in practice because
the interatomic interactions are symmetrical. Furthermore, this type of potential can
describe a wide variety of interactions between the atoms. For instance, the Van der
Waals interaction created by a dipole-dipole electric interaction between the atoms
writes [98]

UvdW.jx � x0j/ D � C6
jx � x0j6 :

From a mathematical point of view, we remark that the nonlocal interaction
term is given by an integral operator. To avoid the problem of evaluating this
class of interactions, physicists introduced the concept of effective interaction. By
considering a system of two interacting particles with low energy, the interaction
between the particles can be quantified by a constant a that is usually called the
“scattering length”. This simplification leads to the computation of an effective
interaction Ueff between two particles that formally satisfies

U0 WD
Z

Rd
Ueff.x0 � x/dx D 4�„2a

m
;

where m is the mass of the particles, x0 is the reference particle position and x
corresponds to the position of the other particle. Therefore, if we assume that
the interatomic distance inside the condensate is sufficiently large compared to
the scattering length a, the interaction between the particles can be replaced by a
localized interaction which is proportional to U0, that is: U.x0� x/ D U0ı0.x0� x/.
We deduce a Schrödinger equation for the wave function  as

i„@t .t; x/ D .� „2
2m
�C V.x/C 4�„2a

m
j .t; x/j2/ .t; x/: (11)

This equation has been obtained independently by Gross [72] and Pitaevskii [99] in
1961 and is called the Gross-Pitaevskii Equation (GPE). More recently, the equation
was derived in more general frameworks [86, 87]. In the sequel, we consider this
equation for modeling a BEC.



60 X. Antoine and R. Duboscq

1.3 Enrichment of the GPE: Quantum Vorticity, Dipole-Dipole
Interaction, Multi-components, Stochasticity

1.3.1 Rotating Bose-Einstein Condensates and Quantum Vortices

One of the most interesting characteristics of superfluids is their response to rotation.
In a superfluid, the velocity of the fluid is given by the gradient of its wave function.
As mentioned before, the fluid is irrotational everywhere except at the singularities
called quantum vortices. Furthermore, another feature of superfluids is that there
exists a characteristic velocity given by the spectrum of the excited states of the
quantum system. Above this critical velocity, the system is excited. For example, an
impurity moving in a superfluid will not cause any perturbation in the fluid unless
its speed is above the critical velocity.

Since Bose-Einstein condensates are supposed to behave like superfluids, a lot
of experiments were proposed to investigate properties like the existence of critical
velocity or the nucleation of quantum vortices when a rotation is applied to the
condensate. Two teams, one from the ENS Paris led by Dalibard [92–94] and
a second one from the MIT and headed by Ketterle, have developed a method
involving anisotropic harmonic potentials to stir the condensate and rotate it. They
observed that there is no nucleation of vortices in the condensate under a certain
rotation speed. The process of nucleation only begins when a certain rotational
speed is obtained. In addition, the number of vortices is directly proportional to
the rotation speed (see Fig. 2).

For modeling a rotating BEC, we need to change from the reference frame of
the laboratory to the rotating frame of the condensate. If the rotation axis is the z-
direction (i.e. ˝ D .0; 0;˝/, where ˝ is the rotation speed), this change of frame
leads to the following transformation of variables

�
x0 D cos.˝t/x C sin.˝t/y;
y0 D � sin.˝t/x C cos.˝t/y:

Fig. 2 Nucleation of quantized vortices for an increasing rotation speed (from left to right). The
experiments were done by a group led by Jean Dalibard in 2001 at the Kastler Brossel laboratory
(ENS Paris, France)
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Therefore, to any vector x in the reference frame is associated a time dependent
vector x0.t/ in the rotating frame. We remark that: Px.t/ D Px0.t/ C ˝ 
 x0.t/. We
now consider a particle in rotation and subject to a potential V . The Lagrangian
associated to this particle is

L .x; Px; t/ D 1

2
mPx.t/2 � V.x.t//:

By using the change of variables, we deduce the Lagrangian in the rotating frame

L .x0; Px0; t/ D 1

2
m.Px0.t/C˝ 
 x0.t//2 � V.x0.t//

and the generalized momentum operator

p0 D @L

@Px0 D m.Px0 C˝ 
 x0/:

The Hamiltonian of a particle in the rotating frame is then

H .x0;p0; t/ D p0 � x0 � L .Px0; x0; t/ D p02

2m
� .˝ 
 x0/ � p0 C V.x0/:

Applying the same procedure for the Hamiltonian of a system of Npart interacting
particles under the action of a potential V , we obtain

H D
NpartX

jD1
� „2
2m
�xj C i„.˝ 
 xj/ � rxj C V.xj/C

X

1	k<j	Npart

Uint.xj � xk/:

Similarly, we deduce the GPE for a rotating BEC

i„@t .t; x/ D .� „2
2m
� � i„˝ � .x 
 r/C V.x/C 4�„2a

m
j .t; x/j2/ .t; x/;

since .˝ 
 x/ � r D �˝ � .x 
 r/.

1.3.2 BECs Including Dipolar Interactions

BECs were first obtained for alkali and hydrogen atoms. Since these two families of
atoms have a weak magnetic moment, the magnetic dipole-dipole interaction can be
neglected in the associated GPE. Latter, BECs made of chromium atoms 52Cr were
created, leading to a GPE where the dipole-dipole interactions must be included
[70, 71]. As a consequence, an additional interaction term modeling the magnetic
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forces between the atoms has to be added to the Hamiltonian

H D
NpartX

jD1
� „2
2m
�xj C V.xj/C

X

1	k<j	Npart

U0ı0.xj � xk/C Udipole.xj � xk/: (12)

The notation Udipole corresponds to the magnetic dipole-dipole interaction given by

Udipole.xj � xk/

D �0

4�

�mag;j.xj/ � �mag;k.xk/� 3.�mag;j.xj/ � uj;k/.�mag;k.xk/ � uj;k/

jxj � xkj3 ;

where �mag;j (respectively �mag;k) is the magnetic momentum of the j-th atom
(respectively k-th atom),

uj;k D xj � xk

jxj � xkj ;

and �0 is the permeability of vacuum. We now assume that all the atoms are
polarized by an external magnetic field in the z-direction, implying that �mag;j D
�mag;k D �mag ez, where �mag is the amplitude of the magnetic momentum of
chromium atoms. Thus, the magnetic dipole-dipole interaction is

Udipole.xj � xk/ D �0�
2
mag

4�

1 � 3 cos.angle.xj � xk; ez//

jxj � xkj3 ;

where angle.xj�xk; ez/ is the angle between xj�xk and ez. By using the Hamiltonian
(12), we obtain the following GPE with a nonlocal interaction term

i„@t .t; x/

D .� „2
2m
�C V.x/C Œ

4�„2a
m

j .t; x/j2

C �0�
2
mag

2�

Z

R3

U.x � x0/j .t; x0/j2dx0�/ .t; x/;

where

U.x/ D 1 � 3 cos.angle.x; ez//

jxj3 :
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1.3.3 Origin of Stochastic Effects in BECs

Some classes of GPEs include some random terms to describe the stochastic effects
that may arise in BECs. For example, let us cite the modeling of random fluctuations
in an optical trap [1–3, 68, 69, 106] or the consideration of the interactions between
a cloud of non condensed atoms and the BEC [40, 66, 67, 111, 112]. This latter
model involves a space and time stochastic process that describes the fluctuations
of the phase and density of the condensate. Here, we focus on the first model and
derive the associated stochastic GPE.

In [106], the authors model randomness in the intensity of the optical trapping
device used to confine the BEC. In the case of a magneto-optical trap, the laser beam
used is slightly detuned to a frequency less than the resonant frequency of the atoms.
When the laser beam is coupled to a spatially varying magnetic field which changes
the resonant frequency of the atoms, a potential force is induced, then creating an
atomic trapping device [95]. Using multiple laser beams leads to the potential

V.t; x/ D �1
4
˛jE.t; x/j2;

where ˛ is the atomic polarizability and E is the amplitude of the electric field
generated by the laser beam. For a small detuning effect of the laser (less than 10%),
the atomic polarizability is given by the approximation: ˛ D � �2

„�! , where � is the
transition dipole momentum and �! D ! � !0 is the detuning parameter between
the laser pulsation ! and the electronic transition pulsation !0 of the atoms. For a
gaussian laser beam, the intensity of the electric field created by the laser is

jE.t; x/j2 D E0.t/
2e� jxj2

`2 ;

where ` is the gaussian beam radius. If the size of the condensate is small compared
to ` (jxj � `), a Taylor’s expansion gives the following approximation of the
potential

V.t; x/ D �˛
4

jE0.t/j2 C ˛

4`2
jE0.t/j2jxj2:

By a gauge transformation

 .t; x/ !  .t; x/e
i˛
4„

R t
0 jE0.s/j2ds;

we eliminate in the GPE (11) the constant term that appears in the previous potential
and obtain

i„@t .t; x/ D .� „2
2m
�C ˛

4`2
jE0.t/j2jxj2 C 4�„2a

m
j .t; x/j2/ .t; x/:
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Finally, the fluctuations in the laser intensity are modeled by a random process P�
which determines the difference between the mean intensity jE0j2 and the intensity
jE0.t/j2 at time t. If we set

P�.t/ D jE0.t/j2 � jE0j2
jE0j2 ;

we deduce the following stochastic GPE

i„@t .t; x/ D .� „2
2m
�C ˛

4`2
jE0j2.1C P�.t//jxj2 C 4�„2a

m
j .t; x/j2/ .t; x/:

A process which is widely used by physicists is the brownian motion .wt/t2RC .
The associated noise (e.g. the time derivative of the process) is the so-called white
noise . Pwt/t2RC , a real-valued centered gaussian process with covariance EŒ Pwt Pws� D
ı.t � s/.

1.3.4 Multi-components BECs

In the derivation of the Gross-Pitaevskii model for BECs, we omitted the effect of
the spin of the atoms. For each species of particles, there exists a principal quantum
spin number s that is either an half-integer for the fermions (s D 1=2; 3=2; : : :) or
an integer for the bosons (s D 0; 1; 2; : : :). The quantum spin number S of a particle
corresponds to a new degree of freedom S 2 f�s;�.s � 1/; : : : ; .s � 1/; sg. For
example, a fermion with principal quantum spin number s D 1=2 can only have
two possible spin numbers: S D 1=2 or S D �1=2. Each value of S corresponds
to a quantum state of the particle. To describe the quantum system, we introduce
a vector-valued wave function, where each component is associated to a value of
S. This requires the extension of the GPE to a system of GPEs when s ¤ 0. This
situation corresponds to multi-components BECs.

Let us consider a mixture between two different species of atoms (denoted by
type 1 and type 2), the extension to more components being direct. We suppose
that each type of quantum system occupies the ground state. The first (respectively
second) gas has Npart,1 (respectively Npart,2) atoms. Each component is described by
a wave function, 1 or  2, according to the gas, that satisfies the mass conservation

Z

R3

j `.t; x/j2dx D Npart;`; for ` D 1; 2: (13)

The wave function of the BEC is

Q .t; x11; : : : ; x1Npart,1
; x21; : : : ; x

2
Npart,2

/ D
Npart,1Y

jD1
 1.t; x1j /

Npart,2Y

kD1
 2.t; x2k/;
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where x1j is the position of the j-th atom of type 1 and x2k is the position of the k-th
atom of species 2. If we assume that the `-th component is subject to an external
potential V`, has a mass m` and that the components interact, we obtain the following
Hamiltonian

H D
Npart,1X

jD1
� „2
2m1

�x1j
C V1.x1j /C

X

1	 j<l	Npart,1

Uint,1.x1j � x1l /

C
Npart,2X

kD1
� „2
2m2

�x2k
C V2.x2j /C

X

1	k<m	Npart,2

Uint,2.x2k � x2m/

C
Npart,1X

jD1

Npart,2X

kD1
Uint,1,2.x1j � x2k/;

where Uint;` corresponds to the interactions between the atoms of the type `(D 1; 2)
and Uint,1,2 describes the interatomic interaction. By symmetry, the interaction term
Uint,1,2 is even. We deduce the energy Esys of the system by using (13)

Esys. 1;  2/

D Npart,1

Z

R3

� „2
2m1

jr 1.t; x/j2 C V1.x/j 1.t; x/j2
	

dx

C Npart,1.Npart,1 � 1/=2

Z

R3

Z

R3

Uint,1.x � x0/j 1.t; x0/j2dx0j 1.t; x/j2dx

C Npart,2

Z

R3

� „2
2m2

jr 2.t; x/j2 C V2.x/j 2.t; x/j2
	

dx

C Npart,2.Npart,2 � 1/=2

Z

R3

Z

R3

Uint,2.x � x0/j 2.t; x0/j2dx0j 2.t; x/j2dx

C Npart,1Npart,2

Z

R3

Z

R3

Uint,1,2.x � x0/j 1.t; x0/j2j 2.t; x/j2dx0dx:

Let us consider the following changes of variables:  ` ! 1=
p

Npart;` `, ` D 1; 2.
Moreover, we assume that Npart;` is large enough to satisfy: .Npart;` � 1/=Npart;` � 1,
` D 1; 2. This leads to the normalized energy of the system

E . 1;  2/

D
Z

R3

� „2
2m1

jr 1.t; x/j2C .V1.x/

C1

2

Z

R3

Uint,1.x � x0/j 1.t; x0/j2dx0/j 1.t; x/ j2� dx
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C
Z

R3

� „2
2m2

jr 2.t; x/j2C .V2.x/

C1

2

Z

R3

Uint,2.x � x0/j 2.t; x0/j2dx0/j 2.t; x/ j2� dx

C
Z

R3

Z

R3

Uint,1,2.x � x0/j 1.t; x0/j2j 2.t; x/j2dx0dx: (14)

We obtain the Schrödinger equations that govern the evolution of  `, ` D 1; 2, by
using the derivative of the energy with respect to  1 and  2. We have

i„@t `.t; x/ D D �
`
E . 1;  2/;

for ` D 1; 2, which is equivalent to the following system of equations

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

i„@t 1.t; x/ D .� „2
2m1

�C V1.x/C
Z

R3

Uint,1.x � x0/j 1.t; x0/j2dx0/ 1.t; x/

C
Z

R3

Uint,1,2.x � x0/j 2.t; x0/j2dx0 1.t; x/;

i„@t 2.t; x/ D .� „2
2m2

�C V2.x/C
Z

R3

Uint,1.x � x0/j 2.t; x0/j2dx0/ 2.t; x/

C
Z

R3

Uint,1,2.x � x0/j 1.t; x0/j2dx0 2.t; x/:

Like for the one-component case, the interaction between the particles can be
simplified by introducing an effective interaction

Uint;`.x � x0/ D 4�„2a`
m`

ı0.x � x0/;

where a` is the scattering length of the atoms of species `(D 1; 2). The effective
interatomic interaction is given by

Uint,1,2.x � x0/ D 4�„2a1;2
m1;2

ı0.x � x0/;

where a1;2 is the scattering length between an atom of type 1 and an atom of type 2.
The quantity m1;2 is the reduced mass of a pair of atoms of types 1 and 2, i.e.

m1;2 D m1m2

m1 C m2

:
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Finally, the evolution of a two-components BEC is modeled by the following system
of GPEs

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

i„@t 1.t; x/ D .� „2
2m1

�C V1.x/C 4�„2a1
m1

j 1.t; x/j2

C4�„2a1;2
m1;2

j 2.t; x/j2/ 1.t; x/;

i„@t 2.t; x/ D .� „2
2m2

�C V2.x/C 4�„2a2
m2

j 2.t; x/j2

C4�„2a1;2
m1;2

j 1.t; x/j2/ 2.t; x/:

1.4 Stationary States

In quantum mechanics, an excited state of a quantum system is a quantum state
with an energy higher than the energy of the ground state (i.e. the quantum state
with the lowest energy). Furthermore, the stationary states of a quantum system
are the eigenfunctions of the Hamiltonian operator associated to the system. The
eigenvalues for each stationary state are quantified energies related to the spectrum
of the Hamiltonian operator. For a stationary state  , we have

i@t D H  D � ;

where � is the eigenvalue linked to  . Therefore, the stationary state is searched as:
 .t; x/ D 	.x/e�i�t, where 	 is a time independent square-integrable function such
that: k	k2

L2x
D 1. We directly compute an eigenvalue �, also called the chemical

potential, by using the associated eigenfunction 	 since

� D �

Z

Rd
j	j2dx D

Z

Rd
	�H 	dx:

1.4.1 Critical Points of the Energy Functional E

Stationary states are critical points of the energy functional. To prove this statement,
we follow a proof similar to [98]. Let us consider a GPE for a rotating condensate

i„@t .t; x/ D .� „2
2m
��i„˝ � .x
r/CV.x/C.Npart �1/4�„2a

m
j .t; x/j2/ .t; x/:

We have seen that the energy associated to a given system, defined by (6), can be
directly written through the Hamiltonian. For a nonlinear Hamiltonian, a corrective
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term must be added to fulfill (7)

E . / D h .t; x/;H .x;�i„r/ .t; x/iL2

�
Z

R3

1

2

4�„2a
m

j .t; x/j4dx

D
Z

R3

� „2
2m

jr .t; x/j2 C V.x/j .t; x/j2

� .t; x/�i„˝ � .x 
 r/ .t; x/� dx

C
Z

R3

1

2

4�„2a
m

j .t; x/j4dx: (15)

Let us set

H0.x;�i„r/ D � „2
2m
�C V.x/� i„˝ � .x 
 r/:

We remark that the Hamiltonian operator H0 is an hermitian operator in L2x. Let
us now compute the critical points of the energy functional (15) under the mass
conservation constraint. To this end, we introduce a Lagrange multiplier � and solve

D �E .	/C D E .	/� �
�
D � .k kL2 / .	/C D .k kL2 / .	/

� D 0: (16)

Since H0 is an hermitian operator, the functional derivatives are given by

D �E .	/ D D E .	/ D H0	 C 4�„2a
m

j	j2	;
D � .k kL2 / .	/ D D .k kL2 / .	/ D 	.x/;

leading a more explicit formulation of (16)

H0 C 4�„2a
m

j j2 � � D 0:

This finally means that the stationary states are the critical points of E .

1.4.2 Ansatz of the Stationary States

For a magneto-optical trap, the potential is

V.t; x/ D �1
4
˛jE.t; x/j2:
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If we assume that the laser is gaussian, then it generates an electric field such that

jE.t; x/j2 D E20e
� x2

`2x
� y2

`2y
� z2

`2z ;

where `x, `y and `z are the intensity radii of the beam in the x-, y-, and z-directions,
respectively. Hence, if the characteristic length of the condensate is small compared
to the lengths `x;y;z and if we use a gauge transformation, one gets the following
GPE with harmonic trap

i„@t .t; x/ D .� „2
2m
�C ˛

4
jE0j2.x2

`2x
C y2

`2y
C z2

`2z
/C 4�„2a

m
j .t; x/j2/ .t; x/:

For a noninteracting BEC (e.g. a D 0), this system is a linear quantum harmonic
oscillator. The ground state is then [98]

	ho.x/ D 1

�3=4.axayaz/1=2
e

� x2

2a2x
� y2

2a2y
� z2

2a2z ; (17)

where

afx;y;zg D
sp

2„lfx;y;zg
jE0jp˛m

;

with afx;y;zg equal to ax, ay or az according to the subscript x, y or z, respectively. The
associated energy is

Eosc WD E .	ho/ D „jE0j
r
˛

2m
.
1

`x
C 1

`y
C 1

`z
/:

If there are interactions inside the BEC (e.g. a ¤ 0), we have

E .	ho/ D Eosc C 1

2.2�/3=2axayaz

4�„2a
m

:

The gaussian function can still be considered as a suitable approximation of the
exact ground state if the energy associated to the interaction term is small compared
to the energy associated to the quantum harmonic oscillator. Thus, if `x D `y D `z,
the approximation of the ground state by a gaussian function is correct when ax 	 a.
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If the interaction energy is strong (e.g. a 	 ax), this approximation is no
longer valid. In this case, we consider the so-called Thomas-Fermi approximation
[98, 100] which consists in neglecting the kinetic energy and keeping the potential
and interaction energies, e.g.

E�. / WD
Z

R3

jr j2dx � ETF. /

WD
Z

R3

�
V.x/j .t; x/j2 C 1

2

4�„2a
m

j .t; x/j4
	

dx:

The total energy is approximated by E . / � ETF. /. Let us set U0 D 4�„2a
m . The

minimizer of ETF under the mass conservation constraint is computed by introducing
a Lagrange multiplier �TF and by solving

.V C U0j	TFj2/	TF D �TF	TF:

Multiplying the previous equation by 	�
TF leads to

8x 2 supp.	TF/; j	TF.x/j2 D �TF � V.x/
U0

:

Since j	TFj2 > 0, it follows that

	TF.x/ D
( q

�TF�V.x/
U0

; for �TF � V.x/ > 0;

0 ; for �TF � V.x/ � 0:

The mass conservation gives the chemical potential �TF. For example, for a
quadratic potential (with `x D `y D `z), we have

�TF D 152=5„2
2max

.
a

ax
/2=5:

1.5 The Rotating GPE with a Quadratic Potential:
Dimensionless Form in 3d, 2d and 1d

Let us consider the 3d rotating GPE with a quadratic potential

i„@t D .� „2
2m
�C ˛

4
jE0j2.x2

`2x
C y2

`2y
C z2

`2z
/ � i„˝ � .x 
 r/C 4�„2a

m
j j2/ ;

where x D .x; y; z/ 2 R
3.
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1.5.1 Dimensionless Form of the GPE

Let us set

!x D
r
˛

2m

jE0j
`x
; !y D

r
˛

2m

jE0j
`y
; !z D

r
˛

2m

jE0j
`z
; U0 D 4�„2a

m
:

By using these new variables, the GPE writes down

i„@t D .� „2
2m
�C m

2



!2x x2 C !2y y2 C !2z z2

� � i„˝ � .x 
 r/C U0j j2/ :

Let us introduce the following changes of variables

t ! t

!m
; !m D min.!x; !y; !z/; x ! xa0;

a0 D
s

„
m!m

;  !  

a3=20
; ˝ ! ˝!m: (18)

Then, we obtain the dimensionless GPE

i@t D .�1
2
�C 1

2



�2x x2 C �2y y2 C �2z z2

� � i˝ � .x 
 r/C ˇj j2/ ;

where �x D !x=!m, �y D !y=!m, �z D !z=!m and ˇ D U0
a30„!m

.

1.5.2 Dimension Reductions

Let us consider the dimensionless GPE

i@t .t; x/ D .�1
2
�C V.x/� i˝ � .x 
 r/C ˇj .t; x/j2/ .t; x/; (19)

where˝ D .0; 0;˝/. We already know that a stationary state is a critical point of

E .	/ D
Z

R3

.
1

2
jr	.x/j2 C V.x/j	.x/j2 � 	�.x/˝Lz	.t; x/C ˇ

2
j	.x/j4/dx;

with Lz D �i.x@y � y@x/. We assume that

V.x/ D 1

2



�2x x2 C �2y y2 C �2z z2

�
:
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If �x � �y and �z 	 �x, the condensate has a stationary state that expands in the x-
and y-directions but is confined along the z-axis (disc-shaped condensate). Indeed,
the energy associated to the potential operator in the z-direction is large compared
to the energies in the x- and y-directions. Most particularly, an excitation of the
condensate generates less dynamics in the z- than in the x- and y-directions [25].
Therefore, the dynamical solution is written as [77, 85]:  .t; x/ D  2.t; x; y/ 3.z/,
where

 3.z/ D .

Z

R2

j 0.x; y; z/j2dxdy/1=2;

setting  0 as the 3d stationary state. Since  0 is normalized, we have

Z

R

j 3.z/j2dz D 1:

Injecting  in (19), we obtain

i 3.z/@t 2.t; x; y/ D �1
2
 3.z/� 2.t; x; y/ � 1

2
 2.t; x; y/@

2
z 3.z/

C 1

2



�2x x2 C �2y y2

�
 2.t; x; y/ 3.z/

C 1

2
�2z z2 2.t; x; y/ 3.z/ �  3.z/˝Lz 2.t; x; y/

C ˇj 2.t; x; y/j2j 3.z/j2 2.t; x; y/ 3.z/:

Multiplying by  �
3 and integrating on the whole space with respect to z leads to

i@t 2.t; x; y/ D .�1
2
�C 1

2



�2x x2 C �2y y2

� �˝Lz

C 1

2
 C �2j 2.t; x; y/j2/ 2.t; x; y/;

where

 D
Z

R



�2z z2j 3.z/j2 C j@z 3.z/j2

�
dz; �2 D

Z

R

ˇj 3.z/j4dz:

By using the gauge transformation  2.t; x; y/ !  .t; x; y/e� i
2 t, one gets the two-

dimensional rotating GPE

i@t .t; x; y/ D .�1
2
�C 1

2
.�2x x2 C �2y y2/ �˝Lz C �2j .t; x; y/j2/ .t; x; y/:
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Let us now assume that the BEC is nonrotating and that �y;z 	 �x. Similar
arguments to the previous ones [25, 77, 85] show that  .t; x/ D  1.t; x/ 2;3.y; z/,
where

 2;3.y; z/ D .

Z

R

j 0.x; y; z/j2dx/1=2:

Here, we assume that the condensate is cigar-shaped. Similarly to the 2d reduction,
we obtain the following one-dimensional GPE

i@t .t; x/ D .�1
2
@2x C 1

2
�2x x2 C �1j .t; x/j2/ .t; x/;

where

�1 D
Z

R2

ˇj 2;3.y; z/j4dydz:

Finally, a general form of the rotating GPE in dimension d (D 1; 2; 3) is

i@t .t; x/ D .�1
2
�C Vd.x/�˝dLz C �dj .t; x/j2/ .t; x/;

where˝2;3 D ˝ , ˝1 D 0 (no rotation),

�d D

8
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂:

Z

R2

ˇj 2;3.y; z/j4dydz; for d D 1;

Z

R

ˇj 3.z/j4dz; for d D 2;

ˇ; for d D 3;

and

Vd.x/ D

8
<̂

:̂

1=2�2x x2; for d D 1;

1=2


�2x x2 C �2y y2

�
; for d D 2;

1=2


�2x x2 C �2y y2 C �2z z2

�
; for d D 3:
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2 Stationary States and Nucleation of Quantized Vortices

2.1 Stationary States Formulation: Solving a Minimization
Problem for the Energy Functional or a Nonlinear
Eigenvalue Problem (Under Constraint)?

The critical points of the energy functional associated to a GPE-like system are
in fact the stationary states (see Sect. 1.4, page 67). An impressive number of
publications has been devoted to this topic over the last years in the condensed
matter physics literature (see for example [43, 49, 83, 110]). Indeed, stationary states
correspond to (meta)stable states of the condensate. As seen in the first section,
the practical realization of a BEC requires a sophisticated experimental system
that is only owned by a few laboratories worldwide. More generally, reaching a
temperature to condensate the atomic gas is very challenging. In addition, imaging
a condensate is a difficult task due to its small size. A widely used technique consists
in letting the condensate expands during a short time scale and then imaging it when
its size is large enough [60]. Let us remark that imaging a condensate destroys it
immediately. As a consequence, some physical phenomenae are extremely difficult
to observe in a BEC on a larger time scale [41, 61, 101]. Therefore, numerical
simulations are helpful [34, 80, 109] to provide a complete visualization of a BEC
and to compute some of its features (e.g. phase structure) in some various and
complex situations (e.g. multi-components, different potentials, nonlinear long-
range interactions). The limitations are essentially due to the model that is chosen.

Let us consider the model problem of a GPE with a nonlinearity defined by a
function f and with a rotation term

8
ˆ̂<

ˆ̂:

i@t .t; x/ D �1
2
� .t; x/ �˝Lz .t; x/C V.x/ .t; x/

Cf .j j2/ .t; x/; 8t > 0; 8x 2 R
d;

 .0; x/ D  0.x/ in L2x:

(20)

Function V which acts from R
d
x onto R

C corresponds to a (confining) potential.
Function f can be a real-valued smooth function like for the standard case f .j j2/ D
ˇj j2 , with ˇ 2 R and  > 0. In practice, many other situations exist. As
seen before (Sect. 1.3.2, page 61), f is not necessarily a function but can also be
an integro-differential operator like for dipole-dipole magnetic interactions. The
parameter ˝ 2 R is the rotation speed. The rotation operator Lz is given by:
Lz D �i.x@y � y@x/. To fix the ideas, let us remark that we may choose a transverse
rotation which is written via the operator Lz. For d D 1, there is no rotation (˝ D 0).

The computation of the stationary states can be done via the minimization of the
energy under constraint. For (20), the energy is given by

E˝;F. / WD
Z

Rd
.
1

2
jr j2 C V.x/j j2 �˝ �Lz C F.j j2//dx; (21)
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where F is the primitive function of f

8r 2 Œ0;1Œ; F.r/ WD
Z r

0

f .q/dq:

Hence, the minimization problem consists in computing a function 	 2 L2x such that

E˝;F.	/ D min
k k

L2x
D1

E˝;F. /: (22)

From a numerical point of view, this implies that a strategy based on numerical
nonlinear optimization techniques under constraints can be used to obtain the
stationary states. A second approach is related to the property (see Sect. 1.4.1, page
67) that the problem can also be formulated as the nonlinear eigenvalue problem:
find an eigenfunction 	 2 L2x and an eigenvalue � 2 R such that

�	 D �1
2
�	 �˝Lz	 C V.x/	 C f .j	j2/	; (23)

under the L2x-normalization constraint for 	. Concerning the nonlinear eigenvalue
solvers, we refer for example to [56] for an application in the framework of GPEs.

Here, we essentially develop a method that is embedded in the class of the
minimization methods. This approach is called Conjugate Normalized Gradient
Flow (CNGF) and corresponds to the well-known imaginary time method in physics
[4, 22, 35, 47, 48, 58, 65]. Let us however remark that other minimization methods
can be used [25, 46, 51, 56]. The CNGF method consists in building a minimizing
sequence of the energy functionalE˝;F given by (21). To this end, we consider a time
discretization .tn/n2N, with t0 D 0, and we define the local time step: ıtn D tnC1�tn,
8n 2 N. The CNGF method is given by the algorithm: compute the sequence of
iterates .	.x; tn//n2N defined by

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂̂
ˆ̂̂
:

@t	.x; t/ D �D	�E˝;F.	/ D 1

2
�	.x; t/C˝Lz	.x; t/� V.x/	.x; t/

�f .j	j2/	.x; t/; 8t 2 Œtn; tnC1Œ; 8x 2 R
d;

	.x; tnC1/ WD 	.x; tCnC1/ D 	.x; t�nC1/
jj	.x; t�nC1/jjL2x

;

	.x; 0/ D 	0.x/ 2 L2x; with jj	0jjL2x
D 1:

(24)

In the above equations, we designate by g.tCnC1/ (respectively g.t�nC1/) the limit
from the right (respectively from the left) of a function g. The discrete times tn
parametrize the sequence. This explains why we use the “inverse” notation 	.x; t/
instead of 	.t; x/. Correctly choosing the initial data 	0 in the iterative algorithm
is important to ensure the convergence. In practice, as we will see later in Sect. 2.3
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(page 88), a suitable choice consists in considering initial data built as Ansatz of the
underlying equation (GPE) with respect to a given asymptotic regime.

The CNGF method conserves the L2x-norm of the solution [22]. Moreover, Bao
and Du [22] proved that the algorithm (24) produces a sequence that minimizes the
energy in the linear case (i.e. f .j	j2/ D 0) for a positive potential (i.e. V.x/ � 0).
Hence, under these assumptions, we prove that

lim
t!1	.x; t/ D 	g.x/; (25)

where 	g is a stationary state. Practically, the long time computation (25) is fixed
according to a stopping criterion that we will precise later.

2.2 Time and Space Discretizations of System (24)

In this section, we consider several time and space discretization schemes for the
system (24). The Partial Differential Equation that we want to solve is similar to a
heat equation (and not a Schrödinger equation) in imaginary time. At first glance,
one may think that using a standard method adapted to this class of equations
would lead to an admissible scheme. Nevertheless, an important point to keep in
mind is that a normalization constraint must be fulfilled and, more importantly, that
we want to build a minimizing sequence of the energy functional. Therefore, as
precise before, the imaginary time parametrizes the optimization algorithm at the
continuous level. As a consequence, a suitable scheme must produce a minimizing
sequence, at least in some situations (e.g. for f WD 0). In [22], Bao and Du analyze
a few a priori standard schemes for (24). The conclusion is the following. The
time splitting scheme (see Sect. 4.2, page 109, for the real time-domain GPE)
which is generally an efficient and accurate method in computational dynamics
must not be used here since the time step required to get a decaying energy is
too small. This property can be observed even in simple situations, for example
for the non rotating case (˝ D 0). Another solution consists in applying the
unconditionally stable Crank-Nicolson (CN) scheme that has the a priori advantage
of being second-order accurate both in space and time. The difficulty is that this
scheme is extremely time consuming since it requires the accurate solution to a
nonlinear PDE at each time step. A possibility consists in writing in an explicit way
the nonlinear term (semi-implicit scheme) resulting in the solution of a linear (and
not nonlinear) system at each time step. Even if this solution seems attractive, the
associated sequence is minimizing if a strong restrictive CFL (Courant-Friedrichs-
Lewy) condition between the time and spatial steps holds. Concerning the backward
Euler scheme (and similarly to the CN scheme), a nonlinear system must also be
solved at each time step. However, the very nice result obtained by Bao and Du
[22] is that the semi-implicit backward Euler scheme (see Sect. 2.2.1) produces
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a minimizing sequence without any CFL condition, unlike the CN scheme. This
property holds when the potential V is positive.

Concerning the spatial discretization, we consider two approaches (Sect. 2.2.2).
The first one consists in simply choosing a standard second-order finite difference
scheme. An alternative discretization is the pseudo-spectral scheme based on Fast
Fourier Transforms (FFTs). The reason why this last choice is seducing is that the
resulting CNGF method is very robust while also being simple. Indeed, it leads
to the accurate computation of the stationary states even for GPEs with large
rotation speeds ˝ . These states cannot be reached when considering low-order
spatial discretization schemes (second-order for example). Finally, the efficiency
of the FFT algorithms on large clusters of HPC can lead to the possibility of
computing extremely complex 3d BECs configurations, based on CPU, GPU or
hybrid computers.

2.2.1 Semi-implicit Backward Euler Scheme in Time

Let us introduce the semi-implicit Euler scheme [22] (which is a reference scheme
in the sequel). We consider a uniform time discretization: ıtn D ıt D tnC1 � tn,
8n 2 N, and obtain the semi-discrete time scheme for CNGF

8
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂̂
ˆ̂:

Q	.x/� 	.x; tn/
ıt

D 1

2
� Q	.x/C˝Lz Q	.x/� V.x/ Q	.x/

�f .j	.x; tn/j2/ Q	.x/; 8x 2 R
d;

	.x; tnC1/ D
Q	.x/

jj Q	jjL2x

;

	.x; 0/ D 	0.x/; with jj	0jjL2x
D 1:

(26)

The reason why this scheme is considered as a “good” discretization scheme for
CNGF is a consequence of the following theorem (Bao and Du [22]).

Theorem 1 Let us assume that V.x/ � 0, 8x 2 R
d, ˝ D 0 and f .j	j2/ D ˇj	j2.

Then, for any ˇ � 0, the following results hold: 8n 2 N,

k	.x; tn/kL2x
D k	0kL2x

D 1;

and

E˝;f . Q	.�// � E˝;f .	.�; tn//:

Theorem 1 confirms that the semi-implicit Euler discretization scheme leads
to a decaying modified energy E˝;f at each step of the projected steepest descent
algorithm.
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To numerically check that the numerical solution converged to the stationary
state, we consider in the sequel the following (strong) criterion

jj	.�; tnC1/ � 	.�; tn/jj1 < "ıt; (27)

where k � k1 is the infinity norm. We need to fix " small enough to obtain a good
accuracy of the stationary state, most particularly when considering highly accurate
solutions based on pseudo-spectral approximation techniques. Let us remark that
we may also choose another (weak) stopping criterion that is associated with the
evolution of the energy

jE˝;F.	.�; tnC1// � E˝;F.	.�; tn//j < "ıt: (28)

This second criterion is defined in GPELab.

2.2.2 Spatial Discretizations

We now focus on the spatial discretization of system (26). We consider the case of
the dimension d D 2, the generalization to d D 1 and d D 3 being direct by adapting
the notations. Since problem (26) is set in the whole space, the computational
domain has to be truncated. Because there is no physical boundary, it is natural to
choose a rectangular computational domain O WD��ax; axŒ
��ay; ayŒ. We consider
a uniform discretization grid for O: for any indices J.� 3/ and K.� 3/ in N, we
define

OJ;K D ˚
xj;k D .xj; yk/ 2 O; 8j 2 f0; : : : ; Jg and 8k 2 f0; : : : ;Kg� ; (29)

with hx D xjC1 � xj, 8j 2 f0; : : : ; J � 1g, and hy D ykC1 � yk, 8k 2 f0; : : : ;K � 1g.
We introduce: x0 D �ax, xJ D ax, y0 D �ay and yK D ay. Furthermore, we
define the set of indices: FJ;K D ˚

.j; k/ 2 N
2I 1 � j � J � 1 and 1 � k � K � 1�,

for finite difference schemes with a Dirichlet boundary condition, and PJ;K D˚
.j; k/ 2 N

2I 1 � j � J and 1 � k � K
�
, for the pseudo-spectral approximation with

periodic boundary condition.
Finite difference discretization. We give the discretization of the operators

appearing in problem (26) when using finite differences. We assume that the
potential V confines the stationary states in O (which is physically realistic) and
that we can choose a Dirichlet boundary condition, i.e. Q	.x/ D 0, for x 2 @O . For
any function ' defined on the grid OJ;K , we set: '.xj;k/ D '.xj; yk/ D 'j;k, for points
xj;k in the computational grid, j 2 f1; : : : ; J � 1g, k 2 f1; : : : ;K � 1g, considering
the Dirichlet boundary condition. Concerning the directional derivatives along x or
y, we use the second-order approximations

8.j; k/ 2 FJ;K ; ıx	j;k D 	jC1;k � 	j�1;k
2hx

; ıy	j;k D 	j;kC1 � 	j;k�1
2hy

: (30)
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Since we impose a Dirichlet boundary condition, we have: 8.j; k/ 2 FJ;K

ıx	1;k D 	2;k

2hx
; ıy	j;1 D 	j;2

2hy
; ıx	J�1;k D �	J�2;k

2hx
; ıy	j;K�1 D �	j;K�2

2hy
:

Consequently, the second-order discretization of the rotation operator Lz is

8.j; k/ 2 FJ;K ; .ŒLz��/j;k WD �i.xjıy	j;k � ykıx	j;k/: (31)

If L D .J � 1/.K � 1/, we associate the matrix ŒLz� 2 ML.C/ to this discrete
operator and we denote by � WD .	I.j;k//.j;k/2FJ;K the unknown vector in C

L, where
we assume that the indices ordering is such that: I.j; k/ D j C .J � 1/.k � 1/, and
	I.j;k/ D 	j;k.

Concerning the derivatives of order two, we use the second-order centered three-
points formulae in the directions x and y: 8.j; k/ 2 FJ;K

ı2x	j;k D 	jC1;k � 2	j;k C 	j�1;k
h2x

; ı2y	j;k D 	j;kC1 � 2	j;k C 	j;k�1
h2y

: (32)

Since we consider a Dirichlet boundary condition, we have: 8.j; k/ 2 FJ;K

ı2x	1;k D 	2;k � 2	1;k

h2x
; ı2y	j;1 D 	j;2 � 2	j;1

h2y
;

ı2x	J�1;k D �2	J�1;k C 	J�2;k
h2x

; ıy	j;K�1 D �2	j;K�1 C 	j;K�2
h2y

:

The Laplacian operator � is then classically discretized by the five-points finite
difference scheme

8.j; k/ 2 FJ;K ; .Œ���/j;k D ı2x	j;k C ı2y	j;k: (33)

We associate the matrix Œ�� 2 ML.C/ to this discrete operator.
The potential and nonlinear operators are pointwise evaluated: 8.j; k/ 2 FJ;K

.ŒV��/j;k D V.xj;k/	j;k and .Œ f .j�nj2/��/j;k D f .j	n
j;kj2/	j;k: (34)

The matrices ŒV� 2 ML.C/ and Œ f .j�nj2/� 2 ML.C/ are diagonal after the indices
reordering.
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Finally, the finite difference discretization of problem (26) leads to the finite
dimensional approximation: compute the sequence of vector fields .�n/n2N in C

L

through

8
ˆ̂̂
<

ˆ̂̂
:

A
BE;n
FD

Q� D bn;

�nC1 D
Q�

jj Q�jj`20
;

�0 D �0;

(35)

with
8
<̂

:̂

A
BE;n
FD WD 1

ıt
ŒI� � 1

2
Œ�� �˝ŒLz�C ŒV�C Œ f .j�nj2/�;

bn WD �n

ıt
:

In the above system, ŒI� is the identity matrix in ML.C/. The initial data �0 is
fixed by the values of 	0 at the grid points. In the framework of Dirichlet boundary
conditions, we define the two-norm jj � jj`20 of a complex-valued vector � 2 C

L by

jj�jj`20 WD h1=2x h1=2y .
X

.j;k/2FJ;K

j	I.j;k/j2/1=2: (36)

Furthermore, we define the discrete (strong) stopping criterion as

jj�nC1 � �njj1 < "ıt; (37)

with the discrete uniform norm defined by: 8� 2 C
L, k�k1 D max.j;k/2FJ;K j	I.j;k/j,

and the discrete (weak) stopping criterion as

jE˝;F.�nC1/� E˝;F.�
n/j < "ıt; (38)

with the discrete energy

E˝;F.�/

D .hxhy/
1=2

X

.j;k/2FJ;K

<
(
��

I.j;k/

�
�1
2
Œ��� �˝ŒLz��C ŒV�� C ŒF.j�j2/��

�

j;k

)
:

In the sequel, the discretization scheme (35) is called BEFD (for Backward Euler
Finite Difference). This scheme produces a minimizing sequence .�n/n2N of the
modified energy under the assumptions of Theorem 1, without CFL condition, and
with second-order accuracy in space.

Pseudo-spectral discretization. Let us now consider the pseudo-spectral approx-
imation scheme based on FFTs. We still assume that the state is localized in
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the box O . Unlike finite differences, we consider a periodic boundary condition
which is satisfied since the function a priori vanishes on the boundary. If one
chooses a Dirichlet boundary condition, then Fast Sine Transforms must be used.
For a Neumann boundary condition, Fast Cosine Transforms must be applied.
Nevertheless, these two last transforms require to be correctly coded through FFTs
to be efficient. For example, these two methods are not included in the basic version
of Matlab (but are defined in the signal processing toolbox) contrary to the FFT
(which is a compiled version of FFT3W). Since GPELab is developed under the
basic Matlab version, we restrict our study to the FFT-based algorithm.

In this framework, a function ' [that can be considered as an approximation of
the solution Q	 of problem (26)] is defined on the uniform grid OJ;K by 'j;k, for any
indices . j; k/ 2 PJ;K , i.e. excluding j D 0 and k D 0. Let M WD JK be the number
of degrees of freedom for the periodic boundary-value problem. Let us introduce
' WD .'j;k/.j;k/2PJ;K , that is, ' 2 C

M by a lexicographic reordering (that we do
not precise for conciseness). The approximate pseudo-spectral approximations of a
function 	 in the x- and y-directions (which is represented on OJ;K) are respectively
based on truncated partial inverse Fourier series representations: 8.j; k/ 2 PJ;K ,

	.t; xj; yk/ � '.xj; yk; t/ D 1
J

PJ=2�1
pD�J=2 b'p.yk; t/ei�p.xjCax/;

	.t; xj; yk/ � '.xj; yk; t/ D 1
K

PK=2�1
qD�K=2 b'q.xk; t/ei�q.ykCay/; (39)

where b'p and b'q are respectively the Fourier coefficients of the function ' in the
directions x and y, the Fourier multipliers being: �p D �p

ax
and �q D �q

ay
. The

functions b'p and b'q can be expressed as

b'p.yk; t/ D
J�1X

jD0
'.xj; yk; t/e

�i�p.xjCax/;

b'q.xj; t/ D
K�1X

kD0
'.xj; yk; t/e

�i�q.ykCay/: (40)

Consequently, the effect of a directional derivative along x or y, respectively, is
written under the form, 8.j; k/ 2 PJ;K ,

.ŒŒ@x��'/j;k D 1

J

J=2�1X

pD�J=2

i�pb'p.yk; t/e
i�p.xjCax/;

.ŒŒ@y��'/j;k D 1

K

K=2�1X

qD�K=2

i�qb'q.xk; t/e
i�q.ykCay/:
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Hence, we deduce the following approximation of the rotational operator Lz on OJ;K

.ŒŒLz��'/j;k D �i


xj.ŒŒ@y��'/j;k � yk.ŒŒ@x��'/j;k

�
: (41)

The formal applications of derivatives to the previous representations yield the
approximations of the second-order derivatives: 8.j; k/ 2 PJ;K ,

.ŒŒ@2x ��'/j;k D 1

J

J=2�1X

pD�J=2

��2pb'p.yk; t/e
i�p.xjCax/;

.ŒŒ@2y ��'/j;k D 1

K

K=2�1X

qD�K=2

��2qb'q.xk; t/e
i�q.ykCay/;

leading to the approximation of the Laplacian operator�

.ŒŒ���'/j;k D 

ŒŒ@2x ��'C ŒŒ@2y ��'

�
j;k
: (42)

The potential and nonlinear operators are given pointwise, 8.j; k/ 2 PJ;K ,

.ŒŒV��'/j;k D V.xj;k/'j;k and .ŒŒ f .j�nj2/��'/j;k D f .j	n
j;kj2/'j;k: (43)

The pseudo-spectral approximation of (26) then produces a sequence of vectors
.�n/n2N solution to

8
ˆ̂̂
<

ˆ̂̂
:

A
BE;n
SP

Q� D bBE;n;

�nC1 D
Q�

jj Q�jj`2�
;

�0 WD �0;

(44)

where Q� 2 C
M. The right-hand side is

bBE;n WD �n

ıt
;

with �n 2 C
M . The map k � k`2� corresponds to the discrete L2x-norm on the grid OJ;K

for a vector � 2 C
M

jj�jj`2� WD h1=2x h1=2y .
X

.j;k/2PJ;K

j	j;kj2/1=2: (45)
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Furthermore, we define the discrete (strong) stopping criterion as

jj�nC1 � �njj1 < "ıt; (46)

with the discrete uniform norm defined by: 8� 2 C
M , k�k1 D max.j;k/2PJ;K j	j;kj,

and the discrete (weak) stopping criterion as

jE˝;F.�nC1/� E˝;F.�
n/j < "ıt; (47)

with the discrete energy

E˝;F.�/ D .hxhy/
1=2

X

.j;k/2PJ;K

<
�
	�

j;k

�
�1
2
ŒŒ���� �˝ŒŒLz���

C ŒŒV��� C ŒŒF.j	j2/����
j;k

o
:

In (44), the operator ABE;n
SP is a map which, for any vector � 2 C

M, associates a
vector  2 C

M such that

 WD A
BE;n
SP � D A

BE;n
TF  C A

BE
�;˝�;

A
BE;n
TF � WD .

ŒŒI��

ıt
C ŒŒV��C ŒŒ f .j�nj2/��/�;

A
BE
�;˝� WD .�1

2
ŒŒ��� �˝ŒŒLz��/�; (48)

where ŒŒI�� is the identity matrix of MM.C/.
To evaluate the operator A

BE;n
TF , we use (43). We remark that the operator is

diagonal in the physical space. For ABE
�;˝ , we consider (41) and (42) for ŒŒLz�� and

ŒŒ���, respectively. Let us note that ABE
�;˝ is not diagonal in the physical space but

ŒŒ���, defined by (42), is diagonal in the Fourier space. The semi-implicit backward
Euler scheme with a pseudo-spectral approximation is now designated by BESP (for
Backward Euler pseudo-SPectral).
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2.2.3 Fully Discretized Semi-implicit Crank-Nicolson Scheme

The discretization of (24) by using the semi-implicit Crank-Nicolson scheme is

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

Q	.x/� 	.x; tn/
ıt

D 1

2
�.

Q	.x/C 	.x; tn/
2

/

C˝Lz.
Q	.x/C 	.x; tn/

2
/� V.x/.

Q	.x/C 	.x; tn/
2

/

�f .j	.x; tn/j2/.
Q	.x/C 	.x; tn/

2
/; 8x 2 R

d;

	.x; tnC1/ D
Q	.x/

jj Q	.x/jjL2x

;

	0 D 	0; with jj	0jjL2x
D 1:

(49)

In [22], Bao and Du proved that the scheme (49) for the one-dimensional case
generates a minimizing sequence of the energy functional under some assumptions
similar to Theorem 1, with ˇ D 0, but with the following strong CFL constraint

ıt � 2h2x
2C h2x max

j2f1;:::;J�1g
V.xj/

; (50)

for a uniform finite difference discretization .xj/j2f1;:::;J�1g, with spatial step hx, on
an interval � � ax; axŒ. In a practical computation, this CFL is very restrictive.

Concerning the spatial discretization, the previous approaches (FD and SP)
directly extend. For example, for the finite difference scheme at the iteration n, we
obtain the CNFD scheme

8
<̂

:̂

A
CN;n
FD

Q� D bn;

�nC1 D
Q�

jj Q�jj`20
;

(51)

with

A
CN;n
FD WD 1

ıt
ŒI�C 1

2
.�1
2
Œ�� �˝ŒLz�C ŒV�C Œ f .j�nj2/�/;

bn WD �n

ıt
C 1

2
.
1

2
Œ��C˝ŒLz� � ŒV� � Œ f .j�nj2/�/�n;

and the initial data �0 D �0 2 C
L.
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For the pseudo-spectral approximation at iteration n, the CNSP scheme is

8
<̂

:̂

A
CN;n
SP

Q� D bCN;n;

�nC1 D
Q�

jj Q�jj`2�
;

(52)

where ACN;n
SP is the operator which maps any vector � 2 C

M to  2 C
M through the

relations

 WD A
CN;n
SP � D A

CN;n
TF � C A

CN;n
�;˝ �;

A
CN;n
TF � WD .

ŒŒI��

ıt
C 1

2
ŒŒV�� C 1

2
ŒŒ f .j�nj2/��/�;

A
CN
�;˝� WD .�1

4
ŒŒ��� � 1

2
˝ŒŒLz��/�: (53)

The right-hand side is

bCN;n WD .
ŒŒI��

ıt
C 1

2
.
1

2
ŒŒ��� C˝ŒŒLz�� � ŒŒV�� � ŒŒ f .j�nj2/��//�n: (54)

Like for the semi-implicit Euler scheme, we remark that ACN;n
TF is diagonal in the

physical space and A�;0 is also diagonal but in the Fourier space.

2.2.4 BESP or CNSP? That Is the Question

In Sects. 2.2.1–2.2.3, we introduced the BESP and CNSP schemes that correspond
to the semi-implicit Euler and Crank-Nicolson schemes for a pseudo-spectral spatial
discretization. We have seen that BESP diminishes the energy without any CFL
condition between the time and spatial steps while the CNSP scheme is constrained.
We illustrate here through a numerical example that the constraint related to CNSP
makes it useless for computing a stationary state while BESP is robust. A similar
conclusion applies to BEFD and CNFD.

Let us consider the two-dimensional problem

8
<

:
i@t .t; x/ D �1

2
� .t; x/ �˝Lz .t; x/C V.x/ .t; x/C ˇj j2 .t; x/;

 .0; x/ D  0.x/ 2 L2x;
(55)

for t > 0 and x 2 R
2. The potential is harmonic: V.x/ D 1

2
.�2x x2 C �2y y2/, with

�x D �y D 1. Moreover, we assume that: ˇ 2 R
C and ˝ 2 R. We consider BESP

and CNSP for ıt D 10�1 to show the behavior of the associated energy. When
using BESP and CNSP, each iteration n requires the solution to a linear system
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by a Krylov subspace iterative solver (see Sect. 2.4). The computational domain is:
O D��10; 10Œ2, for a uniform grid OJ;K , with J D K D 29. The initial data is chosen
as the Thomas-Fermi approximation (65) when ˇ ¤ 0 and the centered gaussian

	osc.x/ D .�x�y/
1=4

p
�

e�.�xx2C�yy2/=2; (56)

for ˇ D 0.
We report on Fig. 3a, b the evolution of the energy�E˝;F D E˝;F.�

1/�E˝;F.�
0/

for BESP and CNSP for the first time step with respect to ˇ and˝ . We observe that
the energy decays for BESP in all cases. However, the energy increases for CNSP,
leading to the divergence of the scheme almost immediately (this is worst for large
values of ˇ). To illustrate the difference between these two schemes, we draw on
Fig. 4a, b the evolution of the energy for BESP and CNSP, respectively, until T D 1

(a) (b)

Fig. 3 Evolution of the energy for the first time step for BESP and CNSP. (a) Evolution of the
energy for BESP. (b) Evolution of the energy for CNSP

(b)(a)

Fig. 4 Evolution of the energy until T D 1 for BESP and CNSP with ˇ D 500 and ˝ D 0:5.
(a) Evolution of the energy for BESP and different ıt. (b) Evolution of the energy for CNSP and
different ıt
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for the time steps ıt D 10�1, 10�2 and 10�3, with ˇ D 500 and˝ D 0:5. For BESP,
the energy decays for the three time steps. We can also see that the energy decays
faster as the time step is smaller. Concerning CNSP, we observe that the method
diverges for ıt D 10�1 since the energy increases. For the time steps ıt D 10�2 and
10�3, the energy decays smoothly all along the simulation similarly to BESP. To
have a diminishing energy, a significantly smaller time step must be chosen, limiting
hence the application range of CNSP most particularly in terms of convergence rate
towards the minimum. For this reason, BESP is a robust scheme. Other simulations
support this conclusion for˝ > 0. Finally, only BESP and BEFD are considered in
the sequel.

2.2.5 BESP or BEFD? This Is Another Question

We analyze now the spatial accuracy of BESP and BEFD. In particular, we show
that there is a great interest in considering the pseudo-spectral approximation rather
than the finite difference scheme. A similar study has been conducted by Bao et al.
[31], for ˝ D 0, where the authors show that BESP provides a spectral precision
compared with BEFD.

We first consider a numerical test similar to [31]. The problem is

8
<

:
i@t .t; x/ D �1

2
@2x .t; x/C V.x/ .t; x/ C ˇj j2 .t; x/;

 .0; x/ D  0.x/ 2 L2x ;
(57)

where V.x/ D 1
2
x2, ˇ D 300 and  0 is the centered normalized gaussian, i.e.

8x 2 R;  0.x/ D 1

�1=4
e� x2

2 :

We choose the computational domain O D� � 10; 10Œ and the associated uniform
grid OJ , with 6 � J � 12. We use BESP and BEFD for computing a stationary
state of (57) on various grids. The time step is ıt D 10�1 and the linear systems are
solved by BiCGStab with a stopping criterion "Krylov D 10�12. Let�SP

J (respectively,
�FD

J ) be the stationary state computed on OJ , 6 � J � 12, with BESP (respectively,
BEFD), and �SP

ref D �SP
212

(respectively, �FD
ref D �FD

212
) the reference stationary state.

We report in Table 1 the quadratic error, the infinity norm error and finally the
energy norm error between the reference and computed stationary states for BESP
and BEFD. We observe the spectral accuracy of the stationary states obtained with
BESP and the quadratic precision of BEFD with respect to the different grids.

Let us now consider the two-dimensional example given by system (55) for the
harmonic potential: V.x/ D 1

2
.�2x x2C�2y y2/, with �x D �y D 1. We fix ˇ D 300 and

˝ D 0:6. The computational domain is O D� � 10; 10Œ2, for a uniform spatial grid
OJ;K , with: 5 � J;K � 9. The time step is ıt D 10�1. The linear systems are solved
by BiCGStab for a stopping criterion on the residual equal to "Krylov D 10�12. For
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Table 1 Numerical accuracy for BESP/BEFD for computing the ground state associated to (57)

J D 26 J D 27 J D 28 J D 29 J D 210 J D 211

k�SP
ref � �SP

J k1 5.00e�5 8.30e�9 <1e�12 <1e�12 <1e�12 <1e�12

k�FD
ref � �FD

J k1 3.21e�5 2.12e�6 1.33e�7 8.32e�9 6.03e�10 1.94e�10

k�SP
ref � �SP

J k`2� 4.51e�5 1.00 e�8 <1e�12 <1e�12 <1e�12 <1e�12

k�FD
ref � �FD

J k`20 2.99e�5 1.96e�6 1.23e�7 7.83e�9 7.15e�10 1.74e�10

jE˝;F.�SP
ref/� E˝;F.�

SP
J /j 9.19e�5 3.65e�10 2.22e�12 2.66e�12 <1e�12 1.91e�12

jE˝;F.�FD
ref /� E˝;F.�

FD
J /j 8.30e�6 5.54e�7 3.51e�8 2.23e�9 1.52e�10 1.25e�11

J and K varying, we can compare the different computed stationary states with a
reference numerical solution �ref obtained with BESP on a fine uniform grid (here
OJ;K , with J D K D 29). Let �J be the state calculated on a grid OJ;K (J D K).
We report on Fig. 5a–f the different densities obtained for BESP and BEFD. We
remark that, for coarse grids, the solutions are very different and the finite difference
discretization seems to lead to the most accurate results in this case. In Table 2,
we can see that there is an improved accuracy of BESP when going from a grid
with J D 26 to a grid with J D 27. We observe a convergence towards a different
stationary state for the grids with J � 26 and the grids for J > 6 as seen on Fig. 5a–
f. We see that BESP provides a high resolution calculation and the accuracy is far
better than for BEFD for discretization grids with J � 27.

To conclude, BESP is far more accurate than BEFD when fine enough grids are
considered. As seen in the examples, this precision directly impacts the accuracy of
the associated physical quantities. In the sequel, we focus on BESP.

2.3 Which Initial Guess for CNGF?

As we discussed above, our goal is to compute a (global) minimizer of the
optimization problem (22). Before any numerical computation by BESP (or another
iterative scheme), it is quite natural to prospect if some explicit exact or approximate
solutions to the GPE are available. This is important for two reasons. Indeed, having
such a solution allows to better understand the physical properties of the GPEs
and BECs from the mathematical point of view. Many developments can be found
in the Physics literature [98, 100]. We give below the example of the Thomas-
Fermi approximation. In addition, since the optimization problem is extremely
complex, it is unexpected to get an analytical solution for the problem, valid for
any interesting situation (weak or strong nonlinearity, various potentials, inclusion
of a rotation term, . . . ). Since the optimization problem is nonlinear, there is no
other alternative than developing some iterative numerical methods. To this end,
we need to determine a suitable initial guess that is injected into the algorithm.
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Fig. 5 Representation of j�Jj2 obtained by BEFD (left) and BESP (right) for different spatial
discretizations. (a) BEFD: J D 25; (b) BESP: J D 25; (c) BEFD: J D 26; (d) BESP: J D 26; (e)
BEFD: J D 27; (f) BESP: J D 27

In particular, a well-chosen approximate analytical solution can play this role. In
Sect. 1.4 (page 67), we distinguished two cases where it is possible to build an
approximate solution. Let us precise these approximations for different situations.
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Table 2 Numerical accuracy of BESP and BEFD for computing the stationary state associated
with problem (55)

J D 25 J D 26 J D 27 J D 28

k�SP
ref � �SP

J k1 1.47e�1 6.95e�2 5.41e�7 1.78e�9

k�FD
ref � �FD

J k1 1.29e�1 5.02e�3 6.71e�5 4.39e�6

k�SP
ref � �SP

J k`2� 1.82e�1 4.23e�2 <1e�12 <1e�12

k�FD
ref � �FD

J k`20 4.77e�2 6.46e�5 3.79e�8 1.44e�10

jE˝;F.�SP
ref/� E˝;F.�

SP
J /j 7.55e�3 5.29e�5 2.54e�8 <1e�12

jE˝;F.�FD
ref /� E˝;F.�

FD
J /j 5.274e�2 3.054e�3 1.871e�4 1.12e�5

When there is no rotation (i.e. ˝ D 0) and the potential is confining, the
minimization problem (22) admits a unique global solution 	g up to a phase factor
[88]. For a potential V such that: 8x 2 R

d, V.x/ D V0.x/C W.x/, where

V0.x/ D 1

2

dX

jD1
�2xj

x2j and lim
jxj!1

W.x/
V.x/

D 0; (58)

and for a weak nonlinear interaction (for example jf .1/j � 10), a suitable
approximation [31] of the fundamental state of problem (20) is given by

8x 2 R
d; 	osc.x/ D .

Qd
jD1 �xj/

1=4

�d=4
e� 1

2

Pd
jD1 �xj x

2
j ; (59)

which corresponds to the fundamental state of the quantum harmonic oscillator [88]

8
<

:
i@t .t; x/ D �1

2
� .t; x/C V0.x/ .t; x/; 8t 2 R

C; 8x 2 R
d;

 .0; x/ D  0.x/ 2 L2x:
(60)

If one considers now a rotation term (i.e. ˝ ¤ 0), finding a good approximation
is much more problematic. In particular, the solution to the minimization problem is
not necessarily unique, local minimizers possibly exist (22) and there is sometimes
not even existence of a solution if the rotation is too large [108]. In the case of a
harmonic potential (58), the critical velocity above which there is no existence of
a fundamental state is given by ˝c D minf�x; �yg. In [102], the author shows that
some phase transition phenomenae occur with respect to the rotation velocity when a
quadratic-plus-quartic potential is considered. In particular, it is proved that a second
critical velocity exists above which a giant vortex is created. For more details about
the theory of quantum vortices, we refer to Rougerie et al. [38, 50, 103], Aftalion
et al. [5–8] and Tsubota et al. [81, 82, 120]. An initial data allowing to converge
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towards the correct fundamental state has been proposed by Bao et al. [30] and
consists in choosing the following approximation

	.x/ D .1 �˝/	osc.x/C˝	vosc.x/
jj.1�˝/	osc.x/C˝	vosc.x/jjL2x

; (61)

with

	osc.x/ D e� 1
2 .�xx2C�yy2/ and 	vosc.x/ D .�xx C i�yy/e� 1

2 .�xx2C�yy2/: (62)

This approximation is in fact an interpolation of the gaussian (59) and the same
gaussian with an added centered vortex (singularity). In the case of a confining
potential in the x-direction, we can simplify the equation as a two-dimensional
GPE (see Sect. 1.5.2, page 71). Moreover, by using the polar coordinates and for
an isotropic potential �x D �y, we obtain [30]

	vosc.x/ D �2x eim


p
�

e��xr2=2; (63)

where m D 1 is the “winding number” of the central vortex and corresponds to
the first vortex mode. By using these initial data, it is possible to converge to the
fundamental state in the case of a subcritical velocity ˝ < ˝c. We present on
Fig. 6a, b the initial data (61) in 2d for two rotation speeds. For completeness,
we report the three- and one-dimensional cases [respectively, on Figs. 7 (for two
rotation velocities) and [8].

In the case of a strong interaction, we consider the Thomas-Fermi approximation
(cf. Sect. 1.4, page 67) which consists in neglecting the kinetic energy related to the

Fig. 6 Representation of j	0j2 for the two-dimensional harmonic potential problem (�x D �y D
1) with a weak nonlinear interaction, without and with a rotation term, by using formula (61). (a)
˝ D 0; (b) ˝ D 0:99
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Fig. 7 Isovalues j	0j2 D 10�3 for a three-dimensional harmonic problem (�x D �y D �z D 1)
with a weak interaction, without and with a rotation term, by using formula (61). (a) ˝ D 0; (b)
˝ D 0:99
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Fig. 8 Representation of j	0j2 for a one-dimensional harmonic problem (�x D 1) with a weak
interaction

Laplacian and rotation operators. One then gets a simplified minimization problem
where the energy is given by

E˝;F. / � ETF. / WD
Z

Rd

�
V.x/j .t; x/j2 C F.j .t; x/j2/� dx:
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More precisely, coming back to an eigenvalue problem similarly to the general case
(23), we are looking for the eigenfunction 	TF 2 L2x and the eigenvalue �TF 2 R of
the problem

�TF	TF D f .j	TFj2/	TF C V	TF;

under the normalization constraint N .	TF/ D k	TFkL2x
D 1. We obtain

8x 2 supp.	TF/; �TF D f .j	TFj2/C V.x/: (64)

By assuming that it is possible to inverse the function f on R, we can then deduce
an explicit form of 	TF which is assumed to be real-valued,

8x 2 R
d; 	TF.x/ D

( p
f �1 .�TF � V.x//; for f �1 .�TF � V.x// > 0;

0 ; for f �1 .�TF � V.x// � 0:

To get �, we use the mass conservation. For a cubic nonlinearity f .j	j2/ D ˇj	j2,
with ˇ 2 R

C, we can choose the following approximation of the fundamental state

	TF.x/ D
( q

�TF�V.x/
ˇ

; for �TF � V.x/ > 0;

0 ; for �TF � V.x/ � 0;
(65)

where �TF is given by the expression [31]

�TF D 1

2

8
<̂

:̂

.3ˇ�x/
2=3 for d D 1;

.4ˇ�x�y/
1=2 for d D 2;

.
15ˇ�x�y�z

4�
/2=5 for d D 3:

(66)

We represent on Fig. 9 the moduli of the Thomas-Fermi approximations (65) for a
quadratic potential (�x D �y D �z D 1) and a cubic nonlinearity in 1d, 2d and 3d.

The Thomas-Fermi approximation has the advantage of being less restrictive
than the weak interaction approximation concerning the classes of potentials
and nonlinearities that are eligible. In particular, the following potentials can be
considered (d D 2)
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Fig. 9 Representation of j	0j2 for the Thomas-Fermi approximation and a quadratic potential,
ˇ D 1000 (strong interaction) for the 1d, 2d and 3d cases. (a) Dimension d D 1; (b) dimension
d D 2; (c) dimension d D 3

• Quadratic-plus-quartic potential [125]

V.x/ D .1 � ˛/
1

2
.�2x x2 C �2y y2/C �

4
.�2x x2 C �2y y2/2: (67)

• Quadratic-plus-gaussian potential [78]

V.x/ D 1

2
.�2x x2 C �2y y2/C w0e

� .x�x0/
2C.y�y0/

2

d2 : (68)
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• Quadratic-plus-sine potential (also called optical potential) [125]

V.x/ D 1

2
.�2x x2 C �2y y2/C a1

2
sin.

�x

d1
/2 C a2

2
sin.

�y

d2
/2: (69)

• Double-well potential [123]

V.x/ D 1

2
.�2x x2 C �2y y2/C V0e

�x2=2d2 : (70)

Examples of Thomas-Fermi approximations for these potentials are given on
Figs. 10 and 11.

Fig. 10 Examples of Thomas-Fermi approximations for potentials (67) (left) and (68) (right). (a)
�x D �y D 1; (b) �x D �y D 1I x0 D .1; 0/I d D 1I w0 D 10

Fig. 11 Examples of Thomas-Fermi approximations for potentials (69) (left) and (70) (right). (a)
�x D �y D 1I a1 D a2 D 25I d1 D d2 D 4; (b) �x D �y D 1=2I V0 D 40I d D 0:5
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2.4 Solving BESP Linear Systems: The Fixed Point Method,
Its Limitations and Krylov Subspace Iterative Solvers

We consider now the BESP scheme
8
ˆ̂̂
<

ˆ̂̂
:

A
BE;n Q� D bBE;n;

�nC1 D
Q�

jj Q�jj`2�
;

�0 WD �0;

(71)

where, for the sake of conciseness, we set: ABE;n WD A
BE;n
SP . At each iteration n,

it is clear that the minimization method requires the solution of a linear system:
A

BE;n Q� D bBE;n. Since we use pseudo-spectral approximation methods, the operator
A

BE;n is given implicitly through a FFT, meaning that the matrix A
BE;n is not

explicitly known by its coefficients. As a consequence, using a direct matrix solver is
not permitted. An alternative solution consists in considering a matrix-free iterative
method. A first approach, introduced by Bao et al. [31] for non rotating GPEs, is
based on stationary (fixed-point) methods. It has been next extended to rotating
BEC by Zeng and Zhang [125]. Nevertheless, in [12], some examples show that
the method does not converge when the rotation speed ˝ is too large. In [12], the
introduction of Krylov subspace iterative solvers (GMRES, BiCGStab) accelerated
by simple operator-based preconditioners provides robust and fast iterative methods
that can be easily extended to the multi-components case.

2.5 Extension to Multi-components BECs

In this section, we present the extension of BESP to BECs with Nc 2 N components.
The GPEs system that describes this situation is

8
ˆ̂<

ˆ̂:

i@t�.t; x/ D �1
2
��.t; x/�˝Lz�.t; x/C V.x/�.t; x/

Cf.�/�.t; x/; 8t 2 R
C; 8x 2 R

d;

�.0; x/ D �0.x/ 2 L2;Nc
x ; 8x 2 R

d;

(72)
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where we set �.t; x/ D .�`.t; x//`2f1;:::;Ncg and j�.t; x/j2 D PNc
`D1 j�`.t; x/j2. The

non diagonal operators involved in this system are: V.x/ D .V`;m.x//`;m2f1;:::;Ncg,
and

f.�/ D 

f`;m.�1; : : : ; �Nc ; �

�
1 ; : : : ; �

�
Nc
/
�
`;m2f1;:::;Ncg :

For the partial differential operators, we have

��.t; x/ D .��`.t; x//`2f1;:::;Ncg; Lz�.t; x/ D .Lz�`.t; x//`2f1;:::;Ncg:

We furthermore assume that f`;m, 1 � `;m � Nc, are smooth real-valued polynomial
functions and that the operators V and f are symmetrical, i.e. V`;m D Vm;` and
f`;m D fm;`, 1 � `;m � Nc, in such a way that we have the mass conservation. For
the multi-components case, let us recall that the mass is given by

N .�/ WD k�k2L2x D
NcX

`D1
k�`.t; x/k2L2x D

NcX

`D1

Z

Rd
j�`.t; x/j2dx;

and the energy by

E˝;F.�/ WD
NcX

`D1

Z

Rd
.
1

2
jr�`.t; x/j2 �˝� �̀.t; x/Lz�`.t; x//dx

C
NcX

`;mD1

Z

Rd
V`;m.t; x/� �̀.t; x/�m.t; x/C F`;m.�/dx;

where

F`;m.�/ WD
Z 1

0

f`;m.�1; : : : ; �Nc ; �
�
1 ; : : : ; ��

�̀; : : : ; ��
Nc
/� �̀�md�:

2.5.1 CNGF for Multi-components BECs

Similarly to the proof detailed in Sect. 1.4 (page 67), we show that a stationary state
is a critical point of the energy functional, i.e. it is solution to the minimization
problem: find a function ˚ 2 L2;Nc

x such that

E˝;F.˚/ D min
N .�/D1E˝;F.�/: (73)
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The CNGF method directly applies to the multi-components case

8
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂̂
ˆ̂:

@t˚.t; x/ D �D˚�E˝;F.˚/ D 1

2
�˚.x; t/C˝Lz˚.x; t/C V.x/˚.x; t/

Cf.˚/˚.x; t/; 8t 2 Œtn; tnC1Œ; 8x 2 R
d;

˚.x; tnC1/ D ˚.x; t�nC1/
k˚.x; t�nC1/kL2x

;

˚.0; x/ D ˚0.x/ 2 L2;Nc
x :

(74)
This problem has been studied for example in [17, 18]. Let us recall the following
result which proves that the energy associated with the solution to (74) is decaying
under suitable assumptions.

Theorem 2 Let us assume that the potential operator is diagonal, i.e. V.x/ D
.V`.x//`2f1;:::;Ncg, and is such that V`.x/ � 0, 8x 2 R

d, 8` 2 f1; : : : ;Ncg. Fur-
thermore, we suppose that the nonlinearity is diagonal: f.˚/ D .f`.�//`2f1;:::;Ncg,
and such that f`.�/ D PNc

mD1 ˇ`;mj	mj2j	`j2, with ˇ`;m � 0, 8`;m 2 f1; : : : ;Ncg.
Finally, we consider that there is no rotation, i.e. ˝ D 0. Then, the solution ˚ to
(74) satisfies, 8n 2 N,

8t 2 Œtn; tnC1Œ; E0;F.˚.x; t// � E0;F.˚.x; tn//:

2.5.2 BESP for Multi-components BECs

We now essentially focus on the semi-implicit backward Euler time discretization
of (74)

8
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂̂
ˆ̂:

Q̊ .x/� ˚.x; tn/
ıt

D 1

2
� Q̊ .x/C˝Lz Q̊ .x/C V.x/ Q̊ .x/

Cf.˚.x; tn// Q̊ .x/; 8t 2 Œtn; tnC1Œ; 8x 2 R
d;

˚.x; tnC1/ D
Q̊ .x/

k Q̊ kL2x

;

˚.0; x/ D ˚0.x/ 2 L2;Nc
x :

(75)

Let us precise the spatial discretization of (75) leading to BESP. We consider that
d D 2, the extension to d D 1 and d D 3 being straightforward. The computational
box is O WD�� ax; axŒ
�� ay; ayŒ. The associated discrete grid OJ;K is given by (29).
Let: PNc;J;K D ˚

.`; j; k/ 2 N
3I 1 � ` � Nc; 1 � j � J and 1 � k � K

�
. For the

pseudo-spectral approximation, the multi-components Laplacian is discretized by

8.`; j; k/ 2 PNc;J;K ; .ŒŒ���˚/`;j;k D .ŒŒ���˚`/.j;k/;
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where ŒŒ��� that appears in the right-hand side is given by the expression (42).
Similarly, the multi-components rotation operator is discretized by

8.`; j; k/ 2 PNc;J;K ; .ŒŒLz��˚/`;j;k D .ŒŒLz��˚`/.j;k/;

where ŒŒLz�� is fixed by (41). For the potential and nonlinear operators, the
discretization is direct on the grid OJ;K

ŒŒV�� WD

0
BBB@

ŒŒV1;1�� ŒŒV1;2�� � � � ŒŒV1;Nc ��

ŒŒV2;1�� ŒŒV2;2�� � � � ŒŒV2;Nc ��
:::

:::
: : :

:::

ŒŒVNc;1�� ŒŒV2;Nc �� � � � ŒVNc;Nc ��

1
CCCA 2 MMNc.C/; (76)

where ŒŒVm;`�� is given by (43), and

ŒŒf.˚n/�� WD

0

BBB@

ŒŒf1;1.˚n/�� ŒŒf1;2.˚n/�� � � � ŒŒf1;Nc .˚
n/��

ŒŒf2;1.˚n/�� ŒŒf2;2.˚n/�� � � � ŒŒf2;Nc .˚
n/��

:::
:::

: : :
:::

ŒŒfNc;1.˚
n/�� ŒŒf2;Nc .˚

n/�� � � � ŒŒfNc;Nc.˚
n/��

1

CCCA 2 MMNc.C/; (77)

where ŒŒfm;`.˚
n/��, 8`;m 2 f1; : : : ;Ncg, is defined, for any vector field ' 2 C

M ,
8.j; k/ 2 PJ;K , by

.Œfm;`.˚
n/�'/j;k D fm;`.˚

n.xj;k//'j;k; (78)

with ˚n.x/ D ˚.x; tn/ for (75). Setting Q̊ 2 C
MNc as the solution to (75), one

obtains the BESP scheme, 8n 2 N,

8
<̂

:̂

A
BE;n Q̊ D bBE;n;

˚nC1 D
Q̊

jj Q̊ jj`2�
;

(79)

where the operator ABE;n maps a given vector˚ 2 C
MNc to � 2 C

MNc through

� WD A
BE;n˚ D A

BE;n
TF ˚ C A

BE;n
�;˝˚;

A
BE;n
TF ˚ WD .

ŒŒI��
ıt

C ŒŒV��C ŒŒf.˚n/��/˚ ;

A
BE
�;˝˚ WD .�1

2
ŒŒ��� �˝ŒŒLz��/˚ : (80)
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The right-hand side is

bBE;n WD ˚n

ıt
: (81)

The matrix ŒŒI�� is the identity matrix of MMNc.C/. Finally, the discrete L2;Nc
x -norm

of a vector˚ 2 C
MNc is defined by

jj˚jj`2� WD .

NcX

`D1
k˚`k2`2� /

1=2: (82)

Furthermore, we define the discrete (strong) stopping criterion as

jj˚nC1 �˚njj1 < "ıt; (83)

with the discrete uniform norm defined by: 8˚ 2 C
MNc , k˚k1 DPNc

`D1 max.j;k/2PJ;K j˚`;j;kj, and the discrete (weak) stopping criterion as

jE˝;F.˚nC1/� E˝;F.˚
n/j < "ıt; (84)

with the discrete energy

E˝;F.˚/ D .hxhy/
1=2

X

.j;k/2PJ;K
1	`	NC

<
�
˚ �̀

;j;k

�
�1
2
ŒŒ���˚ �˝ŒŒLz��˚

CŒŒV��˚ C ŒŒF.j˚ j2/��˚�
`;j;k

o
:

As in the one-component case, preconditioned Krylov subspace solvers can be
used to iteratively solve the associated linear systems (see [12]).

3 The Gross-Pitaevskii Equation Laboratory

3.1 GPELab: A Short Presentation

As seen in Sect. 2 for the stationary state computation and as it will be explained
in Sect. 4 for the dynamics, the numerical methods that we present are robust and
efficient. Furthermore, they can be quite directly extended to different kinds of
Gross-Pitaevskii Equations and systems. The aim of this section is to present a freely
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available Matlab toolbox called GPELab1 (Gross-Pitaevskii Equation Laboratory)
which is based on these advanced numerical schemes. The computational tools
are developed in such a way that they can be easily used by physicists working
on BECs. GPELab allows the user to make various computations in 1d-2d-3d, for
multi-components GPEs with general potentials and nonlinearities. In addition, the
stochastic effects that are described for the dynamics can be numerically simulated
according to efficient and accurate schemes. Even if GPELab is dedicated to
Gross-Pitaevskii Equations, it is more generally useful when one wants to solve
problems related to nonlinear Schrödinger equations. Let us remark that at the
time of writing this contribution, other interesting computational codes for solving
GPEs (with a cubic nonlinearity) are proposed by different authors. In [119], a
Fortran 90 solver based on the imaginary time method can solve the stationary
state problem for the one-component GPE with a quadratic potential and without
rotation term. In [96, 121], the authors distribute finite difference Fortran 90 codes
for one-component problems with radial and spherical potentials, and no rotation.
Improvements, in particular the parallelization of the code with OpenMP, are
provided in [121]. Other codes (developed with Fortran or Matlab) for GPEs are
available [44, 76, 91]. Nevertheless, it seems that none of these solvers propose
the flexibility that GPELab offers where many physical situations of interest can
be considered: any potential and nonlinearity, inclusion of gradient-like terms for
fast rotations, multi-components cases, stationary states and dynamics of BECs,
stochastic effects. To show how GEPLab is powerful, we now consider a few
numerical examples. Other interesting situations (with downloadable source files)
are given in the GPELab user guide and the associated papers [10, 11, 13].

3.2 Experiment I: Stationary State of a 1d BEC with
Josephson Junction

In this example, we want to reproduce the numerical simulations obtained in [18]
where the following one-dimensional (d D 1) system of GPEs with a Josephson
junction is considered

(
i@t 1 D �� 1

2
�C V.x/C ı C .ˇ11j 1j2 C ˇ12j 2j2/

�
 1 C � 2;

i@t 2 D �� 1
2
�C V.x/C .ˇ22j 2j2 C ˇ12j 1j2/

�
 2 C � 1:

(85)

In the above system, ı is the detuning constant of the Raman transition, ˇjk are
the interaction constants between the gazes and � is the effective Rabi frequency.
We use BESP for a time step ıt D 10�1 and a uniform spatial grid with 210 C 1

points on � � 16; 16Œ. In addition, the (strong) stopping criterion for computing the

1http://gpelab.math.cnrs.fr/.

http://gpelab.math.cnrs.fr/
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stationary states is 10�6. Following [18], the values of the physical parameters are:
� D �1, ı D 0, ˇ D 500, ˇ11 D ˇ, ˇ12 D 0:94ˇ, ˇ22 D 0:97ˇ. The initial data is
a centered gaussian for each component. At the end of the computation, we obtain
each component of the stationary state and some interesting physical outputs (see
Table 3). We can also simultaneously print out the moduli of the components and
conclude that they are the same as the ones reported in [18] (see Fig. 12).

Table 3 Stationary states outputs for the two-components GPEs system with Josephson junction
---------------------------
Iteration 164 on 1000000
--Outputs of component 1----------
Square at the origin: 0.03512761887793
x-radius mean square: 2.67309309073190
Energy: 9.97806793424214
Chemical potential: 32.84198217411518
Energy evolution: 0.00000000000000
--Outputs of component 2----------
Square at the origin: 0.04853615539806
x-radius mean square: 2.99189318517412
Energy: 13.16187704973455
Chemical potential: 38.16552799804442
Energy evolution: 0.00000000000000
---------------------------
CPU time: 8.28
»

Fig. 12 Moduli of the
two-components BEC
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3.3 Experiment II: Stationary State of a Fast Rotating 2d BEC
in a Strongly Confining Trap

We consider the stationary state computation for a two-dimensional (d D 2) GPE
with a quadratic-plus-quartic potential, a cubic nonlinearity and a rotation operator

i@t D 1

2
� C

�
1 � ˛
2



�xjxj2 C �yjyj2� C�

4



�xjxj2 C �yjyj2�2

i
 

Cˇj j2 C i˝


y@x � x@y

�
 ;

with the parameters values ˛ D 1:2, � D 0:3, �x D �y D 1, ˇ D 1000 and˝ D 3:5.
This is a typical example of a fast rotating BEC. We consider BESP with ıt D 10�3.
The computational domain is �� 10; 10Œ2, discretized by a uniform grid with 28 C 1

points in each direction x and y. The (strong) stopping criterion of BESP is 10�5
and the initial data is the Thomas-Fermi approximation associated with the physical
problem. In Table 4, we report the outputs at the end of the simulation. We represent
the modulus of the ground state on Fig. 13 obtained by GPELab. In particular, we
can see the existence of many uniformly distributed vortices in the annulus.

3.4 Experiment III: Stationary State of a 3d Dipole-Dipole
BEC

We show here a last numerical experiment for the three-dimensional (d D 3) GPE
with a quadratic potential, a cubic nonlinearity to which a dipole-dipole nonlocal

Table 4 Outputs at the end of the computation
---------------------------
Iteration 46766 on 1000000
--Outputs of component 1----------
Square at the origin: 0.00000000000000
x-radius mean square: 4.57951169686043
y-radius mean square: 4.57951071463754
Energy: 115.52164061561449
Chemical potential: 122.58168418655728
Angular momentum: 146.32747911959200
Energy evolution: -0.00000000141087
»
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Fig. 13 Modulus of the converged stationary state

nonlinear interaction is added

i@t D �1
2
� C 1

2



�xjxj2 C �yjyj2 C �zjzj2

�
�

Cˇj j2 C d2.
Z

R3

1 � 3 cos2.ba; Qx/
jj.x; y; z/ � Qxjj3 j .t; Qx/j2d Qx/ ; (86)

with �x D �y D �z D 1, ˇ D 2000 and a D .0; 0; 1/. The discretization for BESP
uses ıt D 10�2 and a uniform grid with 26 C 1 points in each direction x, y and z
for the computational domain ��15; 15Œ3. The (strong) stopping criterion is fixed to
10�6. In GEPLab, the nonlinearity which is defined by the dipole-dipole interaction
can be efficiently computed by using FFTs via

d2
Z

R3

1 � 3 cos2.ba; Qx/
jjx � Qxjj3 j .t; Qx/j2d Qx

D F�1
�
4�

3
d2.3 cos2.da;!/ � 1/F 
j .t; x/j2� .!/

�
.x/:
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Fig. 14 10�3-isovalues of the modulus for the converged stationary state

The initial data is the Thomas-Fermi approximation. The converged stationary state
is given on Fig. 14 where we report the isovalues of the solution. We remark that the
stationary state has the property of being elongated along the dipolar direction.
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4 Computation of the Dynamics

We develop now the numerical simulation of the dynamics of deterministic (Sect. 4)
or stochastic (Sect. 5) GPEs (or systems of GPEs) with a rotational term. Let us
consider the model equation

8
ˆ̂<

ˆ̂:

i@t .t; x/ D �1
2
� .t; x/ �˝Lz .t; x/C V.t; x/ .t; x/

Cf .j j2/ .t; x/; 8t 2 R
C; 8x 2 R

d;

 .0; x/ D  0.x/ 2 L2x:

(87)

Our aim is to propose some efficient, robust and accurate discretization schemes that
reproduce at the discrete level some continuous physical properties (see Sect. 4.1).
Like for the stationary states computation, we use high-precision pseudo-spectral
FFT-based discretization schemes. Essentially, we analyze the time-splitting
(Sect. 4.2) and relaxation (Sect. 4.3) schemes. We discuss some other schemes
that we do not recommend (Sect. 4.4). We also present a recent idea [33] based on
a change of frame for a rotational BEC that should be further investigated in the
future since it simplifies the implementation of the standard schemes. We extend
the time-splitting and relaxation schemes to multi-components GPEs (Sect. 4.5).
We detail three examples of numerical simulations for a rotating BEC (Sect. 4.6).
The orders of all these schemes are computed and we check the mass and energy
conservation properties. The examples are based on GPELab.

Section 5 concerns the extension and study of these numerical schemes for
solving the stochastic GPE

8
ˆ̂<

ˆ̂:

i@t .t; x/ D �1
2
� .t; x/ �˝Lz .t; x/C V. Pwt; x/ .t; x/

Cf .j j2/ .t; x/; 8t 2 R
C; 8x 2 R

d;

 .0; x/ D  0.x/ 2 L2x;

(88)

introduced in Sect. 1.3.3 (page 63).

4.1 Dynamics of the GPE and Continuous/Discrete Properties

The dynamics of a BEC is driven by the GPE (d D 1; 2; 3)

8
ˆ̂<

ˆ̂:

i@t .t; x/ D �1
2
� .t; x/ �˝Lz .t; x/C V.t; x/ .t; x/

Cf .j j2/ .t; x/; 8t 2 R
C; 8x 2 R

d;

 .0; x/ D  0.x/ 2 L2x:

(89)
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We use the notations introduced in Sect. 2.1. We assume that the initial data is
localized in a rectangular domain O D� � ax; axŒ
� � ay; ayŒ
� � az; azŒ, with ax,
ay, az 2 R

C (depending on the dimension). Let ˝ D 0 and V.t; x/ D V.x/. The
solution  of (87) fulfills some important mathematical/physical properties that the
approximation schemes should preserve at the discrete level. In the positive case,
the scheme is considered as a “good” scheme. These continuous properties are the
following

• Time reversibility: the solution  is still the solution of Eq. (87) after changing
the time variable t ! �t and applying a complex conjugation.

• Dispersion relation: if V � 0, the plane wave solution  .t; x/ D �ei.k�x�!t/

satisfies the following dispersion relation

! D jkj2
2

C f .j�j/:

• Gauge transformation: the translation of the potential

8� 2 R;8x 2 R
d; V.x/ �! V.x/C �;

creates the following change of phase in the solution

8t 2 R
C; 8x 2 R

d;  .t; x/ �!  .t; x/e�i�t :

We remark that the modulus of the solution remains unchanged.
• Mass conservation: the total mass is conserved over the time

N . /.t/ WD k .t; �/k2L2x D
Z

Rd
j .t; x/j2dx D N . 0/;8t > 0: (90)

• Energy conservation: if f .j j2/ D ˇj j2, the energy is preserved [20]

E0;ˇ. /.t/ WD
Z

Rd
.
1

2
jr .t; x/j2 C V.x/j .t; x/j2 C ˇ

2
j .t; x/j4/dx

D E0;ˇ. 0/;

for any t > 0.

We consider the two-dimensional case, the extensions to the dimensions d D 1

and d D 3 are direct. Let ıt be the uniform time step and

. n
.j;k//.j;k/2Fj;k
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the approximate solution at time tn D nıt on a uniform grid OJ;K . At the discrete
level, the previous properties read

• Time reversibility: changing the indices .n; n C 1/ $ .n C 1; n/ lets the solution
unchanged:  nC1 $  n.

• Dispersion relation: if V � 0 and the initial data is given by

 0.j;k/ D �eik�xj;k ;

the discrete solution is

 n
.j;k/ D �ei.k�xj;k�!tn/;

where we have the dispersion relation

! D jkj2
2

C f .j�j/:

This property characterizes the fact that the numerical and exact velocities are
the same or not.

• Gauge transformation: the change of potential

8� 2 R;8x 2 R
d; V.x/ �! V.x/C �;

implies that the solution is modified as follows

8n 2 N; 8.j; k/ 2 PJ;K ;  n
.j;k/ �!  n

.j;k/e
�i�tn ;

letting the modulus of the solution unchanged. This characterizes the property
that the scheme may induce a phase error in the numerical solution.

• Mass conservation: the discrete mass conservation writes

8n 2 N
�; N . n/ WD k nk2

`2�
D N . 0/; (91)

also stating the `2� -stability of the scheme.
• Energy conservation: if ˝ D 0 and f .j j2/ D ˇj j2, the energy conservation

[20] is given by: 8n 2 N
�, E0;ˇ. n/ D E0;ˇ. 

0/, where

E0;ˇ. 
n/

WD .hxhy/
1=2

X

.j;k/2PJ;K

<
(
 

n;�
j;k

�
�1
2
ŒŒ��� n C ŒŒV�� n C ˇ

2
ŒŒj nj4�� n

�

j;k

)
:
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4.2 Time-Splitting Pseudo-spectral Schemes for the Rotating
GPE

4.2.1 General Principle of Time-Splitting Techniques

The first schemes that we present is the class of time-splitting schemes for (87). This
scheme, which is known since a long time, has been studied in particular by Strang
[113] in a general framework. It has next been applied to the nonlinear Schrödinger
equation in [57, 97, 116, 122]. The numerical analysis of the Lie and Strang time-
splitting schemes for the Schrödinger equation can be found in particular in [37, 90].

To present the time-splitting schemes (also called fractional step methods), we
consider a general dynamical problem. Let A and B be two self-adjoint operators
such that: D.A/ � L2x, D.B/ � L2x and ACB a self-adjoint operator on D.A/\D.B/.
We denote by D.A/ and D.B/ the domains of the operators A and B, respectively.
Let us consider the system

�
@t .t; x/ D A .t; x/C B .t; x/; t 2 R

C; x 2 R
d;

 .0; x/ D  0.x/ 2 L2x:

Let  .t; x/ D e.ACB/t 0.x/ be the solution of this system, for t > 0 and x 2 R
d.

The time-splitting scheme consists in approximating the solution  of this problem
via an approximation of the operator e.ACB/� through the operators eA� and eB�. This
leads to solve successively two simpler systems. We seek an approximation of the
form

 .t C ıt; x/ D e.ACB/ıt .t; x/ � ea1Aıteb1Bıtea2Aıteb2Bıt : : : eapAıtebpBıt .t; x/;

where fak; bkg1	k	p � R are some computed weights such that the approximation
of e.ACB/ıt has a given order for a local time step ıt(� 1). The two most well-known
time-splitting methods are the Lie (corresponding to a1 D b1 D 1) and the Strang
(for a1 D a2 D 1=2, b1 D 1 and b2 D 0) schemes. They are respectively of order
one and two in time. It is possible to get higher-order schemes by suitably choosing
the weights [45, 117, 118]. We now focus on the Lie and Strang schemes.

In the case of the GPE with a rotation term, we make the following choice [26,
28]

• we set

A D i

2
�C i˝Lz; (92)

which leads to the solution of a linear Schrödinger equation, without potential
operator but with a rotational term,
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• and

B D �iV.t; x/ � if .j .t; x/j2/; (93)

which gives a nonlinear differential equation that can be solved explicitly in some
cases.

The previous decomposition is motivated by the fact that, by using an Alternating
Direction Implicit (ADI) method [26], the equation associated to the operator (92)
can be solved spectrally by using FFTs. Furthermore, as already mentioned, the
equation associated to the operator (93) is solved explicitly. This leads to highly
accurate methods. Other choice of operators A and B (e.g. including a part of the
potential V in A) lead to different spectral basis that diagonalize the operators (see
[23, 24, 32] for Hermite or Laguerre polynomials).

4.2.2 Lie Time-Splitting Scheme for (87)

Application of the Lie time-splitting scheme and ADI method. The Lie scheme leads
to the following approximation of the solution

 .t C ıt; x/ � ei. 12�C˝Lz/ıte�i.V.t;x/Cf .j .t;x/j2//ıt .t; x/:

Let us assume that we want to compute the solution  on Œ0I T� that is uniformly
discretized into N intervals (a non uniform grid can also be used): T D Nıt, N 2 N.
Let us set: tn WD nıt, 0 � n � N. For an initial condition  0 D  0, the scheme
writes: for 0 � n � N � 1,

1. Compute  1 such that

8
<

:
i@t 1.t; x/ D �1

2
� 1.t; x/ �˝Lz 1.t; x/; nıt < t � .n C 1/ıt; 8x 2 R

d;

 1.tn; x/ D  n.x/; 8x 2 R
d:

(94)
2. Determine  2 satisfying

8
<

:

i@t 2.t; x/ D V.t; x/ 2.t; x/C f .j 2.t; x/j2/ 2.t; x/;
nıt < t � .n C 1/ıt; 8x 2 R

d;

 2.tn; x/ D  1.tnC1; x/; 8x 2 R
d:

(95)

If  nC1.x/ WD  2.tnC1; x/, we have  nC1.x/ �  .tnC1; x/.
We consider the two-dimensional case to simplify the presentation (but the one-

and three-dimensional cases can be easily deduced). The first step (94) of the
splitting scheme can be spectrally resolved for ˝ D 0 since the Laplacian operator
is diagonal in the Fourier space. However, when ˝ > 0, the situation is more
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complex since the operator Lz D �i.x@y � y@x/ cannot be directly inverted by
using FFTs. Indeed, variable coefficients are present in its expression. A solution
to this problem has been proposed by Bao et al. [26]. It consists in applying the
ADI method to split the derivations with respect to x and y in two successive
steps, allowing to use one-directional FFTs. More precisely, the resulting scheme
for solving (94) is given by

1(a) Compute  .1/ solution to

8
ˆ̂<

ˆ̂:

i@t 
.1/.t; x/ D �1

2
@2x 

.1/.t; x/

�i˝y@x 
.1/.t; x/; 8t 2�tn; tnC1�; 8x 2 R

2;

 .1/.tn; x/ D  n.x/; 8x 2 R
2:

(96)

1(b) Determine  .2/ such that

8
ˆ̂<

ˆ̂:

i@t 
.2/.t; x/ D �1

2
@2y 

.2/.t; x/

Ci˝x@y 
.2/.t; x/; 8t 2�tn; tnC1�; 8x 2 R

2;

 .2/.tn; x/ D  .1/.tnC1; x/; 8x 2 R
2:

(97)

We remark that each partial differential operator appearing in the above equations
can be diagonalized by FFTs. After this process, one gets an approximation:
 1.tnC1; x/ �  .2/.tnC1; x/ for the first step (94), the second step leading to resolve
the ODE (95) which is written as: 8x 2 R

2

8
<

:

i@t 
.3/.t; x/ D V.t; x/ .3/.t; x/

Cf .j .3/.t; x/j2/ .3/.t; x/; 8t 2�tn; tnC1�;
 .3/.tn; x/ D  .2/.tnC1; x/:

(98)

This ordinary differential equation is explicitly integrable thanks to the following
result [28].

Lemma 1 Let  .3/ be the solution to (98). Then, we have

8t 2�tn; tnC1�; 8x 2 R
2; j .3/.t; x/j D j .2/.tnC1; x/j:

Proof The proof is direct since we have: 8t 2�tn; tnC1�,

@tj .3/.t; x/j2 D 2<. .3/�.t; x/@t 
.3/.t; x//

D �2=.V.t; x/j .3/.t; x/j2/� 2=.f .j .3/j2/j .3/.t; x/j2/ D 0:
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We then get the solution to (98)

8t 2 Œtn; tnC1�;  .3/.t; x/ D e�if .j .2/.tnC1;x/j2/.t�tn/�i
R t

tn V.s;x/ds .2/.tnC1; x/:
(99)

Finally, the Lie scheme with ADI leads to the approximation  nC1.x/ �
 .3/.tnC1; x/.

Let us remark that the above ADI method implies a loss of symmetry of the
global scheme. Indeed, we first solve the equation in the x-direction via (96) and then
in the y-direction by using (97). The symmetry can be obtained easily by alternating
the directions at each step. For problem (94), we first solve (96) and (97) at time tn
and next (97) and (96) at time tnC1.

Pseudo-spectral discretization in space. Let us now consider the problem of the
spatial discretization. We again assume that the solution remains confined within
the computational box: O D�� ax; axŒ
�� ay; ayŒ, with ax; ay > 0. We impose some
periodic boundary conditions on @O and consider a uniform discretization grid OJ;K

associated with O . Let us recall that PJ;K designates the set of grid points indices
used for the pseudo-spectral discretization

PJ;K D ˚
.j; k/ 2 N

2I 1 � j � J and 1 � k � K
�
:

We consider an approximation of .m/ on this grid that we designate by '.m/, m D 1,
2, 3. Moreover, the approximation of  n is denoted by 'n. As for the stationary
case, we use the following pseudo-spectral discretization of a function  in the x-
and y-directions on OJ;K and based on the truncated inverse partial Fourier series,
8.j; k/ 2 PJ;K , 8t 2 R

C, respectively,

 .t; xj; yk/ � '.t; xj; yk/ D 1

J

J=2�1X

pD�J=2

b'p.t; yk/e
i�p.xjCax/;

 .t; xj; yk/ � '.t; xj; yk/ D 1

K

K=2�1X

qD�K=2

b'q.t; xk/e
i�q.ykCay/; (100)

where b'p and b'q are respectively the Fourier coefficients of the function ' in the
x- and y-directions, the Fourier multipliers being: �p D �p

ax
and �q D �q

ay
. The

functions b'p and b'q are written as

b'p.t; yk/ D
J�1X

jD0
'.t; xj; yk/e

�i�p.xjCax/;

b'q.t; xj/ D
K�1X

kD0
'.t; xj; yk/e

�i�q.ykCay/: (101)
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In the x-direction of the Fourier space, we have, 1 � J=2 � p � J=2,

8t 2 Œtn; tnC1�; 81 � k � K; i@t O'.1/p .t; yk/ D .
1

2
�2p C˝y�p/ O'.1/p .t; yk/:

Integrating this equation yields

8t 2 Œtn; tnC1�; 81 � k � K; O'.1/p .t; yk/ D e�i. 12 �
2
pC˝y�p/.t�tn/ O'.1/p .tn; yk/:

Similarly, (97) leads to: 1 � K=2 � q � K=2,

8t 2 Œtn; tnC1�; 81 � j � J; O'.2/q .t; xj/ D e�i. 12 �
2
q�˝x�q/.t�tn/ O'.2/q .tn; xj/:

Therefore, the first part of the Lie time-splitting scheme, where we first solve (96)
and next (97) on Œtn; tnC1�, is implemented as: 8.j; k/ 2 PJ;K ,

'.1/.tnC1; xj; yk/ D 1

J

J=2�1X

pD�J=2

e�i. 12�
2
pC˝yk�p/.tnC1�tn/b'n

p.yk/e
i�p.xjCLx/;

'.2/.tnC1; xj; yk/ D 1

K

K=2�1X

qD�K=2

e�i. 12 �
2
q�˝xj�q/.tnC1�tn/ O'.1/q .tnC1; xj/e

i�q.ykCLy/:

(102)

For solving (99) and for a time-dependent potential V , we use the Simpson’s
quadrature rule

Z tnC1

tn

V.s; xj; yk/ds � 1

6



V.tn; xj; yk/C 6V.tnC1=2; xj; yk/

CV.tnC1; xj; yk/
�
.tnC1 � tn/ WD QVn.xj; yk/ıt;

where tnC 1
2

D .tn C tnC1/=2 and .j; k/ 2 PJ;K . This leads to

'.3/.tnC1; xj; yk/ D '.2/.tnC1; xj; yk/e
�iıt.f .j'.2/.tnC1;xj;yk/j2/C QVn.xj;yk//: (103)

The complete scheme (102) and (103) is first-order accurate in time and spectral in
space. In the sequel, the Time-Splitting SPectral scheme of order 1-ADI is denoted
by TSSP1-ADI.
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4.2.3 Strang Time-Splitting Scheme for (87)

To improve the time accuracy of the Lie scheme, we now discuss the second-
order Strang TSSP scheme. Since the derivation is quite similar to the previous
scheme, we do not detail too much its construction. The Strang time-splitting
scheme requires three fractional steps while only one is needed for the Lie scheme.
We first resolve the operator A on a time step ıt=2, next B for ıt and finally A for
ıt=2. This leads to the following approximation

 .t C ıt; x/ � ei. 12�C˝Lz/
ıt
2 e�i.V.t;x/Cf .j .t;x/j2//ıtei. 12�Ci˝Lz/

ıt
2  .t; x/;

for t > 0. An alternative solution consists in changing the roles of A and B. The
Strang time-splitting scheme with ADI is then

1. Compute  .1/ solution to

8
ˆ̂<

ˆ̂:

i@t 
.1/.t; x/ D �1

2
@2x 

.1/.t; x/

�i˝y@x 
.1/.t; x/; 8t 2�tn; tnC 1

2
�;8x 2 R

2;

 .1/.tn; x/ D  n.x/;8x 2 R
2:

(104)

2. Determine  .2/ solution of the equation

8
ˆ̂<

ˆ̂:

i@t 
.2/.t; x/ D �1

2
@2y 

.2/.t; x/

Ci˝x@y 
.2/.t; x/; 8t 2�tn; tnC 1

2
�;8x 2 R

2;

 .2/.tn; x/ D  .1/.tnC 1
2
; x/;8x 2 R

2:

(105)

3. Compute  .3/ such that

8
<̂

:̂

i@t 
.3/.t; x/ D V.t; x/ .3/.t; x/

Cf .j .3/.t; x/j2/ .3/.t; x/; 8t 2�tn; tnC1�;8x 2 R
2;

 .3/.tn; x/ D  .2/.tnC 1
2
; x/;8x 2 R

2:

(106)
4. Obtain  .4/ solution to

8
ˆ̂<

ˆ̂:

i@t 
.4/.t; x/ D �1

2
@2y 

.4/.t; x/

Ci˝x@y 
.4/.t; x/; 8t 2�tn; tnC1=2�;8x 2 R

2;

 .4/.tn; x/ D  .3/.tnC1; x/;8x 2 R
2:

(107)
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5. Determine  .5/ such that

8
ˆ̂<

ˆ̂:

i@t 
.5/.t; x/ D �1

2
@2x 

.5/.t; x/

�i˝y@x 
.5/.t; x/; 8t 2�tn; tnC1=2�;8x 2 R

2;

 .5/.tn; x/ D  .4/.tnC 1
2
; x/;8x 2 R

2:

(108)

The last step gives  nC1.x/ �  .5/.tnC 1
2
; x/. Like the Lie scheme, we solve (104),

(105), (107) and (108) by using one-directional FFTs. Equation (106) is explicitly
integrated. The Strang scheme is second-order in time and spectral in space which
makes it very attractive for the deterministic simulations. Extensions to the one- and
three-dimensional cases are direct. The total computational cost of both schemes
is O.M log M/, with M WD J, JK, JKL, in dimensions d D 1, 2, 3, respectively,
since we use FFTs. The Strang scheme is time reversible, mass preserving, invariant
under gauge transformation and the dispersive relation holds. However, it is not
energy conserving but the scheme is unconditionally stable for the two-norm [26].
More details can be found in [14, 27, 29]. In the sequel, the scheme (104)–(108)
(with FFTs) is called TSSP2-ADI for Time Splitting SPectral scheme of order 2-
ADI.

4.3 The Relaxation Scheme for the Rotating GPE

Introduced by Besse [36] for nonlinear Schrödinger equations, the relaxation
scheme has some analogies with the standard Crank-Nicolson scheme (Sect. 4.4)
but the nonlinearity is relaxed to avoid a fixed point or a Newton-Raphson method.
Therefore, the computational cost is strongly reduced while the scheme is simple to
implement. For problem (87), the relaxation scheme is

8
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂:

	nC1=2 C 	n�1=2

2
D f .j nj2/;

i
 nC1 �  n

ıt
D .�1

2
� �˝Lz/.

 nC1 C  n

2
/C VnC1 nC1 C Vn n

2

C	nC1=2.
 nC1 C  n

2
/;

(109)

where  n D  .tn; x/ and Vn D V.tn; x/, 0 � n � N � 1. The initial conditions
are:  0.x/ D  0.x/ and 	�1=2.x/ D f .j 0.x/j2/. The operator .�� � ˝Lz/

is discretized by the highly accurate pseudo-spectral scheme [see page 81 and
Eqs. (100) and (101)]. Under the same notations, the discrete system is

�
�nC1=2 D cRe;n;

A
Re;nC1 nC1 D bRe;n;

(110)
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where ARe;nC1, bRe;n and cRe;n are such that

A
Re;nC1 WD i

ŒŒI��

ıt
C 1

4
ŒŒ���C 1

2
˝ŒŒLz�� � 1

2
ŒŒVnC1�� � 1

2
ŒŒ�nC1=2��;

bRe;n WD .i
ŒŒI��

ıt
� 1

4
ŒŒ��� � 1

2
˝ŒŒLz��C 1

2
ŒŒVn��C 1

2
ŒŒ�nC1=2��/ n;

cRe;n WD 2f .j nj2/ � �n�1=2: (111)

The linear system appearing in (110) and depending on n is solved by a Krylov
subspace iterative solver (CGS, BiCGStab, GMRES) [12]. The method is called
Relaxation SPectral (ReSP) scheme. The discretization is second-order in time and
spectrally accurate in space like for the TSSP2-ADI scheme. Moreover, it is time
reversible, mass preserving, unconditionally stable and energy preserving (for a
cubic nonlinearity, i.e. f .j j2/ D ˇj j2). However, it is not invariant under gauge
transformation and the dispersive relation does not hold [14, 36]. The computational
cost is O.M log M/ since we again use FFTs.

4.4 Other Schemes: Euler, Crank-Nicolson, Leap-Frog,
Rotating Frame System

In this section, we give a brief description of other schemes that could be applied
to Eq. (87). These schemes are not recommended because of some problems that
we detail now. We end by presenting a nice idea that can be found in [33] and
which considers a change of frame to simplify the implementation of well-adapted
schemes.

The forward or backward Euler schemes are simple schemes in the framework
of evolution problems. For (87), the forward Euler scheme is given by

i
 nC1 �  n

ıt
D .�1

2
� �˝Lz C Vn C f .j nj2// n; (112)

where  n D  .tn; x/ and Vn D V.tn; x/, 8n 2 N. The spatial discretization can
be obtained, for instance, by using the pseudo-spectral FFT-based approximation
leading to

 nC1 D �iıtbEuler;n
Exp ; (113)

where bEuler;n
Exp is such that

bEuler;n
Exp WD .i

ŒŒI��

ıt
� 1

2
ŒŒ��� �˝ŒŒLz�C ŒŒVn��C ŒŒ f .j nj2/��/ n:
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Since there is no linear system to solve, the computational effort is low. However,
this first-order scheme is well-known to be conditionally stable under a CFL
condition and is therefore useless. The backward Euler scheme is

i
 nC1 �  n

ıt
D .�1

2
� �˝Lz C VnC1 C f .j nC1j2// nC1; (114)

leading to the linear system

A
Euler;n
Imp  D bEuler;n

Imp ; (115)

where AEuler;n
Imp and bEuler;n

Imp are such that

A
Euler;n
Imp WD i

ŒŒI��

ıt
C 1

2
ŒŒ��� C˝ŒŒLz�� � ŒŒVnC1�� � ŒŒ f .j nC1j2/��;

bEuler;n
Imp WD i

ŒŒI��

ıt
 n:

The system (115) cannot be directly inverted since the nonlinearity is implicit. At
each iteration, a fixed point or a Newton-Raphson method is required to resolve the
nonlinearity leading to a computationally expensive scheme. Finally, the scheme is
only first-order accurate in time.

The implicit Crank-Nicolson scheme [14, 19, 20] is

i
 nC1 �  n

ıt
D .�1

2
� �˝Lz C g. nC1;  n//

 nC1 C  n

2

C 1

2
.VnC1 nC1 C Vn n/; (116)

with

g. nC1;  n/ WD
Z 1

0

f .�j nC1j2 C .1� �/j nj2/d�:

Even if this scheme is second-order accurate in time, the presence of the nonlinearity
makes it computationally expensive.

The semi-implicit Leap-Frog scheme [14, 19–21] is

i
 nC1 �  n�1

ıt
D .�1

2
� �˝Lz/

 nC1 C  n�1

2
C .Vn C f .j nj2// n: (117)
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For the initialization, we use

i
 1 �  0
ıt

D .�1
2
� �˝Lz C V0 C f .j 0j2// 0:

The major disadvantages of this scheme are that it is conditionally stable and it does
not satisfy most of the properties from Sect. 4.1 (see [14]).

In Sect. 1.3 (page 60), we have seen that a change of variables is used for
modeling a rotating condensate. This change of frame, with respect to the reference
frame in dimensions d D 2 and 3, is based on: for x D .x; y/ 2 R

2 or x D .x; y; z/ 2
R
3,

�
x0 D cos.˝t/x C sin.˝t/y;
y0 D � sin.˝t/x C cos.˝t/y;

where ˝ 2 R is the rotational speed of the condensate. This gives the relation:
x0 D ˝.t/x, where, for d D 2,

˝.t/ D
�

cos.˝t/ sin.˝t/
� sin.˝t/ cos.˝t/

�
;

and, for d D 3,

˝.t/ D
0

@
cos.˝t/ sin.˝t/ 0

� sin.˝t/ cos.˝t/ 0
0 0 1

1

A :

This change of variables makes the rotation operator Lz appear. In [33], the authors
propose to compute the dynamics of a rotating condensate by considering the
coordinates ˝.t/x instead of x0. By setting  ˝.t; x/ WD  .t;˝.t/x/, where  
satisfies (87), we obtain that  ˝ is solution to

8
ˆ̂<

ˆ̂:

i@t ˝.t; x/ D �1
2
� ˝.t; x/C V.t;˝.t/x/ ˝.t; x/

Cf .j ˝ j2/ ˝.t; x/; 8t 2 R
C; 8x 2 R

d;

 ˝.0; x/ D  0.x/ 2 L2x:

(118)

By simply modifying the potential: V˝.t; x/ WD V.t;˝.t/x/, we do not need to
discretize the rotation operator which greatly simplifies the resolution of the initial-
value problem. For example, ADI is no longer necessary for the time-splitting
scheme. This recent approach is very promising for both the dynamics and stationary
states computation and should be further studied.
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4.5 The Multi-components Case

We now extend the splitting and relaxation schemes to the case of a system of GPEs
with Nc components

8
ˆ̂<

ˆ̂:

i@t�.t; x/ D �1
2
��.t; x/�˝Lz�.t; x/C V.t; x/�.t; x/

Cf.�/�.t; x/; 8t 2 R
C; 8x 2 R

d;

�.0; x/ D �0.x/ 2 L2;Nc
x ; 8x 2 R

d;

(119)

where L2;Nc
x WD .L2x/

Nc . We refer to Sect. 2.5 (page 96) for the notations.

4.5.1 Time-Splitting Schemes for a System with Nc Components

The strategy adopted here is closely related to the one developed for the one-
component case. We will see that the explicit formula is only valid for a specific
form of the nonlinearity, which explains why the method has some limitations. For
the sake of simplicity, we only present the Lie TSSP scheme, the extension to the
Strang TSSP scheme being direct. The scheme is given by the two following steps

1. Solve the following system with respect to �.1/

8
ˆ̂<

ˆ̂:

i@t�
.1/.t; x/ D �1

2
��.1/.t; x/ �˝Lz�

.1/.t; x/;

8t 2�tn; tnC1�;8x 2 R
d;

� .1/.tn; x/ D � n.x/; 8x 2 R
d:

(120)

2. Compute �.2/ such that

8
<

:

i@t�
.2/.t; x/ D V.t; x/� .2/.t; x/C f.� .2/.t; x//� .2/.t; x/;

8t 2�tn; tnC1�; 8x 2 R
d;

� .2/.tn; x/ D �.1/.tnC1; x/; 8x 2 R
d:

(121)

Since the operators are diagonal in (120), the unknowns are uncoupled. There-
fore, we can apply the ADI method to effectively solve the system of equations by
using FFTs. For example, Eq. (120) is solved in the two-dimensional case through
the two following successive steps

8
ˆ̂<

ˆ̂:

i@t�
.1;1/.t; x/ D �1

2
@xx�

.1;1/.t; x/ � i˝y@x�
.1;1/.t; x/;

8t 2�tn; tnC1�; 8x 2 R
2;

� .1;1/.tn; x/ D � n.x/; 8x 2 R
2;

(122)
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and
8
ˆ̂<

ˆ̂:

i@t�
.1;2/.t; x/ D �1

2
@yy�

.1;2/.t; x/C i˝x@y�
.1;2/.t; x/;

8t 2�tn; tnC1�; 8x 2 R
2;

� .1;2/.tn; x/ D �.1;1/.tnC1; x/; 8x 2 R
2:

(123)

For the system of equations (121), we have the following result.

Lemma 2 Let �.2/ be the solution of (121). Then, we have

8t 2 Œtn; tnC1�; j�.2/.t; x/j D j�.2/.tn; x/j:

Proof First, we have, 8t 2�tn; tnC1�, 8x 2 R
2,

NcX

mD1
@tj�.2/

m .t; x/j2 D 2

NcX

mD1
<.� .2/

m .t; x/�@t�
.2/
m .t; x//

D �2
NcX

m;oD1
=.� .2/

m .t; x/�.Vmo.t; x/C fmo.�
.2///� .2/

o .t; x//:

By using: Vmo.t; x/ D Vom.t; x/ and fmo.�
.2/.t; x// D fom.�

.2/.t; x//, it follows that

NcX

mD1
@tj�.2/

m .t; x/j2

D �2
X

Nc
o>m
1
= 
.Vmo.t; x/C fmo.�

.2/.t; x///

.� .2/
m .t; x/��.2/

o .t; x/C �.2/
o .t; x/��.2/

m .t; x//
�

�2
X

Nc
m
1
= 
.Vmm.t; x/C fmm.�

.2/.t; x///j�.2/
m .t; x/j2�

D �4
X

Nc
o>m
1
= 
.Vmo.t; x/C fmo.�

.2/.t; x///<.� .2/
m .t; x/��.2/

o .t; x//
� D 0:

Thus, we conclude that j�.2/.t; x/j D j�.2/.tn; x/j, 8t 2 Œtn; tnC1�.

According to the above result, the modulus of the solution is time preserved.
This implies that we can obtain an explicit formulation of the solution by
using an exponential operator assuming that f is such that: f.�/ D f.j� j/ D
.fm;`.j� j//m;`2f1;:::;Ncg, and that the potential is time-independent: V.t; x/ WD V.x/.



Modeling and Computation of BECs 121

Under these assumptions, the system of equations (121) admits the following
solution

�.2/.t; x/ D e�if.j�.1;2/.tnC1;x/j/.t�tn/�iV.x/.t�tn/� .1;2/.tnC1; x/: (124)

This finally leads to the approximation:� nC1.x/ � �.2/.tnC1; x/.
The form (124) of the solution requires the evaluation of an exponential matrix.

Moreover, the Lie and Strang splitting schemes need to be symmetrized as for
the one-component case because of the ADI method. In the sequel, we call again
these methods TSSP1-ADI and TSSP2-ADI, respectively. The computational cost
O.M log M/ is essentially related to the FFTs.

4.5.2 Relaxation Scheme for a System with Nc Components

For a system of equations, the relaxation scheme is given by

8
ˆ̂<

ˆ̂:

˚nC1=2 C ˚n�1=2

2
D f.� n/C Vn; x 2 R

d;

� nC1 � � n

ıt
D �i.�1

2
� �˝Lz C˚nC1=2/

� nC1 C � n

2
; x 2 R

d;

where � n D �.tn; x/ and Vn D V.tn; x/. The initial data are given by �0.x/ D
�0.x/ and ˚�1=2.x/ D f.�0.x//. By using the pseudo-spectral scheme, we are led
to solve

(
M

Re;nC1=2 D 2ŒŒf.� n/�� � M
Re;n�1=2;

A
Re;nC1� nC1 D B

Re;n� n;
(125)

where � n D . n
1 ; : : : ;  

n
Nc
/ is the unknown in C

MNc , with M WD JK. The nonlinear
operator MRe;nC1=2 2 MMNc.C/ corresponding to the relaxation is computed by
using the nonlinear operator

ŒŒf.� n/�� WD

0
BBB@

ŒŒf1;1.� n/�� ŒŒf1;2.� n/�� � � � ŒŒf1;Nc .�
n/��

ŒŒf2;1.� n/�� ŒŒf2;2.� n/�� � � � ŒŒf2;Nc .�
n/��

:::
:::

: : :
:::

ŒŒfNc;1.�
n/�� ŒŒfNc;2.�

n/�� � � � ŒŒfNc;Nc.�
n/��

1
CCCA 2 MMNc.R/;
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where we set ŒŒf`;m.� n/�� D 

f`;m.� n.xj;k/

�
. j;k/2PJ;K

, 1 � `;m � Nc. Furthermore,

we choose MRe;�1=2 D f.�0.x//. The operator ARe;n 2 MMNc.C/ is such that

A
Re;nC1� D A

Re;nC1
TF � C A

Re
�;˝� ;

A
Re;nC1
TF � WD i

ŒŒI��
ıt
� � 1

2
.ŒŒVnC1��C M

Re;nC1=2/� ;

A
Re
�;˝� WD 1

2
.
1

2
ŒŒ���C˝ŒŒLz��/� : (126)

The operator ARe;nC1
TF 2 MMNc.C/ is defined through the block-matrices

ŒŒI�� WD

0

BBB@

ŒŒI�� 0 � � � 0

0 ŒŒI�� � � � 0
:::

:::
: : :

:::

0 0 � � � ŒŒI��

1

CCCA 2 MMNc.R/;

ŒŒVn�� WD

0
BBBBB@

ŒŒVn
1;1�� ŒŒV

n
1;2�� � � � ŒŒVn

1;Nc
��

ŒŒVn
2;1�� ŒŒV

n
2;2�� � � � ŒŒVn

2;Nc
��

:::
:::

: : :
:::

ŒŒVn
Nc;1
�� ŒŒVn

Nc ;2
�� � � � ŒŒVn

Nc;Nc
��

1
CCCCCA

2 MMNc.R/;

where: ŒŒVn
`;m�� D .Vn

`;m.xj;k//. j;k/2PJ;K 2 MM.R/. The diagonal operator ARe
�;˝ in

(126) is implicitly given by

ŒŒ���� WD .ŒŒ��`��/`D1;:::;Nc
2 C

MNc and

ŒŒLz��� WD .ŒŒLz�`��/`D1;:::;Nc
2 C

MNc :

Finally, the right-hand side is defined by the operator BRe;n W CMNc ! C
MNc

B
Re;n� D B

Re;n
TF � C B

Re
�;˝� ;

B
Re;n
TF � WD i

ŒŒI��
ıt
� C 1

2
M

Re;nC1=2� ;

B
Re
�;˝� WD 1

2
.�1
2
ŒŒ��� �˝ŒŒLz��/� : (127)

The linear system in (125) is solved by a preconditioned Krylov subspace
iterative solver [12] at a computational cost O.M log M/. Unlike the splitting
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schemes, no assumption is required for the relaxation scheme concerning the
nonlinear or potential operators.

4.6 Numerical Study of the TSSP1-ADI, TSSP2-ADI
and ReSP Schemes for the Dynamics of Rotating GPEs

4.6.1 Experiment I: Dynamics of a Rotating BEC in a Harmonic Trap

The first numerical experiment consists in solving

8
ˆ̂<

ˆ̂:

i@t .t; x/ D �1
2
� .t; x/ �˝Lz .t; x/C V.x/ .t; x/

Cˇj j2 .t; x/; 8t 2 Œ0;T�; 8x 2 R
2;

 .0; x/ D  0.x/ 2 L2x;

(128)

where˝ D 0:4 and ˇ D 1000. We fix the quadratic potential

V.x/ D 1

2
.�xx2 C �yy2/;

with �x D �y D 1. The initial data 0 is computed (by using BESP) as the stationary
state (see Fig. 15) associated with the problem (128) for the quadratic potential with
�x D �y D 2. The modification of the coefficients increases the confinement of the
BEC. This creates a contraction without changing its global shape.

Fig. 15 Initial data j 0j2 (on the domain O D�� 10; 10Œ2 , J D K D 29 for BESP)
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Fig. 16 Evolution of the density j j2 for problem (128) computed by the ReSP scheme. (a) t D
0:13; (b) t D 0:26; (c) t D 0:39; (d) t D 0:52

For TSSP1-ADI, TSSP2-ADI and ReSP, we use a time step equal to ıt D 10�3
for a final computational time T D 1 (T WD Nıt). The pseudo-spectral discretization
scheme considers J D K D 29 points for the computational domainO D��10; 10Œ2.
For ReSP, we solve the linear system by using BiCGStab with a stopping criterion
set to "Krylov D 10�12. We report on Fig. 16 the solution n;ref obtained by the ReSP
scheme at different times. We remark that the potential confines the condensate.
Visualizing the solutions computed by TSSP1-ADI, TSSP2-ADI and ReSP does
not allow to make the difference between them.

Let us analyze the spatial accuracy of the schemes. The previous simulation is
repeated on different uniform grids OJ;K , with 5 � J;K � 9, where the reference
grid is considered for J D K D 9. For each grid, the initial data is computed
by using the BESP scheme with the parameters of problem (128) for the finest grid.
We represent on Fig. 17 the maximum error Errn;1

J;K between the solution n
J;K on the

grid OJ;K and the solution  n;ref computed on the grid O9;9 and then extrapolated
on the coarser grid OJ;K , i.e.: Errn;1

J;K WD jj n
J;K � n;refjj1. We also report the error

between the energy (without the rotational term) E0;ˇ. n
J;K/ on the grid OJ;K and

the reference energy E0;ˇ. 
n;ref/: E n;1

J;K WD jE0;ˇ. n
J;K/ � E0;ˇ. 

n;ref/j. We remark
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(a) (b)

(c) (d)

(e) (f)

Fig. 17 Evolution of Errn;1
J;K and E

n;1
J;K for the TSSP1-ADI, TSSP2-ADI and ReSP schemes and

different spatial grids. (a) Errn;1
J;K for TSSP1-ADI; (b) E

n;1
J;K for TSSP1-ADI; (c) Errn;1

J;K for
TSSP2-ADI; (d) E n;1

J;K for TSSP2-ADI; (e) Errn;1
J;K for ReSP; (f) E n;1

J;K for ReSP

that the high accuracy of the TSSP1-ADI, TSSP2-ADI and ReSP is obtained for
a sufficiently fine grid, i.e. J;K � 8. Concerning the coarser grids, the error is
relatively important and localized near the central vortex. For this example, the
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spatial accuracy of the three schemes is about the same. Finally, the energy which is
a global quantity is quite accurately computed even for coarse grids.

We are now interested in computing the order of accuracy in time of the three
schemes. We also want to analyze the mass and energy (without the rotational term)
conservation properties. To numerically obtain the order, we use the Richardson
method. Let us denote by  k

ıt 2 C
M , k 2 N, the numerical approximation of a

solution  k of the problem (130) at time tk > 0 by a numerical scheme for a time
step ıt. Then, the Richardson method consists in computing the numerical order of
accuracy by the expression

pk;num WD log2

 k k
ıt �  k

ıt=2k`2�
k k

ıt=2 � k
ıt=4k`2�

!
; 1 � k � Nıt: (129)

Indeed, if we assume that the order is p, we have

k k
ıt � k

ıt=2k`2� � Cıtp;

and

k k
ıt=2 �  k

ıt=4k`2� � C
ıtp

2p
;

leading to (129). Let us consider J D K D 29 grid points. We take: tkNıt D k, with
1 � k � Nıt. We report two cases: ıt D 10�2 (Table 5) and ıt D 10�3 (Table 6).
Here, we introduce the different quantities

max pNıt;num WD max
1	k	Nıt

pk;num; min pNıt;num WD min
1	k	Nıt

pk;num;

and

mean pNıt;num WD 1

Nıt

NıtX

kD1
pk;num:

Table 5 Numerical orders of
the TSSP1-ADI, TSSP2-ADI
and ReSP schemes for
ıt D 10�2

TSSP1-ADI TSSP2-ADI ReSP

max pNıt ;num 5:45 6:01 2:04

min pNıt ;num 1:00 2:02 1:84

mean pNıt ;num 2:54 3:97 1:91

Table 6 Numerical orders of
the TSSP1-ADI, TSSP2-ADI
and ReSP schemes for
ıt D 10�3

TSSP1-ADI TSSP2-ADI ReSP

max pNıt ;num 1:00 2:00 1:99

min pNıt ;num 0:99 2:00 1:99

mean pNıt ;num 1:00 2:00 1:99
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(a) (b)

Fig. 18 Mass and energy (without rotational term) conservation properties for the three schemes,
for ıt D 10�3 and problem (130). (a) Mass conservation; (b) energy (without rotational term)
conservation

For ıt D 10�2, the numerical orders of TSSP1-ADI and TSSP2-ADI are in average
higher than those expected. This can be explained by the fact that the time step is
too large to get a stable scheme and that instabilities arise most particularly because
of the rotational term. The ReSP scheme seems to provide a better accuracy. For
ıt D 10�3, we recover the expected orders for the three schemes.

We now report (see Fig. 18a) the error on the mass of the solution: ErrMn WD
jj1�N . n/jj1 and the error (Fig. 18b) on the non rotating energy of the solution:
E0;ˇ. 

n/, for a time step ıt D 10�3. We can see that the mass is not exactly
conserved but the error is relatively small, even if it increases in time. The ReSP
scheme is the scheme that presents the best mass conservation property for this
example. In addition, the non rotational energy is well conserved for both the
TSSP2-ADI and ReSP schemes while TSSP1-ADI exhibits large fluctuations.

We end the analysis by showing the evolution of the error on the mass (Fig. 19a)
and energy without the rotational term E0;ˇ. 

n/ (Fig. 19b) for ıt D 10�2.
For the three schemes, we observe that the error on the mass is smaller than
when considering the time step ıt D 10�3. Nevertheless, the energy also grows
substantially in the middle of the simulation for both TSSP1-ADI and TSSP2-ADI.
The ReSP scheme conserves correctly the non rotating energy. This example shows
that ReSP is a robust and accurate scheme.

4.6.2 Experiment II: Dynamics of a BEC in Quadratic-Plus-Quartic Trap

The second example consists in solving the following two-dimensional GPE

8
ˆ̂<

ˆ̂:

i@t .t; x/ D �1
2
� .t; x/ �˝Lz .t; x/C V.x/ .t; x/

Cˇj j2 .t; x/; 8t 2 Œ0;T�; 8x 2 R
2;

 .0; x/ D  0.x/ 2 L2x;

(130)
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(b)(a)

Fig. 19 Mass and energy conservation (without rotational term) properties for the three schemes,
for ıt D 10�2 and problem (130). (a) Mass conservation; (b) energy conservation (without
rotational term)

Fig. 20 Density j 0j2 of the stationary state (with a domain O D� � 10; 10Œ2, J D K D 28 for
BESP)

where˝ D 3:5 and ˇ D 1000. The potential is the quadratic-plus-quartic potential

V.x/ D 1 � ˛
2

.�xx2 C �yy2/C �

4
.�xx2 C �yy

2/2;

where �x D �y D 1, ˛ D 1:2 and � D 0:7. To obtain the initial data  0, we compute
the stationary state of (130) for the trapping parameters �x D �y D 1, ˛ D 1:2

and � D 0:3 (see Fig. 20). The stationary state is a circular ring with 36 uniformly
distributed vortices.
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The parameters for the simulation of the dynamics with TSSP1-ADI, TSSP2-
ADI and ReSP are: ıt D 10�3 for a maximal time of computation T D 1 (T WD Nıt),
a spatial discretization with J D K D 28 points in O D� � 10; 10Œ2. Concerning the
ReSP scheme, the linear system is again solved by BiCGStab for a stopping criterion
on the residual equal to "Krylov D 10�12. We report on Fig. 21 some snapshots of the
solution obtained with TSSP2-ADI. We observe a complex dynamics in the ring

Fig. 21 Snapshots of the density j j2 computed with TSSP2-ADI for problem (130). (a) t D 0;
(b) t D 0:07; (c) t D 0:14; (d) t D 0:21; (e) t D 0:28; (f) t D 0:35
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Table 7 Numerical orders of
the TSSP1-ADI, TSSP2-ADI
and ReSP schemes for
ıt D 10�2

TSSP1-ADI TSSP2-ADI ReSP

max pNıt ;num 1:15 1:97 1:55

min pNıt ;num 0:89 0:85 0:08

mean pNıt ;num 0:95 1:08 0:92

Table 8 Numerical orders of
the TSSP1-ADI, TSSP2-ADI
and ReSP schemes for
ıt D 10�3

TSSP1-ADI TSSP2-ADI ReSP

max pNıt ;num 1:01 2:30 1:99

min pNıt ;num 0:99 2:00 1:98

mean pNıt ;num 1:00 2:02 1:99

(b)(a)

Fig. 22 Mass and energy conservation properties for the three schemes, for ıt D 10�3 and
problem (130). (a) Mass conservation; (b) conservation of the energy without rotational term

BEC. The solutions computed by TSSP2-ADI and ReSP looks the same. Unlike the
first experiment, it is not possible here to analyze the spatial accuracy of the schemes
since the extrapolated stationary state is not accurate enough on a coarse grid with
J D K D 27 points. If one considers more grid points (J D K � 29 points), the
computational time is too large for GPELab.

We now focus on the numerical order of the TSSP1-ADI, TSSP2-ADI and
ReSP schemes and on the discrete mass and energy conservation properties. For
ıt D 10�2, the orders are not recovered because the time step is too large (Table 7).
For ıt D 10�3 (Table 8), the numerical orders are consistent with their respective
theoretical values, meaning that the time step is sufficiently small.

We consider now the evolution of the error ErrMn on the mass of the solution
(Fig. 22a) and the non rotational energy E0;ˇ. 

n/ (Fig. 22b) for ıt D 10�3. The
mass is not exactly preserved for the three schemes but is numerically acceptable.
The energy (without the rotational term) E0;ˇ. n/ is well conserved for the TSSP2-
ADI scheme. Concerning the ReSP scheme, the energy fluctuates a little. For the
TSSP1-ADI scheme, the energy is not conserved. For ıt D 10�2, we have no energy
conservation for the three schemes. Globally, TSSP2-ADI is the best scheme for this
specific problem.
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4.6.3 Experiment III: Dynamics of a 2d Dark Soliton

The last example consists in the simulation of a black soliton inside a BEC. We
consider the two-dimensional GPE

i@t .t; x/ D �1
2
� .t; x/C 1

2


jxj2 C jyj2� .t; x/C ˇj .t; x/j2 .t; x/; (131)

with ˇ D 10000. To get a physically admissible initial data, we first compute a
stationary state of (131) by using the BESP scheme for ıt D 10�1 and the stopping
criterion " D 10�8. The computational domain O D� � 10; 10Œ2 is discretized by a
uniform grid with 29 C 1 points in the x- and y-directions. We choose the Thomas-
Fermi approximation to initialize the computation. The converged solution is given
on Fig. 23.

We now phase-imprint the black soliton in the condensate and simulate its
dynamics. We use ReSP with a time step ıt equal to 10�3. The final time of
computation is T D 1:5. A phase-imprinting method [54] is used to initiate the

Fig. 23 Modulus of the stationary state computed by BESP with the parameters of Sect. 4.6.3
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propagation of a black soliton in the condensate. More precisely, the initial data is
multiplied by

�.x/ D ei
�
0
2 .1Ctanh. x�x0

s //;

where �
0 D �=3, x0 D 5 and s D 0:2. We represent a few snapshots of the
computed solution on Fig. 24 with the new initial data.

Fig. 24 Dynamics of a phase-imprinted black soliton in a BEC by using the ReSP scheme. (a)
Soliton at time t D 0:25; (b) soliton at time t D 0:5; (c) soliton at time t D 0:75; (d) soliton at
time t D 1; (e) soliton at time t D 1:25; (f) soliton at time t D 1:5
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5 Computation of the Dynamics with Stochastic Terms

The aim of this last section is to provide a few ideas concerning the extension of the
previous schemes when a random term is included into the GPE. Let us consider the
stochastic GPE (see Sect. 1.3.3)

8
ˆ̂<

ˆ̂:

i@t .t; x/ D �1
2
� .t; x/ �˝Lz .t; x/C 1

2
jxj2 .t; x/.1C Pwt/

Cˇj j2 .t; x/; 8t 2 R
C; 8x 2 R

d;

 .0; x/ D  0.x/ 2 L2x;

(132)

where ˇ 2 R,  > 0 and .wt/t2RC 2 C
�
t .R

C/ is a Hölder continuous function, with
� 2�0; 1Œ. More generally, we consider the following stochastic GPE (d D 1, 2, 3)
for the potential V. Pwt; x/ WD V.x/ Pwt

8
ˆ̂<

ˆ̂:

i@t .t; x/ D �1
2
� .t; x/ �˝Lz .t; x/C V. Pwt; x/ .t; x/

Cf .j j2/ .t; x/; 8t 2 R
C; 8x 2 R

d;

 .0; x/ D  0.x/ 2 L2x;

(133)

where f is a real-valued polynomial function.

5.1 Numerical Schemes for the Stochastic GPE

We discuss the way the stochastic potential has to be discretized in the (Lie
and Strang) time-splitting and relaxation schemes. For the time-splitting schemes
(Sect. 5.1.1), the integration is similar to the deterministic case. Concerning the
meaning of the time-derivative of a continuous process, we use the definition
given by Sussmann [115]. For the relaxation scheme (Sect. 5.1.2), we introduce the
Stratonovich product to precise the formal time-derivative of a continuous process
that will have to be discretized.

5.1.1 The Time-Splitting Schemes

Following Sussmann’s approach, we first assume that the process .wt/t2RC is in
C 1

t .R
C/. For the Lie time-splitting scheme, we use the following decomposition of

the problem (133): let ıt > 0, n 2 N,
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1. Solve the system

8
<

:
i@t 1.t; x/ D �1

2
� 1.t; x/ �˝Lz 1.t; x/; t 2�tn; tnC1�;

 1.tn; x/ D  n.x/:
(134)

2. Compute  2 solution to

�
i@t 2.t; x/ D V. Pwt; x/ 2.t; x/C ˇj 2.t; x/j2 2.t; x/; t 2�tn; tnC1�;
 2.tn; x/ D  1.tnC1; x/:

(135)

The Eq. (134) is solved by the ADI method and one-directional FFTs like for the
deterministic case (see Sect. 4.2.2). For (135), we have seen in Sect. 4.2.2 that it is
possible to exactly integrate the equation for the nonlinearity and potential, and then
to obtain an explicit formula. It follows that, for all t 2 Œtn; tnC1�,

 2.t; x/ D  1.tnC1; x/e�if .j 1.tnC1;x/j2/.t�tn/�i
R t

tn V. Pws;x/ds:

The time integration of the stochastic potential is direct

Z t

tn

V. Pws; x/ds D
Z t

tn

V.x/ Pwsds D V.x/.wt � wtn/ D V.wt � wtn ; x/;

leading to the exact formula for (135)

 2.t; x/ D  1.tnC1; x/e�if .j 1.tnC1;x/j2/.t�tn/�iV.wt�wtn ;x/:

This means that the implementation in the Lie time-splitting scheme is straight-
forward. Moreover, it is easy to see that this solution is continuous with respect
to .wt/t2RC 2 Ct.R

C/. Following a similar approach to Sussmann, we can extend
the solution to the case of a continuous process by using a density argument. The
extension to the Strang time-splitting scheme is trivial. The stochastic schemes are
still called TSSP1-ADI and TSSP2-ADI.

5.1.2 The Relaxation Scheme

In Sect. 4.3, we derived the relaxation scheme for the deterministic GPE. Concern-
ing the extension to the stochastic case, the main difference is related to the way
the noise is discretized. To have a better understanding of how to discretize the
derivative of the stochastic process, it is necessary to define the meaning of the
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following stochastic integral

Z tnC1

tn

V. Pws; x/ .s; x/ds D V.x/
Z tnC1

tn

Pws .s; x/ds:

Here, we consider this integral as the Stratonovich integral, i.e.

Z tnC1

tn

Pws .s; x/ds D
Z tnC1

tn

 .s; x/ ı dws

WD lim
`!1

X

.sk/0�k�`

 .skC1; x/C  .sk; x/
2



wskC1

� wsk

�
;

where, 8` 2 N, .sk/0	k	` is a partition of the interval Œtn; tnC1�. This type of integral
takes its meaning for a Wiener process .Wt/t2RC (also called the brownian motion)
through

Z tnC1

tn

V. Pws; x/ .s; x/ � V.x/
 .tnC1; x/C  .tn; x/

2



wtnC1

� wtn

�
: (136)

The associated ReSP scheme related to the discretization (136) for the problem
(133) is then

8
<̂

:̂

	nC1=2 C 	n�1=2

2
D f .j nj2/;

i
 nC1 �  n

ıt
D .�1

2
� �˝Lz C Vn C 	nC1=2/.

 nC1 C  n

2
/;

(137)

where 	nC1=2 D 	.tnC1=2; x/,  n D  .tn; x/ and Vn D V..wtnC1
� wtn/=ıt; x/. The

initial data are

 0.x/ D  0.x/; and 	�1=2.x/ D ˇj 0.x/j2:

5.2 Numerical Examples

We present here a few numerical simulations. First, we explain how to correctly
and efficiently simulate a fractional brownian motion (Sect. 5.2.1). Next, examples
of computations are given for a one-dimensional example. Most particularly,
we numerically explore the order of the schemes of the stochastic GPE under
consideration (see Sect. 5.2.2).
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5.2.1 Simulation of Fractional Brownian Motions

The simulation of stochastic gaussian processes with stationary increments can be
efficiently and accurately realized by using FFTs [124]. Let us recall that a fractional
brownian motion (fbm) .WH

t /t2RC , with Hurst index H 2�0; 1Œ, is a gaussian process
with the following properties

• .WH
t /t2RC is continuous and self-similar, i.e.

8t 2 R
C; 8a 2 R

C;
1

aH
WH

at D WH
t in law, (138)

• WH
0 D 0 almost surely,

• the increments WH
t � WH

s , for all t; s 2 R
C, such that t � s, are stationary and

follow a normal distribution law with zero mean and .t � s/2H as variance,
• for all t; s 2 R

C, such that t � s, we have

EŒWH
t WH

s � D 1

2
.t2H C s2H � jt � sj2H/: (139)

Let .tj/j2N be a uniform time discretization of Œ0; 1�. Then, we remark that, being
given the increments .ıWH

tjC1
/j2N D .WH

tjC1
� WH

tj /j2N, the fbm can be built through
the telescoping sum

WH
tj D

jX

kD1
ıWH

tk :

Therefore, we have to simulate the fbm increments to construct the process.
Moreover, thanks to the self-similarity of the process (138), we remark that the
simulation of a fbm for .tj/j2N boils down to the simulation of a fbm for the time
discretization .tj D j/j2N. In this case, for all k 2 Z, the autocovariance function
cWH .k/ of the process .ıWH

j /j2N is given by

cWH .k/ D EŒıWH
jCkıW

H
j � D 1

2
.jk C 1j2H C jk � 1j2H � 2jkj2H/:

If we assume that we want to construct a process of length N 2 N and being given
the stationary process .ıWH

j /j2f1;:::;Ng, its spectral density [55, 124] is such that

8j 2 f�N=2; : : : ;N=2 � 1g; sWH . j/ D
N=2�1X

kD�N=2

cWH .k/e�2� i jk
N :
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(a) (b) (c)

Fig. 25 Trajectories of the fbm for various Hurst indices H on the time interval Œ0; 1�. (a)
Fractional brownian motion for H D 1=2. (b) Fractional brownian motion for H D 3=4. (c)
Fractional brownian motion for H D 1=4

By using this expression, the following spectral representation of the process [124]
can be obtained

ıWH
k D <.

r
2

N

N=2�1X

jD�N=2

p
sWH . j/ bW1=2

je
2� i jk

N /;

where .bW1=2
j/j2f�N=2;:::;N=2�1g is the discrete Fourier transform of the brownian

motion. Therefore, the increments of a fbm can be efficiently computed with high
precision. We report on Fig. 25 the simulation of fbm trajectories for various values
of H, on a uniformly discretized time interval Œ0; 1� (with ıt D 10�4).

5.2.2 Order in Time of the Schemes for the Stochastic GPE

We now numerically study the order in time of the Lie and Strang time-splitting and
relaxation schemes for a stochastic potential. The order in time can be understood
as the largest real number p such that

E

h
k ıt.tn; x/�  .tn; x/k2L2x

i1=2 � C.ıt/p;

where C > 0 is a real-valued positive constant,  is the exact solution of the
dynamical system and  ıt is the approximation of  by using a numerical scheme
for a time step ıt. Numerically computing such an order requires the simulation of
a large number of trajectories of the process .wt/t2RC for the problem (132) since
the mean error is approximated by a Monte-Carlo method. For N(2 N) trajectories
.wj

t/t2RC , 1 � j � N, we compute the numerical approximation of the solution  j
ıt

of (132) by using one of the numerical schemes. For a sufficiently large value N,
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one gets

E

h
k ıt.tn; x/�  .tn; x/k2L2x

i1=2 �
NX

jD1


k j

ıt.tn; x/�  .tn; x/k2L2x
�1=2

:

Therefore, p can be estimated by a numerical order pnum that is computed thanks to
a formula similar to (129)

p.tk/ � pnum.tk/ WD log2

 
EŒk ıt.tk; x/�  ıt=2.tk; x/k2L2x �

1=2

EŒk ıt=2.tk; x/�  ıt=4.tk; x/k2L2x �1=2
!
: (140)

In the following study, we are interested in the fbm of Hurst index H that we denote
by .WH

t /t2RC , H 2�0; 1Œ. As previously mentioned, the fbm are gaussian processes
with zero mean that are generalizations of the brownian motion. Moreover, their
trajectories are .H � �/-Hölder continuous, for all � > 0. This means that we can
analyze the schemes for processes with various smoothness.

Let us now consider the following one-dimensional stochastic GPE

8
ˆ̂<

ˆ̂:

i@t .t; x/ D �1
2
@2x .t; x/C 1

2
x2 .t; x/.1 C PWH

t /

Cˇj j2 .t; x/; 8t 2 R
C; 8x 2 R;

 .0; x/ D  0.x/ 2 L2x ;

(141)

where ˇ D 300 and .WH
t /t2RC is a fbm with Hurst index H 2�0; 1Œ. The initial data

 0 is a stationary state computed by the BESP scheme. The computational domain
O D� � 15; 15Œ is discretized by a uniform grid OJ , where J D 29. We fix the time
step to ıt D 10�3 and the final time of computation to T D 1. The numerical results
of the Monte-Carlo method are based on N D 1000 trajectories.

We report in Table 9 the numerical orders resulting from formula (140) for the
Lie splitting scheme. We remark that the order is linked to the Hurst index H. For
H � 1=2, the order saturates to 1 while for H < 1=2 it is less than 1. For H D 1=4,
we observe that N is not large enough to yield a good approximation of the order
and the scheme seems unstable.

We consider now the Strang time-splitting scheme (TSSP2-ADI). The numerical
orders are given in Table 10. We observe that the order can be larger than 1 like for
H D 3=4. There is no saturation in the numerical order. Furthermore, we notice that
the numerical order for a fbm of Hurst index H D 1=4 significantly fluctuates.

Table 9 Numerical orders of
the TSSP1-ADI scheme for
the stochastic GPE (141),
with various Hurst indices H
of the fbm

H D 1=4 H D 1=2 H D 3=4

maxtk pnum.tk/ 0:87 1:10 1:06

mintk pnum.tk/ 0:67 0:91 0:97

meantk pnum.tk/ 0:76 1:01 1:01



Modeling and Computation of BECs 139

Table 10 Numerical orders
of the TSSP2-ADI scheme
for the stochastic GPE (141),
with various Hurst indices H
for the fbm

H D 1=4 H D 1=2 H D 3=4

maxtk pnum.tk/ 1:59 1:14 1:59

mintk pnum.tk/ �0:04 0:90 0:97

meantk pnum.tk/ 0:89 1:01 1:33

Table 11 Numerical orders
of the ReSP scheme for the
stochastic GPE (141), with
various Hurst indices H for
the fbm and ˇ D 300

H D 1=4 H D 1=2 H D 3=4

maxtk pnum.tk/ 1:10 0:80 1:58

mintk pnum.tk/ 0:27 0:43 1:31

meantk pnum.tk/ 0:84 0:58 1:49

Table 12 Numerical orders
of the ReSP scheme for the
stochastic GPE (141), with
various Hurst indices H for
the fbm and ˇ D 100

H D 1=4 H D 1=2 H D 3=4

maxtk pnum.tk/ 0.02 0.99 1.60

mintk pnum.tk/ �0.12 0.43 1.42

meantk pnum.tk/ 0.00 0.76 1.51

This is probably due to the fact that N is not large enough to obtain a correct
approximation of the order of TSSP2-ADI. The numerical order of the standard
brownian motion (H D 1=2) is not improved in comparison with the TSSP1-ADI
scheme.

Table 11 shows the results obtained for the ReSP scheme. For a standard
brownian motion (H D 1=2), the order of the ReSP scheme is lower order than
for the time-splitting schemes. In the case of a fbm of Hurst index H D 3=4, the
numerical order is larger than 1 and higher than for TSSP2-ADI. The numerical
order for the fbm with H D 1=4 is fluctuating. Therefore, it is not possible to
conclude on the effective order of the scheme. This is probably due to the fact that
the discretization used for the noise [see Eq. (136)] is not adapted to a process with
a smoothness lower than the brownian motion.

To complete the numerical simulation for ReSP, we run the same tests as before
but with a smaller nonlinearity ˇ (ˇ D 100 here) to show its influence on the order
of the scheme. We report the numerical orders on Table 12. For the brownian motion,
we observe an improved order of accuracy which is closer to the value 1 obtained for
the time-splitting schemes. For the fbm with Hurst index 3=4, the order is practically
unchanged. Finally, for H D 1=4, the problem of the discretization remains.

As seen before, TSSP2-ADI and ReSP are some suitable schemes for the
stochastic GPE (accordingly to H). When a rotation term is further added, then they
should be privileged for a practical computation. Since the related computations
are too heavy for GPELab, we do not analyze this problem here. Furthermore, it
would be interesting to develop a complete numerical analysis of these schemes
to understand the rigorous mathematical properties that can be expected. However,
these points are beyond the scope of this paper and can be considered as some open
questions.
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6 Conclusion

In this paper, we have developed some elements related to the modeling and
computation of Bose-Einstein Condensates when the Gross-Pitaevskii Equation is
used. We have introduced a few GPE systems in various physical situations of
interest: dynamics, stationary states, multi-components BECs, inclusion of rotation
and stochastic terms. Next, we have developed in details some stable pseudo-
spectral numerical methods for computing the stationary states of GPEs. A few
numerical examples have been produced by using the dedicated Matlab toolbox
GPELab. Then, we have explained how to correctly reproduce the dynamics
of BECs by using adapted computational schemes (time-splitting and relaxation
methods). Again, various numerical examples have been presented to have a better
understanding of the schemes. Finally, the extensions of the schemes to a stochastic
GPE are explained and numerical simulations based on GPELab show what are the
expected properties of the schemes, in particular concerning the accuracy in time.
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Orbital Stability: Analysis Meets Geometry

Stephan De Bièvre, François Genoud, and Simona Rota Nodari

1 Introduction

The purpose of these notes is to provide an introduction to the theory of orbital
stability of relative equilibria, a notion from the theory of (mostly Hamiltonian)
dynamical systems with symmetry that finds its origins in the study of planetary
motions [2]. In more recent times it has proven important in two new ways at least.
It has on the one hand found an elegant reformulation in the modern framework of
Hamiltonian mechanics of finite dimensional systems with symmetry in terms of
symplectic geometry. It can indeed be phrased and studied in terms of the theory
of momentum maps and of symplectic reduction [2, 66, 67, 80, 81, 83–85, 88]. On
the other hand, it also underlies the stability analysis of plane waves, of travelling
wave solutions and of solitons in infinite dimensional nonlinear Hamiltonian PDE’s,
which has received considerable attention over the last 40 years or so, and continues
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to be a very active area of research. We will give a brief historical account of the
notion of orbital stability in the context of nonlinear PDE’s in Sect. 11.

It is clear that in this field nonlinear analysis can be expected to meet geometry
in interesting and beautiful ways. It nevertheless appears that in the literature on
Hamiltonian PDE’s, the simple and elegant geometric ideas underlying the proofs
of orbital stability aren’t emphasized. The goal of these notes is to provide a unified
formulation of the theory in a sufficiently general but not too abstract framework
that allows one to treat finite and infinite dimensional systems on the same footing.
In this manner, one may hope to harness the geometric intuition readily gained from
treating finite dimensional systems and use it as a guide when dealing with the
infinite dimensional ones that are the main focus of our interest, but that demand
more sophisticated technical tools from functional analysis and PDE theory. The text
is of an introductory nature and suitable for young researchers wishing to familiarize
themselves with the field. It is aimed at analysts not allergic to geometry and at
geometers with a taste for analysis, and written in the hope such people exist.

1.1 Notions of Stability

There are many notions of stability for dynamical systems. One may in particular
consider stability with respect to perturbations in the vector field generating the
dynamics, or stability with respect to a variation in the initial conditions. It is the
latter one we shall be considering here. For a sampling of possible definitions in
this context, one can consult Sect. 6.3 of Abraham and Marsden [2], who give nine
different ones and mention there exist others still. . . We start by introducing the ones
of interest to us in these notes.

The simplest possible one is presumably the following. Let E be a normed vector
space, d the corresponding metric on E, and X a vector field on E. Let u 2 E and
t 2 R ! u.t/ 2 E a flow line of X [i.e. Pu.t/ D X.u.t//, with u.0/ D u]. Let us
assume the flow is well-defined globally, with u.t/ D ˚X

t .u/. Then one says that the
initial condition u is stable if for all � > 0, there exists a ı > 0 so that, for all v 2 E,

d.v; u/ � ı ) sup
t2R

d.v.t/; u.t// � �: (1)

Here v.t/ D ˚X
t .v/. This can be paraphrased as follows: once close, forever not too

far. Note that, if u is stable in this sense, then so is u.t/ for all t 2 R. There exists
one situation where proving stability is straightforward. It is the case where u D u�
is a fixed point of the dynamics, meaning u.t/ D u�, for all t 2 R, and where u�
is a local non-degenerate minimum of a constant of the motion, that is a function
L W E ! R, referred to as a Lyapunov function, satisfying L .v.t// D L .v/ for
all t 2 R, and for all v in a neighbourhood of u�. Let us sketch the argument, which
is classic. Supposing L 2 C2.E;E/ and that D2

u�
L is positive definite, one obtains
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from a Taylor expansion of L about u� an estimate of the type

cd.v; u�/2 � L .v/ � L .u�/ � Cd.v; u�/2; (2)

for all v in a neighbourhood of u�. Then, for v sufficiently close to u�, one can easily
show, using an argument by contradiction, that v.t/ stays in this neighbourhood and
hence, for all t,

cd.v.t/; u�/2 � L .v.t// � L .u�/ D L .v/� L .u�/ � Cd.v; u�/2; (3)

from which (1) follows immediately. This approach is known as the Lyapunov
method for proving stability.1

In Hamiltonian systems, at least one constant of the motion always exists,
namely the Hamiltonian itself. The above argument leads therefore to the perfectly
standard result that local minima of the Hamiltonian are stable fixed points of
the dynamics. All orbital stability results that we shall discuss below are, in fine,
based on this single argument, appropriately applied and combined with additional
geometric properties of (Hamiltonian) systems with symmetry, and, of course, with
an appropriate dose of (functional) analysis. Let us finally point out that when
this approach does not work, and this is very often the case, one is condemned to
resort to considerably more sophisticated techniques, involving the KAM theorem
or Nekhoroshev estimates, for example.

A stronger version of stability than (1) is an asymptotic one, and goes as follows:
there exists a ı > 0 so that, for all v 2 E,

d.v; u/ � ı ) lim
t!C1 d.v.t/; u.t// D 0:

This phenomenon can only occur in dissipative systems. When u is a fixed point
of the dynamics, it corresponds to requiring it is attractive. If the flow line issued
from u is periodic, one obtains a limit cycle. So in this second definition, the idea
is that, if two points start close enough, they end up together. Since our focus here
is on Hamiltonian systems, where such behaviour cannot occur (because volumes
are preserved), we shall not discuss it further. Note, however, that another notion of
“asymptotic stability” has been introduced and studied in the context of Hamiltonian
nonlinear dispersive PDE’s. We shall briefly comment on this in Sect. 11.

There are several cases when definition (1) is too strong, and a weaker notion is
needed, referred to as orbital stability. The simplest definition of this notion goes as
follows. Suppose t 2 R ! u.t/ 2 E is a flow line of the dynamics and consider the
dynamical orbit

� D fu.t/ j t 2 Rg:

1Remark that L .v.t// 	 L .v/ would suffice in (3). But in these notes we will exclusively work
with constants of the motion.
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We say u D u.0/ is orbitally stable if the following holds. For all � > 0, there exists
ı > 0, so that

d.v; u/ < ı ) 8t 2 R; d.v.t/; �/ � �: (4)

The point here is that the new dynamical orbit Q� D fv.t/ j t 2 Rg stays close to
the initial one, while possibly v.t/ can drift away from u.t/, for the same value of
the time t. As we will see, this can be expected to be the rule since the nearby orbit
may no longer be periodic even if the original one was, or have a different period.
A simple example that can be understood without computation is this. Think of two
satellites on circular orbits around the earth. Imagine the radii are very close. Then
the periods of both motions will be close but different. Both satellites will eternally
move on their respective circles, which are close, but they will find themselves on
opposite sides of the earth after a long enough time, due to the difference in their
angular speeds. In addition, a slight perturbation in the initial condition of one of
the satellites will change its orbit, which will become elliptical, and again have a
different period. But the new orbit will stay close to the original circle. So here the
idea is this: if an initial condition v is chosen close to u, then at all later times t, v.t/
is close to some point on � , but not necessarily close to u.t/, for the same value of t.
We will treat this illustrative example in detail in Sect. 5.2.

1.2 Symmetries and Relative Equilibria

The definition of orbital stability in (4) turns out to be too strong still for many
applications, in particular in the presence of symmetries of the dynamics. This is
notably the case in the study of solitons and standing or travelling wave solutions of
nonlinear Hamiltonian differential or partial differential equations. We will therefore
present an appropriate generalization of the notion of orbital stability in the presence
of symmetries in Sect. 4. For that purpose, we introduce in Sect. 2 dynamical
systems ˚X

t , t 2 R, on Banach spaces E, which admit an invariance group G with
an action ˚g; g 2 G, on E, i.e. ˚g˚

X
t D ˚X

t ˚g. We then say u 2 E is a relative
equilibrium if, for all t 2 R, ˚X

t .u/ 2 Ou, where Ou D ˚G.u/ is the group orbit
of u under the action of G. As we will see, solitons, travelling waves and plane
waves are relative equilibria. We say a relative equilibrium u is orbitally stable if
initial conditions v 2 E close to u have the property that for all t 2 R, ˚X

t .v/

remains close to Ou. Note that the larger the symmetry group G is, the weaker is the
corresponding notion of stability.

The main goal of these notes is to present a general framework allowing to
establish orbital stability of such relative equilibria of (both finite and infinite)
dynamical systems with symmetry, using an appropriate generalization of the
Lyapunov method sketched above. This approach to stability is often referred to
as the “energy-momentum” method. In the process, we wish to clearly separate
the part of the argument which is abstract and very general, from the part that
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is model-dependent. We will also indicate for which arguments one needs the
dynamics to be Hamiltonian and which ones go through more generally.

In Sect. 5, we treat the illustrative example of the relative equilibria of the motion
in a spherical potential, allowing us to present four variations of the proof of orbital
stability, which are later extended to a very general setting in Sect. 8. The main
hypothesis of the proofs, which work for general dynamical systems on Banach
spaces, is the existence of a coercive Lyapunov function L , which is a group-
invariant constant of the motion satisfying an appropriately generalized coercive
estimate of the type (2) [see (111)]. In applications, the proof of orbital stability is
thus reduced to the construction of such a function.

It is in this step that the geometry of Hamiltonian dynamical systems with
symmetry plays a crucial role. Indeed, the construction of an appropriate Lyapunov
function for such systems exploits the special link that exists between their constants
of the motion F and their symmetries, as embodied in Noether’s theorem and the
theory of the momentum map. This is explained in Sects. 6 and 7. The crucial
observation is then that in Hamiltonian systems, relative equilibria tend to come
in families u� 2 E, indexed by the value � of the constants of the motion at u�. In
fact, it turns out that u� 2 E is a relative equilibrium of a Hamiltonian system if
(and only if) u� is a critical point of the restriction of the Hamiltonian to the level
surface ˙� D fu 2 E j F.u/ D �g of these constants of the motion (Theorem 7).
This observation at once yields the candidate Lyapunov function L� [see (110)].

We finally explain (Proposition 5) how the proof of the coercivity of the
Lyapunov function can be obtained from a suitable lower bound on its second
derivatives D2L�.w;w/, with w restricted to an appropriate subspace of E, using
familiar arguments from the theory of Lagrange multipliers (Sect. 8). This ends
the very general, geometric and abstract part of the theory. To control D2L�.w;w/
finally requires an often difficult, problem-dependent, and detailed spectral analysis
of the Hessian of the Lyapunov function, as we will show in the remaining sections.

1.3 Examples

We illustrate the theory in Sect. 9 on a first simple example. We consider the plane
waves u˛;k.t; x/ D ˛e�ikxei�t, � 2 R, k 2 2�Z and ˛ 2 R, which are solutions of the
cubic nonlinear Schrödinger equation on the one-dimensional torus T,

i@tu.t; x/C ˇ@2xxu.t; x/C �ju.t; x/j2u.t; x/ D 0;

provided �Cˇk2 D �j˛j2. This equation is (globally) well-posed on E D H1.T;C/

and its dynamical flow is invariant under the globally Hamiltonian action ˚ of the
group G D R 
 R defined by



˚a;� .u/

�
.x/ D ei�u.x � a/ (see Sect. 6.5). The plane

waves u˛;k.t; x/ are G-relative equilibria. We establish (Theorem 12) their orbital
stability when ˇ .2�/2 > 2�j˛j2. Although the linear stability analysis for this
model is sketched in many places, and the nonlinear (in)stability results seem to be
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known to many, we did not find a complete proof of nonlinear orbital stability in the
literature. A brief comparison between our analysis and related results [40, 41, 106]
ends Sect. 9. Note that the analysis of orbital stability of plane waves of the cubic
nonlinear Schrödinger equation on a torus of dimension d > 1 is much more
involved (see for example [34]).

In Sect. 10 we will present orbital stability results pertaining to curves (i.e. one-
dimensional families) of standing waves of nonlinear Schrödinger equations on R

d

with a space-dependent coefficient f :

i@tu.t; x/C�u.t; x/C f .x; juj2.t; x//u.t; x/ D 0: (5)

Imposing a non-trivial spatial dependence has two major consequences. First, the
space-translation symmetry of the equation is destroyed, and one is left with the
reduced one-parameter symmetry group G D R, acting on the Sobolev space E D
H1.Rd/ via ˚�.u/ D ei�u. Note that the associated group orbits are of the simple
form Ou D fei�u W � 2 Rg � H1.Rd/. Now, standing waves are, by definition,
solutions of (5) of the form u.x; t/ D ei�tw.x/, which are therefore clearly relative
equilibria. Such standing waves are sometimes referred to as “solitons” due to the
spatial localization of the profile w.x/, and to their stability.

Second, constructing curves of standing wave solutions of (5) is now a hard
problem, and we will outline the bifurcation theory developed in [44, 45, 48, 49] to
solve it. This powerful approach allows one to deal with power-type nonlinearities
f .x; juj2/ D V.x/juj�1 (under an appropriate decay assumption on the coefficient
V W R

d ! R) but also with more general nonlinearities, for instance the

asymptotically linear f .x; juj2/ D V.x/ juj�1

1Cjuj�1 . This will give a good illustration

of how involved the detailed analysis of D2L .w;w/ required by the model can be.
As we shall see, this analysis turns out to be deeply connected with the bifurcation
behaviour of the standing waves.

In the pure power (space-independent) case f .x; juj2/ D juj�1, the appropriate
notion of stability is that associated with the action of the full group G D R

d 
 R,

˚a;� .u/

�
.x/ D ei�u.x � a/. The stability of standing waves in this context was

proved in the seminal paper of Cazenave and Lions [18] for 1 <  < 1C 4
d , and this

result is sharp (i.e. stability does not hold at  D 1C 4
d ). The contribution [18] is one

of the first rigorous results on orbital stability for nonlinear dispersive equations, and
is based on variational arguments using the concentration-compactness principle
(see for instance [55, 106] for more recent results in this direction). This line
of argument is conceptually very different from the energy-momentum approach
developed here, so we shall not say more about it.

The modern treatment of Hamiltonian dynamical systems with symmetries uses
the language of symplectic geometry, as for example in [2, 6, 67, 95]. But we
don’t need the full power of this theory, since we will work exclusively with linear
symplectic structures on (infinite dimensional) symplectic vector spaces. For the
reader not familiar with Hamiltonian mechanics, Lie group theory and symplectic
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group actions, elementary self-contained introductions to these subjects sufficient
for our purposes are provided in the Appendix.
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2 Dynamical Systems, Symmetries and Relative Equilibria

2.1 Dynamical Systems on Banach Spaces

Let E be a Banach space. A domain D is a dense subset of E; in the examples
presented in these notes, it will be a dense linear subspace of E.

Definition 1 A dynamical system on E is a separately continuous map

˚X W .t; u/ 2 R 
 E ! ˚X
t .u/ WD ˚X.t; u/ 2 E; (6)

with the following properties:

(i) For all t; s 2 R,

˚X
t ı ˚X

s D ˚X
tCs; ˚X

0 .u/ D IdE: (7)

(ii) For all t 2 R, ˚X
t .D/ D D .

(iii) X W D � E ! E is a vector field that generates the dynamics in the sense that,
when u 2 D , ˚X

t .u/ WD u.t/ 2 D is a solution of the differential equation

Pu.t/ D X.u.t//; u.0/ D u: (8)

By this we mean that the curve t 2 R ! u.t/ 2 E is differentiable as a map from R

to E.

In infinite dimensional problems, the vector fields are often only defined on a
domain D , where they may not even be continuous. But note that we always assume
that the flows themselves are defined on all of E (or on an open subset of E). For
examples illustrating these subtleties, see Sect. 3.2. Local flows can be defined in
the usual manner. In that case the domains are dense in some open subset of E, but
we shall not deal with such situations in these notes since we will always assume
the flows to be globally defined.
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Suppose there exists a function F W E ! R
m so that

F ı ˚X
t D F; 8t 2 R: (9)

We then say that the vector field X or its associated flow ˚X
t admits m constants of

the motion, which are the components Fi of F. In that case, one may consider the
restriction of the flow ˚X

t to the level sets of F: for � 2 R
m, we define

˙� D fu 2 E j F.u/ D �g; (10)

and one has that ˚X
t ˙� D ˙�, for all � 2 R

m.

Remark 1 The role of and the need for a domain D with the properties (ii) and
(iii) in the definition of a dynamical system above will become clear in Sects. 6
and 7. They are in particular needed to prove (9) for suitable F. Some of the stability
results that are our main focus can be obtained without those conditions, as we will
further explain in Sect. 8. Similarly, global existence is not strictly needed: it can
for example be replaced by a weaker “blow-up alternative.” We will not further deal
with these issues here.

2.2 Symmetries, Reduced Dynamics and Relative Equilibria

We now define the notion of an invariance group for a dynamical system. For that
purpose, we need to say a few words about group actions. Let G be a topological
group acting on E. By this we mean there exists a separately continuous map

˚ W .g; u/ 2 G 
 E ! ˚g.u/ 2 E;

satisfying ˚e D Id, ˚g1g2 D ˚g1 ı ˚g2 . We will call

Ou D f˚g.u/ j g 2 Gg (11)

the orbit of G through u 2 E. For later reference, we define the isotropy group of u,
Gu, as follows

Gu D fg 2 G j ˚g.u/ D ug: (12)

We can then introduce the notion of an invariance group for ˚X
t .

Definition 2 We say G is an invariance group (or symmetry group) for the
dynamical system ˚X

t if, for all g 2 G, and for all t 2 R,

˚g ı ˚X
t D ˚X

t ı ˚g: (13)
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Remark that G D R is always an invariance group of the dynamical system, with
action ˚X

t on E. While this is correct, this is not of any particular use, as one can
suspect from the start. Indeed, the flow ˚X

t is in applications obtained by integrating
a nonlinear differential or partial differential equation, and is not explicitly known.
In fact, it is the object of study. “Useful” symmetries are those that help to simplify
this study; they need to have a simple and explicit action on E. They are often of a
clearcut geometric origin: translations, rotations, gauge transformations, etc. Several
examples are provided in the following sections.

Finally, it should be noted we did not define “the” symmetry group for ˚X
t ,

but “a” symmetry group. Depending on the problem at hand and the questions
addressed, different symmetry groups may prove useful for the same dynamical
system, as we shall also illustrate. In particular, any subgroup of an invariance group
is also an invariance group, trivially.

It follows immediately from (11) and (13) that, for all x 2 E,

˚X
t Ou D O˚X

t .u/
: (14)

In other words, if G is an invariance group, then the dynamical system maps G-
orbits into G-orbits. This observation lies at the origin of the following construction
which is crucial for the definitions of relative equilibrium and orbital stability that
we shall introduce. We give the general definitions here, and refer to the coming
sections for examples. Defining an equivalence relation on E through

u � u0 , Ou D Ou0 ;

we consider the corresponding quotient space that we denote by EG D E= � and
that we refer to as the reduced phase space. We will occasionally use the notation

� W u 2 E ! Ou 2 EG (15)

for the associated projection. So the elements of EG are just the G-orbits in E. It is
then clear from (14) that the dynamical system ˚X

t on E naturally induces reduced
dynamics on the orbit space EG: it “passes to the quotient” in the usual jargon. We
will use the same notation for these reduced dynamics and write ˚X

t O D O.t/ for
any O 2 EG. Note that ˚X

t Ou D Ou.t/ (see Fig. 1).
As a general rule of thumb, one may hope that the reduced dynamics are

simpler than the original ones, since they take place on a lower dimensional (or
in some sense smaller) quotient space. This idea can sometimes provide a useful
guideline, notably in the study of stability properties of fixed points or periodic
orbits of the original dynamical system, as will be illustrated in the coming sections.
Implementing it concretely can nevertheless be complicated, in particular because
the quotient itself may be an unpleasant object to do analysis on, even in finite
dimensions, as its topology or differential structure may be pathological and difficult
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Fig. 1 A dynamical orbit t ! u.t/ and its “attached” G-orbits, with the projection into EG

to deal with. Conditions on G and on the action ˚ are needed, for example, to
ensure the quotient topology on EG is Hausdorff, or that it has a differentiable
structure [2, 67, 85]. In addition, concrete computations on models are more readily
done on E directly, than in the abstract quotient space, particularly in infinite
dimensional problems. We will avoid these difficulties, in particular because we will
work almost exclusively with isometric group actions. Their orbits have simplifying
features that we will repeatedly use: see Proposition 1 below.

We are now in a position to introduce the notion of relative equilibrium, as
follows.

Definition 3 Let u 2 E. Let ˚X
t be a dynamical system on E and let G be a

symmetry group for ˚X
t . We say u is a G-relative equilibrium2 for ˚X

t if, for all
t 2 R, u.t/ 2 Ou. Or, equivalently, if for all t 2 R, ˚X

t Ou D Ou. When there is
no ambiguity about the dynamical system ˚X

t and the group G considered, we will
simply say u is a relative equilibrium.

With the language introduced, u is a relative equilibrium if Ou is a fixed point of
the reduced dynamics on EG. Again, we refer to the following sections for examples.
We are interested in these notes in the stability of such relative equilibria. Roughly
speaking, we will say a relative equilibrium is orbitally stable if it is stable as a fixed
point of the reduced dynamics; we give a precise definition in Sect. 4.

We end this section with two comments. First, the above terminology comes from
the literature on Hamiltonian dynamical systems in finite dimensions. We will see
in the following sections what the many specificities are of that situation. We refer

2In [67], the term stationary motion is used for this concept.
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to [2, 6, 67] for textbook treatments and historical background and to [66, 80, 81, 84,
85, 88] for more recent developments. Second, we will often need to deal with the
restriction of the dynamical systems under consideration to the level sets ˙� � E
of a family of constants of the motion F, as defined in (10). Note that˙� is a metric
space. We define

G˙� D fg 2 G j 8u 2 ˙�;˚g.u/ 2 ˙�g: (16)

This is clearly a subgroup of G, which is a symmetry group of the dynamical system
restricted to ˙�. We will often deal with isometric group actions on such ˙�, or on
the full Banach space E. The following simple proposition collects some of the
essential properties of their orbits that we shall repeatedly need and use. We first
recall the definition of the Hausdorff metric. Let .˙; d/ be a metric space and let
S; S0 � .˙; d/. Then

�.S; S0/ D maxfsup
u2S

d.u; S0/; sup
u02S0

d.S; u0/g: (17)

Notice that this is only a pseudometric3 and that �.S; S0/ D C1 is possible.

Proposition 1 Let G be a group, .˙; d/ a metric space and ˚ W G 
 ˙ ! ˙

an action of G on ˙ . Suppose that for each g 2 G, ˚g is an isometry: 8u; u0 2
˙; d.˚g.u/; ˚g.u0// D d.u; u0/. Let O;O 0 be two G-orbits in ˙ . Then

(i) 8u1; u2 2 O;8u0
1; u

0
2 2 O 0; d.u1;O 0/ D d.u2;O 0/; d.u0

1;O/ D d.u0
2;O/;

(ii) 8u 2 O; u0 2 O 0; d.u;O 0/ D �.O;O 0/ D d.u0;O/;
(iii) 8u 2 O; u0 2 O 0; �.O;O 0/ � d.u; u0/:

Proof The first statement follows from the existence of g 2 G so that ˚g.u1/ D u2.
For the second, we proceed by contradiction. Suppose first that, 8u 2 O; u0 2 O 0,
d.u;O 0/ < d.u0;O/. Let u 2 O; u0 2 O 0. Then we know there exists v 2 O 0
(depending on u; u0) so that d.u;O 0/ � d.u; v/ < d.u0;O/. But since, by the first
part of the proposition, d.v;O/ D d.u0;O/, this implies d.u; v/ < d.v;O/, which
is a contradiction. So we conclude, using the first part again, that 8u 2 O; u0 2 O 0,
d.u;O 0/ � d.u0;O/. Repeating the argument with the roles of O;O 0 inverted, the
result follows.

If the action is not isometric, it is quite possible for all the statements of the
theorem to fail. For example, consider on E D R

2 the action ˚a.q; p/ D
.exp.a/q; exp.�a/p/, a 2 R.

3�.S; S0/ D 0 does not imply S D S0. In particular, �.S; S/ D 0.
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3 Examples

3.1 Motion in a Spherical Potential

In this section, we illustrate the preceding notions on a simple Hamiltonian
mechanical system: a particle in a spherical potential. We will make free use of the
concepts and notation of Appendices “Lie Algebras, Lie Groups and Their Actions”
and “Hamiltonian Dynamical System with Symmetry in Finite Dimension” that we
invite the reader unfamiliar with Hamiltonian mechanics or Lie group theory to
peruse.

By a spherical potential we mean a function V W R3 ! R, satisfying V.Rq/ D
V.q/, for all R 2 SO.3/. With a slight abuse of notation, we write V.q/ D V.kqk/,
for a smooth function V W RC ! R. We consider on E D R

6 the Hamiltonian

H.u/ D H.q; p/ D 1

2
p2 C V.kqk/ (18)

and the corresponding Hamiltonian equations of motion

Pq D p; Pp D �V 0.kqk/Oq; (19)

where we introduce the notation Ob D b
kbk for any b 2 R

3. Integrating those, we

obtain the Hamiltonian flow ˚H
t .u/ D u.t/, where u D .q; p/ 2 R

6. Introducing the
angular momentum

L.q; p/ D q ^ p; (20)

one checks immediately that, for any solution t 2 R ! .q.t/; p.t// 2 R
6, one has

d

dt
L.q.t/; p.t// D 0: (21)

In other words, angular momentum is conserved during the motion in a central
potential: its three components are constants of the motion. This implies the familiar
result that the motion takes place in the plane perpendicular to L and passing
through 0.

We will now use Noether’s Theorem (Theorem 19) to show this system is SO.3/-
invariant. We start with the following observations. First, the action of the group
G DSO.3/ on E D R

6 given by

˚R.u/ D .Rq;Rp/ (22)
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is easily checked to be globally Hamiltonian.4 Indeed, for each � 2 so.3/,

˚exp.t�/ D ˚
F�
t ;

where

F�.q; p/ D � � L.q; p/ (23)

[recall that we can identify so.3/ with R
3 via (197)]. In other words,“angular

momentum generates rotations.” Next, it is clear that the Hamiltonian satisfies
H ı˚R D H. As a result, it follows from Theorem 19(iii) that the dynamical flow is
rotationally invariant:

˚H
t ı ˚R D ˚R ı ˚H

t ; 8t 2 R; R 2 SO.3/:

Note that, here and in what follows, we are using, apart from the symplectic, also
the standard Euclidean structure on R

6.
We now wish to identify the relative equilibria of these systems. For that purpose,

consider first u 2 R
6 with L.u/ D � 6D 0. Then the ensuing dynamical trajectory

u.t/ lies in the surface

˙� D fu 2 R
6 j L.u/ D �g: (24)

Now, if u is a relative equilibrium, then, for each t, there exists R.t/ 2 SO.3/ so
that ˚R.t/u D u.t/. Hence � D L.u.t// D L.˚R.t/u/ D R.t/L.u/ D R.t/�. In other
words, R.t/ belongs to

G� D fR 2 SO.3/ j R� D �g ' SO.2/;

which is the subgroup of rotations about the�-axis. It follows that kq.t/k D kqk, for
all t. Since q.t/ is perpendicular to �, this means that q.t/ lies on the circle of radius
kqk centered at 0 and perpendicular to �. The orbit is therefore circular and, in
particular, for all t, q.t/ � p.t/ D 0. Conversely, it is clear that all circular dynamical
orbits are relative equilibria. The initial conditions corresponding to such circular
orbits are easily seen to be of the form

q D �� Oq; p D � Op; 2� D ��V 0.��/; Oq � Op D 0; (25)

with ��; � > 0 and hence V 0.��/ > 0. We will discuss in Sect. 5 under what
conditions they are orbitally stable in the sense of (4).

Now, let u D .q; p/ 2 R
6 be such that L.u/ D 0. In this case q and p are parallel

and this remains true at all times. But if p.t/ 6D 0 at any time t, u cannot be a relative
equilibrium. Indeed, the motion is then along a straight line passing through the

4See Definition 14.
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origin and such a straight line cannot lie in an SO.3/ orbit since the SO.3/ action
preserves norms. If on the other hand u D .�� Oq; 0/ D u.t/ is a fixed point of the
dynamics, it is a fortiori a relative equilibrium. This occurs if and only if V 0.��/ D 0

as is clear from the equations of motion. Note that these fixed points fill the sphere
of radius ��.

It is clear these fixed points cannot be stable in the sense of definition (1) or (4).
Indeed, any initial condition u0 close to such fixed point u, but with p0 6D 0 gives rise
to a trajectory in the plane spanned by q0 and p0: when q0 and p0 are not parallel,
the trajectory will wind around the origin in this plane, moving away from the
initial condition. What we will prove in Sect. 5 is that, provided V 00.��/ > 0, these
trajectories all stay close to

O�� ;0;0 D fu 2 R
6 j q � q D �2�; p � p D 0; q � p D 0g; (26)

which is the SO.3/ orbit through the fixed point u D .�� Oq; 0/. Those fixed points
are therefore SO.3/-orbitally stable, in the sense of Definition 5(i) below.

To end this section, we list, for later purposes, all SO.3/-orbits in E D R
6. Those

are easily seen to be the hypersurfaces O�;;˛ of the form

O�;;˛ D f.q; p/ 2 R
6 j q � q D �2; p � p D 2; q � p D ˛g; (27)

with �;  � 0; ˛ 2 R. Note that j˛j � � . Those orbits are three-dimensional
smooth submanifolds of R

6, except on the set where the angular momentum L
vanishes, i.e. on

˙0 D f.q; p/ 2 R
6 j L.q; p/ D 0g:

This surface (which is not a submanifold of E) is itself SO.3/-invariant and foliated
by group orbits as follows:

˙0 D
[

�Dj˛j
O�;;˛ D f.0; 0/g [

[

�Dj˛j
.�;/ 6D.0;0/

O�;;˛ :

On the latter orbits, q and p are parallel, but do not both vanish, so that these orbits
can be identified with two-dimensional spheres.

3.2 The Nonlinear Schrödinger Equation

An important example of an infinite dimensional dynamical system is the nonlinear
Schrödinger equation

(
i@tu.t; x/C�u.t; x/C f .x; u.t; x// D 0;

u.0; x/ D u0.x/;
(28)
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with u.t; x/ W R 
 R
d ! C. Here � denotes the usual Laplace operator and f is a

local nonlinearity. More precisely, consider f W .x; u/ 2 R
d 
 R

C ! f .x; u/ 2 R

such that f is measurable in x and continuous in u. Assume that

f .x; 0/ D 0 a.e. in R
d (29)

and that for every K > 0 there exists L.K/ < C1 such that

jf .x; u/� f .x; v/j � L.K/ju � vj (30)

a.e. in R
d and for all 0 � u; v � K. Assume further that

8
<̂

:̂

L.�/ 2 C0.Œ0;C1// if d D 1;

L.K/ � C.1C K˛/ with 0 � ˛ <
4

d � 2 if d � 2;
(31)

and extend f to the complex plane by setting

f .x; u/ D u

juj f .x; juj/; (32)

for all u 2 C, u ¤ 0.
Finally, let H be the Hamiltonian of the system defined by

H.u/ D 1

2

Z

Rd
jruj2.x/ dx �

Z

Rd

Z juj.x/

0

f .x; s/ ds dx: (33)

We now explain how the Schrödinger equation defines an infinite dimensional
dynamical system with symmetries, within the framework of Sects. 2.1 and 2.2. The
sense in which the Schrödinger equation defines a Hamiltonian dynamical system
will be explained in Sect. 6.

For that purpose, we need the following results on local and global existence of
solutions to (28). First, concerning local existence, we have:

Theorem 1 ([17]) If f is as above, then for every u0 2 H1.Rd;C/ there exist
numbers Tmin;Tmax > 0 and a unique maximal solution u W t 2 .�Tmin;Tmax/ !
u.t/ 2 H1.Rd;C/ of (28) satisfying

u 2 C0..�Tmin;Tmax/;H
1.Rd//\ C1..�Tmin;Tmax/;H

�1.Rd//:

Moreover, u depends continuously on u0 in the following sense: if uk
0 ! u0 in

H1.Rd;C/ and if uk is the maximal solution of (28) with the initial value uk
0, then

uk ! u in C0.Œ�S;T�;H1.Rd// for every interval Œ�S;T� � .�Tmin;Tmax/. In
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addition, there is conservation of charge and energy, that is

ku.t/kL2 D ku0kL2 ; H.u.t// D H.u0/ (34)

for all t 2 .�Tmin;Tmax/.

For global existence of solutions, one needs a growth condition on f in its second
variable.

Theorem 2 ([17]) Let f be as in Theorem 1. Suppose in addition that there exist
A � 0 and 0 � � < 4

d such that

Z juj

0

f .x; s/ ds � Ajuj2.1C juj�/; x 2 R
d; u 2 C: (35)

It follows that for every u0 2 H1.Rd;C/, the maximal strong H1-solution u of (28)
given by Theorem 1 is global and supt2R ku.t/kH1 < C1.

Note that the condition on f is always satisfied when f is negative. This result
implies that one can define ˚X

t on E D H1.Rd;C/ by ˚X
t .u/ D u.t/ 2 E and that

˚X
t satisfies (6)–(7). Note however that, whereas the flow lines t ! u.t/ 2 E are

guaranteed to be continuous by the above theorems, they are C1 only when viewed
as taking values in E� D H�1.Rd;C/. The following “propagation of regularity”
theorem allows one to identify the appropriate domain D on which the stronger
condition (8) holds.

Theorem 3 ([17]) Let f be as in Theorem 1, and consider u0 2 H1.Rd;C/ and
u 2 C0..�Tmin;Tmax/;H1.Rd// the solution of the problem (28) given by Theorem 1.
Then the following statements hold.

(i) If u0 2 H2.Rd;C/, then u 2 C0..�Tmin;Tmax/;H2.Rd//. If, in addition, f .x; �/ 2
C1.C;C/, then u depends continuously on u0 in the following sense: if uk

0 ! u0
in H2.Rd;C/ and if uk is the maximal solution of (28) with the initial value uk

0,
then uk ! u in C0.Œ�S;T�;H2.Rd// for every interval Œ�S;T� � .�Tmin;Tmax/.

(ii) If u0 2 Hm.Rd;C/ for some integer m > max
˚

d
2
; 2
�

and if f .x; �/ 2 Cm.C;C/,
then u 2 C0..�Tmin;Tmax/;Hm.Rd//. In addition, u depends continuously on
u0 in the following sense: if uk

0 ! u0 in Hm.Rd;C/ and if uk is the maximal
solution of (28) with the initial value uk

0, then uk ! u in L1.Œ�S;T�;Hm.Rd//

for every interval Œ�S;T� � .�Tmin;Tmax/.

Note that the derivatives of f should be understood in the real sense here.

Remark 2 It follows from Theorem 3 that, if we take D D Hm.Rd;C/, with m � 3,
then (8) is satisfied, and so the flow is differentiable as a map from R to E D
H1.Rd;C/.
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Example 1 A typical example of local nonlinearity which satisfies (29), (30), (31)
and (32) is the pure power nonlinearity

f .u/ D �juj�1u (36)

with

1 �  < C1 for d D 1;

1 �  < 1C 4

d � 2
for d � 2;

(37)

and � 2 R. The standard “cubic” Schrödinger equation corresponds to  D 3,
which is an allowed value of  only if 1 � d � 3. The Hamiltonian is then given by

H.u/ D 1

2

Z

Rd
jruj2.x/ dx � �

 C 1

Z

Rd
jujC1.x/ dx: (38)

In this case, the nonlinear Schrödinger equation reads

(
i@tu.t; x/C�u.t; x/C �juj�1.t; x/u.t; x/ D 0;

u.0; x/ D u0.x/:
(39)

Theorem 1 then ensures the existence of a local solution

u 2 C0..�Tmin;Tmax/;H
1.Rd// \ C1..�Tmin;Tmax/;H

�1.Rd// (40)

and the conservation of the Hamiltonian energy H. To guarantee the existence of
a global flow, we have to distinguish the focusing (� > 0) and the defocusing
case (� < 0). More precisely, Theorem 2 implies the flow is globally defined on
H1.Rd;C/, i.e.

˚X W R 
 H1.Rd;C/ ! H1.Rd;C/; (41)

if  satisfies (37) in the defocusing case or if 1 �  < 1C 4
d in the focusing case.

Note that, in the latter situation,  D 3 is allowed only if d D 1.
Next, we recall that

 2 N;  odd ) f 2 C1.C;C/;

 2 N;  even ) .f 2 Cm.C;C/ , m �  � 1/;

 … N ) .f 2 Cm.C;C/ , m � Œ � 1�C 1/;
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and, in particular, f 2 C1.C;C/ for all  � 1. Hence Theorem 3 applies and the
flow can be restricted to H2.Rd;C/

˚X W R 
 H2.Rd;C/ ! H2.Rd;C/;

whenever  satisfies (37) in the defocusing case or 1 �  < 1C 4
d in the focusing

case. This, however, is not enough for our purposes, since it only guarantees the
existence of the derivative of t ! u.t/ as a function in L2.Rd;C/, and not as a
function in E D H1.Rd;C/. In other words, we cannot take D D H2.Rd;C/ if we
wish to satisfy (8). To obtain sufficient propagation of regularity, having in mind
Remark 2, we state the following results.

In dimension d D 1 both in the defocusing case, for 3 �  < C1, and in the
focusing case, for 3 �  < 5,

˚X W R 
 H3.R;C/ ! H3.R;C/:

Hence, in these cases, using the notation introduced in Sect. 2.1, E D H1.R;C/ and
the domain D of the vector field X can be chosen to be the Sobolev space H3.R;C/.

In dimension d D 2; 3 and in the defocusing case, the global flow ˚X can be
defined on E D H1.Rd;C/ for all 3 �  < 1 C 4

d�2 . As before, the domain D of
the vector field X can be chosen to be the Sobolev space H3.Rd;C/.

It follows in particular from what precedes that the cubic Schrödinger equation
. D 3/ fits in the framework of the previous section provided either d D 1 (with �
arbitrary) or � < 0 and d D 2; 3.

We now turn to the study of the symmetries of the nonlinear Schrödinger
equation (39). Let G D SO.d/
R

d 
R and define its action on E D H1.Rd;C/ via

8u 2 H1.Rd/;


˚R;a;� .u/

�
.x/ D ei�u.R�1.x � a//: (42)

Here the group law of G is

.R1; a1; �1/.R2; a2; �2/ D .R1R2; a1 C R1a2; �1 C �2/

for all R1;R2 2 SO.d/, a1; a2 2 R
d and �1; �2 2 R. We claim that G is an

invariance group (see Definition 2) for the dynamics ˚X
t . Indeed, let u.t; x/ D

.˚X
t .u//.x/ a solution to the nonlinear Schrödinger equation (39) and consider

.˚R;a;� ı ˚X

t /.u/
�
.x/ D ei�u.t;Rx � a/. A straightforward calculation shows that

ei�u.t;R�1.x � a// is again a solution to Eq. (39). More precisely,

i@t.e
i�u.t;R�1.x � a/// C�.ei�u.t;R�1.x � a///

C �jei�u.t;R�1.x � a//j�1.ei�u.t;R�1.x � a///

D ei�


i.@tu/.t;R

�1.x � a//C .�u/.t;R�1.x � a//C .�juj�1u/.t;R�1.x � a//
�

D 0
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where we use the fact that the Laplace operator is invariant under space rotations,
space translations and phase rotations. As a consequence,



.˚R;a;� ı ˚X

t /.u/
�
.x/ D 


.˚X
t ı ˚R;a;� /.u/

�
.x/

and G is an invariance group for the dynamics ˚X
t . Moreover, we can easily prove

that H ı ˚R;a;� D H. Indeed, using the definition of H given in (38), we have

H ı ˚R;a;� .u/ D 1

2

Z

Rd
jruj2.R�1.x � a// dx � �

 C 1

Z

Rd
jujC1.R�1.x � a// dx

D H.u/:

We will see later (in Sect. 6.3) why this is important.
Now, let us give some examples of G-relative equilibria of the nonlinear

Schrödinger equation (39). First, consider the simplest case where d D 1 and  D 3.
The invariance group G reduces to R 
 R and the nonlinear Schrödinger equation
becomes

i@tu.t; x/C @2xxu.t; x/C �ju.t; x/j2u.t; x/ D 0: (43)

In the focusing case (� > 0), there exists a two-parameters family of functions, the
so-called bright solitons,

u˛;c.t; x/ D ˛

r
2

�
sech.˛.x � ct//ei


c
2 xC


˛2� c2

4

�
t
�

that are solutions to (43) for all .˛; c/ 2 R 
 R, with initial conditions

u˛;c.x/ D u˛;c.0; x/ D ˛

r
2

�
sech.˛x/ei. c

2 x/ 2 E D H1.R/: (44)

For each .˛; c/ 2 R 
 R, u˛;c.x/ is a G-relative equilibrium of (43). Indeed, the
G-orbit of u˛;c.x/ is given by

Ou˛;c D ˚
ei�u˛;c.x � a/; .a; �/ 2 R 
 R

�
: (45)

Hence, it is clear that for all t 2 R, u˛;c.t; x/ 2 Ou˛;c and, by Definition 3, we can
conclude that u˛;c.x/ is a G-relative equilibrium of (43).

More generally, standing and travelling waves are examples of G-relative
equilibria of the nonlinear Schrödinger equation (39). More precisely, standing
waves are solutions to (39) of the form

uS.t; x/ D ei�twS.x/ (46)
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with � 2 R. For this to be the case, the profile wS has to be a solution of the
stationary equation

�w C �jwj�1w D �w:

Bright solitons with c D 0 are examples of such standing waves, with d D 1;  D
3. Standing waves of the one-dimensional Schrödinger equation with a spatially
inhomogeneous nonlinearity, as well as their orbital stability, will be studied in
Sect. 10. Travelling waves are solutions to (39) of the form

uTW.t; x/ D ei�twTW.x � ct/ (47)

with � 2 R and c 2 R
d. Now, the profile wTW has to be a solution of

�w C �jwj�1w D �w C ic � rw:

Bright solitons with c ¤ 0 are examples of such travelling waves, with d D 1 and
 D 3.

The G-orbit of the initial condition wS.x/ is given by

OwS D ˚
ei�wS.R

�1.x � a//; .R; a; �/ 2 G
�

(48)

and it is clear that uS.t; x/ 2 OwS for all t 2 R. The same holds true for uTW with wS

replaced by wTW.

Another, closely related example of an infinite dimensional dynamical system is
the cubic Schrödinger equation

(
i@tu.t; x/C @2xxu.t; x/˙ ju.t; x/j2u.t; x/ D 0

u.0; x/ D u0.x/
(49)

in the space periodic setting T D R=.2�Z/ (the one dimensional torus). In [12], the
following theorem is proven.

Theorem 4 ([12]) The Cauchy problem (49) is globally well-posed for data u0 2
Hs.T;C/, s � 0 and the solution u 2 C0.R;Hs.T//. Moreover, if u, v are the
solutions corresponding to data u0; v0 2 Hs.T;C/, there is the regularity estimate

ku.t/ � v.t/kHs � Cjtjku0 � v0kHs (50)

where C depends on the L2-size of the data, i.e. C D C.ku0kL2 ; kv0kL2 /.

This ensures the existence of a global flow

˚X W R 
 Hs.T;C/ ! Hs.T;C/:
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for all s � 1. Hence, we can choose E D H1.T;C/ and D D H3.T;C/ to ensure
the conditions of Sect. 2.1 are satisfied.

As before, by using the invariance of Eq. (49) under space translations and phase
rotations, we can show that the dynamics defined by ˚X

t are invariant under the
action of the group G D R 
 R given by

.˚a;� .u//.x/ D ei�u.x � a/: (51)

As an example of G-relative equilibria, we can consider the two-parameter family
of plane waves

u˛;k.t; x/ D ˛e�ikxei�t (52)

with ˛ 2 R and k 2 Z and � D �k2 ˙ j˛j2. The G-orbit of the initial condition
u˛;k.x/ D ˛e�ikx is given by

Ou˛;k D ˚
˛ei�e�ik.x�a/; .a; �/ 2 G

�
:

As before, it is clear that u˛;k.t; x/ 2 Ou˛;k for all t 2 R. We will study the orbital
stability of these relative equilibria in Sect. 9.

Remark that plane waves are the simplest elements of a family of solutions of the
NLS equation of the form

up;c.t; x/ D ei�te�ipxU.x � ct/; .t; x/ 2 R 
 R

with �; p; c 2 R and U W R ! C a periodic function. This kind of solutions are
called quasi-periodic travelling waves and their orbital stability has been studied in
[40, 41].

3.3 The Manakov Equation

The Manakov equation [43, 73] is a system of two coupled nonlinear Schrödinger
equations which describe the evolution of nonlinear electric fields in optical fibers
with birefringence, defined by

(
i@tu.t; x/C�u.t; x/C �ju.t; x/j2u.t; x/ D 0

u.0; x/ D u0.x/
(53)

with u.t; x/ D
�

u1.t; x/
u2.t; x/

�
W R 
 R ! C

2, ju.t; x/j2 D .ju1.t; x/j2 C ju2.t; x/j2/ and

� 2 R.
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With the same arguments as those used for the nonlinear Schrödinger equa-
tion (39), one can easily show that the flow is globally defined in H1.R;C2/, i.e.

˚X W R 
 H1.R;C2/ ! H1.R;C2/ (54)

both in the focusing (� > 0) and in the defocusing case (� < 0). Moreover, thanks
to the propagation of regularity, the flow preserves H3.R;C2/ i.e.

˚X W R 
 H3.R;C2/ ! H3.R;C2/ (55)

as before. Hence, using the notation of Sect. 2.1, one can choose E D H1.R;C2/

and the domain D D H3.R;C2/.
Now, let .a; S/ 2 G D R 
 U.2/ act on E D H1.R;C2/ via

˚a;S.u/ D Su.x � a/: (56)

Here the group law of G is .a1; S1/.a2; S2/ D .a1 C a2; S1S2/ for all a1; a2 2 R
d and

S1; S2 2 U.2/. A straightforward calculation proves that G is an invariance group
for the dynamics ˚X

t .
In the focusing case (� > 0), there exists a family of solitons,

u�.t; x/ D ˛

r
2

�
sech.˛.x � ct//ei


c
2 xC


˛2� c2

4

�
t
� �

cos 
ei�1

sin 
ei�2

�

that are solutions to (53) for all � D .˛; c; 
; �1; �2/ 2 R
5, with initial condition

u�.x/ D u�.0; x/ D ˛

r
2

�
sech.˛x/ei. c

2 x/
�

cos 
ei�1

sin 
ei�2

�
2 E D H1.R;C2/:

For each � 2 R
5, u�.x/ is a G-relative equilibrium of (53). Indeed, the G-orbit of

u�.x/ is given by

Ou� D fSu�.x � a/; .a; S/ 2 R 
 U.2/g :

Hence, it is clear that for all t 2 R, u�.t; x/ 2 Ou� and, by Definition 3, we can
conclude that u�.x/ is a G-relative equilibrium of (43).

3.4 The Nonlinear Wave Equation

Let us consider the nonlinear wave equation

(
@2ttu.t; x/ ��u.t; x/C �ju.t; x/j�1u.t; x/ D 0

u.0; x/ D u0.x/; @tu.0; x/ D u1.x/
(57)
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with u.t; x/ W R 
 R
d ! R, and, for simplicity, let us take d D 1; 2; 3. Moreover,

we restrict our attention to the defocusing case, that in our notation corresponds to
� > 0 (because of the minus sign in front of the Laplacian), and to the so-called
algebraic nonlinearities, which means  2 N is odd. As a consequence the function
f .u/ D juj�1u is smooth.

Let H defined by

H.u; @tu/ D 1

2

Z

Rd
jruj2 dx C 1

2

Z

Rd
j@tuj2 dx C �

 C 1

Z

Rd
jujC1 dx (58)

be the Hamiltonian of the system. As for the Schrödinger equation, we will
explain in Sect. 6 how the nonlinear wave equation defines an infinite dimensional
Hamiltonian dynamical system.

In the defocusing case and whenever 1 �  < C1 for d D 1 or 1 �  < 1C 4
d�2

for d D 2; 3, we can define a global flow on H1.Rd;R/ 
 L2.Rd;R/, i.e.

˚X W R 
 .H1.Rd;R/ 
 L2.Rd;R// ! H1.Rd;R/ 
 L2.Rd;R/

.t; u.0/; @tu.0// ! .t; u.t/; @tu.t//
(59)

with u 2 C.R;H1.Rd// \ C1.R;L2.Rd// the unique solution to (57). Moreover the
Hamiltonian energy (58) is conserved along the flow, i.e.

H.u.0/; @tu.0// D H.u.t/; @tu.t//

for all t 2 R (see [101] and references therein). Furthermore, it follows from the
integral form of (57) (see [101, Ex. 2.18 and 2.22]) that u 2 C2.R;H�1.Rd//.

In the algebraic case, thanks to the persistence of regularity, the flow can be
restricted to Hs.Rd;R/ 
 Hs�1.Rd;R/,

˚X W R 
 .Hs.Rd;R/ 
 Hs�1.Rd;R// ! Hs.Rd;R/ 
 Hs�1.Rd;R/

for all s > d
2
. Hence, using the notation of Sect. 2.1, E D H1.Rd;R/ 
 L2.Rd;R/

and the domain D of the vector field X can be chosen to be the Sobolev space
H2.Rd;R/ 
 H1.Rd;R/.

As for the nonlinear Schrödinger equation, by using the invariance of Eq. (57)
under space rotations, space translations and phase rotations, we can show that the
dynamics defined by˚X

t are invariant under the action of the group G D SO.d/
R
d

on E D H1.Rd;R/ 
 L2.Rd;R/ defined by

˚R;a.u; @tu/ D .u.R�1.x � a//; @tu.R
�1.x � a///:

Moreover, H ı˚R;a;� D H and we will explain in Sect. 6.3 the consequences of this
fact.
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3.5 Generalized Symmetries

The nonlinear Schrödinger equation is often said to be invariant under Galilei
transformations. This invariance is however of a slightly different nature than the
one defined in Definition 2, as we now explain.5

Recall that Newtonian mechanics is known to be invariant under coordinate
changes between inertial frames. These include space and time translations, rota-
tions, and changes to a moving frame, often referred to as Galilei boosts. All
together, they form a group, the Galilei group GGal, which is a Lie group that can be
defined formally as

GGal D SO.d/ 
 R
d 
 R

d 
 R

with composition law

.R0; v0; a0; t0/.R; v; a; t/ D .R0R;R0v C v0;R0a C a0 C v0t; t C t0/:

It acts naturally on space-time .x; t/ 2 R
d 
 R as follows:

.R0; v0; a0; t0/.x; t/ D .R0x C a0 C v0t; t0 C t/:

Of course, the physical case corresponds to d D 3.
The statement that Newton’s equations are invariant under boosts means for

example that, if t ! .q1.t/; q2.t// is the solution of Newton’s equations of motion
for two particles moving in a spherically symmetric interaction potential V

m1 Rq1.t/ D �rq1V.kq1.t/ � q2.t/k/; m2 Rq2.t/ D �rq2V.kq1.t/ � q2.t/k/;

with initial conditions

q1.0/ D q1; q2.0/ D q2; Pq1.0/ D p1
m1

; Pq2.0/ D p2
m2

;

then, for all v 2 R
3, t ! .q1.t/C vt; q2.t/C vt/ is also such a solution, with initial

conditions

q1.0/ D q1; q2.0/ D q2; Pq1.0/ D p1
m1

C v; Pq2.0/ D p2
m2

C v:

5We will, in this section, make free use of the material of Appendix sections “Lie Algebras,
Lie Groups and Their Actions” and “Hamiltonian Dynamical System with Symmetry in Finite
Dimension”.
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In a Hamiltonian description,6 the above equations of motion are associated to the
Hamiltonian

H.q; p/ D p21
2m1

C p22
2m2

C V.kq1 � q2k/;

which generates a flow ˚H
t that is clearly invariant under space translations and

rotations. The situation for Galilei boosts, however, is different. Indeed, in this
context they act on the phase space E D R

6 
 R
6 with symplectic transformations,

as follows:

8v 2 R
3; ˚K

v .q; p/ D .q; p1 � m1v; p2 � m2v/:

Here K D m1q1 C m2q2 and ˚K
v is a shorthand notation for

˚K
v D ˚K1

v1
ı ˚K2

v2
ı � � � ı ˚Kn;

vn
;

where each ˚Ki
vi

is the hamiltonian flow of one component of K. But those do NOT
commute with the dynamical flow ˚H

t . Indeed, one easily checks that

˚K
v ˚

H
t ˚

K�v D ˚P
vt˚

H
t ; (60)

where P D p1 C p2 is the total momentum of the system, which generates
translations: ˚P

a .q1; q2; p1; p2/ D .q1 C a; q2 C a; p1; p2/. In that sense, the three
dimensional commutative group of Galilei boosts is NOT an invariance group for
the dynamical system according to Definition 2. To remedy this situation, one can
proceed as follows. Define, on E D R

6 
 R
6, for each g D .R; v; a; t/ 2 GGal, the

symplectic transformation

˚g D ˚P
a ˚

H
t ˚

K
v ˚R;

where˚R is defined as in (22). It is then easily checked using (60) that the ˚g define
an action of GGal on E. It is clearly globally Hamiltonian (Definition 14).7 It follows
that the Galilei boosts are generalized symmetries for the dynamical system ˚H

t , in
the following sense:

Definition 4 Let G be a Lie group, and ˚ an action of G on a Banach space E. Let
˚X

t a dynamical system on E. We say G is a generalized symmetry group for ˚X
t

provided there exists � 2 g so that ˚X
t D ˚exp.t�/.

For our purposes, an important difference between symmetries and generalized
symmetries in Hamiltonian systems is that the latter do NOT give rise to constants of

6See Appendix section “Hamiltonian Dynamical System with Symmetry in Finite Dimension”.
7It is however not Ad�-equivariant.
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the motion. To illustrate this, remark that, although the Galilei boosts are generated
by K.q; p/ D m1q1 C m2q2, it is clear that K is not a constant of the motion of H:

fK;Hg D P; (61)

where P D p1 C p2 is the total momentum of the two-particle system. This is not
a surprise: K D MR, where R is the center of mass of the two-particle system and
M D m1 C m2 its mass. And of course, the center of mass moves: in fact, (61)
implies it moves at constant velocity.

A similar situation occurs with the nonlinear Schrödinger equation. If u.t; x/ is a
solution of (28) with a power law nonlinearity, then so is, for every v 2 R

d,

Qu.t; x/ D exp

 � i

2
.v � x C v2

2
t/
�

u.t; x C vt/; (62)

as is readily checked. The function Qu can be interpreted as the wave function in the
moving frame, as can be seen from the shift x ! x C vt in position and from the
factor exp.�i v

2
� x/, which corresponds to a translation by 1

2
v in momentum, in the

usual quantum mechanical interpretation of the Schrödinger equation. Adopting the
framework of Sect. 3.2, one observes that the maps

O�v u.x/ D exp

� i

2
.v � x/

�
u.x/;

defined for all v 2 R
d on E D H1.Rd/ are not symmetries for the Schrödinger flow

˚X defined in (41) but that

O�v˚X
t

O��v D ˚
I;vt;� v2

4
t
˚X

t ; (63)

where˚
I;vt;� v2

4
t
is defined in (42). This commutation relation is very similar to (60),

except for the extra phase exp.�i v
2

4
t/. We note in passing that the boosts O�v are

unitary on L2, but do not preserve the H1 norm. They are nevertheless bounded
operators on E D H1.Rd/.

As in classical mechanics, one can put together the above transformations
with the representation of the Euclidean group in (42) to form a (projective)
representation of the Galilei group showing that the Galilei boosts are generalized
symmetries of the nonlinear Schrödinger equation with a power law nonlinearity.
We will not work this out in detail here, but note for further use that

˚R;a;� O�v D exp.i v�a
2
/ O�Rv˚R;a;� : (64)

In particular ˚I;a;0 O�v D exp.i v�a
2
/ O�v˚I;a;0 so that, in this setting, the boosts O�v

commute with translations only “up to a global phase” exp.i v�a
2
/, in the usual

terminology of quantum mechanics. In contrast, in classical mechanics, ˚K
v and

˚P
a clearly commute.
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Generalized symmetries do not provide constants of the motion via Noether’s
Theorem, and hence cannot quite play the same role as symmetries in the study
of relative equilibria. We will now show how one may nevertheless use (63) in
the analysis of the stability of the relative equilibria of the (non)linear Schrödinger
equation.

We first remark that the u˛;c, defined in (44), satisfy u˛;c D O��cu˛;0. We will
show that, thanks to (63), if u˛;0 is orbitally stable, then so is u˛;c, for any c 2 R. We
will only sketch the argument, leaving the details to the reader. Note first that u˛;0 is
orbitally stable, if and only if, for all � > 0, there exists ı > 0 so that, for all w 2 E
with d.w; u˛;0/ � ı, there exists, for all t 2 R, a.t/ 2 R; �.t/ 2 R so that

k�tk � �; where �t WD ˚X
t w �˚I;a.t/;�.t/u˛;0:

Now suppose u 2 E is sufficiently close to u˛;c, for some c 2 R. Then, since O�c is a
bounded operator, O�cu D w is close to u˛;0. Then, using (63) and (64), one finds

˚X
t u D ˚X

t
O��cw

D O��c˚I;ct;� c2
4 t
˚X

t w

D O��c˚I;ct;� c2
4 t
˚I;a.t/;�.t/u˛;0 C O��c˚I;ct;� c2

4 t
�t

D O��c˚I;ctCa.t/;� c2
4 tC�.t/u˛;0 C O��c˚I;ct;� c2

4 t
�t

D ˚
I;ctCa.t/;� c2

4
tC�.t/C c.ctCa.t//

2

O��cu˛;0 C O��c˚I;ct;� c2
4 t
�t:

Since u˛;c D O��cu˛;0, and since O��c is bounded, it is now clear that ˚X
t u is at all

times close to Ou˛;c , defined in (45).
The above argument shows, more generally, that the relative equilibria of the

homogeneous NLS for G D SO.d/
R
d
R [see (42)] come in families O��cu0 D uc,

indexed by c 2 R
d. Moreover, if u0 is spherically symmetric and orbitally stable,

then all uc are orbitally stable.

4 Orbital Stability: A General Definition

We can now formulate the general definition of orbital stability that we shall study.
In fact, several definitions appear naturally:

Definition 5 Let ˚X
t be a dynamical system on a Banach space E and let G be a

symmetry group for ˚X
t .
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(i) Let u 2 E and let Ou be the corresponding G-orbit. We say u 2 E is orbitally
stable if

8� > 0; 9ı > 0;8v 2 E;

�
d.v; u/ � ı ) 8t 2 R; inf

t02R d.v.t/;Ou.t0// � �

�
:

(ii) Let O be a G-orbit in E. We say O is stable if each u 2 O is orbitally stable in
the sense of (i) above.

(iii) Let O be a G-orbit in E. We say O is uniformly stable if it is stable and ı in
(i) does not depend on u 2 O . In other words, if 8� > 0, there exists ı > 0 so
that, 8u 2 O , 8v 2 E,

d.v; u/ � ı ) 8t 2 R; inf
t02R d.v.t/;Ou.t0// � �: (65)

(iv) We say O 2 EG is Hausdorff orbitally stable if O satisfies: 8� > 0, there exists
ı > 0 so that, 8O 0 2 EG

�.O;O 0/ � ı ) 8t 2 R; inf
t0
�.O 0.t/;O.t0// � �: (66)

The four definitions are subtly different.
Definition (i) requires that the dynamical orbit issued from the nearby initial

condition v remains close to the orbit f˚X
t0˚g.u/ j t0 2 R; g 2 Gg of the larger group

R 
 G. It is therefore a generalization of definition (4), which corresponds to the
case G D feg. This notion of orbital stability therefore depends on the choice of
the group G and it is clear that, the larger G, the weaker it is. As we will see in the
examples of Sects. 5 and 6.5, there are cases where definition (4) is not satisfied for
some u 2 E, but where the above definition holds for a suitable choice of G. As we
will also see, the choice of G may depend on the point u 2 E considered and it is
in particular not always necessary to use the largest symmetry group G available for
˚X

t to obtain orbital stability.
The stability of the orbit O as defined in part (ii) simply requires the orbital

stability of each point u 2 O , as defined in (i). Note that ı depends on u here. In
part (iii) of the definition, uniformity is required.

Part (iv) requires that if two G-orbits O;O 0 � E are initially close (in the sense
of the Hausdorff metric) then, for all t, O 0.t/ is close to O.t0/ for some value of
t0. It is the natural transcription of the definition of orbital stability in (4) from the
original dynamical system on E to the reduced dynamics on EG.

Parts (i), (ii) and (iii) are the most telling/interesting, since they give a statement
directly on the phase space E, using the original distance d, rather than in the more
abstract quotient space EG. They do moreover not use the somewhat unpleasant
Hausdorff metric. In applications, one really wants to prove (i), (ii) or (iii).

As shown in the lemma below, the four definitions in Definition 5 are equivalent
when the group action is isometric. For many applications in infinite dimensional
systems in particular, this is the case.



Orbital Stability: Analysis Meets Geometry 175

Lemma 1 Let ˚X
t be a dynamical system on E and let G be a symmetry group for

˚X
t , acting isometrically. Let u 2 E. Then the following statements are equivalent.

(i) u 2 E is orbitally stable.
(ii) Each v 2 Ou is orbitally stable.

(iii) Ou is uniformly stable.
(iv) Ou is Hausdorff orbitally stable.

In practice, one often proves (i) for a suitably chosen u on the orbit. This then
automatically yields (iii). The statement in terms of the reduced dynamics in (iv)
is intellectually satisfying but rarely encountered, it seems.

Proof We prove .i/ , .ii/ and .i/ ) .iii/ ) .iv/ ) .i/.
.i/ ) .iii/ and .i/ ) .ii/: Let v 2 Ou and v0 2 E, d.v0; v/ � ı. Then there

exists g 2 G so that v D ˚g.u/. Define u0 D ˚�1
g .v0/. Then, by the isometry

of ˚g, d.u0; u/ � ı and hence, by hypothesis, for all t, there exists t0 so that
d.u0.t/;Ou.t0// < �: Hence

d.v0.t/;Ov.t0// D d.˚g.u
0.t//;Ou.t0// D d.u0.t/;Ou.t0// � �:

This proves .iii/ and, in particular, .ii/. Since it is clear that .ii/ ) .i/, we obtain
.i/ , .ii/.
.iii/ ) .iv/: Suppose Ou is uniformly stable. Let O 0 be such that�.Ou;O 0/ < ı.

Let u0 2 O 0 with d.u; u0/ � ı. Then (65), together with Proposition 1.ii/, imply
�.O 0.t/;Ou.t0// � �.
.iv/ ) .i/: Suppose Ou is orbitally stable. Let u0 2 E so that d.u; u0/ � ı.

Let O 0 D Ou0 . Then, by Proposition 1.iii/, �.O;O 0/ � ı. Hence, for all t,
inft0 �.O 0.t/;O.t0// � �. Proposition 1.ii/ then implies .i/.

In many applications, especially in infinite dimensional problems, the ˚g are both
linear and norm-preserving: several examples were given in Sect. 2. In that case
the action is of course isometric. In addition, all group orbits are then bounded.
Note nevertheless that, if the ˚g are norm-preserving, but not linear, the action is no
longer isometric, while the group orbits are still bounded. Finally, isometric actions
may have unbounded group orbits: think for example of translations on E D R

2n.

5 Orbital Stability in Spherical Potentials

Before presenting the general Lyapunov approach to the proof of orbital stability
in Sect. 8, we show here the orbital stability of the relative equilibria in spherical
potentials that we identified in Sect. 3.1. This simple example is instructive for
several reasons. First, it permits one to appreciate the group theoretic and symplectic
mechanisms underlying the construction of a suitable candidate Lyapunov function.
Second, it nicely illustrates the various methods available to use this Lyapunov
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function in order to prove orbital stability via an appropriate “coercivity estimate”
generalizing (2). We will present three such methods below.

5.1 Fixed Points

The proof of the uniform orbital stability of O��;0;0 in (26) is straightforward, and
can be done with H itself as the Lyapunov function, in close analogy with the proof
sketched in the introduction.

Proposition 2 Let V 2 C2.R3/ be a spherical potential and H.u/ D 1
2
p2 C V.q/

the corresponding Hamiltonian. Let �� > 0 with V 0.��/ D 0, V 00.��/ > 0. Let
O��;0;0 D f.q; p/ 2 R

6 j kqk D ��; p D 0g be the corresponding SO.3/ orbit. Then
O��;0;0 is uniformly orbitally stable.

This result is intuitively clear. Under the assumptions stated, the Hamiltonian
reaches a local minimum at each of the fixed points of the dynamics that make
up the sphere O��;0;0, and it increases quadratically in directions perpendicular to
that sphere. Any nearby initial condition must therefore give rise to an orbit that
stays close to the sphere: the potential acts locally as a potential well trapping the
particle close to O��;0;0.

Proof We know from Sect. 3.1 that the Hamiltonian H in (18) is an SO.3/-invariant
constant of the motion, and that DuH D 0 for all u 2 O��;0;0, so that each such point
is a fixed point of the dynamics. We will write H� D H.u/;8u 2 O��;0;0:Moreover,
for all u D .q; 0/ 2 O��;0;0

D2
uH D

�
V 00.��/Oqi Oqj 0

0 I3

�
:

Note that the Hessian is not positive definite. In fact, it vanishes on w D .a; 0/, for
a � q D 0, which is the two-dimensional tangent space TuO�� ;0;0 to the orbit. We
can therefore not expect to obtain a coercive estimate as in (2). On the other hand,
since V 00.��/ > 0, D2

uH is positive definite on the four-dimensional orthogonal
complement to the tangent space, given by



TuO��;0;0

�? D f.˛ Oq; b/ 2 R
6 j ˛ 2 R; b 2 R

3g: (67)

As a result, we can still show that there exist constants c�; �� > 0 with the property
that

8u0 2 E;


d.u0;O��;0;0/ � �� ) H.u0/� H� � c�d.u0;O��;0;0/

2
�
; (68)

and this will suffice for the proof of orbital stability. To show (68), note first that
setting u0 D .q0; p0/ and taking �� < ��=2, one has q0 6D 0. Consider then
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u D .�� Oq0; 0/ 2 O��;0;0 and remark that d.u0;O��;0;0/ D ku0 � uk: Now compute

H.u0/� H� D H.u0/� H.u/ D D2
vH.u

0 � u; u0 � u/C o.ku0 � uk2/
� minf1;V 00.��/gd.u0;O��;0;0/

2 C o.d.u0;O��;0;0/
2/:

One can then conclude (68) holds by using that the term in o.d.u0;O�� ;0;0/
2/ is

uniformly small in u 2 O��;0;0 since H is SO.3/-invariant. We now prove that O��;0;0

is uniformly orbitally stable. Since the action of SO.3/ is isometric, Lemma 1 shows
it is enough to prove all u 2 O��;0;0 are orbitally stable. Suppose that this is not true.
Then there exists u 2 O��;0;0 and � > 0, and for each n 2 N�, u0

n 2 E, tn 2 R so
that d.u0

n; u/ � 1
n and d.u0

n.tn/;O��;0;0/ D �0. Since we can choose � < ��, we can
apply (68) to write

H.u0
n/� H.u/ D H.u0

n.tn//� H� � c�d.u0
n.tn/;O��;0;0/

2 D c��2:

Taking n ! C1 leads to the desired contradiction.

5.2 Circular Orbits

Proving an appropriate notion of stability for the initial conditions in (25) giving
rise to circular orbits of the dynamics turns out to be slightly less straightforward.
Intuitively, as explained already in the introduction, one expects that, under a
suitable condition on the potential, an initial condition close to a circular orbit will
generate a dynamical orbit that stays close to this orbit. As a result, orbital stability
is satisfied in the sense of (4). The following proposition gives a precise statement
of this phenomenon.

Proposition 3 Let V 2 C2.R3/ be a spherical potential and H.u/ D 1
2
p2 C V.q/

the corresponding Hamiltonian. Let ��; � > 0 with V 0.��/�� D 2�. Consider
u��

D .q�; p�/ D .�� Oq�; � Op�/, with Oq� � Op� D 0. Then u��
is a relative equilibrium

for the group SO.2/ of rotations about �� D q� ^ p�. If in addition,

V 00.��/ > �32���2� ; (69)

u��
is orbitally stable in the sense of definition (4) and of Definition 5(i). In addition,

u��
is a local minimum of H��

, the restriction of H to the level surface˙��
, defined

in (24).

Note that the two definitions of orbital stability mentioned coincide in this particular
case. Also, since the action of the rotation group is isometric, the result implies
uniform orbital stability as well. Below, we will give three different arguments to
prove the proposition, each of which can and has been used to treat various infinite
dimensional problems.
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The origin of the condition V 00.��/ > �32���2� can be understood as follows.
In standard mechanics textbooks such as [50], motion in a spherical potential is
treated by fixing the angular momentum q ^ p D ��, and then using for q; p polar
coordinates .r; 
; pr; p
 / in the plane perpendicular to the angular momentum. The
Hamiltonian then reads, in these coordinates,

H.r; 
; pr; p
 / D p2r
2

C p2

2r2

C V.r/:

The equation of motions are

Pr D pr; P
 D p

r2

Ppr D p2

r3

� V 0.r/; Pp
 D 0

and j��j D p
 . It follows that the radial motion is decoupled from the angular one,

since Rr D �V 0
��
.r/ with V��

.r/ D V.r/C �2�
2r2

. It is then clear that the circular orbits
correspond to the critical points r D �� of the effective potential V��

which are
fixed points of the radial dynamics. By an argument as in the introduction, those are
stable if the critical point is a local minimum of

H��
.r; pr/ D p2r

2
C V��

.r/;

and so in particular if V 00
��
.��/ > 0, which is precisely condition (69). Note however

that the preceding argument does not prove orbital stability of the circular orbits: it
does not allow to consider initial conditions u 2 R

6 with � 6D ��. This is actually
the tricky part of the proof of the proposition.

Proof To mimic the previous proof, we would like to find a constant of the
motion L which is SO.2/ invariant and so that DL vanishes on the orbit under
consideration. We cannot use H for this, since clearly Du��

H 6D 0, as we are
not dealing with a fixed point of the dynamics. On the other hand, as we pointed
out after the definition of relative equilibrium, when u��

is a relative equilibrium,
then there exists an element � of the Lie-algebra of the invariance group so that
XH.u��

/ D X�.u��
/ or, equivalently, so that

Du��
.H � F�/ D 0:

In the present case, F� is defined in (23), the invariance group is a one-dimensional
rotation group and the statement becomes: there exists � 2 R so that

Du��
.H � ��� � L/ D 0; (70)
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since, as we saw in Sect. 3.1, �� � L generates rotations about the ��-axis. So here
� D ���. Since, for all u 2 R

6

DuH D .V 0.kqk/Oq; p/; Du.�� � L/ D .p ^ ��; �� ^ q/;

one easily checks that (70) is satisfied iff � D ��2� . This suggests to define

L .u/ D H.u/� ��2� �� � L.u/

and to try using it as a Lyapunov function. L is often referred to as the “augmented
Hamiltonian”. Note that the theory of Lagrange multipliers implies that (70) is
equivalent to the statement that the restriction H��

of H to ˙��
has u��

as a
critical point. Hence the circular orbits can be characterized as the critical points
of H��

. This is a general feature of relative equilibria of Hamiltonian systems with
symmetry, as shown in Theorem 7.

The main ingredient of the proof is the following statement:

9c > 0;8v 2 Ou��
;8w 2 
TvOu��

�? \ Tv˙��
; D2

vL .w;w/ � ckwk2: (71)

This is a lower bound on the Hessian of L restricted to the two-dimensional
subspace of R6 spanned by the vectors tangent to ˙��

[see (24)] and perpendicular
to the dynamical orbit Ou��

� ˙��
. It will allow us to show the following lower

bound on the variation of the Lyapunov function, which is to be compared to (2):

9ı > 0; c > 0;8u0 2 ˙��
;



d.u0;Ou��

/ � ı ) L .u0/� L .u��
/ � cd2.u0;Ou��

/
�
: (72)

Note that this immediately implies that H��
attains a local minimum on Ou��

.
To show (71), note that the three vectors

e1 D
 

p

�

�

��

�2
q

!
; e2 D

�
q

�p

�
; e3 D

�
p
q

�
; (73)

form an orthogonal basis of Tv˙��
, for each point v D .q; p/ 2 Ou�

; e1 is easily
seen to be tangent to Ou�

, so that e2 and e3 span .TvOu�
/? \ Tv˙��

. A simple but
tedious computation then shows that the matrices of D2

v.�� � L/ and of D2
vH in this

basis are

D2
v.�� � L/ D

0

BBBB@

24� 0 �2�
�

�

��

�2 � 1
	

0 �2�2� 0

�2�
�

�

��

�2 � 1
	

0 �2�2�

1

CCCCA
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and

D2
vH D

0

@
V 0.��/��1� 2� 0 .V 0.��/��1� � 1/2�

0 V 00.��/�2� C 2� 0

.V 0.��/��1� � 1/2� 0 V 0.��/��1� 2� C �2�

1

A

The estimate (71) now follows immediately from the hypothesis that V 00.��/�2� C
32� > 0.

We now turn to the proof of (72). Let u0 2 ˙��
. Then there exists v0 2 Ou�

so
that d.v0;Ou�

/ D ku0 � v0k and as a result, one has that u0 � v0 2 .Tv0Ou�
/?. We

can write

u0 D u0 � v0 C v0 D v0 C .u0 � v0/k C .u0 � v0/?:

Here .u0 � v0/? is perpendicular to Tv0˙��
, and .u0 � v0/k belongs to Tv0˙��

and is
perpendicular to Tv0Ou�

since u0�v0 is. Now remark that, since Dv0 L..u0�v0/k/ D 0,
and since u0; v0 2 ˙��

,

0 D L.u0/� L.v0/ D Dv0 L..u0 � v0/?/C O.ku0 � v0k2/: (74)

It is easily checked that, for each v0 2 Ou��
, the restriction of Dv0 L to .Tv0˙��

/? is
an isomorphism. It follows that there exists a constant C so that

k.u0 � v0/?k � Ck.u0 � v0/k2: (75)

Note that this constant is independent of v0 2 O��
since, for all R 2 SO.3/, and for

all u 2 R
6,

˚R ı DuL ı ˚R�1 D D˚RuL;

where ˚R, defined in (22), is an isometry. Returning to (74), and using this last
remark, we conclude there exists a constant c0 so that, for ku0 � v0k small enough,
one has

k.u0 � v0/kk � ku0 � v0k � k.u0 � v0/?k � c0ku0 � v0k: (76)

We can now conclude the proof of (72) as follows, using (75), (76) and (71):

L .u0/ � L .u��
/ D L .u0/ � L .v0/

D Dv0L .u0 � v0/C 1

2
D2
v0L .u0 � v0; u0 � v0/C o.ku0 � v0k2/

D 1

2
D2
v0L ..u0 � v0/k; .u

0 � v0/k/C O.ku0 � v0k3/C o.ku0 � v0k2/
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D 1

2
D2
v0L ..u0 � v0/k; .u

0 � v0/k/C o.ku0 � v0k2/

� 1

2
ck.u0 � v0/kk2 C o.ku0 � v0k2/

� Qcku0 � v0k2 D Qcd2.u0;Ou��
/:

Remark that as before, the constant c is independent of v0 2 O��
. This shows (72).

Note that we used the boundedness of D2
v0L , uniformly in v0 2 Ou��

.
We can now prove orbital stability, namely:

8� > 0; 9ı > 0;8u0 2 R
6;



d.u0;Ou��

/ � ı ) 8t 2 R; d.u0.t/;Ou��
/ � �

�
:

(77)

For that purpose, we propose three different arguments.

First Argument We proceed by contradiction, as before. Suppose there exists
�0 > 0 and for each n 2 N, u0

n 2 R
6 and tn 2 R such that d.u0

n; u��
/ � 1

n and
d.u0

n.tn/;Ou��
/ D �0. We can suppose, without loss of generality, that 2�0 < ı,

where ı is given in (72). We know that L .u0
n.tn// D L .u0

n/, since L is a constant
of the motion. Hence

lim
n!C1L .u0

n.tn// D L .u��
/ D ��:

Since the orbit Ou��
is bounded, and since d.u0

n.tn/;Ou��
/ D �0, it fol-

lows that the sequence u0
n.tn/ is bounded; we can therefore conclude that

limn!C1 d.u0
n.tn/;˙��

/ D 0. (In other words L satisfies Hypothesis F, see
Lemma 5.) As a consequence, there exist wn 2 ˙��

so that kwn � u0
n.tn/k ! 0. We

can now conclude. Since, for n large enough, �0
2

� d.wn;Ou��
/ � 3

2
�0, we have

L .u0
n/� L .u��

/ D L .u0
n.tn// � L .u��

/

D L .u0
n.tn// � L .wn/C L .wn/ � L .u��

/

� L .u0
n.tn// � L .wn/C cd2.wn;Ou��

/:

The sequences u0
n.tn/ and wn are bounded. This, combined with the uniform

continuity of L on bounded sets, leads again to a contradiction upon taking
n ! C1.

Second Argument The second proof uses the fact that the relative equilibrium
u��

, which gives rise to a circular orbit, belongs to a continuous family � ! u� of
such equilibria, defined on a neighbourhood I � R

3 of ��. We will only sketch the
argument, the general case is treated in Theorem 10. One first observes that, for �
belonging to a suitably small neighbourhood of ��, both (71) and (72) hold, with
�� replaced by �, and with �-independent c and ı. This allows one to prove that the
equilibria u� are orbitally stable with respect to perturbations of the initial condition
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within ˙�, that is:

8� > 0; 9ı > 0;8u0 2 ˙�;


d.u0;Ou�/ � ı ) 8t 2 R; d.u0.t/;Ou� / � �

�
:

(78)

Indeed, suppose that this is not true. Then there exists �0 > 0, and for each n 2 N
�,

u0
n 2 ˙�, tn 2 R so that d.u0

n; u�/ � 1
n and d.u0

n.tn/;Ou�/ D �0. Since we can choose
�0 < ı, we can apply (72) to write

L .u0
n/ � L .u�/ D L .u0

n.tn//� L .u�/ � cd.u0
n.tn/;Ou�/

2 D c��20:

Taking n ! C1 leads to the desired contradiction. It remains to prove (78) with
“8u0 2 ˙�” replaced by “8u 2 R

6.” For that purpose, note that, if u0 2 R
6 is close

to u��
, then � D L.u0/ is close to �� and hence u� close to u��

. So u0 is close to
u�. Hence u0.t/ remains close at all times to Ou� by (78). Now, since O� is close to
O��

, the result follows.

Third Argument If (71) had been valid for all w 2 .TvOu��
/?, the first argument

above would have been slightly easier, since we could then have mimicked the proof
of Proposition 2 directly. As it stands, we were able to first show (72), which is valid
only for v0 2 ˙��

and which shows L , restricted to ˙��
, attains a local minimum

on the orbit. This immediately implies an orbital stability result for perturbations u0
of the initial condition u��

that stay within ˙��
, as is readily seen. But to obtain a

stability result for arbitrary perturbations u0 2 R
6 of the initial condition u��

, we
had to work a little harder and invoke Hypothesis F (see Sect. 8.3), which may fail
in infinite dimensional problems, as we will see. It turns out that (71) is not valid8

for all w 2 .TvOu��
/?. However, it is possible to adjust the Lyapunov function L

so that this is the case. Consider, for all K > 0,

LK.u/ D L .u/C K.L.u/� ��/2: (79)

Note that the additional term vanishes on ˙��
, where LK reaches an absolute

minimum. We now show

9Oc > 0;K > 0;8v 2 Ou��
;8w 2 
TvOu��

�?
; D2

vLK.w;w/ � Ockwk2: (80)

For that purpose, introduce, for each v D .q; p/ 2 Ou��
,

e4 D
�Oq ^ Op

0

�
; e5 D

�
0

Oq ^ Op
�
; e6 D 1p

�2� C 2�

�
� Oq
�� Op

�
; (81)

8This can be seen from a straightforward computation, which is most readily made in the basis ei

introduced in (73) and (81).
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which, together with e1; e2; e3 in (73) form an orthonormal basis of R
6. Clearly,

Dv.L � ��/2.w/ D 0, for all v 2 Ou��
and for all w 2 R

6. Moreover, if �1; �2; �3 2
R
3 form an orthonormal basis, then

D2
v.L � ��/2.w;w/ D 2

3X

iD1
ŒDv.�i � L/.w/�2 ;

with

Dv.�i � L/.w/ D w1 � .p ^ �i/C w2 � .�i ^ q/; w D .w1;w2/ 2 R
6:

Now, writing w D P6
jD2 ˛jej 2 .TvOu��

/? and using �1 D Oq; �2 D Op; �3 D Oq ^ Op,
we find

D2
v.L � ��/2.w;w/ D 2

�
˛24

2� C ˛25�
2� C ˛26.�

2� C 2�/
�

� 2minf2�; �2�g �˛24 C ˛25 C ˛26
�
: (82)

We can now conclude the proof of (80) as follows. We write w D wA C wB with
wA D ˛2e2 C ˛3e3 and wB D ˛4e4 C ˛5e5 C ˛6e6. Then there exists a constant
C > 0, independent of v 2 Ou��

, so that

D2
vLK.w;w/ � D2

vL .w;w/C 2K minf2�; �2�gkwBk2

� D2
vL .wA;wA/C 2K minf2�; �2�gkwBk2 � C

�kwAkkwBk C kwBk2� :

Using (71), one finds that, for all m > 0,

D2
vLK.w;w/ �


c � Cm2

2

�
kwAk2 C


2K minf2�; �2�g � C � C

2m2

�
kwBk2;

where we have applied Young’s inequality to the term kwAkkwBk. Choosing m
small enough and K large enough, one finds (80). We can now prove the following
statement, which is to be compared to (72): 9ı; c > 0 so that, for all u0 2 R

6,

d.u0;Ou��
/ � ı ) LK.u

0/� LK.u��
/ � c2d2.u0;Ou��

/: (83)

Indeed, for all u0 2 R
6, there exists v0 2 Ou��

so that u0 � v0 2 .Tv0Ou��
/?. Hence

LK.u
0/ � L .u��

/ D L .u0/� LK.v
0/ � Oc

2
ku0 � v0k2 C O.ku0 � v0k3/:

This implies (83), from which orbital stability follows by the now familiar argument.
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We point out that the core ingredient of all three arguments in the proof is
estimate (71). Its proof constitutes the only truly model-dependent part of the proofs
of orbital stability via the energy-momentum method. This will become clear in
Sect. 8 where we will show how a suitably adapted version of this estimate implies
orbital stability in a general infinite dimensional setting as well (Theorems 9–11).

As a second remark, note that (72) allows one to prove immediately the
orbital stability for perturbations of the initial condition that preserve the angular
momentum. The three strategies of the proof above therefore concern three different
methods for extending this result to arbitrary perturbations of the initial condition.
The same structure of the proof will be apparent in the general situation treated in
Sect. 8.

The first argument in the above proof is the one used in [53, 54]. It has the
disadvantage of using Hypothesis F, which, while obvious in finite dimensions, may
not hold in infinite dimensional systems, notably when the group G��

is not one-
dimensional (as in [54]). We will illustrate this phenomenon in Sect. 8. It has the
advantage—when Hypothesis F does work—of not using the fact that the relative
equilibrium under consideration belongs to a continuous family.

The second argument seems to go back to Benjamin (see Sect. 11) and is used for
example in [104], and in [40, 41]. For this argument the existence of a continuous
family of relative equilibria is needed but not Hypothesis F.

The third argument is commonly used in the literature on finite dimensional
Hamiltonian systems [84], and appears also in [99] in the infinite dimensional case.
It is not universally useable, since it depends on the existence of a G�-invariant
Euclidean structure on the dual of the Lie-algebra of G, as we will see in Sect. 8.

6 Hamiltonian Dynamics in Infinite Dimension

The modern formulation of Hamiltonian dynamics has been adapted to the frame-
work of infinite dimensional Banach manifolds in [19, 74]. This approach is not well
suited for our purposes for two reasons. First, we are interested in flows defined by
the solutions to (nonlinear) partial differential equations that are defined on Banach
(or even Hilbert) spaces, for which a general Banach manifold formulation is overly
complex. In addition, the notions of “Hamiltonian vector field” and “Hamiltonian
flow” introduced in [19] seem too general for the purpose of studying stability
questions. We therefore present a simpler and more restricted framework that is well
adapted to the analysis of the stability questions that are our main focus, including
for nonlinear Schrödinger and wave equations.

Our main goal in this section is thus to give a workable and not too complex
definition of “Hamiltonian dynamical system” or of “Hamiltonian flow” in the infi-
nite dimensional Banach space setting (Sect. 6.2). The formalism allows us to easily
obtain general results on the link between symmetries and conserved quantities for
such systems, as in the finite dimensional case (Sect. 6.3). This link is indeed an
essential ingredient for the identification of relative equilibria and the construction
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of coercive Lyapunov functions in Hamiltonian systems with symmetry, as we shall
explain in Sect. 7. Several examples of Hamiltonian PDE’s that fit in our framework
are given in Sect. 6.5. Although this section is self-contained, the reader unfamiliar
with finite dimensional Hamiltonian dynamical systems and their symmetries may
find it useful to consult Appendix section “Hamiltonian Dynamical System with
Symmetry in Finite Dimension” for a concise and self-contained treatment of this
case. We will make regular use of the notation and concepts introduced there.

6.1 Symplectors, Symplectic Banach Triples, Symplectic
Transformations, Hamiltonian Vector Fields

We first generalize the notion of symplectic form to the infinite dimensional setting
and introduce the equivalent notion of symplector (Definition 7). It turns out that,
in the infinite dimensional setting, it is convenient to treat the latter as the central
object of the theory, rather than the symplectic form itself, as is customary in finite
dimensions. As we will see, the two approaches are perfectly equivalent.

We need some preliminary terminology. Let E be a Banach space and B W E
E !
R a bilinear continuous form. We can then define, in the usual manner, for all u 2 E,
JBu 2 E� via

JBu.v/ D B.u; v/:

It follows easily that JB W u 2 E ! JBu 2 E� is linear and continuous, with
kJBk D kBk. We will write RJB D RanJB. Conversely, given a continuous
linear map J W E ! E�, one can construct BJ .u; v/ D .J u/.v/. We introduce
the following terminology:

Definition 6 A bilinear continuous form B is non-degenerate (or weakly non-
degenerate) if JB is injective. It is strongly non-degenerate if JB is both injective
and surjective. Similarly, a linear map J W E ! E� is said to be (weakly) non-
degenerate if it is injective, and strongly non-degenerate if it is a bijection.

Definition 7 We now introduce the notion of symplector.9

(i) A symplector or weak symplector is a continuous linear map J W E ! E�
that is injective and anti-symmetric, in the sense that

.J u/.v/ D �.J v/.u/:

If in addition J is surjective, we say it is a strong symplector.

9This object does not seem to have been blessed with a name in the literature, so we took the liberty
to baptize it.
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(ii) A (strong) symplectic form ! is a (strongly) non-degenerate bilinear continu-
ous form that is anti-symmetric.

(iii) When J is a (strong) symplector, we will say .E;J / is a (strong) symplectic
vector space, or simply that E is a (strong) symplectic vector space, when there
is no ambiguity about the choice of J .

There clearly is a one-to-one correspondence between (strong) symplectors and
(strong) symplectic forms. Note that the definition implies that

8˛; ˇ 2 RJ ; ˛.J �1ˇ/ D �ˇ.J �1˛/: (84)

The following examples of (strong) symplectors cover all applications we have
in mind in these notes. Let K be a real Hilbert space and set E D K 
 K . Then

J W .q; p/ 2 E ! .�p; q/ 2 E�

is clearly a strong symplector. Here we wrote u D .q; p/ 2 K 
 K and used the
Riesz identification of E with E�. The corresponding strong symplectic form is

!J .u; u
0/ D q � p0 � q0 � p;

where � denotes the inner product on K . The analogy with (209) is self-evident:
there K D R

n, where R
n is equipped with its standard Euclidean structure. Note

that if Q is a bounded self-adjoint operator on K with KerQ D f0g, then

J W .q; p/ 2 E ! .�Qp;Qq/ 2 E�

is also a symplector with

!J .u; u
0/ D q � Qp0 � p � Qq0:

We will need the following straightforward generalization of the above construction.
Let K2 be a positive (possibly and typically unbounded) self-adjoint operator on
K , with domain D.K/. Introduce, for all s 2 R, Ks D ŒD.hKis/�, where
hKi D p

1C K2 and where hKis is defined by the functional calculus of self-adjoint
operators. Here ŒD.hKis/� denotes the closure of D.hKis/ in the topology induced
by the Hilbert norm

kuks WD khKisuk:
Note that, since hKis W .D.hKis/; k�ks/ ! .D.hKi�s/; k�k/ is an isometric bijection,
it extends to a unitary map from Ks to K for which we still write hKis. With
these conventions, we can then make the usual identification between K �

s and K�s:
8v 2 K�s, we define

u 2 Ks ! v � u 2 R;
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by setting v � u WD hKi�sv � hKisu. Note that

8s; s0 2 R; s � s0 ) Ks0 � Ks:

It is easy to see using the spectral theorem that this is an inclusion as sets, and we will
therefore not introduce explicit identification operators to represent such inclusions
which are moreover continuous for the respective Hilbert space topologies. The
typical example of this construction to keep in mind is K2 D �� on K D L2.Rd/.
We then have Ks D Hs.Rd/, the usual Sobolev spaces.

For s D .s1; s2/ 2 R
2, we define Es D Ks1
Ks2 . Defining a partial order relation

by s  s0 iff s1 � s0
1 and s2 � s0

2, we have

8s; s0 2 R
2; s  s0 ) Es0 � Es:

Setting Ns D .s2; s1/ we then define

Js W u D .q; p/ 2 Es ! .�p; q/ 2 ENs: (85)

The following lemma is now immediate.

Lemma 2 Js is a weak symplector if and only if s1 � �s2. In that case

Js W u D .q; p/ 2 Es ! .�p; q/ 2 ENs � E�s D E�
s :

We have Rs WD RJs D Es. And J �1
s D J�s jEs

. If K2 is unbounded,Js is a strong
symplector if and only if s1 D �s2.

Typical examples of this construction are the use of E D E.1=2;�1=2/ or of E D E.1;0/
with K D L2.Rd/ and K2 D �� to study the wave equation. For the Schrödinger
equation, E D E.1;1/ is a natural choice. We refer to Sect. 6.5 for the details of these
examples. Note that of these three examples, only the first corresponds to a strong
symplector and hence to a strong symplectic form. It is therefore clear that the use
of weak symplectors is unavoidable in applications to PDE’s.

We end our discussion of symplectors with a simple lemma that collects some of
their essential properties.

Lemma 3 Let E be a Banach space and J W E ! E� be a bounded linear map.
Then the following holds:

(i) If J is a strong symplector, then J �1 is bounded.
(ii) If J is injective and (anti-)symmetric, and if E is reflexive, then RJ is dense

in E�.
(iii) Suppose J is injective and (anti-)symmetric, and that its inverse is bounded

on RJ . Suppose E is reflexive. Then RJ D E�.

Proof

(i) This is a consequence of the open mapping theorem.
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(ii) Suppose v 2 E satisfies J u.v/ D 0 for all u 2 E. Then J v.u/ D 0 for all
u 2 E, by (anti-)symmetry. Hence J v D 0 and hence, since J is injective,
v D 0. Since E is reflexive, this means that, if v 2 E�� vanishes on RJ � E�,
then v D 0. This implies RJ is dense (Hahn-Banach).

(iii) Since the inverse is bounded, RJ is closed. The result then follows from (ii).

If E is not reflexive, a symplector may not have a dense range, as the following
example10 shows. Let

E D fu 2 L1.R; dx/ j
Z

R

u.x/dx D 0g � L1.R/

and define

J u.x/ D
Z x

�1
u.y/dy 2 L1.R/ � E�:

This is clearly bounded, injective and antisymmetric. But it is clear that

kJ u � 1k1 � 1;

for all u 2 E. So the range is not dense in L1.R/ and a fortiori not dense in E�.
We are now ready to define what we mean by a symplectic transformation and by

a Hamiltonian vector field. First we recall a very basic definition: when F W E1 ! E2
is a function between two Banach spaces E1 and E2, and when u 2 E1, one says that
F is (Fréchet) differentiable at u if there exists DuF 2 L .E1;E2/ so that

lim
w!0

kF.u C w/ � F.u/� DuF.w/kE2

kwkE1

D 0:

Also, one says that F W E1 ! E2 is differentiable on some subset of E1 if for all u in
that subset, F is differentiable in the above sense.

In particular, if E1 D E;E2 D R, and if F is differentiable at u 2 E, we have
DuF 2 E�. And if D is a domain in E, saying that F W E ! R is differentiable on D
means that F is differentiable at each u 2 D . In that case, one can define

u 2 D � E ! DuF 2 E�:

As a last comment, we stress that, in these definitions, the only topology used
is the one on E. This is important to keep in mind in the applications, where
the domain D often carries a natural topology, stronger than the one induced by
the norm on E, and for which D is closed. One can think of E D H1.R/ and
D D H3.R/. Such a topology is NOT used in the above statements, nor in the

10Due to S. Keraani.
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following general definition. We refer to the examples treated in Sects. 6.4 and 6.5
for several illustrations of this last comment.

Definition 8 Let E be a Banach space, D a domain in E (See Sect. 2.1) and J a
symplector.

(i) We will refer to


E;D ;J

�
as a symplectic Banach triple.

(i) Let


E;D ;J

�
be a symplectic Banach triple and ˚ 2 C0.E;E/ \ C1.D ;E/.

We say ˚ is a symplectic transformation if

8u 2 D ;8v;w 2 E; .JDu˚.v//.Du˚.w// D .J v/.w/: (86)

(iii) We say that a function F W E ! R has a J -compatible derivative if F is
differentiable on D and if, for all u 2 D , DuF 2 RJ . In that case we write
F 2 Dif.D ;J /.

(iv) For each F 2 Dif.D ;J /, the Hamiltonian vector field XF W D � E ! E
associated to F is defined by

XF.u/ D J �1DuF; 8u 2 D : (87)

The analogy between (86) and (225) as well as between (87) and (218) is evident.
Note however that, when dealing with weak symplectors, as is often the case in
applications, the vector field XF does not inherit the continuity or smoothness
properties that F may enjoy. In particular, even if

D�F W D � E ! E�

is continuous, the same may not hold for XF. We shall for that reason avoid making
use of the vector fields XF where possible and state all our hypotheses in terms of
F directly. We finally point out that, here and in what follows, and unless otherwise
specified, all functions we consider are globally defined11 on E.

6.2 Hamiltonian Flows and Constants of the Motion

Definition 9 Let


E;D ;J

�
be a symplectic Banach triple. Let F 2 Dif.D ;J /. A

Hamiltonian flow for F is a separately continuous map ˚F W R 
 E ! E with the
following properties:

(i) For all t; s 2 R, ˚F
tCs D ˚F

t ı ˚F
s ; ˚

F
0 D Id;

(ii) For all t 2 R, ˚F
t .D/ D D ;

11This is a difference with [19], as we will explain in some detail in Sect. 6.4.
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(iii) For all u 2 D , the curve t 2 R ! u.t/ WD ˚F
t .u/ 2 D � E is differentiable

and is the unique solution of

J Pu.t/ D Du.t/F; u.0/ D u: (88)

Local Hamiltonian flows are defined in the usual way. We refer to (88) as the
Hamiltonian differential equation associated to F [Compare to (219) and (212)] and
to its solutions as Hamiltonian flow lines. Note that in this setting separate continuity
implies continuity (see [19], Sect. 3.2). We refer to Sect. 6.5 for examples of PDE’s
generating Hamiltonian flows.

To compare this definition to the ones of [53, 54, 99], we first observe that (88)
implies that, for all u 2 D ,

8˛ 2 RJ ; � d

dt
˛.u.t// D Du.t/F.J

�1˛/; (89)

which is a weak form of (88). With this in mind, one could think of changing
Definition 9 by replacing (iii) by the following alternative statement12:

(iii’) For all u 2 E, the curve t 2 R ! u.t/ WD ˚F
t .u/ 2 E belongs to C.R;E/

and (89) holds.

This has the advantage of eliminating the introduction of the domain D [and
therefore of condition (ii)] and is precisely the definition of “solution” to (88) used
in [53, 54]. In [99], E is a Hilbert space and still a different formulation is adopted.
Basically, the domain D is not introduced, the Eq. (88) is interpreted as an equation
in E� and the time derivative is understood as a strong derivative for E�-valued
functions. Those alternative formulations do not allow for a direct proof of the kind
of natural “conservation theorems” such as Theorem 5 below, that are typical for
Hamiltonian systems and that we need for the stability analysis. As a result, the
conclusions of such conservation theorems are added as assumptions in the general
setup of the cited works. It turns out that, in examples, the proof of such assumptions
requires a stronger notion of “solution” than the ones used in [53, 54, 99], so we
found it more efficient to adopt from the start the stronger notion of Hamiltonian
flow found in Definition 9.

Let us finally point out that the formulation adopted in [99] puts further
restrictions on J , ruling out for example the treatment of the wave equation
as a Hamiltonian system as in Sect. 6.5. Also, only one-dimensional invariance
groups are considered there, and restrictions on their action rule out, for example,
the consideration of the translation group as a symmetry group for the nonlinear
homogeneous Schrödinger equation. The formalism does therefore not apply to
the study of the orbital stability of the bright solitons in (44). On the other hand,

12Note that for this formulation one needs F 2 Dif.E;R/, but it is not necessary that it has a
J -compatible derivative.



Orbital Stability: Analysis Meets Geometry 191

it can and has been used to study the orbital stability of standing waves of the
inhomogeneous nonlinear Schrödinger equation. We refer to Sect. 10 for more
details.

Definition 10 Let F;G 2 Dif.D ;J /. Then the Poisson bracket of F and G is
defined by

fF;Gg.u/ D DuF.J �1DuG/; 8u 2 D : (90)

Equation (90) is the obvious transcription of (220) to the infinite dimensional
setting. We now have the following crucial result, which is a simple form of
Noether’s Theorem in the Hamiltonian setting. A more complete form follows below
(Theorem 6).

Theorem 5 Let .E;D ;J / be a symplectic Banach triple. Let H;F 2 C.E;R/ and
suppose they have a J -compatible derivative, i.e. H;F 2 Dif.D ;J /. Suppose
there exist Hamiltonian flows ˚H

t ; ˚
F
t for H and F. Then:

(i) For all u 2 D , and for all t 2 R,

d

dt
H.˚F

t .u// D fH;Fg.˚F
t .u//: (91)

(ii) The following three statements are equivalent:

(a) For all u 2 D , fF;Hg.u/ D 0.
(b) For all u 2 E, and for all t 2 R,

.H ı ˚F
t /.u/ D H.u/: (92)

(c) For all u 2 E, and for all t 2 R,

.F ı ˚H
t /.u/ D F.u/: (93)

In this result, the roles of H and F are interchangeable. But in practice, one of
the flows, say ˚F

t , is simple, explicitly known, and often linear, whereas ˚H
t is

obtained by integrating a possibly nonlinear PDE of some complexity, such as the
nonlinear Schrödinger or wave equations. It is then often very easy to check by a
direct computation that H ı ˚F

t is constant in time for all u 2 E: one says that H
is invariant under the flow ˚F

t , or that the ˚F
t are symmetries of H. The important

conclusion of the theorem is that this implies that F is a constant of the motion for
˚H

t . This is a strong statement, since in applications, the flow ˚H
t is complex and

poorly known. So being able to assert that it leaves the level surfaces of F invariant
is a non-trivial piece of information. Several examples are given in Sect. 6.5.
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Proof

(i) Let u 2 D . Then t 2 R ! H.˚F
t .u// 2 R is differentiable and the chain rule

applies: writing u.t/ D ˚F
t .u/, we have

d

dt
H.˚F

t .u// D D˚F
t .u/

H.Pu.t//;

which yields the first equality in (91) since J Pu.t/ D Du.t/F.
(ii) That (92) or (93) imply fH;Fg.u/ D 0 for u 2 D is immediate from

(i). Conversely, it follows from (i) and the fact that fH;Fg.u/ D 0, for all
u 2 D , that .H ı ˚F

t /.u/ D H.u/. Since D is dense in E, H 2 C.E;R/ and
˚F

t 2 C.E;E/, (b) now follows for all u 2 E. Similarly for (c).

It should be noted that condition (ii) of Definition 9 is crucial here. We are
assuming there is a common invariant domain for both flows. To obtain conservation
theorems of the above type without such an assumption requires other technical
conditions [19].

We end with some technical remarks. First, it follows from Theorem 18 in the
Appendix, that Hamiltonian flows ˚F

t are symplectic as soon as F 2 C2.E;E/ and
˚F

t 2 C2.E;E/. But these two assumptions (especially the latter) are generally
too strong to be of use in infinite dimensional dynamical systems generated by
PDE’s, except possibly when they are linear. Of course, one can conceive of weaker
conditions that imply the result. For efforts in that direction, we refer to [19]. In
other words, proving that Hamiltonian flows, as defined above, are symplectic, can
be painful. A second, related issue is the following. In finite dimensional systems,
we know that, if fF1;F2g D 0, with F1;F2 2 C2.E/, then the corresponding
Hamiltonian flows commute: see (222) and Lemma 9. This is a very useful fact:
indeed, computing a Poisson bracket is a routine matter of taking derivatives, and
the information obtained about the flows is very strong. Again, this is not immediate
in infinite dimensional systems under reasonable conditions. For our purposes, and
in particular for the proof of Theorem 6, the following analog of Lemma 13 will
suffice.

Lemma 4 Let .E;D ;J / be a symplectic Banach triple. Let ˚ be a C1-diffeo-
morphism on E and suppose that ˚.D/ D D and that ˚ is symplectic. Let F 2
Dif.D ;J / and let XF be its Hamiltonian vector field. [See Definition 8(iv).] Then,
F ı ˚ 2 Dif.D ;J / and, for all u 2 D

Du˚.XFı˚.u// D XF.˚.u//: (94)

Moreover, for all t 2 R,

˚ ı ˚Fı˚
t ı ˚�1 D ˚F

t : (95)

In particular, if F ı ˚ D F, then ˚ commutes with ˚F
t , for all t 2 R. Finally, if

F 2 C1.E;R/ and if ˚ commutes with ˚F
t , for all t 2 R, then there exists c 2 R so

that F ı ˚ D F C c.
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Proof The proof is very close to the one of Lemma 13. It gives a good illustration
of the technical difficulties associated with the domain D . Since F 2 Dif.D ;J /

and since ˚ 2 C1.E;E/ and leaves D invariant, one can compute, for all u 2 D and
v 2 E,

Du.F ı ˚/.v/ D D˚.u/FDu˚.v/ D �
J XF.˚.u//

�
Du˚.v/

D � �J Du˚.v/
�
.XF.˚.u///:

Since ˚ is symplectic, this yields

Du.F ı ˚/.v/ D � �J v
�
.ŒDu˚�

�1.XF.˚.u/// D �
J ŒDu˚�

�1.XF.˚.u//
�
.v/:

This shows Du.F ı ˚/ 2 RJ and that XFı˚.u/ D ŒDu˚�
�1.XF.˚.u//, for all

u 2 D . Finally, considering for each u 2 D the strongly differentiable curve t 2
R ! ˚�1 ı ˚F

t ı ˚ 2 E, one checks readily that it is the flowline of XFı˚ with
initial condition u, which concludes the proof.

The point here is that we suppose ˚ to be a symplectic transformation. As we just
saw, that is a strong assumption. In practice, to avoid the difficulties just mentioned,
we will always assume that the symmetry group of the system under consideration
acts with symplectic transformations. Since the latter are often linear, that they are
symplectic can then be checked through a direct computation. We finally point out
that, if one wanted to exploit the presence of a formal constant of the motion with
a nonlinear flow, such as in completely integrable systems, it could in general be
difficult to prove it acts symplectically and commutes with the dynamics. This, in
turn, makes it difficult to exploit such formal constants of the motion in the stability
analysis that is our main interest here.

6.3 Symmetries and Noether’s Theorem

When dealing with a symplectic Banach triple, the appropriate type of group action
to consider is the following.

Definition 11 Let .E;D ;J / be a symplectic Banach triple. Let G be a Lie group
and ˚ W .g; x/ 2 G 
 E ! ˚g.x/ 2 E; an action of G on E. We will say ˚ is a
globally Hamiltonian action if the following conditions are satisfied:

(i) For all g 2 G, ˚g 2 C1.E;E/ is symplectic.
(ii) For all g 2 G, ˚g.D/ D D .

(iii) For all � 2 g, there exists F� 2 C1.E;R/ \ Dif.D ;J / such that ˚exp.t�/ D
˚

F�
t , and the map � ! F� is linear.

This definition reduces to Definition 14 in the Appendix, for finite dimensional
spaces E: in that case D D E and the restriction that F 2 Dif.D ;J / is superfluous.
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We can now state the version of Noether’s Theorem that we need. It links the
invariance group of Hamiltonian dynamics to constants of the motion and is to be
compared to the finite dimensional version given in the Appendix (Theorem 19).
As in (230), we will identify g and g� with R

m and view F as a map F W E ! R
m

[See (232)]. This allows us to write

F� D � � F;

where � refers to the canonical inner product on R
m.

Theorem 6 Let .E;D ;J / be a symplectic Banach triple. Let G be a Lie group and
˚ a globally Hamiltonian action of G on E. Let H 2 C1.E;R/ \ Dif.D ;J / and
let ˚H

t be the corresponding Hamiltonian flow. Suppose that

8g 2 G; H ı ˚g D H: (96)

Then:

(i) For all � 2 g, fH;F�g D 0:

(ii) For all t 2 R, F� ı ˚H
t D F� .

(iii) G is an invariance group13 for ˚H
t .

This is an immediate consequence of Theorem 5 and Lemma 4. In the applications,
the result is used as follows. The action ˚ of G is simple and well known. It is then
easy to check (96) directly. One then concludes that (ii) and (iii) hold, which are
the important pieces of information for the further analysis. In particular, the level
surfaces ˙�, defined in (10) are invariant under the dynamics ˚H

t . Examples are
given in the next section. The result in [19] that is closest in spirit to our Theorem 6
is Theorem 2 of Sect. 6.2.

Remark 3 For the statements of this section, we could have taken H;F 2 C.E;R/
rather than H;F 2 C1.E;R/, but in applications, it is more convenient to take them
to be C1, as we will see in the next section.

6.4 Linear Symplectic Flows

Since invariance groups often act linearly on the symplectic Banach space .E;J /,
and since the nonlinear dynamical flows studied often are perturbations of linear
ones, it is important to have a good understanding of linear symplectic flows. Their
study also sheds some light on the various technical difficulties mentioned above,
and in particular on the role of the domain D , the definition of Hamiltonian flow we
adopted, etc.

13See Definition 2.
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Proposition 4 below (which corresponds to Theorem 2 in Sect. 2.3 of [19])
characterizes all strongly continuous linear symplectic one-parameter groups on
a symplectic Banach space in terms of their generators. We adopt the following
notation. Given a strongly continuous group of linear transformations on E, we
denote its generator by A, with domain D.A/. By the Hille-Yosida theorem, we
then know that t 2 R ! u.t/ D ˚tu 2 E satisfies

Pu.t/ D YA.u.t//; (97)

provided u 2 D.A/, where we introduced the vector field

YA W u 2 D.A/ � E ! Au 2 E:

Note that YA is not continuous if A is an unbounded operator. Clearly, the ˚t form a
dynamical system as defined in Sect. 2. We introduce the function

HA W u 2 D.A/ ! HA.u/ D 1
2
!J .Au; u/ 2 R:

Observe that HA admits directional (or Gâteaux) derivatives ıuHA.v/, for all u; v 2
D.A/:

ıuHA.v/ D lim
t!0

1

t
.HA.u C tv/ � HA.u//

D 1

2



!J .Av; u/C !J .Au; v/

�
:

Nevertheless, if A is an unbounded operator, HA is not continuous since, for all
u;w 2 D.A/

HA.u C w/ � HA.u/ D !J .Au;w/C !J .Aw; u/C !J .Aw;w/

and the last term in particular does not necessarily converge to 0 as w ! 0 in the
topology of E. It follows that, a fortiori, HA is not Fréchet differentiable.

Proposition 4 Let .E;J / be a symplectic vector space. Let ˚t be a strongly
continuous one-parameter group of bounded linear operators on E. Let .A;D.A//
be the generator of ˚t. Then the following are equivalent.

(i) The ˚t are symplectic, i.e. !J .˚tu; ˚tv/ D !J .u; v/ for all u; v 2 E;
(ii) For all u; v 2 D.A/,

!J .Au; v/ D �!J .u;Av/I

(iii) For all u 2 D.A/, one has

J YA.u/ D ıuHA 2 E�: (98)
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In this case, ıuHA.v/ D !J .Au; v/, HA.˚tu/ D HA.u/ for all u 2 D.A/ and for all
t 2 R.

Proof The three equivalences are obvious. To prove HA is a constant of the motion,
it suffices to remember that the Hille-Yosida theorem implies A˚tu D ˚tAu
provided u 2 D.A/.

In other words, when the ˚t are symplectic, the equation of motion (97) can be
rewritten

J Pu.t/ D ıu.t/HA; (99)

which is to be compared to (88). Clearly, the symplectic linear flows considered
here are NOT Hamiltonian in the sense of Definition 9. Still, (99) gives meaning
to the idea that in infinite dimension as well, linear strongly continuous symplectic
flows are of “Hamiltonian nature,” with a quadratic Hamiltonian. Moreover, the
Hamiltonian HA is a constant of the motion for the flow ˚t. But note that, whereas
in (92), the conservation of energy holds for all u 2 E, this makes no sense here,
since HA is only defined on D.A/.

Generally, because of the appearance of the Gâteaux derivative rather than a
Fréchet differential in the right hand side, it turns out that the above formulation is
inadequate for various reasons. For example, the absence of a chain rule for Gâteaux
derivatives prevents one from computing derivatives such as d

dt HA.u.t// directly to
prove HA is constant along the motion. In fact, in the proof above, this result is
proven using the Hille-Yosida theorem, and without computing a derivative at all.
This approach cannot work for nonlinear flows of course. Similar problems arise
when dealing with other constants of the motion than the Hamiltonian himself, even
in the linear case, due to various domain questions and the complications in defining
commutators. Finally, for our purposes, we need to restrict the motion to the level
sets of the constants of the motion, and to use their manifold structure. This requires
sufficient smoothness, a property not guaranteed at all by Gâteaux differentiability
alone. Again, as pointed out before, an approach to the resolution of these technical
difficulties other than the one chosen here can be found in [19].

In applications to PDE’s, the function spaces that occur naturally are often
complex Hilbert spaces. To make the link with Hamiltonian dynamics, one then
proceeds as follows. Let H be a complex Hilbert space and let us write h�; �i
for its inner product. First, it is clear that H is a real Hilbert space for the real
inner product defined by Reh�; �i, which induces the same topology on H as the
original inner product since both inner products have the same associated norm.
Let us write E for this real Hilbert space. We now identify E� with E using the
corresponding Riesz isomorphism. Note that this is not the same as identifying
H � with H through the Riesz isomorphism associated to h�; �i and that there is
no natural identification between H � and E� as sets: each non-zero element of
H � necessarily takes complex values, whereas the elements of E� take real values
only.
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On the real Hilbert space E, one checks readily that

!.u; v/ D Imhu; vi 2 R

defines a strong symplectic form. Note in particular that ! is real bilinear, but not
complex bilinear. To identify the corresponding symplector J W E ! E in a
convenient manner,14 one proceeds as follows:

!.u; v/ D Re hiu; vi

so that J u D iu. The reader should not let itself be confused by the fact that we
write iu, while considering u as an element of the real vector space E. The way to
see this is as follows: the real vector space E is, as a set, identical to H . And on H ,
multiplication by i is well defined and actually an isometric complex linear map. So
multiplication by i is well defined on E as an isometric real linear map.

To sum up, we showed how to associate to a complex Hilbert space .H ; h�; �i/ a
real Hilbert space .E; h�; �iE/ with symplectic structure

!.u; v/ D hJ u; viE; J u D iu:

Now let us return to the linear symplectic flows. Suppose B is a self-adjoint operator
on H , with domain D.B/. Then Ut D exp.�iBt/ is a strongly continuous one-
parameter group of unitaries.15 The corresponding Hille-Yosida generator is A D
�iB, with D.A/ D D.B/. Clearly, each Ut is a symplectic transformation on E with
the symplectic form !. We are therefore in the setting of Proposition 4 and

HA.u/ D 1

2
hu;Bui: (100)

It turns out that in the applications we have in mind, the one parameter subgroups of
the symmetry group G act with such unitary groups on the relevant Hilbert space H .
But within this framework, as we pointed out above, the Ut are NOT Hamiltonian
flows. To remedy this situation, one can, and we will, proceed along the following
lines. First remark that the function HA above is C1 if we view it as a function on the
Banach space EB obtained by considering on D.jBj1=2/ the graph norm. And that
the flow Ut is strongly differentiable on D WD D.jBj3=2/, viewed as a subset of EB.
So now we are in the setting of Definition 9, and Ut is a Hamiltonian flow on EB, on
which J still defines a weak symplector. The trouble with this reformulation so far
is that now the Banach space EB and the domain D depend on B. If the symmetry
group is multi-dimensional, it will have several generators, and we need a common

14We identified E� with E, so the symplector can be seen as a map from E to E.
15By Stone’s theorem, every strongly continuous one parameter group of unitaries is of this form.
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domain and Banach space on which to realize them all as Hamiltonian flows. We
will see several examples where this formalism is implemented.

In practice, very often, H D K C D K ˚ iK , where K is a real Hilbert space.
One has u D q C ip 2 H with q; p 2 K . Then, clearly E D K 
 K with its
natural Hilbert space structure. Moreover, identifying u 2 H with .q; p/ 2 K 
K ,
clearly J .q; p/ D .�p; q/ and we are back to the examples of symplectors given
in Sect. 6.1.

6.5 Hamiltonian PDE’s: Examples

In this section we give some examples of PDE’s generating Hamiltonian flows in
the sense of Definition 9.

Let E D H1.Rd;C/, D D H3.Rd;C/ and consider the nonlinear Schrödinger
equation

(
i@tu.t; x/C�u.t; x/C �ju.t; x/j�1u.t; x/ D 0

u.0; x/ D u0.x/
(101)

introduced in Sect. 3.2, defined on R
d, d D 1; 2; 3. For d D 1, suppose that 3 �

 < C1 in the defocusing case and 3 �  < 5 in the focusing case. In dimension
d D 2; 3, consider only the defocusing case and assume 3 �  < 1 C 4

d�2 . Let
˚X

t W E ! E be the global flow defined in (41). Recall that the existence of ˚X
t is

ensured by Theorem 2 and, thanks to Theorem 3, ˚X
t .D/ D D for all t 2 R.

Our purpose is to show that Eq. (101) is the Hamiltonian differential equation
associated to the function H defined by (38) and ˚X

t D ˚H
t for all t 2 R.

As explained in the end of Sect. 6.4, we usually identify u D q C ip 2 Hs.Rd;C/

with .q; p/ 2 Hs.Rd;R/ 
 Hs.Rd;R/ for all s 2 R. Hence, let .E;D ;J / be the
symplectic Banach triple given by

E D H1.Rd;R/ 
 H1.Rd;R/;

D D H3.Rd;R/ 
 H3.Rd;R/;

J .q; p/ D .�p; q/; 8.q; p/ 2 E:

Clearly J u D iu and RJ D E � E�. Now consider

H.q; p/ D 1

2


krqk2L2 C krpk2L2
� � �

 C 1

Z

Rd
.jqj2 C jpj2/ C1

2 ;

and remark that if we write u D qCip with .q; p/ 2 E, H.u/ D H.q; p/ is exactly the
energy defined in (38). A straightforward calculation, using the Sobolev embedding
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theorem, shows that H 2 C2.E;R/. In particular,

D.q;p/H D .��q;��p/� �.jqj2 C jpj2/ �1
2 .q; p/ 2 E�

which can be written as

DuH D ��u � �juj�1u

in terms of u D q C ip. Next, using the fact that the Sobolev space H3.Rd/ is an
algebra for d D 1; 2; 3, we have DH.D/ � RJ so that H has a J -compatible
derivative on D .

Moreover, the curve .q.t/; p.t// D ˚X
t .q; p/ is the unique solution to

J .Pq.t/; Pp.t// D .��q;��p/� �.jqj2 C jpj2/ �1
2 .q; p/ D D.q.t/;p.t//H

that is Eq. (88). As a consequence, ˚X is a Hamiltonian flow for H in the sense
of Definition 9, ˚X

t D ˚H
t and the nonlinear Schrödinger equation (101) is a

Hamiltonian differential equation.
In Sect. 3.2, we prove directly from the equation that G D SO.d/ 
 R

d 
 R with
the action defined by (42) is an invariance group for the dynamics. In general, the
action of this group is not globally Hamiltonian. Nevertheless, let us consider the
subgroup QG D R

d 
 R and the restricted action

˚ W QG 
 E ! E

.a; �; u/ ! ˚a;� .u/ D ei�u.x � a/: (102)

For all g 2 QG, ˚g 2 C1.E;E/ is symplectic, ˚g.D/ D D and for all

� D .�1; : : : ; �d; �dC1/ 2 g;

point (iii) of Definition 11 is satisfied by taking F�j D �jFj with

Fj.u/ D � i

2

Z

Rd
Nu.x/@xj u.x/ dx 8j D 1; : : : ; d; (103)

FdC1.u/ D �1
2

Z

Rd
Nu.x/u.x/ dx: (104)

As a consequence the action ˚ of QG on E is globally Hamiltonian. Moreover, in
Sect. 3.2, we showed that Hı˚g D H, hence we may apply Theorem 6 and conclude
that F�j ı ˚H

t D F�j that means that each Fj is a constant of the motion.
Finally we show that the action ˚ W .R; u/ 2 G 
 E ! ˚R.u/ D u.R�1x/ 2 E of

G D SO.d/ on E is not globally Hamiltonian. For simplicity, let us consider d D 2
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and let us identify a matrix � 2 so.2/ with � 2 R

� D
�
0 �

�� 0
�
:

Then for each � 2 R, ˚exp.t�/ D ˚
F�
t with F� D �F and

F.u/ D � i

2

Z

Rd
.x1@x2 � x2@x1 /u.x/Nu.x/ dx:

The issue is that F is not even well-defined on the Banach space H1.R2/!
Finally, let us remark that if we choose D D H2.Rd/ 
 H2.Rd/, then DH.D/ �

L2.Rd/
L2.Rd/ 6� RJ D H1.Rd/
H1.Rd/ and H does not have a J -compatible
derivative for this new choice of D . In the same way, if we take E D L2.Rd/
L2.Rd/

and D D H1.Rd/ 
 H1.Rd/, the same function H is not even continuous.
We point out that the Manakov equation can be treated similarly. In that case, in

addition to the momentum, there are four constants of the motion associated to the
U.2/ symmetry.

Next, let .E;D ;J / be the symplectic Banach triple given

E D H1.Rd;R/ 
 L2.Rd;R/;

D D H2.Rd;R/ 
 H1.Rd;R/;

J .q; p/ D .�p; q/; 8.q; p/ 2 E:

and consider the nonlinear wave equation

(
@2ttu.t; x/ ��u.t; x/C �ju.t; x/j�1u.t; x/ D 0

u.0; x/ D u0.x/; @tu.0; x/ D u1.x/
(105)

introduced in Sect. 3.4, defined on R
d, d D 1; 2; 3. Suppose � > 0 and  an odd

integer such that 3 �  < C1 in dimension d D 1 and 3 �  < 1 C 4
d�2 for

d D 2; 3. Let ˚X
t W E ! E the global flow defined in (59). Thanks to the persistence

of regularity, we have ˚X
t .D/ D D for all t 2 R (see Sect. 3.4).

As before, our purpose is to show that Eq. (105) is the Hamiltonian differential
equation associated to the function H defined by (58) and ˚X

t D ˚H
t for all t 2 R.

First of all, note that RJ D L2.Rd/
H1.Rd/ � E� D H�1.Rd/
L2.Rd/. Next,
consider

H.q; p/ D 1

2


krqk2L2 C kpk2L2
�C �

 C 1

Z

Rd
.jqj/C1;

and remark that if we write q D u and p D @tu with .q; p/ 2 E, H.u/ D H.q; p/
is exactly the energy defined in (58). As for the nonlinear Schrödinger equation,
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a straightforward calculation, using the Sobolev embedding theorem, shows that
H 2 C2.E;R/. In particular,

D.q;p/H D .��q C �jqj�1q; p/ 2 E�:

Next, using the fact that the Sobolev space H2.Rd/ is an algebra for d D 1; 2; 3, we
have DH.D/ � RJ so that H has a J -compatible derivative on D .

Moreover, the curve .u.t/; @tu.t// D ˚X
t .u.0/; @tu.0// is the unique solution

to (105). As a consequence, using u D q and @tu D p, we have that .q.t/; p.t// D
˚X

t .q; p/ is the unique solution to

J .Pq.t/; Pp.t// D .��q C �jqj�1q; p/ D D.q.t/;p.t//H;

that is, Eq. (88). Finally, if .q; p/ 2 D , the curve t ! ˚H
t .q; p/ 2 C.R;D/ \

C1.R;E/. As a consequence, ˚X is a Hamiltonian flow for H in the sense of
Definition 9, ˚X

t D ˚H
t and the nonlinear wave equation (105) is a Hamiltonian

differential equation.

7 Identifying Relative Equilibria

We now dispose of the necessary tools that will allow us to characterize the
relative equilibria of Hamiltonian systems with symmetry and that will yield the
candidate Lyapunov function to study their stability. Before stating the main result
(Theorem 7), we recall some of the terminology used below, but refer to the
Appendices for details. First, for � 2 g�, we have [see (203)],

G� D fg 2 G j Ad�
g� D �gI

g; g� are the Lie algebras of G and G� respectively, and g�; g�
� their duals. We

always identify g� withRm [see (204)]. Hence, if˚ is a globally Hamiltonian action,
we think of its momentum map as a map F W E ! R

m and define, for all � 2 R
m,

˙� D fu 2 E j F.u/ D �g:

We then know from Proposition 10 that G� D G˙� provided the momentum map is
Ad�-equivariant.

Theorem 7 Let .E;D ;J / be a symplectic Banach triple. Let H 2 C1.E;R/ \
Dif.D ;J / and suppose H has a Hamiltonian flow ˚H

t . Let furthermore G be a Lie
group, and ˚ a globally Hamiltonian action on E with Ad�-equivariant momentum
map F. Suppose that,

8g 2 G; H ı ˚g D H: (106)
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(i) Then G is an invariance group for ˚H
t .

(ii) Let u 2 E and let � D F.u/ 2 R
m ' g�. Consider the following statements:

(1) u is a relative G-equilibrium.
(2) u is a relative G�-equilibrium.
(3) There exists � 2 g� so that, for all t 2 R,

˚H
t .u/ D ˚exp.t�/.u/: (107)

(4) There exists � 2 g� so that

DuH � � � DuF D 0: (108)

(5) There exists � 2 g so that

DuH � � � DuF D 0: (109)

Then (1) , (2) ( (3).
If u 2 D , then (1) , (2) ( (3) , (4) , (5).
If in addition, � is a regular value of F [See Definition 12], then
(1) , (2) ( (3) , (4) , (5) , (6), where (6) is the statement:

(6) u is a critical point of H� on ˙�, where H� D Hj˙�:
In addition, � is then unique.

That (1) is equivalent to (2) is a particular feature of Hamiltonian systems. In
fact, its statement makes no sense outside of the Hamiltonian setting. It implies that,
if u is a G-relative equilibrium, it is automatically a relative equilibrium for the
smaller group G�. So the relevant invariance group depends on the point u through
the value � D F.u/ of the constants of the motion at u. This is important since, as
we will see in Sect. 8, one then ends up showing u is G�-orbitally stable, which is a
stronger result than G-orbital stability. We already saw examples of this mechanism
in Sect. 5. The proof of the equivalence between (1) and (2), although very simple,
uses the subtle relations between constants of the motion and symmetries for
Hamiltonian systems explained in the previous section.

For our purposes, the most interesting information obtained in this result is the
observation that if u 2 D satisfies (108), sometimes referred to in the PDE literature
as “the stationary equation”, then it is a relative equilibrium. And that, if � is a
regular value of F, those solutions are precisely the critical values of H�. This means
that, given a Hamiltonian system with symmetries, one can find relative equilibria
by looking for critical points of the Hamiltonian H restricted to the surfaces ˙�.
In practice, this can be done concretely by solving (109), which in applications to
Hamiltonian PDE’s often takes the form of a stationary PDE in which � is treated as
a (vector valued) parameter. Examples are given in the following sections. See also
Sect. 5 for examples in finite dimension.
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One immediately suspects that the Lagrange theory of multipliers for the study
of constrained extrema should be of relevance here. This is indeed the case:
introducing, on E, the Lagrange function

8v 2 E; L .v/ D H.v/� � � F.v/; (110)

one sees that (109) expresses the vanishing of its first variation at u: DuL D 0. Here,
� 2 g ' R

m plays the role of a Lagrange multiplier. From the experience gained
with the examples given so far, one suspects that, to show u is a stable relative
equilibrium, one could try proceeding in two steps. First, show u is not just a critical
point, but actually a local minimum of H� by studying the second variation of the
Lagrange functionL on˙�. Next, use the Lagrange function as Lyapunov function
in the proof of stability. Indeed, u 2 ˙� is a local minimum of H� if and only if

9� > 0;8v 2 ˙�; d.v; u/ � � ) H�.v/ � H�.u/ � 0;

which is equivalent to

9� > 0;8v 2 ˙�; d.v; u/ � � ) L .v/ � L .u/ � 0;

since F is constant on ˙�. This is clearly the strategy used in the proofs of Sect. 5.
We will see in Sect. 8 how to implement it in a general setting and give examples
from the nonlinear Schrödinger equation in Sects. 9 and 10. This is the approach
that goes by the name of energy-momentum method.

Proof

(i) This is an immediate consequence of Theorem 6(iii).
(ii) (1) , (2). If u is a relative G-equilibrium, then there exists, for each t 2 R,

g.t/ 2 G so that ˚H
t .u/ D ˚g.t/.u/. Since u 2 ˙�, so is ˚H

t .u/, since F is a
constant of the motion for H, by Theorem 6(ii). Hence

� D F.u/ D F.˚H
t .u// D F.˚g.t/.u// D Ad�

g.t/�:

It follows that g.t/ 2 G�, which concludes the argument. The reverse
implication is obvious.
(3) ) (2). Obvious from the definition.
Now suppose u 2 D .
(3) , (4). Suppose (3) holds. Since u 2 D , this implies that J �1DuH D
J �1Du.� � F/, which implies (4). Now suppose (4) holds. Since u 2 D and
since H ı˚H

t D H and F� ı˚H
t D F� by Theorem 6(ii), we have, for all t 2 R,

D˚H
t .u/

HDu˚
H
t D DuH; D˚H

t .u/
.� � F/Du˚

H
t D Du.� � F/:

Writing u.t/ D ˚H
t .u/, this yields Du.t/H D Du.t/.� � F/ so that J Pu.t/ D

Du.t/.� � F/, which shows t ! u.t/ is a flow line of the Hamiltonian � � F, with
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initial condition u. Since the latter is unique, we find u.t/ D ˚
��F
t .u/, which

concludes the argument since ˚��F
t D ˚exp.t�/ [See Definition 11(iii)].

(4) , (5). We only need to establish that (5) implies (4). As above, (5) implies
u.t/ D ˚exp.t�/. Hence

Ad�
exp.t�/� D Ad�

exp.t�/F.u/ D .F ı ˚exp.t�//.u/ D F.u.t// D F.u/ D �;

since Fi ı ˚H
t D Fi. Hence � 2 g�.

Now suppose in addition � is a regular value of F.
(4) , (6). We remark that, since� is a regular value of F,˙� is a co-dimension
m submanifold of E and [see (191)]

Tu˙� D fv 2 E j DuF.v/ D 0g:
Hence clearly (4) implies (6). Conversely, suppose DuH vanishes on Tu˙�.
Since � is a regular value of F, we know that DuF is onto R

m. Let W be
a subspace of E complementary to Tu˙ , so that E D Tu˙ ˚ W. It follows
dimW D m and that the m one-forms DuFi 2 W�, i D 1; : : :m form a basis
of W�. Consequently, the restriction of DuH to W can be written uniquely as
DuH D Pm

iD1 �iDuFi D Du.� �F/. Since both sides vanish on Tu˙�, (4) follows.

We conclude this section with two technical remarks that can be skipped in a first
reading.

Remark 4 We have seen that (3) implies (2). Under suitable technical conditions,
the reverse is also true. This can be understood as follows. If u 2 D is a G�-relative
equilibrium then, for all t 2 R, there exists g.t/ 2 G� so that u.t/ D ˚H

t u D ˚g.t/u.
So the curve

t 2 R ! ˚H
t .u/ 2 G�u WD f˚g.u/ j g 2 G�g � E

is a smooth curve on the group orbit G�u. Under appropriate topological conditions
on G� and Gu [defined in (12)], and if the action ˚ of the group G� is sufficiently
smooth,16 this orbit is an immersed submanifold of ˙� that can be identified with
the homogeneous space G�=Gu, and its tangent space at u is therefore

Tu.G�u/ D fXF� .u/ j � 2 g�g:

We recall that XF� is the Hamiltonian vector field associated to the function F� D
� � F. Since XH.u/ D d

dt˚
H
t .u/jtD0 2 Tu.G�u/, it follows that there exists � 2 g�

so that

XH.u/ D X��F.u/;

16See for example Sect. 4 of [2], and in particular Corollary 4.1.22.
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which is equivalent to (108) and therefore implies (3). We refer to [2, 67] for the
detailed argument, in the finite dimensional setting. We shall not have a need for
the implication .2/ ) .3/, but will point out that, “morally”, there is a one-one
relationship between the critical points of H� and the relative equilibria of the
Hamiltonian flow ˚H

t .

Remark 5 What is the role of the condition that � be a regular value of F? This has
several consequences. First, it guarantees that ˙� is a co-dimension m submanifold
of E and that Tu˙� D KerDuF. This is convenient in the further stability analysis, as

we will see. Second, if u 2 D and Rank DuF D m, then � 2 R
m ' g ! ˚

��F
1 .u/ 2

Ou D Gu � E is a local immersion and the action is locally free, meaning that
the isotropy group Gu of u is discrete. Hence � 2 g� ! ˚

��F
1 .u/ 2 Ou \ ˙� D

G�u � E is also a local immersion. This observation will be used in Lemma 7 in the
next section. If � is not regular, various additional technical difficulties arise in the
stability analysis of the next section, even in finite dimensional settings, where they
have been studied in [66, 81]. As an example of such a singular value�, consider the
action of SO.3/ on R

6 introduced in Sect. 3.1, on the level set L.u/ D � D 0. The
corresponding isotropy group G� is SO.3/ itself in that case. Its action is not locally
free, since Gu, for u D .q; p/, with q and p parallel, is the copy of SO.2/ given by
the rotations about the common axis of q and p. We will see another example of
such a situation when treating the nonlinear Schrödinger equation on the torus in
Sect. 9. In both these cases, the ensuing complication is easily dealt with on an ad
hoc basis.

8 Orbital Stability: An Abstract Proof

8.1 Introduction: Strategy

We have seen that in many situations the relative equilibria of Hamiltonian
systems with symmetry are precisely the critical points of the restriction H� of
the Hamiltonian H to a level surface ˙�, for some � 2 g�, of the constants of
the motion F associated to the symmetry group via the Noether Theorem. This
at once explains why they tend to come in families u�, indexed by � in some
open subset of g� ' R

m. Indeed, considering equation (109), it is natural to
think of it as an equation in which both � and u are unknown. And so, under
suitable circumstances, one can hope to find a family of solutions u� of (109) by
letting � run through some neighbourhood inside g. Typically, as � changes, so
does �� D F.u�/ 2 g�. Depending on the situation, it may be more convenient
to label the solutions by �� than by � 2 g. In these notes, we use mostly � as a
parameter, except in Sect. 10 where � is used. The question of the existence of such
families of relative equilibria—a problem related to bifurcation theory—is studied,
in the finite dimensional setting, in [66, 80]. We already saw several examples of
this phenomenon and more will be provided in Sects. 9 and 10.
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It remains to see how one can prove the orbital stability of those relative
equilibria. The basic intuition is that—modulo technical problems—they should
be stable if they are not just critical points, but actually local minima of H�. To
understand the origin of this intuition, recall that, if u� 2 ˙� is a relative equilibrium
of the Hamiltonian dynamics˚H

t , then the orbit G�u� D f˚g.u�/ j g 2 G�g of G�,
viewed as an element of the orbit space ˙�=G�, is a fixed point of the reduced
dynamics. And, since H� is invariant under the action of G�, it can be viewed
as a function on this orbit space. If H� has a local minimum at u�, it thus has a
local minimum at the orbit G�u� 2 ˙�=G�. Finally, since H� is a constant of the
motion for the reduced dynamics, we are precisely in the situation described in the
introduction: G�u� is a fixed point of the reduced dynamics, and H� is a constant
of the motion for which G�u� is a minimum. We can therefore hope to use the
Lyapunov method to prove the stability of G�u�. To do so, it would suffice to prove
a coercive estimate of the type (2) for H� on ˙�=G�.

There are two obvious problems one has to face when trying to implement this
strategy. First, even if one executes this program, one will have proven only that
u� is orbitally stable with respect to perturbations v of u� with v 2 ˙�. But
one would like to prove this is true for arbitrary perturbations v 2 E. Second, it
is difficult to work on the abstract quotient space ˙�=G�, which, even in finite
dimensional systems, but particularly in infinite dimensional ones, may not have a
nice topological or differentiable structure, so that analytical tools to prove estimates
are not readily available. To deal with both these problems, the idea is to use the
theory of constraint minimization and Lagrange multipliers. This has the obvious
advantage that one can work in the ambient space E, which has the added redeeming
feature of being linear. As already outlined in the discussion following Theorem 7,
it turns out that it is the Lagrange function

L� D H � �� � F

associated to the relative equilibrium u� [see (110)] that plays the role of Lyapunov
function in the proofs. In practice, one uses a Taylor expansion to second order of
L� about points on the orbit G�u� and one controls the second derivative of L�

to prove it is a minimum; this in turn gives the necessary coercivity to conclude
stability. The reader will have noticed that the above strategy was worked out in all
detail in the simple example of motion in a spherical potential presented in Sect. 5.

In this section, we will provide a detailed implementation of the above strategy
in the following general setup. We refer to Sect. 2 for the definitions of the objects
used below.

Hypothesis A

(i) E is a Banach space and D a domain in E.
(ii) ˚X

t is a dynamical system on E with a vector field X W D ! E.
(iii) F 2 C2.E;Rm/ is a vector of constants of the motion for˚X

t with level surfaces
˙�;� 2 R

m, as in (10).
(iv) ˚X

t admits an invariance group G, with an action ˚ of G on E.
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Recall that if � is a regular value for F then˙� is a co-dimension m submanifold
of E. In this setting, we consider relative equilibria of the following type.

Let � 2 R
m.

Hypothesis B�

(i) There exists u� 2 ˙� which is a relative equilibrium of the dynamics for the
group G˙� D fg 2 G j ˚g˙� D ˙�g.

(ii) There exists L� 2 C.E;R/ which is a G˙� -invariant constant of the motion.
(iii) There exist � > 0; c > 0 so that

8u 2 Ou� ;8u0 2 ˙�; d.u; u0/ � � ) L�.u
0/ � L�.u/ � cd2.u0;Ou�/

(111)

where

Ou� D ˚G˙� .u�/ D f˚g.u�/ j g 2 G˙�g: (112)

Under the above conditions, we say L� is a coercive Lyapunov function on Ou�
along ˙�. If the G˙� -action is isometric then it is enough to check (111) holds at
one single point u 2 Ou� . It will then hold everywhere, with the same �; c, as a
result of the G˙� -invariance of L�. Isometric actions are common in applications
and this is one of the places where they provide a simplification. For what follows,
the power 2 in the right hand side of (111) is of no consequence. One can generalize
the definition by replacing the right hand side in (113) by f .d.u0;Ou�//, for some
function f W RC ! R

C, f .0/ D 0, f .d/ > 0 if d > 0. In practice, as we will see
below, one gets the lower bound in (111) from a Taylor expansion of L , so that the
square appears naturally. We point out that conditions (ii) and (iii) in Hypothesis B�
imply (i). Indeed, if u 2 Ou� and u0 D u.t0/ for small enough t0, then (ii) and (iii)
imply that

0 D L�.u.t
0//� L�.u/ � cd2.u.t0/;Ou�/;

so that u.t0/ 2 Ou� . Hence the flow ˚X
t leaves Ou� invariant and consequently each

u 2 Ou� is a G˙� relative equilibrium. We have however found it convenient to keep
this redundancy in the statement of the hypothesis.

We point out that Hypotheses A and B� are formulated without imposing the
dynamical system to be Hamiltonian. Nor do they impose any link between the
symmetry group G, the constants of the motion F and the Lyapunov function
L�. The first goal of this section is to formulate and prove very general abstract
theorems establishing orbital stability under the above general assumptions and
some extra technical conditions. The first such result, Theorem 8, is a general
version of Proposition 2: it imposes a strong coercivity condition, but is nevertheless
sometimes of use, as we will see in Sect. 9. Theorems 9 and 10 correspond
essentially to the first two arguments proposed in the proof of Proposition 3. The
proofs of these results are quite simple, as we shall see. These three results show that
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the essential ingredient in the proof of orbital stability is the coercivity condition in
Hypothesis B�(iii).

It therefore remains to understand how to find a Lyapunov function satisfying in
particular Hypothesis B�(iii). It is at this point that the Hamiltonian nature of the
dynamical system plays an important role. We already saw in Sect. 7 that a candidate
Lyapunov function arises naturally in that context. We will furthermore show in
Proposition 5 how to obtain the coercivity condition Hypothesis B�(iii) from a
lower bound on the Hessian of the Lyapunov function, in the case of Hamiltonian
systems with symmetry. Combining this with Theorems 9 and 10 then yields a
complete proof of orbital stability.

We will end this section with Theorem 11 which provides a slightly different
proof of orbital stability of relative equilibria in Hamiltonian systems, and which
is a generalization of the third argument proposed in the proof of Proposition 3.
The argument uses Proposition 5 again, but combines it with the construction of an
“augmented” Lyapunov function.

In applications of the theory developed in this section, the work is therefore
reduced to solving (109) to identify the relative equilibria, and to proving a suitable
lower bound on the Hessian of the corresponding Lyapunov function. This usually
involves non-trivial (spectral) analysis, as one may expect. A first illustrative
example—the orbital stability of plane waves for the nonlinear Schrödinger equation
on the torus—is presented in Sect. 9. A widely applicable technique for obtaining
the appropriate lower bound on the Hessian is described in [53, 54]. It is illustrated
in Sect. 10 for standing wave solutions of the inhomogeneous nonlinear Schrödinger
equation in one dimension.

In conclusion, the theorems of this section isolate the “soft analysis” part of the
proof of orbital stability of relative equilibria from the more concrete and model
dependent estimates needed to prove coercivity.

Remark 6 We point out that the domain D of the dynamical system ˚X
t appears

in Hypothesis A(i) and (ii). As already seen before, it is used in these notes when
the system is Hamiltonian to identify the appropriate constants of the motion via
Noether’s theorem, to construct the Lyapunov function L , and to identify the
relative equilibria of the system. If this can be accomplished by some other means,
D is not needed. In fact, for the results of Sects. 8.2, 8.3, and 8.4 the hypotheses
involving D are not used. For the results of Sect. 8.5, and notably for Theorem 11,
they are on the contrary essential.

8.2 A Simple Case

Before turning to the general results, we first formulate and prove a simple orbital
stability result, under a stronger coercivity condition than (111).
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Theorem 8 Let Hypotheses A and B�� (i)–(ii) for some �� 2 R
m be satisfied. Let

Ou��
be as in (112). Suppose there exist � > 0; c > 0 so that

8u 2 Ou��
;8v 2 E; d.v; u/ � � ) L��

.v/ � L��
.u/ � cd2.v;Ou��

/:

(113)

Then, all u 2 Ou��
are orbitally stable G˙��

-relative equilibria.

We refer to Definition 5 for the definition of orbital stability. Observe that in (113)
the coercivity estimate is imposed for all perturbations v in E, rather than only in
˙��

, as in (111). So here we are assuming that the Lyapunov function reaches a local
minimum on Ou��

, when viewed as a function on E, rather than only as a function
on ˙��

. This therefore constitutes a strengthening of Hypothesis B��(iii).The
theorem can be used to prove orbital stability in some cases: for the fixed
points in the spherical potentials treated in Sect. 5.1, for example, this is how we
proceeded. Similarly, to establish the stability of the plane waves for the nonlinear
defocusing Schrödinger equation on a one-dimensional torus, this theorem will also
be sufficient, as we will see in Sect. 9. But we have already noticed in Sect. 5 that the
coercivity imposed in (113) may be too strong a condition: we saw it is not satisfied
for the natural choice of Lyapunov function for the circular orbits of Sect. 5.2, for
example. It is too strong also in many situations involving the stability of solitons or
standing waves. An example is treated in Sect. 10.

The proof is very simple, and based on the usual argument by contradiction.

Proof Suppose there exists a point u 2 Ou��
that is not orbitally stable. Then there

exists �0 > 0 and for all n 2 N
�, there exists vn 2 E so that d.vn; u/ � 1

n and 9tn 2 R

so that d.vn.tn/;Ou��
/ D �0. We can suppose �0 < �. Then there exists Qvn 2 Ou��

so that d.vn.tn/; Qvn/ � � and hence, since L��
is both a constant of the motion and

constant on Ou��
,

L��
.vn/� L��

.u/ D L��
.vn.tn// � L��

. Qvn/ � cd2.vn.tn/;Ou��
/ D c�20:

Since L��
is continuous, the left hand side tends to zero when n ! C1, which is

a contradiction.

8.3 Coercivity Implies Stability I

We now turn to the task of showing that Hypotheses A and B�� imply the G˙��
-

orbital stability of u��
. For our first result, we need the following hypothesis.

Hypothesis F Let F W E ! R
m. Let � 2 R

m. We say F satisfies Hypothesis F at �
if, for any bounded sequence un in E,

lim
n

F.un/ D � ) d.un; ˙�/ ! 0: (114)
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The following lemma gives sufficient conditions for this to be satisfied.

Lemma 5

(a) Suppose dim E < C1. Let F 2 C.E;Rm/. Then F satisfies Hypothesis F for all
� 2 R

m.
(b) Suppose F 2 C.E;Rm/ and that there exists C > 0 so that fu 2 E j F.u/2 � C2g

is compact. Let � 2 R
m with �2 < C2. Then F satisfies Hypothesis F at �.

(c) Let F W E ! R. Suppose that there exists k 2 R
� so that, 8u 2 D , for all

� 2 R
�, F.�u/ D �kF.u/. Suppose � 6D 0. Then F satisfies Hypothesis F at �.

Proof

(a) Suppose there exists �0 > 0 and a bounded sequence un so that F.un/ ! �, but
d.un; ˙�/ � �0. Then the boundedness of the sequence implies the existence
of a convergent subsequence unk ! v 2 E. By continuity of F, it follows that
F.v/ D � so that v 2 ˙�. So d.unk ; ˙�/ ! 0. This is a contradiction.

(b) The proof is similar to the one in (a).
(c) Let .un/n be a bounded sequence satisfying F.un/ ! � 6D 0. Then, for large

enough n one has �=F.un/ > 0 and we can define vn D


�

F.un/

�1=k
un. Then

F.vn/ D �. Clearly kvn � unk ! 0 so that d.un; ˙�/ ! 0.

Remark 7

(i) The boundedness of the sequence is important, even in finite dimension.

Indeed, consider on R
2 the function F.x; y/ D y2

1Cx4
, � D 0 and remark that

F.x; x/ ! 0 as x ! C1.
(ii) Condition (c) can be used for constants of the motion arising from linear

actions of one-parameter groups on a Hilbert space, as described in Sect. 6.4,
and which have a quadratic hamiltonian of the type

F.u/ D 1

2
hu;Bui;

such as in (103). An example of such application will be given in the proof of
Proposition 6, at the end of Sect. 9.

(iii) The condition � 6D 0 is essential in part (c) of the Lemma. Indeed, consider
E D H1.Rd/ and F.u/ D kuk2

L2
. Let � D 0. Then ˙� D f0g. But F.un/ ! 0

does not imply un ! 0 in H1.Rd/.
(iv) Condition (c) is no longer sufficient to ensure F satisfies Hypothesis F when

F W E ! R
m, with m � 2. To see this, we consider an example relevant

to the treatment of the Manakov equation. Let E D H1.R;C2/ and consider
F1.u/ D kvk2

L2
;F2.u/ D kwk2

L2
, where we wrote u D .v;w/ 2 E. Note that

those are the two constants of the motion associated to the diagonal part of
the U.2/ action on E (See Sect. 3.3). We choose � D .1; 0/ 6D 0 2 R

2. Then
˙� D fu 2 E j w D 0; kvk2

L2
D 1g. Now let a; b 2 C1

0 .R/, such that kak2
L2

D
1 D kbk2

L2
and consider un.x/ D .a.x/; 1p

n
b.n.x � n/// DW .vn;wn/ 2 E. Note
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that this sequence is bounded. Moreover, clearly, limn!C1 F.un/ D �. Now,
for u D .v; 0/ 2 ˙�, one has

kun � uk2 D ka � vk2H1.R;C/
C kwnk2H1.R;C/

� kwnk2H1.R;C/
� n2

n

Z

R

jb0.n.x � n//j2dx D kb0k2L2 :

It follows that d.un; ˙�/ D infu2˙� kun � uk � kb0kL2 , so that Hypothesis F is
clearly not satisfied in this situation.

Theorem 9 Suppose Hypotheses A and B�� (Sect. 8.1) are satisfied for some �� 2
R

m. Then

8u 2 Ou��
;8� > 0; 9ı > 0; .8u0 2 ˙��

; d.u0; u/ � ı ) sup
t2R

d.u0.t/;Ou��
/ � �/:

(115)

If in addition,

(i) L��
is uniformly continuous on bounded sets,

(ii) Ou��
is bounded,

(iii) F W E ! R
m satisfies Hypothesis F,

then all u 2 Ou��
are orbitally stable G˙��

-relative equilibria.

We point out that (115) is already an orbital stability result for all u 2 Ou��
D

G˙��
u, but only with respect to perturbations of the initial condition u inside ˙��

.
The theorem asserts that, with the extra conditions (i)–(ii)–(iii), orbital stability with
respect to all perturbations within E is obtained. It is the observation that coercivity
along ˙��

[Hypothesis B�(iii)] suffices to establish orbital stability that explains,
in fine, the advantage of Theorem 9 over Theorem 8. This is already illustrated in
Sect. 5.2 on a simple example. Note furthermore that conditions (i) and (iii) of the
theorem are automatically satisfied in finite dimension. The boundedness of Ou��

[condition (ii)] is guaranteed for example when the group is compact, or when E is
a Hilbert space and the group acts with unitary transformations, which is often the
case in infinite dimensional systems.

The argument in the proof of Theorem 9 is extracted from the proof of
Theorem 5.3 in [53] and is used in [54] as well. We point out however, that
conditions (i) and (iii) are not made explicit there. The first one is usually easy to
check in examples, where the Lyapunov function tends at any rate to be uniformly
Lipschitz on bounded sets. For the second one, we gave some sufficient conditions
in Lemma 5. But, as pointed out in Remark 7, it may fail, in particular in the very
general setting of [53, 54]. In that case, a different argument is needed; we will
provide two below.
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Proof We will prove (115) by contradiction, yet again. Let us therefore suppose
there exists u 2 Ou��

and �0 > 0 so that for all n 2 N�, there exists un 2 ˙��
so

that

d.un; u/ � 1

n
; and 9 Qtn 2 R so that d.un.Qtn/;Ou��

/ > �0:

We can choose, without loss of generality, �0 < �, where � is defined in (111) and
choose tn the smallest value of t so that

d.un; u/ � 1

n
; and d.un.tn/;Ou��

/ D �0 < �:

Consequently, there exists yn 2 Ou��
so that d.un.tn/; yn/ < �. Note that un.tn/ 2

˙��
, since˙��

is invariant under the dynamical flow. Then, since L��
is a constant

of the motion, and since it is constant and coercive on Ou��
along˙��

,

L��
.un/� L��

.u/ D L��
.un.tn//� L��

.u/

D L��
.un.tn//� L��

.yn/ � cd2.un.tn/;Ou��
/ D c�20:

Since L��
is continuous, one obtains a contradiction by taking n ! C1. This

shows (115).
To prove the last statement, suppose Ou��

is bounded and L��
uniformly

continuous on bounded sets. We need to show that

8u 2 Ou��
;8� > 0; 9ı > 0; .8u0 2 E; d.u0; u/ � ı ) sup

t2R
d.u0.t/;Ou��

/ � �/:

(116)

We proceed again by contradiction. Suppose there exists u 2 Ou��
and 0 < �0 < �

so that, for all n 2 N, there exists un 2 E,

d.un; u/ � 1

n
; and 9tn 2 R so that d.un.tn/;Ou��

/ D �0 < �:

Note that, this time, un 2 E and un.tn/ 2 E, not in ˙��
. So we can’t use the

coercivity of L��
along ˙��

directly. We do know, however, that F.un.tn// D
F.un/, since F is a constant of the motion. Hence

lim
n!C1 F.un.tn// D ��:

Since the orbit Ou��
is bounded, and since d.un.tn/;Ou��

/ D �0, it follows that the
sequence un.tn/ is bounded. Hypothesis F then implies there exist zn 2 ˙��

so that
kun.tn/ � znk ! 0.
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We can now conclude. Since, for n large enough, �0
2

� d.zn;Ou��
/ � �, we have

L��
.un/ � L .u/ D L��

.un.tn//� L��
.u/

D L��
.un.tn//� L��

.zn/C L��
.zn/ � L��

.u/

� L��
.un.tn// � L��

.zn/C cd2.zn;Ou��
/:

Since the orbit Ou��
is bounded, the sequences un.tn/ and zn are bounded. This,

combined with the uniform continuity of L��
on bounded sets, leads again to a

contradiction upon taking n ! C1.

We now give a third proof of orbital stability starting from a coercive Lyapunov
function, along the lines of the second argument in the proof of Proposition 3. The
point here is that we exploit the fact that the relative equilibria u� often come in
families.

Theorem 10 Suppose the following.

(i) Hypothesis A holds.
(ii) There exists a continuous map � 2 U � R

m ! u� 2 ˙� � E so that
Hypothesis B� is satisfied for all � 2 U, with � and c in (111) independent of
�.

(iii) sup�2U ku�k < C1.
(iv) There exists C > 0 so that

8� 2 U;8u0 2 ˙�; ku0 � u�k � � ) L�.u
0/ � L�.u�/ � Cku0 � u�k:

(117)

(v) 8g 2 G, ˚g is an isometry on E: 8u; u0 2 E, d.˚g.u/; ˚g.u0// D d.u; u0/.

Then, any u 2 Ou� is an orbitally stable G˙� -relative equilibrium of the flow ˚H
t .

Condition (iii) is not very restrictive. It is sufficient to take U bounded, for example.
Condition (iv) follows if we know that DuL� is bounded for u in bounded sets. This
is a reasonable condition. Condition (v) is commonly satisfied in PDE systems, but
is quite restrictive, as we already explained. It implies we can use Proposition 1 and
Lemma 1.

Proof Let �� 2 U. As a result of Lemma 1, it is enough to show the orbital stability
of u��

. So we need to show that, for all � > 0, there exists ı > 0 so that, for all
u0 2 E, one has

ku0 � u��
k � ı ) 8t 2 R; d.u0.t/;Ou��

/ � �: (118)

For that purpose, we need three preliminary estimates. We first show that 8� > 0,
there exists Oı > 0 so that, for all � 2 U, for all u0 2 ˙�,

ku0 � u�k � Oı ) 8t 2 R; d.u0.t/;Ou� / � �=2: (119)
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In other words, we first show that the u� are all orbitally stable for perturbations
within ˙�. The method of proof—by contradiction—is the same as several times
before, but we need to make sure to obtain the necessary uniformity in �. If the
above is not true, then there exists �0 > 0 so that for all n 2 N

� there exist �n 2 U
and un 2 ˙�n , tn 2 R, so that

kun � u�nk � 1

n
; d.un.tn/;Ou�n

/ D �0

2
< �:

Here � is given in Hypothesis B�(iii) and we recall that it is independent of �n.
Hence

L�n.un/ � L�n.u�n/ D L�n.un.tn//� L�n.u�n/ � cd2.un.tn/;O�n/ D c
�20
4
:

Now, since the u�n form a bounded set by hypothesis (iii) of the theorem, the same
is true for the un. Hence, it follows from hypothesis (iv) of the theorem that

L�n.un/� L�n.u�n/ � Ckun � u�nk;

where C does not depend on n. Hence Ckun �u�nk � c �
2
0

4
; so that, taking n ! C1,

we obtain a contradiction. This proves (119).
As a second step, we show the following estimate. Let �� 2 U. Then, for all

� > 0, there exists O� > 0 so that,

8� 2 U;

k� � ��k � O� ) 8v 2 Ou� ; d.v;Ou��

/ � �

2

�
: (120)

To see, this, note that hypothesis (i) of the theorem implies that there exists O� > 0 so
that k����k � O� implies ku��u��

k � �=2. Hence d.u�;Ou��
/ � �=2. The result

then follows from Proposition 1, since we suppose the action ˚ of G is isometric.
The third ingredient for the proof of (118) is the following:

8Oı > 0;8 O� > 0; 9ı > 0;8u0 2 E;

ku0 � u��

k � ı ) k�0 � ��k � O�; ku0 � u�0k � Oı
�
; (121)

where �0 D F.u0/. This follows immediately from the continuity of F and of � !
u� at ��.

We can now conclude. Let �� 2 U and � > 0. Choose Oı as in (119), O� as in (120)
and ı as in (121). Then, by (119) and (121), we find that

8u0 2 E;

ku0 � u��

k � ı ) 8t 2 R; d.u0.t/;Ou�0 / <
�

2

�
:
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Hence, for all t 2 R, there exists v.t/ 2 Ou�0 , so that d.u0.t/; v.t// < �=2. Next,
from (121) and (120), there exists w.t/ 2 Ou��

so that d.v.t/;w.t// < �
2
. Hence

d.u0.t/;Ou��
/ < �. This proves (118).

8.4 Sufficient Condition for Coercivity

We now turn to the task of showing how one can obtain the coercivity Hypothe-
sis B�(iii) from an estimate on the Hessian of L� (Proposition 5). We work in the
following setting.

As before, let E be a Banach space, G a Lie group and ˚ a G-action on E. Let
F 2 C2.E;Rm/. We recall that, for � 2 R

m,

˙� D fu 2 E j F.u/ D �g;

and that G˙� is the subgroup of G leaving˙� invariant. We now introduce one extra
ingredient to the theory. Let h�; �i be a scalar product on E, which is continuous in
the sense that

8v;w 2 E; jhv;wij � kvkkwk;

where we recall that k � k is our notation for the Banach norm on E. This inner
product induces a metric on E, that we shall denote by

ds.v;w/ D hv � w; v � wi: (122)

Clearly ds.v;w/ � d.v;w/. We introduce this inner product since we need a notion
of orthogonality for the statement of the main result of this section, Proposition 5:
see in particular (126) and (127).

We point out that we are not supposing E is a Hilbert space for this inner product,
and that the only topology we will be using in what follows is the one induced by the
Banach norm on E. In addition, even if E is in fact a Hilbert space, the inner product
h�; �i above is not necessarily the Hilbert space inner product. As an example, if
E D H1.Rd;C/ and depending on the problem considered, one may want to use
either the L2 inner product or the H1 inner product: in Sect. 9 the first choice is
made and in Sect. 10 the second one. In the formalism developed in [53, 54, 99], E
is always supposed to be a Hilbert space, and only the Hilbert space inner product is
used in the analysis of the Hessian. But the introduction of a second inner product
is a regularly used device in the literature on orbital stability for the Schrödinger
in particular. Our approach here gives a systematic treatment in the general setting
presented above.

Let � 2 R
m and u� 2 ˙�. We need the following hypothesis on the group action

and on the function F.
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Hypothesis C�

(i) ˚g is linear and preserves both the structure h�; �i and the norm k � k for all
g 2 G;

(ii) Ad�
g 2 O.m/ for all g 2 G˙� ;

(iii) � is a regular value of F;
(iv) u� is a C1-vector for ˚ and the map

� 2 g˙� ! ˚exp.�/u� 2 E (123)

is one to one in a neighbourhood of � D 0.

Note that both Hypothesis C� above and Proposition 5 below involve G and its
action on E, as well as F, but not the dynamics ˚X

t itself.

Remark 8 (i) The meaning of condition (ii) of Hypothesis C� is explained in
Remark 15.

(ii) We say u 2 E is a C1-vector for the action ˚ if the map g 2 G ! ˚g.u/ 2 E
is C1. Now, if u0 2 Ou D ˚G.u/, then u0 is also a C1-vector. Indeed, there
exists g0 2 G so that ˚g0 u D u0 and, since g ! gg0 is smooth, it follows that
g ! ˚gg0 u is C1.

To state the result, we need the following notation. Let QG be a subgroup of G; we
can then define, for all u0 2 Ou D ˚ QG.u/,

Tu0Ou WD fw 2 E j 9� 2 g;w D X�.u
0/g; (124)

where we recall from (206) that

X�.u/ D d

dt
˚exp.t�/.u/jtD0:

Proposition 5 Let E be a Banach space and h�; �i be a continuous scalar product
on E. Let G be a Lie group and ˚ a G-action on E. Let F 2 C2.E;Rm/. Let �� 2
R

m and u��
2 ˙��

. Let L��
2 C2.E;R/ be a G˙��

-invariant function. Suppose
Hypothesis C�� holds and that, for all u 2 Ou��

[defined in (112)],

8j D 1; : : : ;m 9rFj.u/ 2 E such that DuFj.w/ D hrFj.u/;wi 8w 2 E: (125)

Suppose L��
satisfies the following conditions:

(a) DuL��
.w/ D 0 for all u 2 Ou��

and w 2 E;
(b) there exists C > 0 so that

8u 2 Ou��
;8w 2 E; D2

uL��
.w;w/ � Ckwk2I
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(c) there exists c > 0 so that

8u 2 Ou��
;8w 2 Tu˙��

\ .TuOu��
/?; D2

uL��
.w;w/ � ckwk2 (126)

where

.TwOu/
? D fz 2 E j hz; yi D 0;8y 2 TwOug: (127)

Then Hypothesis B�� (iii) holds.

Condition (125) is automatically satisfied when E is a Hilbert space and h�; �i the
Hilbert space inner product. But not in general. For example, let E D H1.R;C/ and
let hu; vi D Re

R
R

Nu.x/v.x/dx. Now, if F1.u/ D 1
2i

R
u.x/@xu.x/dx, (125) is satisfied

if u 2 H2.R;C/ but not for arbitrary u 2 E.
For the proof of this proposition, we need some simple technical results.
First, let V be a bounded open neighbourhood of e in a subgroup QG of G with the

property that, for all g 2 QG, gVg�1 D V . Let us introduce

RV.u/ D minfds.˚g.u/; u/ j g 2 @Vg:

It then follows that, for all u0 2 Ou, RV.u0/ D RV.u/. Indeed, there exists g0 2 QG so
that ˚g0.u/ D u0. Hence

RV.u
0/ D minfds.˚gg0.u/; ˚g0.u// j g 2 @Vg

D minfds.˚g0�1gg0.u/; u/ j g 2 @Vg D RV.u/;

since g0�1@Vg0 D @V .
We can now formulate the following simple but crucial technical result, which is

a multi-dimensional version of Lemma 2.1 in [99].

Lemma 6 Let E be a Banach space and h�; �i be a continuous scalar product on E.
Let QG be a Lie subgroup of G and ˚ a linear G-action on E which preserves the
inner product h�; �i. Suppose u 2 E is a C1-vector for ˚ and let V be a bounded
open neighbourhood of e 2 QG which is conjugation invariant (i.e. gVg�1 D V, for
all g 2 QG). Suppose RV.u/ > 0. Then, for all v 2 E,

d.v;Ou/ <
1

3
RV.u/ ) 9w 2 Ou D ˚ QG.u/;w � v 2 .TwOu/

? : (128)

The lemma states that if v is not too far from the orbit Ou, then there exists a point
w on the orbit so that the segment from v to w is orthogonal to the orbit at w. This
point does not necessarily realize the distance between v and the orbit, which can
vanish.
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Proof Let v 2 E and d.v;Ou/ <
1
3
RV.u/. Then there exists u0 2 Ou so that

d.v; u0/ � 1
3
RV.u/ D 1

3
RV.u0/ and hence ds.v; u0/ � 1

3
RV.u0/. Now consider

g 2 V ! d2s .v; ˚gu0/ 2 R
C:

Since V is compact, this function reaches a minimum at some point Qg 2 V . We set
w D ˚Qgu0 2 Ou so that ds.v;w/ � ds.v; u0/ � 1

3
RV.u0/. We now show that Qg cannot

belong to @V . Indeed, if Qg were on the boundary of V , then, by the definition of
RV.u0/, ds.w; u0/ � RV.u0/. But then

ds.w; v/ � �ds.u
0; v/C ds.u

0;w/ � RV.u
0/ � 1

3
RV.u

0/ D 2

3
RV.u

0/:

which is a contradiction because ds.v;w/ � 1
3
RV.u0/. So Qg belongs to V . Now

choose � 2 g and consider

t 2 R ! d2s .v; ˚exp.t�/Qg.u0// 2 R
C;

which now reaches a local minimum at t D 0 since for small t, exp.t�/Qg belongs to
V . Hence its derivative vanishes. So

0 D d

dt
d2s .v; ˚exp.t�/Qg.u0//jtD0 D d

dt
hv �˚exp.t�/.w/; v � ˚exp.t�/.w/ijtD0

D �2hX�.w/; v � wi;

which proves the result in view of (124).

In the proof of Proposition 5, we will need to apply the previous lemma to
the group G˙��

for some �� 2 R
m and u��

2 ˙��
. The following lemma gives

hypotheses for this to be possible. It appears in various guises in the literature, and
can be referred to as a “modulation” argument.

Lemma 7 Let E be a Banach space and h�; �i be a continuous scalar product on E.
Let G be a Lie group and ˚ a G-action on E. Let F 2 C2.E;Rm/. Let �� 2 R

m and
u��

2 ˙��
. Suppose Hypothesis C�� holds. Then, there exists R > 0 such that, for

all v 2 E,

d.v;Ou��
/ < R ) 9w 2 Ou��

;w � v 2 
TwOu��

�?
(129)

where Ou��
D ˚G˙��

u��
.

Proof Thanks to Lemma 6, it is enough to prove that there exists V a bounded open
neighbourhood of e 2 G˙��

, which is conjugation invariant (i.e. gVg�1 D V , for all
g 2 G˙��

) and such that RV.u��
/ > 0.
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First of all, we recall that the exponential map

exp W � 2 g��
! exp.�/ 2 G˙��

is a local diffeomorphism from some neighbourhood of 0 2 g��
to a neighbourhood

of e 2 G˙��
. In other words, there exists ı > 0 such that

exp W � 2 Bı.0/ � g��
! exp.�/ 2 G˙��

is a local diffeomorphism onto a bounded open neighbourhood V WD exp.Bı.0// of
e in G��

. In particular, note that @V D exp.@Bı.0//.
Since, thanks to Hypothesis C��(ii), Bı.0/ is Adg-invariant for all g 2 G˙��

, V
is conjugation invariant. Indeed, for all � 2 Bı.0/ and all g 2 G˙��

, we have that
g exp.�/g�1 D exp.Adg�/ 2 V .

Hence, it only remains to show that RV.u��
/ > 0, which is equivalent to Gu��

\
@V D ø. Thanks to Hypothesis C��(iv), there exists ı0 > 0 such that

� 2 Bı0.0/ ! ˚exp.�/u��
2 E

is one to one. As a conclusion, choosing ı < ı0, we have @V � exp.Bı0.0// which
implies˚exp.�/u��

¤ u��
for all exp.�/ 2 @V . Hence, for all exp.�/ 2 @V , exp.�/ …

Gu��
.

We can then conclude this section with the proof of Proposition 5.

Proof (of Proposition 5) Recall that we have to prove there exist � > 0; Qc > 0 so
that

8u 2 Ou��
;8u0 2 ˙��

; d.u; u0/ � � ) L��
.u0/� L��

.u/ � Qcd2.u0;Ou��
/:

Let u0 2 ˙��
, d.u0;Ou��

/ < R. Thanks to Lemma 7, there exists v0 2 Ou��
such

that u0 � v0 2 
Tv0Ou��

�?
.

Next, let Wv0 be the subspace of E spanned by frFj.v
0/gjD1:::;m. It follows

from (191) and hypothesis (125) that Tv0˙��
D .Wv0/?. As a consequence, we

can write E D Tv0˙��
˚ Wv0 . Indeed, since Wv0 has finite dimension, it admits an

orthonormal basis fe1; : : : ; emg w.r.t. h�; �i. Hence, all w 2 E can be written as

w D


w �
mX

jD1
hw; ejiej

�
C

mX

jD1
hw; ejiej:

Clearly w � Pm
jD1 hw; ejiej 2 .Wv0/? D Tv0˙��

,
Pm

jD1 hw; ejiej 2 Wv0 and Wv0 \
.Wv0/? D f0g. Then,

u0 � v0 D .u0 � v0/1 C .u0 � v0/2
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where .u0 � v0/1 2 Tv0˙��
and .u0 � v0/2 2 Wv0 . Moreover, since u0 � v0 2


Tv0Ou��

�?
, we can easily show .u0 �v0/1 2 Tv0˙��

\ 
Tv0Ou��

�?
and .u0 �v0/2 2

Wv0 \
Tv0Ou��

�?
. Now, Lemma 10 ensures the existence of constants c1; c0 so that,

for ku0 � v0k small enough, one has

k.u0 � v0/1k � c0ku0 � v0k and k.u0 � v0/2k � c1ku0 � v0k2: (130)

Since the action ˚g is linear and preserves both h�; �i and k � k, the decomposition
above is group invariant and the constant c0 and c1 do not depend on v0.

We can now conclude the proof as follows, using respectively conditions (a), (b)
and (c), and (130):

L��
.u0/ � L��

.u��
/ D L��

.u0/ � L��
.v0/

D Dv0L��
.u0 � v0/C 1

2
D2
v0L��

.u0 � v0; u0 � v0/

Co.ku0 � v0k2/

D 1

2
D2
v0L��

..u0 � v0/1; .u0 � v0/1/C O.ku0 � v0k3/

Co.ku0 � v0k2/

D 1

2
D2
v0L��

..u0 � v0/1; .u0 � v0/1/C o.ku0 � v0k2/

� c

2
k.u0 � v0/1k2 C o.ku0 � v0k2/

� Qcku0 � v0k2 � Qcd2.u0;Ou��
/:

Remark that as before, the constant Qc is independent of v0 2 O��
.

8.5 Coercivity Implies Stability II

We can now state and prove a fourth theorem yielding orbital stability under slightly
different technical assumptions. We will work in the Hamiltonian setting and in
particular use the characterization of relative equilibria given by Theorem 7. Recall
that in this context, for each � 2 g� ' R

m, G˙� D G� (Proposition 10).

Theorem 11 Let E be a Banach space and h�; �i be a continuous scalar product
on E, D a domain in E and J a symplector. Let H 2 C2.E;R/ \ Dif.D ;J /.
Let G be a Lie group, and ˚ a globally Hamiltonian G-action on E with Ad�-
equivariant momentum map F. Let �� 2 R

m ' g� and u��
2 D \ ˙��

. Suppose
that Hypothesis C��(i)–(iii) is satisfied, and H ı˚g D H for all g 2 G. Let L��

D
H � ���

� F with ���
2 g��

given by Theorem 7 and assume Du��
L��

D 0. Suppose
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in addition that

8j D 1; : : : ;m 9rFj.u��
/ 2 E such that Du��

Fj.w/ D hrFj.u��
/;wi 8w 2 E:

(131)

and

(a) G��
is commutative;

(b) there exists C > 0 so that

8w 2 E; D2
u��

L��
.w;w/ � Ckwk2I

(c) there exists c > 0 so that

8w 2 Tu��
˙��

\ .Tu��
Ou��

/?; D2
u��

L��
.w;w/ � ckwk2:

Then all u 2 Ou��
are orbitally stable G��

-relative equilibria.

Hypothesis (a) in Theorem 11 is not very restrictive (see [31]).

Proof Let K > 0 and define

LK.u/ D L��
.u/C K.F.u/� ��/2:

Here .F.u/���/2 D .F.u/���/ � .F.u/���/ where, � is the G��
-invariant inner

product described in Remark 15. It follows that LK is a G��
-invariant constant of

the motion. Indeed, for all g 2 G��
and for all u 2 E,

LK.˚gu/ D H.˚gu/� ���
� F.˚gu/C K.F.˚gu/� ��/2

D H.u/� ���
� Ad�

g F.u/C K.Ad�
g F.u/� Ad�

g��/2

D H.u/� Adg���
� F.u/C K.F.u/� ��/2 as Ad�

g 2 O.m/

D H.u/� ���
� F.u/C K.F.u/� ��/2 as G��

is commutative

D LK.u/:

The main idea is to prove that the hypotheses of Proposition 5 are satisfied by LK

and then use its proof to conclude that all u 2 Ou��
are orbitally stable G��

-relative
equilibria.

First, note that in this setting Hypothesis C��(iv) follows from Remark 5.
Next, we claim that DuLK.w/ D 0 for all u 2 Ou��

and for all w 2 E. Indeed, it
is clear that Du.F.u/���/2 D 2.F.u/���/ � DuF D 0 for all u 2 Ou��

and, thanks
to the fact that Du��

LK��
.w/ D 0, we obtain Du��

LK.w/ D 0 for all w 2 E. Next,
let u 2 Ou��

and g 2 G��
such that u D ˚g.u��

/, then

DuLK.w/ D ŒD˚g.u�� /
LK ı ˚g�1 �.w/ D ŒDu��

LK ı D˚g.u�� /
˚g�1 �.w/ D 0:
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Using the fact that ˚g is linear and preserves both h�; �i and k � k, we can easily
show, as a consequence of hypothesis (c), that

8u 2 Ou��
; D2

uL��
.w;w/ � ckwk2; (132)

for all w 2 Tu˙��
\ .TuOu��

/?. Indeed, for all u 2 Ou��
and w 2 Tu˙��

\
.TuOu��

/?,

D2
uL��

.w;w/ D D2
˚gu��

.L��
ı ˚g�1 /.w;w/

D D2
u��

L��
.Du˚g�1w;Du˚g�1w/C Du��

L��
.D2

u˚g�1 .w;w//

D D2
u��

L��
.˚g�1w; ˚g�1w/ � ck˚g�1wk2 D ckwk2

because ˚g�1w 2 Tu��
˙��

\ .Tu��
Ou��

/?.
Similarly, using hypothesis (b), we prove that

D2
uL��

.w;w/ � Ckwk2

for all u 2 Ou��
and w 2 E.

Next, by a straightforward calculation, we obtain for all u 2 Ou��
and w 2 E,

D2
u.F � ��/2.w;w/ D 2DuF.w/ � DuF.w/, and

DuF.w/ D ŒD˚gu��
F ı ˚g ı ˚g�1 �.w/ D ŒDu��

F ı ˚g�.Du˚g�1w/

D ŒDu��
Ad�

g ı F�.˚g�1w/ D Ad�
g .Du��

F.˚g�1w//: (133)

As a consequence, since Ad�
g 2 O.m/,

D2
u.F � ��/2.w;w/ D 2Du��

F.˚g�1w/ � Du��
F.˚g�1w/: (134)

It is then clear that D2
u.F ���/2.w;w/ � C��

kwk2 for all u 2 Ou��
and w 2 E, and

hypothesis (b) of Proposition 5 is satisfied by LK . In addition (133) together with
the fact that the ˚g preserve the inner product h�; �i shows that (131) implies (125).

Now let w 2 .TuOu��
/? and write w D w1 C w2 with w1 2 Tu˙��

\ .TuOu��
/?

and w2 2 Wu \ .TuOu��
/?. Then

D2
uLK.w;w/ D D2

uL��
.w;w/C 2KDu��

F.˚g�1w2/ � Du��
F.˚g�1w2/

� D2
uL��

.w1;w1/ � C.kw1kkw2k C kw2k2/
C 2KDu��

F.˚g�1w2/ � Du��
F.˚g�1w2/

� ckw1k2 � C.kw1kkw2k C kw2k2/C Kc��
kw2k2;
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where in the last line we use the fact that dimWu��
D m and Du��

FjWu��

W Wu��
!

R
m is an isomorphism. Finally, thanks to Young’s inequality, there exists " > 0 so

that

D2
uLK.w;w/ �

�
c � C"

2

�
kw1k2 C

�
Kc��

� C � C

2"

�
kw2k2 � Qckwk2

with Qc > 0 provided that K > 0 is chosen large enough. As a consequence, using
the same arguments as in the proof of Proposition 5, we conclude that there exist
� > 0; c > 0 so that

8u 2 Ou��
;8v 2 E; d.u; v/ � � ) LK.v/ � LK.u/ � cd2.v;Ou�/

which implies, thanks to Theorem 8, that all u 2 Ou��
are orbitally stable G��

-
relative equilibria.

9 Plane Wave Stability on the Torus for NLS

In this section we will illustrate the general theory described above on a simple
example, that is the orbital stability of plane waves of the cubic focusing and
defocusing nonlinear Schrödinger equation on the one-dimensional torus. More
precisely, let us consider the cubic Schrödinger equation

i@tu.t; x/C ˇ@2xxu.t; x/C �ju.t; x/j2u.t; x/ D 0 (135)

in the space periodic setting TL, the one-dimensional torus of length L > 0, and with
u.t; x/ 2 C. The constants ˇ and � are parameters of the model; ˇ� < 0 corresponds
to the defocusing case and ˇ� > 0 to the focusing one. In what follows, we fix
ˇ > 0.

Using the same arguments as in Sect. 6.5, we can show that Eq. (135) is the
Hamiltonian differential equation associated to the function H defined by

H.u/ D 1

2

�
ˇ

Z L

0

j@xu.x/j2 dx � �

2

Z L

0

ju.x/j4 dx

�
: (136)

As before the symplectic Banach triple is given by .E;D ;J / with E D H1.TL;C/,
D D H3.TL;C/, both viewed as real Hilbert spaces, and J u D iu (see Sect. 6.4 to
understand how a complex Hilbert space can be viewed as a real Hilbert space with
symplectic structure). We recall that the scalar product on E D H1.TL;C/ is

.u; v/E D Re
Z L

0

.@xu.x/@x Nv.x/C u.x/ Nv.x// dx u; v 2 E; (137)
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and the dual space E� can be identified with H�1.TL;C/ through the pairing

hu; vi D Re
Z L

0

u.x/ Nv.x/ dx; u 2 E�; v 2 E: (138)

Moreover, since the action ˚ of the group G D R 
 R defined by ˚a;� .u/ D
ei�u.x � a/ is globally Hamiltonian (see Sect. 6.5) and H ı ˚g D H (see Sect. 3.2),
the quantities

F1.u/ D � i

2

Z L

0

Nu.x/@xu.x/ dx; (139)

F2.u/ D �1
2

Z L

0

ju.x/j2 dx D �1
2

hu; ui (140)

are constants of the motion.
As pointed out in Sect. 3.2, the two-parameter family of plane waves

u˛;k.t; x/ D ˛e�ikxei�t (141)

with � 2 R, k 2 2�
L Z and ˛ 2 R are G-relative equilibria of (135) whenever �; k and

˛ satisfy the dispersion relation

� C ˇk2 D �j˛j2: (142)

In the notation of the previous sections, u˛;k D u�˛;k with �˛;k 2 R
2 given by

�˛;k D
�

F1.u˛;k/
F2.u˛;k/

�
D �˛

2

2
L

�
k
1

�
:

Remark that in this case �˛;k is not a regular value of F D .F1;F2/, as is readily
checked (see Definition 12).

The G-orbit of the initial condition u�˛;k.x/ D ˛e�ikx is given by

Ou�˛;k D ˚
˛ei�e�ik.x�a/; .a; �/ 2 G

�
: (143)

Our goal is to investigate the orbital stability of these particular solutions by
applying the general arguments presented above. Our main result is the following
theorem showing the orbital stability of plane waves in the defocusing case (� < 0)

as well as in the focusing case provided 0 < 2�j˛j2 < ˇ 
 2�L
�2

.

Theorem 12 If ˇ


2�
L

�2 � 2�j˛j2 > 0, then all u 2 Ou�˛;k
are orbitally stable

relative equilibria.
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Furthermore, in the case ˇ


2�
L

�2 � 2�j˛j2 < 0, we can investigate the linear
stability of the plane waves and we obtain the following theorem.

Theorem 13 Let the plane wave u˛;k.t; x/ D ˛ei.�t�kx/ be a solution to (135) and

ˇ


2�
L

�2 � 2�j˛j2 < 0. Then the spectrum of the linearization of (135) around u˛;k
in L2.TL/ has eigenvalues with strictly positive real part. Consequently, this wave is
spectrally unstable in L2.TL/.

This second result follows from a rather straightforward computation that we do
not reproduce here.

As discussed in the introduction, the nonlinear (in)stability of plane waves for the
cubic focusing and defocusing nonlinear Schrödinger equation in a one-dimensional
space is a result known to the experts in the field (see the introduction of [40, 41],
for example). We did not however find a complete proof of it in the literature, so
we furnish one here as an illustration of the general theory presented in the previous
sections.

In [106], a related but slightly different analysis is proposed. The cubic nonlinear
Schrödinger equation is defined on the entire line R and not on the one-dimensional
torus TL. Using the Galilean invariance of the equation (see Sect. 3.5), the stability
of any plane wave is equivalent to that of u.t; x/ D ˛ei�j˛j2 t. The main result on
stability of plane waves of [106] is given in Theorem III.3.1. It states that, in the
defocusing case (� < 0), the plane wave u.t; x/ D ˛ei�j˛j2 t is orbitally stable under
small perturbations in H1.R/.

Our approach is different: we focus on the Schrödinger equation on a one-
dimensional torus. Our functions live on a torus and the perturbations too. In other
words, our definition of stability is with respect to perturbations within H1.TL/ D
H1

per.Œ0;L�/. Moreover in Zhidkov’s book nothing is said about the (in)stability of
plane waves in the focusing case, a situation we cover partially.

Finally, the analysis of orbital stability of plane waves of the cubic nonlinear
Schrödinger equation on a torus of dimension 1 < d � 3 is more involved and it
will be done in a forthcoming paper together with the periodic Manakov equation
[29].

9.1 Orbital Stability

To study the stability of u�˛;k.x/, it is useful to write the solutions of (135) in the
form

u.t; x/ D e�ikxU.t; x/ (144)

where U.t; x/ is a function which satisfies the evolution equation

i@tU C ˇ@2xxU � 2iˇk@xU C �jUj2U � ˇk2U D 0: (145)
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Equation (145) is the Hamiltonian differential equation associated to the function QH
defined by

QH.U/ D H.U/� 2ˇkF1.U/� ˇk2F2.U/: (146)

As before, the action ˚ of the group G D R 
 R defined by ˚a;� .u/ D ei�u.x � a/
is globally Hamiltonian, QH ı ˚g D QH and the quantities F1;F2 defined by (139)
and (140) are constants of the motion.

If �; k and ˛ satisfy the dispersion relation (142), U�˛ .t; x/ D ˛ei�t is a solution
to (145). Moreover, U�˛ .x/ D U�˛ .0; x/ D ˛ is a one-parameter family of G-

relative equilibria and our goal is to study their stability. Here �˛ D �˛2

2
L

�
0

1

�
and,

as above, �˛ is not a regular value of F D .F1;F2/.
Recall that the G-orbit of U�˛ .x/ D ˛ is

OU�˛ D ˚
ei�˛; � 2 Œ0; 2�/� : (147)

and, by definition, U 2 OU�˛ is orbitally stable if

8�; 9ı;8W 2 E;


d.W;U/ � ı ) 8t 2 R; d.W.t; �/;OU�˛ / � �

�

(see Definition 5).

Proposition 6 Let ˇ


2�
L

�2 � 2�j˛j2 > 0. Then every U 2 OU�˛ is orbitally stable.

Our stability result in Theorem 12 is an immediate consequence of the previous
statement since the change of variables u ! U is bounded in E.

Now, to prove this proposition, we would like to apply the general results given
in the previous section and more precisely Theorem 8 or Theorem 9. The idea is
to construct a Lyapunov function L�˛ which is a group invariant constant of the
motion and such that DL�˛ vanishes onOU�˛ . Since U�˛ is a G-relative equilibrium,
Theorem 7 ensures that it satisfies

DU�˛
QH � Q� � DU�˛ F D 0

for some Q� 2 R
2. As a consequence, QH � Q� � F is a good candidate to be a Lyapunov

function. Nevertheless, since DU�˛ F1 D 0, �˛ is not a regular value of F, and the

choice of Q� 2 R
2 is not unique. Hence, working in the spirit of Sect. 8.1, we will

consider only F2 as constant of motion and we define

˙˛ D
�

W 2 E j F2.W/ D �˛
2

2
L

�
: (148)

With this definition,˙˛ is a co-dimension 1 submanifold of E.
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Moreover, we need L�˛ to be coercive on OU�˛ , which means here that there
exist ı > 0 and c > 0, depending only on ˇ;L; � and j˛j2, such that, for all W 2 E
[as in (113)] or W 2 ˙˛ [as in (111)],

d.W;OU�˛ / � ı ) L�˛ .W/ � L�˛ .U�˛ / � cd.W;OU�˛ /
2: (149)

A convenient choice for L�˛ turn out to be

L�˛ .U/ D H.U/� .� C ˇk2/F2.U/; (150)

which corresponds to Q� D
��2ˇk

�

�
. By construction, DUL�˛ vanishes for U 2

OU�˛ . Indeed, since DUL�˛ 2 E�, DUL�˛ .V/ D hDUL�˛ ;Vi with

DUL�˛ D �ˇ@2xxU � �jUj2U C .� C ˇk2/U 2 H�1.TL;C/; (151)

so clearly DUL�˛ D 0 if U 2 OU�˛ . Furthermore, the bilinear form D2
UL�˛ W

E 
 E ! R is given by D2
UL .V;V/ D hr2L�˛ .U/V;Vi with

r2L�˛ .U/V D �ˇ@2xxV ��jUj2V ��.jUj2V C NVU2/C .�Cˇk2/V 2 H�1.TLIC/I
(152)

in particular, for all U 2 E, r2L�˛.U/ is a bounded linear operator from E to E�
and the expression above makes sense.

Now to prove (149), the main ingredient is the property:

9c > 0;8V 2 
TU�˛OU�˛

�?
; D2

U�˛
L�˛ .V;V/ � ckVk2;

or

9c > 0;8V 2 TU�˛˙˛ \ 

TU�˛OU�˛

�?
; D2

U�˛
L�˛.V;V/ � ckVk2;

where

TU�˛˙˛ D fW 2 E; h˛;Wi D 0g;


TU�˛OU�˛

�? D fW 2 E; hi;Wi D 0g:

This is proven in the following proposition, from which coercivity is deduced in
Proposition 8.

Proposition 7 Let ˇ


2�
L

�2 � 2�˛2 > 0 and ˛ ¤ 0.

(a) If � < 0 then

D2
U�˛

L�˛ .V;V/ D hr2L�˛ .U�˛ /V;Vi � c�kVk2 (153)



228 S. De Bièvre et al.

for all V 2 
TU�˛OU�˛

�?
and c� D min

�
ˇ. 2�L /

2

1C. 2�L /
2 ;�2�˛2

�
.

(b) If 0 < 2�˛2 < ˇ


2�
L

�2
then,

D2
U�˛

L�˛ .V;V/ D hr2L�˛ .U�˛ /V;Vi � c�kVk2 (154)

for all V 2 TU�˛˙˛ \ 

TU�˛OU�˛

�?
and c� D ˇ. 2�L /

2�2�˛2
1C. 2�L /

2 .

Proof Let V D v1 C iv2 D .v1; v2/ 2 E. A straightforward calculation gives

D2
U�˛

L�˛ .V;V/ D Re
Z L

0


�ˇ@2xxV � �˛2.V C NV/� NV

D
Z L

0

ˇ.jrv1j2 C jrv2j2/� 2�˛2jv1j2:

Now, since v1 and v2 are real functions on the torus, we can write them in Fourier
representation, namely,

v1.x/ D a0.v1/

2
C

1X

nD1
an.v1/ cos

�
2�

L
nx

�
C bn.v1/ sin

�
2�

L
nx

�
;

v2.x/ D a0.v2/

2
C

1X

nD1
an.v2/ cos

�
2�

L
nx

�
C bn.v2/ sin

�
2�

L
nx

�
;

and recall that

kVk2 D L

2

 
a20.v1/

2
C

1X

nD1

 �
2�

L
n

�2
C 1

!
.a2n.v1/C b2n.v1//

!

C L

2

 
a20.v2/

2
C

1X

nD1

 �
2�

L
n

�2
C 1

!
.a2n.v2/C b2n.v2//

!
:

Next,

D2
U�˛

L�˛ .V;V/ D L

2

 
�2�˛2 a20.v1/

2
C

1X

nD1

 
ˇ

�
2�

L
n

�2
� 2�˛2

!
.a2n.v1/C b2n.v1//

!

C L

2

 
1X

nD1

ˇ

�
2�

L
n

�2
.a2n.v2/C b2n.v2//

!
:
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(a) If � < 0, it is clear that D2
U�˛

L�˛ .V;V/ � 0 for all V 2 E. Moreover, if

V 2 

TU�˛OU�˛

�?
, then hi;Vi D 0, that is a0.v2/ D 0. Hence, the coercivity

property of D2
U�˛

L�˛ .�; �/ on


TU�˛OU�˛

�?
follows easily.

(b) Now, let 0 < 2�˛2 < ˇ


2�
L

�2
and V 2 TU�˛˙˛ \ 


TU�˛OU�˛

�?
. As a

consequence, hi;Vi D 0 D h˛;Vi which implies a0.v1/ D 0 D a0.v2/. As

before, the coercivity property of D2
U�˛

L�˛ .�; �/ on TU�˛˙˛ \ 

TU�˛OU�˛

�?

follows.

The following lemma gives a representation of the elements of E which are close
to the G-orbit OU�˛ . It is used in the proof of Proposition 8 and is a special case of
Lemma 6. We give a direct proof in the current simple setting.

Lemma 8 There exists ı > 0 such that any W 2 E with d.W;OU�˛ / � ı can be
represented as

ei�W D U�˛ C V (155)

with � D �.W/ 2 Œ0; 2�/ and V 2 

TU�˛OU�˛

�?
. Moreover, there exists a positive

constant C such that

d.W;OU�˛ / � kVk � Cd.W;OU�˛ /: (156)

Proof Let W 2 E such that d.W;OU�˛ / < ı with ı > 0 sufficiently small. Hence
there exists Q� , which depends on W, such that

keiQ�W � ˛k � 2 inf
�2Œ0;2�/ kW � ei�˛k � 2ı

Next, consider the functional

F W E 
 R ! R

.v; 	/ ! hei	v; ii D �Re
Z L

0

iei	v.x/ dx:

Since F .˛; 0/ D 0 and @	F .˛; 0/ D ˛L ¤ 0, by means of the implicit
function theorem, we can conclude that there exists � W V ! .�"; "/ with V a
neighbourhood of ˛ in E and " > 0 sufficiently small, such that if v 2 V then there
exists a unique 	 D �.v/ 2 .�"; "/ for which we have hei	v; ii D 0.

As a consequence, since keiQ�W � ˛k < 2ı, if we choose ı > 0 sufficiently small
then there exists 	 2 R such that hei.	CQ�/W; ii D 0. By taking � D Q� C 	 modulo

2� , we obtain (155). Indeed, E D TU�˛OU�˛ ˚ 

TU�˛OU�˛

�?
and TU�˛OU�˛ D

span
R fig. Hence,

ei�W � ˛ D ai C V
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with a 2 R and V 2 
TU�˛OU�˛

�?
. As a consequence,

0 D hei�W � ˛; ii D ahi; ii

and a has to be equal to 0.
Estimate (156) follows directly from the definition of V .

Finally, the following proposition, in the same spirit of Proposition 5, proves the
coercivity of L�˛ on OU˛ .

Proposition 8 Let ˇ


2�
L

�2�2�j˛j2 > 0, ˛ ¤ 0 and L�˛ be defined as in (150).

(a) If � < 0, let c� D min

�
ˇ. 2�L /

2

1C. 2�L /
2 ;�2�˛2

�
. Then there exists ı > 0 such that

L�˛ .W/� L�˛ .U�˛ / � c�
4

d.W;OU�˛ /
2 (157)

for all W 2 E, such that d.W;OU�˛ / � ı.

(b) If 0 < 2�˛2 < ˇ


2�
L

�2
, let c� D ˇ. 2�L /

2�2�˛2
1C. 2�L /

2 . Then there exists ı > 0 such that

L�˛ .W/ � L�˛ .U�˛ / � c�
16

d.W;OU�˛ /
2 (158)

for all W 2 ˙˛ , such that d.W;OU�˛ / � ı.

Proof Let W 2 E such that d.W;OU�˛ / � ı with ı > 0 sufficiently small. By

Lemma 8, there exists � 2 Œ0; 2�� such that ei�W�U�˛ D V with V 2 
TU�˛OU�˛

�?

and kVk � Cd.W;OU�˛ /. As a consequence, since DU�˛L�˛ D 0,

L�˛ .W/ � L�˛ .U�˛ / DL�˛ .e
i�W/� L�˛ .U�˛ /

D1

2
D2

U�˛
L�˛ .e

i�W � U�˛ ; e
i�W � U�˛ /C o.kei�W � U�˛k2/

D1

2
D2

U�˛
L�˛ .V;V/C o.kVk2/:

If � < 0, we can apply (153), and for all W 2 E with d.W;OU�˛ / small, we obtain

L�˛ .W/ � L�˛ .U�˛ / � c�
4

d.W;OU�˛ /
2:

If 0 < 2�˛2 < ˇ


2�
L

�2
, we proceed as follows. Let W 2 ˙˛ such that

d.W;OU�˛ / � ı with ı > 0 sufficiently small. As before, thanks to Lemma 8,

there exists � 2 Œ0; 2�� such that ei�W � U�˛ D V with V 2 

TU�˛OU�˛

�?
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and kVk � Cd.W;OU�˛ /. Next, it is clear that E D TU�˛˙˛ ˚ span
˚
U�˛

�
.

Hence, V D V1 C V2 with V1 2 TU�˛˙˛ \ 

TU�˛OU�˛

�?
and V2 2 span

˚
U�˛

� \


TU�˛OU�˛

�?
. Moreover, using the same arguments as in Lemma 10, for kVk small

enough, one has

kV2k � 1

2
p
˛2L

kVk2 and kV1k � 1

2
kVk:

As a consequence,

L�˛ .W/ � L�˛ .U�˛ / D 1

2
D2

U�˛
L�˛ .V;V/C o.kVk2/

D 1

2
D2

U�˛
L�˛ .V1;V1/C o.kVk2/

� c�
2

kV1k2 C o.kVk2/ � c�
8

kVk2 C o.kVk2/:

Finally, if 0 < 2�˛2 < ˇ


2�
L

�2
, and for all W 2 ˙˛ with d.W;OU�˛ / small, we

obtain

L�˛ .W/ � L�˛ .˛/ � c�
16

d.W;OU�˛ /
2:

Now, whenever �j˛j2 < 0, a straightforward application of the proof of
Theorem 8 with L�˛ as Lyapunov function allows us to conclude that OU�˛ is
orbitally stable under small perturbations in E.

To conclude in the case 0 < 2�˛2 < ˇ


2�
L

�2
, we can apply Theorem 9.

Indeed, Hypotheses A and B�˛ (Sect. 8.1) are fulfilled and the function F2 satisfies
Hypothesis F thanks to Lemma 5.

10 Orbital Stability for Inhomogeneous NLS

This section is concerned with an NLS equation of the form

i@tu C�u C f .x; juj2/u D 0; u D u.t; x/ W R 
 R
d ! C: (159)

We consider standing wave solutions u.t; x/ D ei�tw.x/, where w W R
d ! R is

localized17—typically w 2 H1.Rd/ and w.x/ ! 0 exponentially as jxj ! 1. Such
a solution exists if and only if

�w � �w C f .x;w2/w D 0; (160)

17Note that we focus here on situations where the wave profile w.x/ is real-valued.
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which is precisely the “stationary equation” (108). Note that the notation for the
nonlinearity in (159) is slightly different than in Sect. 3.2, and automatically ensures
that (32) holds, for all u 2 C n f0g.

The existence of solutions of (160) can be obtained under various hypotheses on
f , the easiest case being the pure power nonlinearity, f .x;w2/ D jwj�1;  > 1.
Note that, unlike in the case of periodic boundary conditions studied in the previous
section, it is crucial here that the nonlinearity be focusing for standing waves to exist.
The stationary equation (160) has no solutions if, for instance, f .x;w2/ D �jwj�1.
In the sequel, we will indeed suppose that the nonlinearity is focusing, which in the
context of (159) means that f .x; s/ is positive and increasing in s > 0.

The purpose of this section is to further illustrate the general stability theory
developed in Sect. 8. Orbital stability results for standing waves of (159) have been
obtained in [44, 45, 48, 49] and will be summarized here. The stability analysis
in these papers benefits from having solution curves � ! w� . In the setting of
Sect. 8, they can be seen as an application of Theorem 10. The approach used
in [44, 45, 48, 49] was to apply the celebrated Theorem 2 of Grillakis, Shatah,
Strauss [53]. This result essentially relies on the set of spectral conditions (S1)–
(S3), formulated below in the context of (159), together with a convexity condition,
which here takes the form (172). In the framework developed in these notes, the role
of Theorem 2 of [53] can be interpreted as follows. It will be shown in Proposition 9
that the conditions (S1)–(S3) and (172) ensure that the coercivity property (126)
required by Proposition 5 is satisfied at the relative equilibrium w� . Theorem 10 can
then be applied. As already mentioned in the introduction to Sect. 8, and explained
in more detail after the proof of Proposition 9, the relative equilibria of (159) can
be parametrized equivalently by the parameter � appearing in (160), or by the
corresponding value � D 1

2
kw�k2L2 of the constant of the motion. It turns out that

using � is more convenient here. Note that, since this constant of the motion satisfies
Hypothesis F, one could also apply Theorem 9 instead of Theorem 10.

The notion of orbital stability we shall be concerned with here is that correspond-
ing to the group action (102) of Sect. 6.5. Note however that the explicit spatial
dependence in (159) breaks the invariance under translations, and one rather needs
to consider the restricted action ˚� on the phase space E D H1.Rd;C/,

˚�.u/ D ei�u.x/; u 2 E; � 2 R: (161)

The standing waves corresponding to solutions w� of the stationary equation (160)
are then relative equilibria for the dynamics of (159), with respect to the action ˚� .

Remark 9 If f does not depend on x then the full group action (102) is to be
considered, and the standing waves of (159) are in general not orbitally stable in
the sense of (161). Orbital stability in the sense of the full group action (102) was
proved by Cazenave and Lions [18] by variational arguments.

We will only consider here situations where the coefficient f explicitly depends
on the space variable x 2 R

d—(159) is then often referred to as an inhomogeneous
NLS—and decays as jxj ! 1, in a sense that will be made more precise below.
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We shall also suppose that f .x;w2/ � V.x/jwj�1 as w ! 0. Conditions relating
the function V and the power  > 1 will be given for stability of standing waves to
hold. In particular our assumptions will imply  < 1C 4

d�2 , so that local existence
in H1.Rd/ for the Cauchy problem associated with (159) is ensured by the results of
Sect. 3.2. Two cases will be considered:

(PT) the power-type nonlinearity f .x;w2/ D V.x/jwj�1;
(AL) the asymptotically linear case f .x;w2/ ! V.x/ as jwj ! 1
[e.g. with f .x;w2/ D V.x/ jwj�1

1Cjwj�1 ].
We will give a short account of the main arguments used in [44, 45, 48, 49]

to establish the stability of standing waves along a global solution curve. We will
also briefly sketch the bifurcation analysis yielding a smooth branch of non-trivial
solutions of (160) emerging from the trivial solution w D 0. This part of the
argument is crucial since, in the approach originally developed in [49], the spectral
properties and the condition (172) required to obtain the coercivity of an appropriate
Lyapunov functional are derived by continuation from the limit w� ! 0. It is worth
emphasizing here that the verification of these hypotheses is precisely that part of the
stability analysis which strongly relies on the model considered. Once the required
coercivity properties are established, the orbital stability can be deduced from the
abstract results of Sect. 8.

10.1 Hamiltonian Setting

Similarly to Sect. 9, we work here with

E D H1.Rd;C/; .u; v/E D Re
Z

Rd
ru.x/ � r Nv.x/C u.x/ Nv.x/ dx:

The Hamiltonian and the charge are respectively defined by H;Q W E ! R,

H.u/ D 1

2

Z

Rd
jruj2 dx�1

2

Z

Rd

Z juj2

0

f .x; s/ ds dx; Q.u/ D 1

2

Z

Rd
juj2 dx; u 2 E:

(162)

In the notation of Sect. 6.5, Q.u/ � �FdC1.u/, but we will keep the customary
notation Q here. Under our assumptions, H;Q 2 C2.E;R/.

Now (159) can precisely be written in the form

J Put D Dut H (163)

considered in Sect. 6, with E D H1.Rd;C/ ' H1.Rd;R/ 
 H1.Rd;R/ and

J D
�
0 �I
I 0

�
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with I W H1 ,! H�1 the (dense) injection. That is, J .q; p/ D .�p; q/ 2 E�, for all
.q; p/ 2 E, as in Sect. 6.5. Note that we use the identification

H1.Rd;R/ � L2.Rd;R/ D L2.Rd;R/� � H�1.Rd;R/:

In this setting a solution of (159) is a function u 2 C1..�Tmin;Tmax/;E/, for
some Tmin;Tmax > 0 [depending on u.0/], satisfying (163) for all t 2 .�Tmin;Tmax/.
Standing waves are particular solutions of the form u.t/ D ˚.�t/w, w 2 E, and the
stationary equation (160) now reads

DwH C �DwQ D 0: (164)

Hence, the discussion in Sects. 7 and 8 indicates that

L� D H C �Q (165)

is the natural candidate for the Lyapunov function. Furthermore, the invariance of
H and Q under the action of ˚� implies that

D˚� .w/H C �D˚� .w/Q D 0; � 2 R: (166)

Finally, note that the isometric action (161) can equivalently be expressed as

˚�

�
Re u
Im u

�
D
�

cos � � sin �
sin � cos �

��
Re u
Im u

�
; u 2 E; � 2 R:

10.2 Bifurcation Results

In this section we present bifurcation results ensuring the existence of smooth curves
of solutions of (160). From a bifurcation-theoretic viewpoint the peculiarity of these
results is that, in both the (PT) and (AL) cases, bifurcation occurs from the essential
spectrum of the linearization of (160), namely

�w D �w;

this linear problem set on R
d having no eigenvalues.

We start with the power-type case (PT), that is, we first consider the problem

�w.x/C V.x/jw.x/j�1w.x/ D �w.x/; w 2 H1.Rd;R/; (167)

where d � 1 and V W Rd ! R satisfies:

(V1) V 2 C1.Rd/;
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(V2) there exists b 2 .0; 2/ [b 2 .0; 1/ if d D 1] such that

1 <  < 4�2b
d�2 if d � 3; 1 <  < 1 for d D 1; 2;

lim
jxj!1

jxjbV.x/ D 1 and lim
jxj!1

jxjbŒx � rV.x/C bV.x/� D 0I

(V3) V is radial with V.r/ > 0 and V 0.r/ < 0 for r > 0;

(V4) r
V 0.r/
V.r/

is decreasing in r > 0 [and so ! �b by (V2)].

Note that V.x/ D .1C jxj2/�b=2 satisfies all of the above assumptions.

Theorem 14 Suppose that the hypotheses (V1) to (V4) hold. Then there exists a
curve w 2 C1



.0;1/;H1.Rd/

�
such that, for all � 2 .0;1/, w� � w.�/ is

the unique positive radial solution of (167), w� 2 C2.Rd/ \ L1.Rd/, and w� is
strictly radially decreasing, with w� .x/; jrw� .x/j ! 0 exponentially as jxj ! 1.
Furthermore, the asymptotic behaviour of the curve reads

lim
�!0

kw�kH1 D
�
0 if 1 <  < 1C 4�2b

d ;

1 if 1C 4�2b
d <  < 1C 4�2b

d�2 ;

and

lim
�!1 kw�kH1 D 1 for all 1 <  < 1C 4�2b

d�2 :

This theorem has been proved in [46] by a combination of variational and
analytical arguments. It provides a global continuation, in the radial case, of the local
curve of solutions of (167) obtained in [49] [parametrized by � 2 .0; �0/, with �0 > 0
small] under the much weaker assumptions (V1) and (V2). Note in particular that
(V2) only requires the problem to be focusing at infinity, no further sign restrictions
being imposed on V . The orbital stability of the solutions w� ; � 2 .0; �0/, is also
discussed in [49], and it is found that they are stable provided

1 <  < 1C 4�2b
d ; (168)

and unstable if 1C 4�2b
d <  < 1C 4�2b

d�2 .

Remark 10 In fact, more information about the asymptotic behaviour as � ! 0 is
obtained in [49]. In particular,

lim
�!0

kw�kL2 D
�
0 if 1 <  < 1C 4�2b

d ;

1 if 1C 4�2b
d <  < 1C 4�2b

d�2 ;
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whereas

lim
�!0

krw�kL2 D 0 for all 1 <  < 1C 4�2b
d�2 :

We now state a global bifurcation result similar to Theorem 14, for (160) in
dimension d D 1, in the asymptotically linear case (AL). That is, we consider

w00.x/C f .x;w.x/2/w.x/ D �w.x/; w 2 H1.R;R/; (169)

where, to fix the ideas,18 we let

f .x;w2/ D V.x/
jwj�1

1C jwj�1 : (170)

In the asymptotically linear case, one cannot expect to find positive solutions
of (169)–(170) for large values of � > 0. Heuristically, letting u ! 1 in (169)–
(170) leads to the so-called asymptotic linearization

w00.x/C V.x/w.x/ D �w.x/; (171)

having a ray of positive eigenfunctions f�w1 W � > 0g corresponding to a principal
eigenvalue �1 > 0. This has been put on rigorous grounds in [47], where it is
shown that positive even solutions of (169)–(170) only exist for � < �1, and satisfy
kw�kH1 ! 1 as � ! �1.

Theorem 15 Suppose (V1) to (V3) and 1 <  < 5 � 2b. Then there exists a curve
w 2 C1



.0; �1/;H1.R/

�
such that, for all � 2 .0; �1/, w� is the unique positive

even solution of (169)–(170), w� 2 C2.R/ \ H2.R/ with w0
� .x/ < 0 for x > 0, and

w�.x/;w� .x/0 ! 0 exponentially as jxj ! 1. Furthermore, there holds

lim
�!0

kw�kH1.R/ D 0 and lim
�!�1

kw�kH1.R/ D 1:

Remark 11 The reader might wonder why (V4) is not needed for Theorem 15. It
turns out that this assumption is essential in the proof of Theorem 14, where it
ensures uniqueness of positive radial solutions of (167), for any fixed � > 0. In the
one-dimensional problem (169)–(170), uniqueness can be proved without invoking
(V4).19 However, we will see in the next section that this hypothesis is crucial to the
stability analysis, in both the (PT) and (AL) cases.

18More general assumptions on the coefficient f in (AL) can be given, under which the bifurcation
and stability results presented here still hold, see [48].
19Note that the main reason for restricting the discussion to d D 1 in Theorem 15 is the lack of
uniqueness results in higher dimensions for the (AL) case.
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Remark 12 Thanks to the form of the nonlinearity in (170) the global branch of
Theorem 15, bifurcating from the trivial solution u D 0 at � D 0, is obtained by
perturbation from the (PT) nonlinearity dealt with in Theorem 14. In fact, the case
where asymptotic bifurcation occurs at � D 0, corresponding in dimension d D 1 to
5 � 2b <  < 1, could also be extended to the (AL) case, where instability could
be inferred, in the limit � ! 0. We refrain from going in this direction here since
we were only able so far to extend the discussion to a global branch in the stable
case. We shall therefore assume (168) from now on, both for (PT) and (AL).

10.3 Stability

In dimension d D 1, assuming that 1 <  < 5 � 2b, the global curves of standing
wave solutions given by Theorems 14 and 15 are stable. This has been proved in
[45] for the (PT) case and in [48] for the (AL) case. The proofs rely on the theory
of orbital stability in [53] and we will now outline the main arguments.

We shall start by convincing the reader that, in the context of (159), one cannot
hope for stability in the usual sense (1). Indeed, suppose �n ! � and consider

u�.t; x/ D ei�tw� .x/ and un.t; x/ D ei�ntw�n.x/:

Then

8ı > 0 9Nı 2 N; n � Nı ) kun.0; �/� u�.0; �/kH1 D kw�n � w�kH1 � ı:

However,

kun.t; �/ � u�.t; �/kH1 � ˇ̌jei�t � ei�ntjkw�kH1 � kw�n � w�kH1

ˇ̌

) sup
t
0

kun.t/ � u�.t/kH1 � 2kw�kH1 � ı; n � Nı:

Therefore, for n large enough, the initial datum un.0/ may be chosen ı-close to
u�.0/, un.t/ will nevertheless drift at least 2kw�kH1 � ı far away from u�.t/.

Theorem 16 Suppose that d D 1 and the hypotheses (V1)–(V4) are satisfied. Then
the standing waves u�.t; x/ D ei�tw� .x/ of (159) given by either Theorem 14 or
Theorem 15 are orbitally stable.

The proofs of Theorem 16 given in [45, 48] used Theorem 2 of [53], and so relied
upon verifying Assumptions 1–3 of [53], as well as the condition

kw�kL2 is strictly increasing in � > 0: (172)
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The latter is often referred to as the slope condition or the Vakhitov-Kolokolov
condition. It seems to have indeed first appeared in the paper [103] of Vakhitov
and Kolokolov (1968), in the context of nonlinear optical waveguides.20

Assumption 1 of [53] is about the well-posedness of the Cauchy problem
for (159) which, under our hypotheses, follows from Sect. 3.2. Assumption 2 per-
tains to the existence of smooth solution curves and is ensured by Theorem 14/15.
It is this property which allows us to apply Theorem 10 of Sect. 8.

We will see that Assumption 3 of [53], together with the slope condition (172),
ensure the required coercivity property of the Lyapunov function L� introduced
in (165). In order to formulate Assumption 3 in the present context, consider the
bounded linear operator D2

w�
L� W E ! E�,

D2
w�
L� D D2

w�
H C �D2

w�
Q; � > 0: (173)

We define the spectrum of D2
w�
L� as the following subset of R:

.D2
w�
L�/ D ˚

� 2 R W D2
w�
L� � � QR W E ! E� is not an isomorphism

�
; (174)

where QR D diag.R;R/ and R D � d2

dx2
C 1 W H1.R;R/ ! H�1.R;R/ is the

Riesz isomorphism. Under the hypotheses of Theorem 14/15, QR�1D2
w�
L� W E ! E

is a bounded self-adjoint Schrödinger operator, and its spectrum coincides with
.D2

w�
L�/. The motivation for this definition of the spectrum of D2

w�
L� will be

discussed in Remark 13.
A straightforward calculation shows that D2

w�
L� is explicitly given by

D2
w�
L� D

0
B@

� d2

dx2
C � � Œf .x;w2� /C 2@2f .x;w

2
� /w

2
� � 0

0 � d2

dx2
C � � f .x;w2� /

1
CA ;

(175)

and the spectral conditions formulated in Assumption 3 of [53] are:

(S1) 9˛� 2 R such that .D2
w�
L�/ \ .�1; 0/ D f�˛2� g and ker.D2

w�
L� C ˛2�

QR/
is one-dimensional;

(S2) ker D2
w�
L� D spanfiw�g;

(S3) .D2
w�
L�/ n f�˛2� ; 0g is bounded away from zero.

The fact that iw� 2 ker D2
w�
L� directly follows by differentiating (166) with respect

to � at � D 0. So (S2) really only states that ker D2
w�
L� is one-dimensional.

20The mathematical theory of NLS has been intimately connected to nonlinear optics from its early
days. See [45] for additional references on this.
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We now explain how hypotheses (S1)–(S3), together with (172), imply the
coercivity property (126) in Proposition 5. In order to explicitly write down
condition (126), let us first observe that we parametrized the standing waves by
the “frequency” � here, whereas in Sect. 8 the relative equilibria are rather labelled
using the value � of the constraint. In the present context, � D �.�/ D Q.w� /, and
we only deal with situations where � is a smooth, strictly increasing function of �,
so both parametrizations are equivalent. Now the level surface

˙Q.w� / D fu 2 E j Q.u/ D Q.w�/g

and, given a standing wave u�.t/ D ˚.�t/w� we have, for any u D e�i�.u/w� 2 Ou� ,

Tu˙Q.w� / D fv 2 E j he�i�.u/Dw�Q; vi D 0g:

On the other hand, TuOu� D spanfe�i�.u/iw�g, so that

Tu˙Q.w� / \ .TuOu� /
? D fv 2 E j he�i�.u/Dw�Q; vi D .e�i�.u/iw; v/E D 0g:

Next, differentiating

Dw�H C �Dw�Q D 0

with respect to � yields

D2
w�
L��� D �Dw�Q; where �� WD dw�

d�
; (176)

so that

hD2
w�
L��� ; ��i D �hDw�Q; ��i D � d

d�
Q.w� / < 0 (177)

by (172).

Proposition 9 Suppose that (S1) to (S3) hold, as well as (172). Then there exists
c > 0 such that

8u 2 Ou� ;8v 2 Tu˙Q.w� / \ .TuOu� /
?; D2

uL�.v; v/ � ckvk2E:

Proof Let u D e�i�.u/w� 2 Ou� . First remark that, by the invariance of L on the
orbit f˚�w� j � 2 Rg, we have

D2
uL� D D2

˚�.u/w�
L� D D2

w�
.L� ı ˚��.u// D D2

w�
L� :
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Therefore, we need only prove the result at u D w� , i.e. that there exists c > 0 such
that

8v 2 E; hDw�Q; vi D .iw� ; v/E D 0 ) D2
w�
L�.v; v/ � ckvk2E:

Introducing the bounded self-adjoint operator S� WD QR�1D2
w�
L� W E ! E, this is

equivalent to

8v 2 E; .S��� ; v/E D .iw� ; v/E D 0 ) .S�v; v/E � ckvk2E:

Now by (177) we see that .S��� ; ��/E < 0, and the result readily follows from
Lemma 5.3 in [99].

The verification of properties (S1)–(S3) and of the slope condition (172) in [45,
48] is intimately connected with the behaviour as � ! 0 of the solutions given by
Theorems 14 and 15. The main idea is to show that the required properties hold true
for a limiting problem obtained by letting � ! 0 in the stationary equation (160)
(in suitably rescaled variables), and then to deduce them for the original problem
by perturbation and continuation along the global curve given by Theorem 14/15. In
other words, it is first shown that (S1)–(S3) and (172) hold for small values of � > 0,
and then that these properties cannot change along the global curve. It is worth
noting here that, in both Theorems 14 and 15, it can be shown that kw�kL1 ! 0 as
� ! 0 (see Sect. 10.3.1 below). Therefore, case (AL) can be seen as a perturbation
of (PT), in the limit of small �, and the stability properties of standing waves are the
same in both cases for small � > 0.

The remainder of this section is devoted to the proof of Theorem 16. We will
sketch the arguments yielding the local stability results close to � D 0, and
the continuation procedure extending these to the whole curves of solutions in
Theorems 14 and 15. For the local results, we shall only consider case (PT), the
details of the perturbation argument one has to go through to deal with (AL) being
cumbersome and not very enlightening (see [44] for more details). We will however
present the global continuation procedure for both cases in a unified manner. For this
we will use the general notation of (159)–(160) rather than the particular form of f
in each case, and we will merely write � > 0 throughout, of course really meaning
0 < � < �1 in the (AL) case.

10.3.1 Local Stability by Bifurcation

We consider here (160) in dimension d D 1, and with f .x; s2/ D V.x/jsj�1. The
scaling

� D k2; u.x/ D k
2�b
�1 v.y/; y WD kx; k > 0; (178)
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yields

v00 � v C k�bV.y=k/jvj�1v D 0; k > 0: (179)

Then, by (V2),

lim
k!0

k�bV.y=k/ D jyj�bjy=kjbV.y=k/ D jyj�b 8y ¤ 0;

which suggests considering the limit problem

v00 � v C jyj�bjvj�1v D 0: (180)

It turns out [45] that (180) has a unique positive radial solution v0 2 H1.R/. This
solution can be shown to have a variational characterization, from which it bears the
name ground state of (180).

The advantage of the scaling is that, in the new variables .k; v/, one can now
obtain solutions by perturbation of (180), which is non-degenerate. More precisely,
one can apply a version of the implicit function theorem to the function F W R 

H1.R/ ! H�1.R/ defined by

F.k; v/ D
�
v00 � v C jkj�bV.y=jkj/jvj�1v; k ¤ 0;

v00 � v C jyj�bjvj�1v; k D 0;

at the point .k; v/ D .0; v0/ 2 R 
 H1.R/, where D2F.0; v0/ W H1.R/ ! H�1.R/
is an isomorphism (see [45, Proposition 2.1]). This provides a small k0 > 0 and a
local C1 curve of solutions f.k; vk/ W jkj < k0g � R 
 H1.R/ of F.k; v/ D 0. The
local bifurcation in Theorem 14 can then be obtained by going back to the original
variables using (178), which yields a local C1 curve of solutions

˚
.�;w� / W 0 < � < k20

� � R 
 H1.R/

of (160). The various solution norms in the two sets of variables are related by

kw�k2L2 D �˛�1kv�1=2k2L2 ; krw�k2L2 D �˛krv�1=2k2L2 ;
kw�kL1 D �

2�b
2.�1/ kv�1=2kL1 ; where ˛ D 4�2bC.�1/

2.�1/ :

The behaviour of w� as � ! 0 follows readily from these relations and the fact that
vk ! v0 both in H1.R/ and in L1.R/ (see [45, Proposition 3.1]).

The Slope Condition Let us now explain how the slope condition (172) can be
derived from this analysis, for small � > 0. We show that d

d� kw�k2L2 > 0 for � > 0

small enough. Observe that

d

d�
kw�k2L2 D 1

2k

d

dk
kwk2k2L2 D 1

2k

d

dk
fkˇkvkk2L2g
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where

ˇ D 4 � 2b � . � 1/
 � 1 D 2.˛ � 1/: (181)

Now

d

dk
fkˇkvkk2L2g D ˇkˇ�1kvkk2L2 C kˇ2

˝
vk;

d

dk
vk
˛
L2

D kˇ�1˚ˇkvkk2L2 C 2k
˝
vk;

d

dk
vk
˛
L2

�
:

Since kvkk2L2 ! kv0k2L2 > 0 as k ! 0, we have that

sgnf d

d�
kw�k2L2g D sgnf˛ � 1g for � D k2 small; (182)

provided

k
˝
vk;

d

dk
vk
˛
L2

! 0 as k ! 0: (183)

On the other hand,

F.k; vk/ D 0 ) DkF.k; vk/C DvF.k; vk/
d

dk
vk D 0

) k
d

dk
vk D �DvF.k; vk/

�1kDkF.k; vk/

D �DvF.k; vk/
�1k�bW.y=k/vk ;

where W.x/ WD x � V 0.x/ C bV.x/ appears in hypothesis (V2). Then, using (V2), it
is not difficult to show that

k�bW.y=k/vk ! 0 in H�1 as k ! 0:

Finally, it follows from the open mapping theorem that

DvF.k; vk/
�1 ! DvF.0; v0/

�1 in B.H�1;H1/ as k ! 0;

and we conclude that k d
dkvk ! 0 in H1 as k ! 0; from which (183) follows.

Recalling our assumption that 1 <  < 5 � 2b, the slope condition (172) now
readily follows from (181) and (182).
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The Spectral Assumptions Regarding the verification of (S1)–(S3), we shall not
give as much detail as for the slope condition. That the solutions w� indeed give rise
to a Hessian D2

w�
L� W E ! E� with the appropriate spectral structure also follows

from the properties of the limit problem (180) through the perturbation procedure
outlined above. The crucial point is the variational characterization of the ground
state v0, which can be shown to minimize the functional

QL0.v/ D 1

2

Z

R

.v0/2 C v2 dx � 1

 C 1

Z

R

jxj�bjvjC1 dx

on an appropriate codimension 1 submanifold N of H1.R/. Note that the direct
method of the calculus of variations cannot be applied to the functional QL0 since
it is not coercive. In fact it turns out that v0 is a saddle-point of QL0. More
precisely, v0 is a critical point of QL0 (i.e. Dv0

QL0 D 0), and the quadratic form
D2
v0

QL0 W H1 
 H1 ! R is positive definite tangentially to N, and negative along
the ray spanned by v0, transverse to N. This information—together with some
Schrödinger operator theory—precisely implies that D2

v0
QL0 enjoys the properties

(S1)–(S3). Furthermore, if w� and vk are related by the change of variables (178), a
straightforward calculation shows that

L�.w� / D k
3�2bC
.�1/ QL0.vk/;

where L� is the Lyapunov function defined in (165). However, it is by no means
trivial to verify that the spectral properties of D2

v0
QL0 are carried through to D2

w�
L� ,

for � > 0 small, in the perturbation procedure. This was shown in [49] in arbitrary
dimension.

Note that, if the solutions w� are themselves saddle-points of L� , the perturbation
procedure can be dispensed of, and the spectral properties of the Hessian D2

w�
L�

derived directly from this variational characterization. This is in fact the case for the
solutions obtained in Theorem 14, but it is not known in the (AL) case, where the
variational structure is much less transparent.

Remark 13 When verifying assumptions (S1)–(S3) in the context of (159)–(160)
(which are set on the whole of Rd) one has to deal with the continuous spectrum of
D2

w�
L� in addition to the negative eigenvalue lying at the bottom of the spectrum.

The standard approach to tackle this is via the theory of Schrödinger operators
applied to the self-adjoint operator QR�1D2

w�
L� W E ! E. This motivates the

definition of .D2
w�
L�/ given in (174). On the other hand, the problem considered

in Sect. 9 (set on a compact manifold) only gives rise to discrete spectrum in the
linearization, and so can be handled with a more elementary spectral analysis, not
requiring to introduce the Riesz isomorphism QR W E ! E� explicitly.
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10.3.2 Global Continuation

In this section we show how both the slope condition (172) and the spectral
properties (S1)–(S3) extend from the previous local analysis to the global curve
given by either Theorem 14 or Theorem 15. We will handle the two cases in a unified
approach, using the general notation f .x;w2/w for the nonlinearity. As earlier, we
will often merely write � > 0, really meaning � 2 .0;1/ in the (PT) case and
� 2 .0; �1/ in the (AL) case. Again, we only consider here the case d D 1.

The Slope Condition From the previous analysis, (172) holds for � > 0 small
enough. Hence we need only verify that

d

d�

Z

R

w2� dx ¤ 0 8� > 0:

First notice that, since the solutions w� are even,

d

d�

Z

R

w2� dx D 2

Z

R

w�
d

d�
w� dx D 4

Z 1

0

w��� ;

where �� D dw�
d� satisfies

�00
� C ff .x;w2� /C 2@2f .x;w

2
� /w

2
�g�� D ��� C w� :

To simplify the notation, we will drop the subscript � in the remainder of the
argument. It can be shown [45, 48] that

Z 1

0

˚
2f .x;w2/C x@1f .x;w

2/ � @2f .x;w2/w2
�
w� dx D 2�

Z 1

0

w� dx (184)

and that there exists x0 > 0 such that

� > 0 on .0; x0/; �.x0/ D 0; � < 0 for x > x0:

Supposing by contradiction that
R1
0

w� dx D 0, we can write (184) as

Z 1

0

n2f .x;w2/C x@1f .x;w2/

@2f .x;w2/w2
� 1

o
@2f .x;w

2/w3� dx D 0:

Denoting by �.x/ the function in the curly brackets, this becomes

Z 1

0

�.x/@2f .x;w
2/w3� dx D 0:



Orbital Stability: Analysis Meets Geometry 245

Now using the unique zero x0 of �, we can rewrite this identity as

Z 1

0

f�.x/� �.x0/g@2f .x;w2/w3� dx C �.x0/
Z 1

0

@2f .x;w
2/w3� dx D 0:

Moreover, multiplying the equation for w by �, the equation for � by w, subtracting
and integrating, yields

Z 1

0

w2 dx D 2

Z 1

0

@2f .x;w
2/w3� dx;

and so
Z 1

0

@2f .x;w
2/w3f�.x/� �.x0/g� dx C �.x0/

2

Z 1

0

w2 dx D 0: (185)

Now,

@2f .x;w
2/w3 D

(
�1
2

V.x/w in the (PT) case;
�1
2

V.x/ w

.1Cw�1/2
in the (AL) case;

hence @2f .x;w2/w3 > 0 on .0;1/ in any case. On the other hand,

�.x/ D
(

2
�1 Œx

V0.x/
V.x/ C 5�

2
� (PT)

2
�1 Œx

V0.x/
V.x/ C 5�

2
�C 2

�1 Œx
V0.x/
V.x/ C 2�w�1 (AL)

and we claim that � is positive and decreasing in any case, which immediately leads
to a contradiction with (185). To conclude, the claim follows from our hypotheses
since

x ! x
V 0.x/
V.x/

decreasing; x
V 0.x/
V.x/

� �b and  < 5 � 2b

) x
V 0.x/
V.x/

C 5� 

2
> 0 and decreasing

[note that hypothesis (V4) is crucial here]. Furthermore,

w > 0 and decreasing )
h

x
V 0.x/
V.x/

C 2

„ ƒ‚ …

�bC2>0

i
w�1 > 0 and decreasing;

so that � is indeed positive and decreasing in any case.
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The Spectral Conditions The spectral conditions (S1)–(S3) can be reformulated
in terms of the self-adjoint operators LC

� ;L
�
� W H2.R/ � L2.R/ ! L2.R/ defined by

LC
� v D �v00 C �v � Œf .x;w2� /C 2@2f .x;w

2
� /w

2
� �v;

L�
� v D �v00 C �v � f .x;w2� /v:

Then (S1)–(S3) are equivalent to

(C1) inf ess.L
C
� / > 0, M.LC

� / D 1, ker LC
� D f0g,

(C2) inf ess.L�
� / > 0, 0 D inf .L�

� /, ker L�
� D vectfw�g,

where ess.A/ denotes the essential spectrum of a self-adjoint operator A, and M.A/
its Morse index, i.e. the dimension of the larger subspace where A is negative
definite.

A first step toward verifying that (C1) and (C2) hold for all � > 0 is to show that
all eigenvalues of LC

� ;L
�
� are simple, which follows by standard ODE arguments.

Then, since

lim
jxj!1

f .x;w� .x/
2/ D lim

jxj!1
2@2f .x;w� .x/

2/w�.x/
2 D 0;

it follows from the spectral theory of Schrödinger operators (see e.g. [98]) that

inf ess.L
C
� / D inf ess.L

�
� / D � > 0:

Furthermore, applying ODE comparison arguments to the equations LC
� v D 0

and (160), it can be seen that ker LC
� D f0g. On the other hand, since w� > 0 is

a solution of (160), it follows again from standard spectral theory that

ker L�
� D spanfw�g and 0 D inf .L�

� /:

It remains to show that LC
� has exactly one negative eigenvalue. As discussed

earlier, the local bifurcation analysis close to � D 0 shows that M.LC
� / D 1 for � > 0

small enough. By perturbation theory, the eigenvalues of LC
� depend continuously

on � > 0. Since ker LC
� D f0g for all � > 0, the eigenvalues cannot cross zero

as � varies. Therefore, M.LC
� / D 1 for all � > 0, which completes the proof of

conditions (C1) and (C2).

11 A Brief History of Orbital Stability

The stability theory of infinite dimensional nonlinear evolution equations has been
the object of intense study in the past four decades. It originated in the mathematical
analysis of nonlinear waves propagating in dispersive media, such as waves on a
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water surface, or electromagnetic waves in dielectric media. Giving an exhaustive
review of the subject would take us far outside the scope of these notes. We shall
only aim to guide the reader through a choice of references which appear important
to us, providing possible directions for further investigation of the literature on
orbital stability.

Let us first remark that the notion of orbital stability defined in (4) is a classical
one in the study of periodic solutions of finite dimensional dynamical systems,
which originated in the pioneering works of Floquet [37], Poincaré [87] and
Lyapunov [69]. The rigorous mathematical analysis of orbital stability for nonlinear
dispersive PDE’s has been initiated in 1972 by Benjamin [8], who considered
solitary waves of the Korteweg–de Vries (KdV) equation. This equation was first
written down by Boussinesq in 1877 [13] and then rediscovered independently by
Korteweg and de Vries in 1895 [61], as a model for water wave motions. It describes
long waves in shallow water (i.e. with water depth small compared to wavelength)
propagating in one space direction.21 The terminology of “orbital stability” is not
employed by Benjamin, who rather speaks of the stability of the shape of the solitary
waves: “A device entailing the definition of a certain quotient space is used to
discriminate the stability of solitary waves in respect of shape—which is a more
reasonable property to investigate than absolute stability” ([8, p. 155]). The quotient
referred to by Benjamin is with respect to space translations in R, which is a group
of symmetry for the KdV equation. Benjamin’s proof of stability makes use of
a Lyapunov functional constructed by means of the constants of motion, i.e. the
energy-momentum method studied in these notes. It is worth observing here that,
before proving stability for arbitrary perturbations of the initial data, he starts by
proving stability for perturbations having same L2 norm as the solitary wave, and
then uses the fact that solitary waves come as continuous families parametrized
by the wave speed. This idea was later used by Weinstein [104] for general NLS
equations and a generalized KdV equation. We use it to prove our Theorem 10.
Benjamin motivates his approach heuristically by discussing some early remarks of
Boussinesq [13] suggesting the use of a Lyapunov function to prove stability.

An abundant literature on the stability theory of solitary waves for equations
modelling water waves has followed Benjamin’s paper. Just to mention a few, the
interested reader may consult the following papers and references therein: [10, 11,
23, 24, 32, 33, 104] for waves in shallow water, including the KdV and Camassa-
Holm equations; [14, 15, 25] for the full water wave problem, governed by the Euler
equation.

A couple of years after Benjamin’s seminal work, Bona [10] made a substantial
contribution to the theory, by grounding it into the Sobolev space setting. Indeed,
in the absence of a general well-posedness theory, Benjamin had assumed that
solutions were global in time and smooth. Bona proved global well-posedness in
appropriate Sobolev spaces and rephrased Benjamin’s arguments in this natural

21The KdV equation also appears in other physical contexts [105].
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framework. This was an important step for subsequent work on stability for
nonlinear dispersive equations.

Two remarkable contributions to the stability theory of KdV-like equations were
given about a decade later by Weinstein [104] and by Bona, Souganidis and Strauss
[11], who applied the energy-momentum method to generalized versions of the KdV
equation. Weinstein [104] also proves the orbital stability of standing wave solutions
to a general class of nonlinear Schrödinger equation. His proof, based on the energy-
momentum method, provides the first alternative, in the NLS context, to the proof
of orbital stability given a few years earlier by Cazenave and Lions [18] for the NLS
with a power-law nonlinearity (see also [16]), which is purely variational, based on
Lions’ concentration-compactness principle [68].

In the same spirit, taking advantage of general existence results for nonlinear
waves that were obtained in the early 1980s (see e.g. [9, 97]), an important body of
work including [51, 52, 57, 58, 90, 91] made use of linear stability analysis and the
energy-momentum method to study stability properties of standing/solitary waves
for Hamiltonian systems including the NLS and nonlinear Klein-Gordon equations.
This line of research culminated in the general theory of orbital stability of Grillakis,
Shatah and Strauss [53, 54], who derived sufficient and necessary conditions for
the stability of standing/solitary waves of infinite-dimensional Hamiltonian systems
with symmetry, via a combination of spectral properties and a general convexity
condition. In the NLS context, this convexity condition takes the form of the
condition (172) of Sect. 10. This stability condition seems to have first appeared in
1968 in a paper of Vakhitov and Kolokolov [103], where stability of trapped modes
in a cylindrical nonlinear optical waveguide is discussed by formal arguments. In
fact, the NLS equation is a standard model for slowly modulated waves in nonlinear
media, for instance in nonlinear optics, see [72, 100].

Following the seminal contributions of the 1980s, the amount of work on stability
for the NLS and other nonlinear dispersive equations has increased tremendously.
Important results have been obtained for instance in [3, 4, 21, 22, 30, 36, 38–41,
48, 49, 55, 56, 63–65, 70, 71, 82], and many other references can be found in these
papers.

In addition to orbital stability, the stronger property of asymptotic (orbital)
stability22 has also been investigated, see e.g. [75–78, 86] for KdV and [26–
28, 59, 79, 93, 94] for NLS. Roughly speaking, a relative equilibria U is (orbitally)
asymptotically stable if it is orbitally stable and any solution starting close to
its orbit eventually resolves into a “modulation” of the original wave U and a
purely dispersive part, solution of the linear version of the governing equation. An
important related conjecture, known as the soliton resolution conjecture stipulates
that, generically, any reasonable initial data should give rise to a solution which
eventually resolves into a sum of solitary waves (solitons) and a purely dispersive
part (radiation). More details and references on these topics can be found in
[92, 102]. Let us just conclude by remarking that the term “soliton” (which was

22This notion is well known in the finite dimension context, see e.g. [20].
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coined in [105]) comes from the literature on integrable systems, originating in
[35, 42, 62, 73, 89, 105]. Loosely speaking, solitons are (stable) solitary waves of
integrable systems, that can be obtained by exact solution methods,23 such as the
inverse scattering transform [62]. However, the term soliton is now used in a more
flexible manner throughout the nonlinear dispersive PDE’s community, whenever
referring to a persistent localized wave resulting from a balance of dispersion and
nonlinear effects. The inverse scattering transform provides detailed information
about the asymptotic behaviour (e.g. soliton resolution) of general solutions in
the integrable cases—see [60, 102] and references therein for recent accounts
comparing the inverse scattering to other PDE methods.

Further discussion and more references about nonlinear dispersive PDE’s can be
found in the monographs [1, 5, 17, 101].

Appendix

The goal of this Appendix is to present those very basic notions from differential
geometry, Lie group theory and Hamiltonian mechanics that are indispensable to
follow the treatment of the main text and that are not necessarily familiar to all.
The only prerequisites for this part are a good grasp of differential calculus on finite
dimensional normed vector spaces not going much beyond a fluent mastery of the
chain rule for differentiation and an intuitive grasp of what a submanifold of such
spaces is.

Differential Geometry: The Basics

We first recall some elementary notions of differential geometry and dynamical
systems on a normed vector space E. For the general theory on differentiable
manifolds, one may for example consult [2, 67, 96].

By a vector field on E we will mean a smooth map X W E ! E. Given u 2 E, one
should think of X.u/ as a “tangent vector to E at u”. With this idea in mind, a vector
field naturally determines a differential equation

Pu.t/ D X.u.t//; u0 D u;

the solutions of which induce a flow on E defined as ˚X
t .u/ D u.t/. For ease of

discussion, we will suppose throughout the Appendix that all solutions are global

23These methods are somewhat reminiscent of the Fourier transform approach to solve linear
PDE’s, though the formulas are much more involved for nonlinear waves.
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and hence all flows complete. Most results carry over even if the flow exists only
locally in time.

The diffeomorphisms24 ˚ of E act naturally on vector fields as follows. First
note that, when ˚ is a diffeomorphism, and � W t 2 .a; b/ ! E a curve with
�.0/ D u; P�.0/ D v, then we can consider the curve Q� W t 2 .a; b/ ! E defined by
Q�.t/ D ˚.�.t//. This is the curve � , “pushed forward” by ˚ : we invite the reader
to draw a picture. This new curve satisfies Q�.0/ D ˚.u/, so it passes through ˚.u/.
What is its tangent vector at that point? The chain rule yields immediately

PQ�.0/ D Du˚.v/;

where Dy˚ is our notation for the Fréchet derivative of ˚ at y 2 E, which is a
continuous linear map from E to E. This equality gives a geometric interpretation to
the purely analytical object Du˚.v/: it is the tangent vector at˚.u/ to the curve Q� at
t D 0. With this in mind, given a vector field X, we can now define a new vector field
˚�X, the push forward of the vector field X by the diffeomorphism˚ , as follows:

˚�X.˚.u// WD Du˚.X.u//:

Note that, with the above interpretation of the “push forward” of a vector at u,
Du˚.X.u// is a vector “at ˚.u/”, which explains why ˚.u/ appears in the argument
in the left hand side. Of course, we can write

˚�X.u/ D D˚�1.u/˚.X.˚
�1.u///: (186)

We will make little use of this notation from differential geometry, preferring to
write out the explicit expression Du˚.X.u// whenever needed.

Diffeomorphisms also act naturally on flows, as follows. Given a diffeomorphism
˚ W E ! E, one has, for all u 2 E,

d

dt
.˚ ı ˚X

t /.u/ D D˚t.u/˚.X.˚t.u///:

From this and (186), one concludes

d

dt
.˚ ı ˚X

t ı ˚�1/.u/ D D˚X
t .˚

�1.u//˚.X.˚
X
t .˚

�1.u////

D ˚�X.˚ ı ˚X
t ı ˚�1.u//:

In other words, the flow ˚ ı ˚X
t ı ˚�1 is generated by the pushed forward vector

field ˚�X.

24We mean ˚ 2 C1.E;E/ with a C1.E;E/ inverse.
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It follows from the above and an application of the chain rule that, if X;Y are two
vector fields on E, then, for all u 2 E,

@2

@s@t
˚Y

s ı ˚X
t ı ˚Y�s.u/jsD0Dt D d

ds
D˚Y

�s.u/
˚Y

s .X.˚
Y�s.u///sD0

D d

ds
X.˚Y�s.u//sD0 C d

ds
Dx˚

Y
s .X.u//sD0

D ŒX;Y�.u/; (187)

where the commutator ŒX;Y� of two vector fields is defined as follows:

ŒX;Y�.u/ D DuY.X.u//� DuX.Y.u//:

This definition is justified by the following observation. Given a vector field X and
a C1 function F W E ! R, one can define a differential operator

OX.F/.u/ D DuF.X.u//; (188)

which is—geometrically—nothing but the directional derivative of F at u in the
direction X.u/. A simple computation shows readily that

Œ OX; OY� D 1ŒX;Y�: (189)

The following is then well known:

Lemma 9 The following are equivalent:

(i) For all s; t 2 R, ˚X
t ı ˚Y

s D ˚Y
s ı ˚X

t ;
(ii) ŒX;Y� D 0.

Proof That (i) implies (ii) follows immediately from the preceding computation.
The proof of the converse is slightly more involved, for a simple argument we refer
to [96].

Remark 14 Note that, if X.u/ D Au;Y.u/ D Bu, where A;B W E ! E are linear,
then, with our convention, ŒX;Y�.u/ D �ŒA;B�u: Here ŒA;B� D AB � BA is the
standard commutator of linear maps.

Definition 12 Let F 2 Ck.E;Rm/ for some k � 1. For each � 2 R
m we define a

level set of F by

˙� D fu 2 E j F.u/ D �g: (190)

We will say u 2 E is a regular point of F if DuF W E ! R
m is surjective. We will

say � is a regular value of F, if ˙� 6D ø and all u 2 ˙� are regular points of F.
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If � is a regular value of F, then ˙� is a co-dimension m submanifold of E [7,
Theorem 6.3.34]. In that case, the tangent space to ˙� at u is defined as follows:

Tu˙� D fw 2 E j DuF.w/ D 0g D Ker.DuF/: (191)

We point out that if r D Rank.DuF/ is constant on ˙�, then ˙� is a co-dimension
r submanifold. We will need the following simple result in Sect. 8.4.

Lemma 10 Let F 2 Ck.E;Rm/ for some k � 2. Let � 2 R
m be a regular value of

F. Let u 2 ˙� and let Wu be a subspace of E so that E D Tu˙� ˚ Wu. Then, for all
v 2 ˙�,

k.v � u/2k � O.kv � uk2/;

and there exist ı;C > 0 such that

kv � uk � ı ) k.v � u/1k � Ckv � uk;

where .v � u/ D .v � u/1 C .v � u/2 2 Tu˙� ˚ Wu.

Note that both ı and C depend on u and on the decomposition of E chosen.

Proof Write u � v D w1 C w2, with w1 2 Tu˙� and w2 2 Wu. Then, using that
DuF.w1/ D 0, we have

0 D F.v/� F.u/ D DuF.w2/C O.kv � uk2/:

Now, since DuF is a diffeomorphism from Wu to R
m, there exists c > 0 so that

kDuF.w2/k � ckw2jj; hence O.kv � uk2/ � ckw2k:

Finally

kw1k D ku � v � w2k � ku � vk � kw2k � ku � vk � O.kv � uk2/;

from which the result follows.

Lie Algebras, Lie Groups and Their Actions

In general, a Lie algebra is a vector space V equipped with a bilinear composition
law .u; v/ 2 V 
 V ! Œu; v� 2 V , called a Lie bracket, which is anti-symmetric and
satisfies the Jacobi identity, meaning that for all u; v;w 2 V:

ŒŒu; v�;w� C ŒŒv;w�; u� C ŒŒw; u�; v� D 0: (192)
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The basic example of this structure is given by spaces of matrices or, more
generally, of linear operators on vector spaces, where the Lie bracket is given by
the usual commutator. Two other examples play an important role in these notes,
namely the space of vector fields on a normed vector space with the commutator
defined in (187) and the space of all smooth functions on a symplectic vector
space, where the Lie bracket is given by the Poisson bracket, as explained in
Sect. 11 “Hamiltonian Dynamical System with Symmetry in Finite Dimension”
below. The validity of the Jacobi identity follows in all these examples from a
direct computation, whereas the bilinearity and the anti-symmetry are obvious. Lie
algebras are intimately linked to Lie groups, as the terminology strongly suggests,
and as we now further explain.

In general, a Lie group is a group equipped with a compatible manifold structure.
For our purposes, it is however enough to define a Lie group G to be a subgroup of
GL.RN/, such that G is also a submanifold of RN2 (i.e. for our purposes, typically
the level surface of a vector-valued function). As such, GL.RN/ itself, which is an
open subset of RN2 , is a Lie group. So are the rotation group

SO.N/ D fR 2 GL.N;R/ j RTR D INg

and the symplectic group

Sp.2N/ D fS 2 GL.2N;R/ j STJS D Jg; with J D
�
0 IN

�IN 0

�
: (193)

A simple verification shows that Sp.2/ D SL.2;R/, the space of two by two
matrices of determinant one. The dimension of a Lie group is by definition its
dimension as a manifold. For SO.N/, it is N.N � 1/=2, and for Sp.2N/, it is
N.2N C 1/, as is readily checked. The group R

n is also a Lie group in this sense.
Indeed, putting N D n C 1, and defining, for each a 2 R

n,

A.a/ D
�

In a
0 1

�

one readily sees that A.a/A.b/ D A.a C b/, so that one can view R
n as a subgroup

of GL.n C 1;R/.
We recall that, in general, an action of a group G on a set ˙ is a map ˚ W

.g; x/ 2 G 
 ˙ ! ˚g.x/ 2 ˙ which satisfies ˚e.x/ D x, for all x 2 ˙ ,
and ˚g1 ı ˚g2 D ˚g1g2 . In these notes, we consider actions that are defined on a
normed vector space E. If the ˚g are linear, one says ˚ is a representation of the
group. This will not always be the case in these notes: actions may be nonlinear.
Furthermore, all actions considered will be at least continuous, and very often they
will have additional smoothness properties. In this Appendix, where we deal with
finite dimensional systems only, the actions are supposed to be separately C1 in each
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of their two variables g 2 G and u 2 E. Appropriate technical conditions to deal
with infinite dimensional spaces E are given in the main part of the text as needed.

By definition, the Lie algebra g of a Lie group G is the tangent space to the
manifold G at the unit element e 2 G:

g D TeG:

In other words, for each � 2 g, there exists � W t 2 R ! G, a smooth curve with
�.0/ D e D IN , and P�.0/ D �. Note that one should think of � as a matrix, since for
each t, �.t/ is one. In addition, it turns out that, given � 2 g,

exp.t�/ 2 G;

for all t 2 R where exp.t�/ is to be understood as the exponential of the matrix t�.
Indeed, given � and � as above, for all n 2 N, �. t

n / 2 G and so �. t
n /

n 2 G. Taking
n ! C1, the result follows. A one-parameter subgroup of G is, by definition, a
smooth curve � W t 2 R ! �.t/ 2 G, which is also a group diffeomorphism:
�.t C s/ D �.t/�.s/. What precedes shows that any such one-parameter group is
of the form t ! exp.t�/. So there is a one-to-one correspondence between the one-
parameter subgroups of G and its Lie-algebra, which starts to explain the importance
of this latter notion. In addition, it turns out that, if �; � 2 TeG, then so is their
commutator (seen as matrices)

Œ�; �� D �� � ��;

which justifies calling TeG a Lie algebra. Indeed, consider, for each s 2 R, the curve

� W t 2 R ! exp.s�/ exp.t�/ exp.�s�/ 2 G:

Clearly �.0/ D IN and P�.0/ D exp.s�/� exp.�s�/ 2 TeG. So we have a curve

s 2 R ! exp.s�/� exp.�s�/ 2 TeG:

Taking the derivative with respect to s yields Œ�; �� 2 TeG:

d

ds
exp.s�/� exp.�s�/jsD0 D Œ�; ��: (194)

As an example, the Lie algebra of SO.N/, denoted by so.N/, is given by

so.N/ D fA 2 M .N;R/ j AT C A D 0g;

which is the space of all anti-symmetric N
N matrices. This is easily established by
writing exp.tAT/ exp.tA/ D IN and taking a t-derivative at t D 0. And it is obvious
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that the commutator of two anti-symmetric matrices is anti-symmetric. A basis for
so.3/ is

e1 D
0

@
0 0 0

0 0 �1
0 1 0

1

A ; e2 D
0

@
0 0 1

0 0 0

�1 0 0

1

A ; e3 D
0

@
0 �1 0
1 0 0

0 0 0

1

A ; (195)

and one readily checks that

Œe1; e2� D e3; Œe2; e3� D e1; Œe3; e1� D e2: (196)

One then identifies � 2 so.3/ with � 2 R
3 via

� D
3X

iD1
�iei D

0

@
0 ��3 �2
�3 0 ��1

��2 �1 0

1

A : (197)

Similarly, a basis for sl.2;R/, the Lie algebra of SL.2;R/, is

e0 D
�
1 0

0 �1
�
; eC D

�
0 1

0 0

�
; e� D

�
0 0

1 0

�
; (198)

and one has

Œe0; eC� D 2eC; Œe0; e�� D �2e�; Œe�; eC� D �e0: (199)

In general, if ei, i D 1; : : : ;m is a basis of g, there exists constants ck
ij so that

Œei; ej� D ck
ijek; (200)

where the summation over k is understood; the ck
ij are called the structure constants

of g.
There exists a natural linear action of G on its Lie algebra, called the adjoint

action or adjoint representation, defined as follows, for all g 2 G; � 2 TeG:

Adg� D g�g�1:

Clearly Adg1g2 D Adg1Adg2 . Note that for a commutative Lie group G, such as Rn,
it is trivial: Adg� D �. It is instructive to compute some non-trivial adjoint actions
explicitly. For SO.3/, one finds, with the above (somewhat abusive) notation

AdR� D
0

@
0 �.R�/3 .R�/2

.R�/3 0 �.R�/1
�.R�/2 .R�/1 0

1

A D R�: (201)
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We invite the reader to do the analogous computation for sl.2;R/, determining the
matrix of Adg in the basis given above.

The dual of the Lie algebra g (as a vector space) is denoted by g�. It appears very
naturally in the study of symplectic group actions arising in the study of Hamiltonian
systems with symmetry, as we will see in section “Symmetries and Constants of the
Motion” below. Given a basis ei of g, we denote by e�

i the dual basis defined by
e�

i .ej/ D ıij.
Moreover, there is a natural action of G on g�, obtained by dualization as follows.

For all � 2 g�, for all � 2 g, we define

Ad�
g�.�/ D �.Adg�1 �/: (202)

This is called the co-adjoint action of G. For later purposes, we define, for all � 2
g�,

G� D fg 2 G j Ad�
g� D �g; (203)

the so-called stabilizer or isotropy group of � 2 g�.
As above, given a basis ei of g, one identifies � 2 g� with � D .�1; : : : ; �m/ 2

R
m by writing

� D
mX

iD1
�ie

�
i so that �.�/ D

mX

iD1
�i�i: (204)

Let � 2 so.3/�; we write �.�/ D P3
iD1 �i�i and identify � 2 so.3/� with

� D .�1; �2; �3/ 2 R
3. Again, one readily checks that

AdR
�� D R�: (205)

Remark 15 It is often useful to suppose there exists an Euclidian structure on g that
is preserved by Adg for all g 2 G. This is equivalent to supposing that there exists a
basis ei of g so that the matrix of Adg in ei belongs to O.m/. We will simply write
Adg 2 O.m/ in this case. It follows that the matrix of Ad�

g in the dual basis e�
i

belongs to O.m/ as well. This implies that the natural Euclidian structure induced
on g� by the one on g is preserved by Ad�

g for all g 2 G. Such a structure always
exists if the group G is compact.

Suppose now we have a C1-action ˚ W .g; u/ 2 G 
 E ! ˚g.u/ 2 E of a Lie
group G on a normed vector space E. Then, for all � 2 TeG, one can define the
vector field X� on E, called generator, via

X�.u/ D d

dt
˚exp.t�/.u/jtD0: (206)
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Lemma 11 If ˚ is a C2-action, then for all g 2 G, �; � 2 g, for all u 2 E, one has

ŒX� ;X�� D �XŒ�;��; (207)

XAdg� .˚g.u// D Du˚g.X�.u//: (208)

Proof It follows from (187) that

@2

@s@t
˚exp.s�/ exp.t�/ exp.�s�/jsD0Dt D �

X� ;X�
�
:

Now, by definition,

Xexp.s�/� exp.�s�/ D d

dt
˚exp.s�/ exp.t�/ exp.�s�/jtD0

and furthermore

d

ds
Xexp.s�/� exp.�s�/jsD0 D XŒ�;��:

This proves (207). For (208), note that the chain rule implies

d

dt
˚g.˚exp.t�/.u//jtD0 D Du˚g.X�.u//:

On the other hand, ˚g exp.t�/.u/ D ˚g exp.t�/ g�1 .˚g.u//. Hence

d

dt
˚g.˚exp.t�/.u//jtD0 D XAdg� :

Lemma 11 shows that the map � 2 g ! X� is a Lie algebra anti-homomorphism.

Hamiltonian Dynamical System with Symmetry in Finite
Dimension

We now turn to a very short description of Hamiltonian dynamical systems and their
symmetries on a finite dimensional normed vector space E. We present the theory in
a simple but slightly abstract formalism that is well-suited for the generalization to
the infinite dimensional situation needed for the main body of the text and presented
in Sect. 6. The modern theory of finite dimensional Hamiltonian dynamical systems
finds its natural setting in the theory of (finite dimensional) symplectic geometry [2,
6, 67, 95]. We shall however have no need for this more general formulation in these
notes.
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Hamiltonian Dynamical Systems

The central object of the theory in its usual formulation is a symplectic form, that
we now define. Let ! W E 
 E ! R be a bilinear form which is anti-symmetric,
meaning

8u; u0 2 E; !.u; u0/ D �!.u0; u/;

and non-degenerate, meaning that, for all u 2 E,


8u0 2 E; !.u; u0/ D 0
� ) u D 0:

Such a form is called a symplectic form. The standard example is E D R
n 
R

n with
u D .q; p/ and

!.u; u0/ D q � p0 � q0 � p; (209)

where � indicates the standard inner product on R
n. Given a C1-function F W E ! R,

one defines the Hamiltonian vector field XF associated to F as follows: for all u 2 E,

!.XF.u/; u
0/ D DuF.u0/; 8u0 2 E: (210)

We recall that DuF 2 E� is our notation for the Frechet derivative of F at u. Observe
that one can think of the map u 2 E ! DuF 2 E� as a differential one-form on E.
The vector field XF is well-defined and unique, thanks to the non-degeneracy of the
symplectic form. If ! were symmetric, rather than anti-symmetric, it would define
an inner product on E, rather than a symplectic form, and (210) would actually
define the gradient of F; in analogy, one sometimes refers to XF as the symplectic
gradient of F. We will see it has radically different features from the gradient.

For later reference, we point out that

XF D 0 ) 9c 2 R; 8u 2 E; F.u/ D c: (211)

The flow of the Hamiltonian vector field XF, for which we shall write ˚F
t , is

obtained by integrating the differential equation

Pu.t/ D XF.u.t//; u0 D u; (212)

referred to as the Hamiltonian equation of motion. One writes ˚F
t .u/ D u.t/. In this

section we suppose that (212) admits a unique and global solution and that, for all
t 2 R, ˚t 2 C.E;E/.

As a typical example from elementary mechanics, let V 2 C1.R3IR/ and define
the function

H.q; p/ D 1
2
p2 C V.q/ (213)
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on E D R
6, with the symplectic form as above. The equations of motion

corresponding to H are then

Pq.t/ D p.t/; Pp.t/ D �rV.q.t//: (214)

Note that they lead to Newton’s force law in the form Rq.t/ D �rV.q.t//. More
generally, in the example above, with E D R

2n, one finds

XF.q; p/ D
�
@pF.q; p/

�@qF.q; p/

�
;

which leads to the familiar Hamiltonian equations of motion:

Pq.t/ D @pF.q.t/; p.t//; Pp.t/ D �@qF.q.t/; p.t//:

We give several other explicit examples of such flows in the main part of these notes.
Let us return to the general situation. Given two functions F1;F2 W E ! R, one

defines their Poisson bracket fF1;F2g via

fF1;F2g D !.XF1 ;XF2/ D �fF2;F1g: (215)

Observe that, with the notation from (188), we have

OXF1.F2/ D DF2.XF1/ D !.XF2 ;XF1 / D fF2;F1g; (216)

i.e. for all u 2 E,

OXF1.F2/.u/ D DuF2.XF1 .u// D !.XF2 .u/;XF1.u// D fF2;F1g.u/:

It is then immediate from what precedes that, for all u 2 E,

d

dt
.F2 ı˚F1

t /.u/ D D
˚

F1
t .u/

F2.XF1.˚
F1
t .u///

D fF2;F1g.˚F1
t .u//

which in turn yields:

Theorem 17 Let F1;F2 2 C1.E;R/. Then F1 ı˚F2
t D F1 for all t iff F2 ı˚F1

t D F2
for all t, iff fF1;F2g D 0.
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When F1 ı˚F2
t D F1 for all t, one says either that the ˚F2

t form a symmetry group25

for F1 or that F1 is a constant of the motion26 for the flow ˚
F2
t . The theorem, which

is a Hamiltonian version of Noether’s theorem (See [2, 6, 67, 95] for a general
treatment), can therefore be paraphrased by saying that F2 is a constant of the motion
for the flow ˚

F1
t iff the flow ˚

F2
t of F2 forms a group of symmetries for F1. Several

instances and applications of this result appear in the main body of the text. It is
typically used in the following manner. One wishes to study the dynamical flow
˚

F1
t . One has a simple and well-known one parameter group ˚F2

t for which one
readily establishes with an explicit computation that F1 ı ˚F2

t D F1. From this,
one can then conclude that F2 is a constant of the motion for the dynamical group
˚

F1
t . We will elaborate on this point in section “Symmetries and Constants of the

Motion” below.
The radical difference between the properties of the symplectic gradient and

the “usual” gradient is now apparent. The anti-symmetry of the Poisson bracket
implies OXF.F/ D 0, that is, the symplectic gradient is tangent to the level surfaces
of F [see (191)], rather than orthogonal. Hence its flow ˚F

t preserves these surfaces
rather than moving points to increasing values of F as does the usual gradient. These
features, together with the Jacobi identity, are at the origin of all special properties
of Hamiltonian systems.

To prepare for the treatment of Hamiltonian dynamical systems in infinite
dimension (see Sect. 6), we reformulate the above as follows. Given a symplectic
form ! on a finite dimensional normed vector space E, one can define a bijective
linear map

J W u 2 E ! J u 2 E�

by J u.v/ D !.u; v/: It is clear that

J u.v/ D �J v.u/: (217)

With this notation, we find that

XF D J �1DF; or J XF D DF (218)

so that the Hamiltonian equations of motion (212) can be equivalently rewritten as

J Pu.t/ D Du.t/F: (219)

This formulation is the one that we carry over to the infinite dimensional setting in
the main body of these notes. Note that the Poisson bracket of two functions can

25See Definition 2.
26Defined in (9).



Orbital Stability: Analysis Meets Geometry 261

now be written as

fF;Gg D DF.J �1DG/: (220)

The point to make is that all objects of the theory can be expressed in terms of J .
This is illustrated in the proof of the following result.

Lemma 12 If F1;F2;F3 2 C2.E;R/, then the Jacobi identity holds:

ffF1;F2g;F3g C ffF2;F3g;F1g C ffF3;F1g;F2g D 0 (221)

If F1;F2 2 C2.E;R/, then

XfF1;F2g D �ŒXF1 ;XF2 �: (222)

Proof To prove (221), one first easily checks that

ffF1;F2g;F3g.u/
D D2

uF1.J
�1DuF2;J

�1DuF3/C DuF1.J
�1D2

uF2.�;J �1DuF3//

D D2
uF1.J

�1DuF2;J
�1DuF3/� D2

uF2.J
�1DuF1;J

�1DuF3/;

where we used (217). The result is then immediate. To prove (222) we use (188)–
(189) to write

3ŒXF1 ;XF2 �.F3/ D OXF1 .
OXF2.F3//� OXF2.

OXF1 .F3//

D OXF1 .fF3;F2g/� OXF2.fF3;F1g//
D ffF3;F2g;F1g � ffF3;F1g;F2g
D ffF1;F2g;F3g D � OXfF1;F2g.F3/;

where we used the Jacobi identity in the last line.

For the case where E D R
2n with the standard symplectic structure, one readily

finds

fF1;F2g D @qF1 � @pF2 � @pF1 � @qF2: (223)

The above lemma then follows from a direct computation.
The lemma implies that the vector space C1.E;R/, equipped with the Poisson

bracket, is a Lie algebra. In addition, it follows that the constants of the motion of a
given function F 2 C1.E;R/ form a Lie subalgebra. Indeed, introducing the space
of constants of the motion of F,

CF D fG 2 C1.E;R/ j G ı ˚F
t D G;8t 2 Rg; (224)
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which is clearly a vector space, it follows immediately from (221) that

G1;G2 2 CF ) fG1;G2g 2 CF;

so that CF is a Lie subalgebra of C1.E;E/.
We finally need to introduce symplectic transformations.

Definition 13 A symplectic transformation on a symplectic space .E; !/ is a C1

diffeomorphism˚ W E ! E so that, for all u; v;w 2 E

!.Du˚.v/;Du˚.w// D !.v;w/: (225)

This is often paraphrased by the statement that “˚ preserves the symplectic
structure.” To understand what this means, one should recall the interpretation
of Du˚.v/ as the “push forward” of v by ˚ , explained in section “Differential
Geometry: The Basics” below. Equation (225) states that a diffeomorphism is
symplectic if the symplectic form is left invariant by the “push forward” operation of
its arguments. Note that, if ˚ is linear, (225) reduces to !.˚.v/; ˚.w// D !.v;w/.
And if E D R

2n with its standard symplectic structure, this then means that
˚ 2 Sp.2n/, defined in (193).

Lemma 13 Let F 2 C1.E;R/ and let ˚ 2 C1.E;E/ be a symplectic transforma-
tion. Then, for all u 2 E,

Du˚.XFı˚.u// D XF.˚.u//: (226)

Moreover, for all t 2 R,

˚ ı ˚Fı˚
t ı ˚�1 D ˚F

t : (227)

In particular, if F ı ˚ D F, then ˚ commutes with ˚F
t , for all t 2 R. And if ˚

commutes with ˚F
t , for all t 2 R, then there exists c 2 R so that F ı ˚ D F C c.

Equation (226) asserts that the push forward of the vector field XFı˚ by ˚ is XF .

Proof For all u; v 2 E, one has

!.XFı˚.u/; v/ D Du.F ı ˚/.v/ D D˚.u/F.Du˚.v//

D !.XF.˚.u//;Du˚.v//:

Hence, since ˚ is symplectic and since D˚.u/˚
�1Du˚ D IdE D Du˚D˚.u/˚

�1,

!.Du˚.XFı˚.u//; v/ D !.XFı˚.u/;D˚.u/˚
�1.v// D !.XF.˚.u//; v/
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which yields (226). Next, for all u 2 E, one finds from the chain rule and (226)

d

dt
˚.˚Fı˚

t .˚�1.u/// D D˚Fı˚
t .˚�1.u//˚



XFı˚.˚Fı˚

t .˚�1.u//
�

D XF..˚ ı ˚Fı˚
t ı ˚�1/.u//:

This shows t 2 R ! .˚ ı˚Fı˚
t ı˚�1/.u/ 2 E is a flow line of XF . Since the latter

are unique, (227) follows.

We end with a proof of a basic fact about Hamiltonian flows: if they are smooth,
they are symplectic.

Theorem 18 Let F 2 C2.E;R/. Suppose that the corresponding Hamiltonian flow
˚F W R 
 E ! E is of class C2. Then, for all t 2 R, ˚F

t is a symplectic
transformation.

Proof It will be sufficient to show that, for all u; v;w 2 E, and for all t 2 R,

d

dt
.J Du˚

F
t v/.Du˚

F
t w/ D 0:

Using the group property of the flow, one sees it is enough to show this at t D 0.
Then

d

dt
.J Du˚

F
t v/.Du˚

F
t w/jtD0 D J .J �1D2

uF.v; �//.w/C .J v/.J �1D2
uF.w; �//:

where we used the continuity of J , the Schwarz Lemma (exchange of partial
derivatives) and the observation that

J
@˚F

@t
.u/ D Du.t/F 2 E�;

and hence, at t D 0,

J Du

�
@˚F

@t

�
.u/ D 


D2
uF
�
;

which means that, for all v 2 E,

J Du

�
@˚F

@t

�
.u/v D 


D2
uF
�
.v; �/:

Note that both sides are elements of E� since u 2 E ! @˚F

@t 2 E so that

Du


@˚F

@t

�
.u/ 2 B.E;E/. Using the anti-symmetry of J , one then finds

d

dt
.J Du˚

F
t v/.Du˚

F
t w/jtD0 D D2

uF.v;w/ � D2
uF.w; v/ D 0:
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Remark 16 We point out that the proof, as it stands, is valid in infinite dimensional
systems. Remark however that the conditions imposed on the flow ˚F

t are very
strong for systems in infinite dimension. Too strong actually to be of much use
in that context. We use/need those conditions to apply the Schwarz Lemma at
several points in the proof. Also, it is known that Hamiltonian flows in infinite
dimension need not always be symplectic. In the framework of Sect. 6 it is possible
to give sufficient smoothness conditions on the restriction of the flow to D that
will guarantee the result, but we shall not need this. For a different set of technical
conditions guaranteeing the symplecticity of the flow, we refer to [19].

Symmetries and Constants of the Motion

Hamiltonian dynamical systems have many special features, but the one important
to us here is that there exists for them a special link between the symmetries of the
dynamics and the constants of the motion. This link takes the form of a Hamiltonian
version of Noether’s Theorem, of which we already gave a simple version in
Theorem 17, and has far-reaching consequences, some of which we further explore
in this section. Again, a general treatment can for example be found in [2, 67]; we
give just those few elements needed in these notes.

We start with some notions on Hamiltonian Lie group actions on a symplectic
vector space.

Definition 14 Let G be a Lie group and ˚ W .g; x/ 2 G 
 E ! ˚g.x/ 2 E; an
action of G on E with ˚g 2 C1.E;E/. We will say ˚ is globally Hamiltonian if ˚g

is symplectic for all g 2 G and if, for all � 2 g, there exists F� 2 C2.E;R/ so that

˚exp.t�/ D ˚
F�
t .

In other words, an action is globally Hamiltonian if all ˚g are symplectic and if
all one parameter groups are realized by Hamiltonian flows. In the notation of the
previous sections this means that

X� D XF� :

Here, the left hand side is the generator of the action, defined in (206) and the right
hand side is the Hamiltonian vector field associated to F� .

Remark 17 In view of Theorem 18, if g D exp.�/ for some � 2 g and ˚g can

be written as ˚exp.�/ D ˚
F�
1 for some F� 2 C2.E;R/ such that ˚

F�
1 is C2, then

˚g is symplectic. This will obviously hold as well for all g that can be written as
a finite product of elements of the form exp.�/, which is the case for all g in the
connected component of G containing e 2 G (see [67, page 145, Proposition 2.10]).
So the assumption that ˚g is symplectic is only needed for elements g that are not
connected to e 2 G. In infinite dimensional systems, as indicated in Remark 16 at
the end of the previous section, the condition that all ˚g must be symplectic is more
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restrictive. In practice, one often works with linear actions of the symmetry group,
for which the symplectic property can be checked directly.

The above definition is a special case of the more general definition of globally
Hamiltonian action for infinite dimensional systems that we introduced in Defini-
tion 11. It suffices to take D D E in the latter to obtain the definition here.

We shall now continue with the abstract theory where, in particular, we will see
through a version of Noether’s Theorem that, if the Hamiltonian is invariant under
a globally Hamiltonian action ˚ as above, then the functions F� 2 C2.E;R/ are
constants of the motion. The theory will be illustrated in Example 2 at the end of
the section, in the simple case where E D R

6 and G D SO.3/.

Theorem 19 Let G be a Lie group and ˚ a globally Hamiltonian action of G on
a symplectic vector space E. Let H 2 C1.E;R/ and let ˚H

t be the corresponding
Hamiltonian flow. Suppose that

8g 2 G; H ı ˚g D H: (228)

Then the following statements hold.

(i) For all � 2 g, fH;F�g D 0:

(ii) For all t 2 R, F� ı ˚H
t D F� .

(iii) G is an invariance group27 for ˚H
t .

Proof This is an immediate consequence of Theorem 17 and of Lemma 13.

This result is useful because it is often easy to check (228), whereas the
conclusions (ii) and (iii) are statements about the flow ˚H

t , which is usually not
explicitly known, and are therefore hard to check directly. In particular, (iii) says
that if the Hamiltonian H is G-invariant as a function, then G is an invariance group
of the dynamics.28 And (ii) ascertains that the group generators F� are then constants
of the motion for ˚H

t .
Let us point out that (iii) implies neither (i), (ii) or (228) (see Lemma 13).
So the hypothesis that the Hamiltonian is invariant under the group action is

strictly stronger than the statement that the Hamiltonian flow is invariant under G.
The map

� 2 g ! F� 2 C2.E;R/ (229)

can be chosen to be linear. Indeed, if ei, i D 1; : : : ; d is a basis of g, if we choose
Fi D Fei , and if we write � D P

i �iei, we can define

F� D
X

i

�iFi; (230)

27See Definition 2.
28This is the point in the proof where the symplectic nature of the ˚g is used, via Lemma 13.
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by linearity. This allows one to define the momentum map for the action ˚ , as
follows:

F W u 2 E ! F .u/ 2 g�; F .u/.�/ D F�.u/: (231)

This, of course, is just a rewriting of (229). In the main body of the text we shall
always assume a basis has been chosen for g, as above, so that we can identify
g ' R

m. And we shall simply write

F W u 2 E ! .F1.u/; � � � ;Fm.u// 2 R
m ' g�: (232)

We shall refer to F or to F as a momentum map for the action, indifferently.

Definition 15 Let ˚ be a globally Hamiltonian action of G on E, with momentum
map F. One says the momentum map is Ad�-equivariant if, for all g 2 G, for all
� 2 g,

F� ı ˚g D FAdg�1 � : (233)

The terminology comes from the following observation. If (233) holds, then it
follows from (231) and (202) that

F ı ˚g D Ad�
g ı F : (234)

Since we identify g� ' R
m, this can be written

F ı ˚g D Ad�
g F: (235)

We can now formulate the final result from the theory of invariant Hamiltonian
systems that we need. It is an immediate consequence of (235) or, for the reader
weary of duals, of (233).

Proposition 10 Let ˚ be a globally Hamiltonian, Ad�-equivariant action of a Lie
group G on a symplectic vector space E. Let � 2 g� ' R

m and define

˙� D fu 2 E j F.u/ D �g (236)

Then G� D G˙� , where G� is the stabilizer of�, defined in (203) and G˙� is defined
in (16).

The situation we have in mind is the one where G is such that H ı ˚g D H, for all
g 2 G. By Theorem 19, the functions Fi are then constants of the motion for the
flow ˚H

t and hence the surfaces ˙� are ˚H
t invariant. We can therefore consider

the dynamical system .˙�;˚
H
t /, which has G� as an invariance group (G� leaves

invariant both ˙� and the flow ˚H
t ). This viewpoint will prove useful in the study

of orbital stability in several situations.



Orbital Stability: Analysis Meets Geometry 267

Definition 16 Let ˚ be a globally Hamiltonian action of a Lie group G on a
symplectic vector space E. Let� 2 g�. We say� is a regular point of the momentum
map F if, for all u 2 ˙�, DuF is surjective.

This definition simply guarantees that ˙� is a co-dimension m submanifold of E,
where m is the dimension of g.

Example 2 For the simple Hamiltonian system with spherical potentials considered
in Sects. 3.1 and 5, one has E D R

6, G D SO.3/, and it is not difficult to check that,
for all u.q; p/ 2 R

6, F.u/ D L.q; p/ 2 R
3 ' so.3/� and F�.q; p/ D � � L.q; p/,

where we use the identifications (197) and (204). Furthermore, for all R 2 SO.3/,

L.Rq;Rp/ D RL.q; p/;

which shows the action is Ad�-invariant, in view of (205).

We end this section with some comments on the Poisson brackets of the
components of the momentum map. Remark first that the momentum map of
a globally Hamiltonian action is not unique since, for any choice of � 2 g�,
QF� D F� C �.�/ also satisfies X� D XQF� . Note furthermore that, in view of (207)
and (222), the momentum map satisfies, for all �; � 2 g,

XFŒ�;�� D XŒ�;�� D XfF� ;F�g:

It then follows from (211) that, for all �; � 2 g, there exists a constant c.�; �/ so that

FŒ�;�� D fF� ;F�g C c.�; �/:

The following lemma is useful and an easy consequence of (235):

Lemma 14 Let ˚ be a globally Hamiltonian action of G on E, with momentum
map F. If F is Ad�-equivariant, then, for all �; � 2 g,

FŒ�;�� D fF� ;F�g: (237)

Conversely, if (237) holds, then (233) holds for all g 2 G of the form g D exp.�/,
for some � 2 g and then for all g in the connected component of e.

What one has to remember here is this. In applications, we often wish to assure (233)
holds. The preceding lemma states this is essentially guaranteed by (237), at least
for all g D exp�, which, for many Lie groups, means all of G. Finally, (237) is
guaranteed by

fFi;Fjg D ck
ijFk; (238)

where we used the notation introduced in (200) and (230). As an example, one
may remark that the components of the angular momentum vector L satisfy the
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commutation relations of the Lie algebra of SO.3/, namely

fLi;Ljg D �ijkLk; i; j; k D 1; 2; 3:

One may therefore show that an action is Ad�-equivariant by showing (238)
holds. However, in infinite dimension, this is not immediate since the necessary
smoothness properties of the Fi’s and even of the corresponding Hamiltonian vector
fields are not readily verified.

Finally, an Ad�-equivariant moment map may not exist. An easy example is E D
R
2, G D R

2 and ˚ W R
2 
 R

2 ! R
2 given by ˚.a;b/.q; p/ D .q C a; p � b/.

Identifying g ' R
2 in the obvious way, this action has a moment map F1.q; p/ D

p;F2.q; p/ D q and fF1;F2g D �1. Since the group is commutative, it is clearly
not Ad�-equivariant. Ways to handle such situations exist, but we shall not deal with
such complications in the main part of the text. We refer to [2, 67, 95] for details.
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High-Frequency Dynamics for the Schrödinger
Equation, with Applications to Dispersion and
Observability

Fabricio Macià

1 Introduction

1.1 The Schrödinger Equation

The dynamics of a quantum particle of mass m D 1 propagating under the influence
of a real potential V is described by its wave function  .t; x/, which solves
Schrödinger’s equation:

i„@t .t; x/C „2
2
�x .t; x/ � V .x/  .t; x/ D 0; (1)

where „ > 0 is the normalized Planck’s constant and �x stands for the Laplace-
Beltrami operator. On Euclidean space R

d this is:

�x D
dX

jD1
@2xj
;

and, more generally, on a smooth Riemannian manifold .M; g/, one has �x D
div


rg�� where the gradient and the divergence are taken with respect to the
Riemannian metric g. In a local chart:

�x D 1p
det g

dX

k;jD1
@xj

p
det ggkj@xk �

�
;
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where, following standard conventions, g stands for the matrix defining the Rie-
mannian metric and



gkj
� WD g�1. This more general framework is the one we shall

adopt here.
The wave function allows to construct a probability density j .t; x/j2 describing

the probability of finding the quantum particle in an infinitesimal neighborhood of x
at time t. In other words, the probability of finding the quantum particle in a region
U � M at time t is simply:

Z

U
j .t; x/j2 dx;

where dx stands for the Riemannian measure.
This problem is the quantum analog (or the quantization) of the classical

Hamiltonian system corresponding to the Hamiltonian function

H W T�M �! R; H .x; �/ D 1

2
k�k2x C V .x/ ; (2)

defined on the cotangent bundle of M. This system is given by the Hamiltonian
vector field, whose local expression is XH WD @�H@x �@xH@� and whose trajectories
are given by:

� Px .t/ D @�H .x .t/ ; � .t// ;P� .t/ D �@xH .x .t/ ; � .t// :
(3)

Under suitable assumptions on .M; g/ and V (for instance, if .M; g/ is geodesically
complete and V 2 C1;1 .MIR/ is bounded from below), system (3) defines a global
flow on T�M:

	H
t W T�M �! T�M; t 2 R (4)

called the Hamiltonian flow of H. For any .x0; �0/ 2 T�M, 	H
t .x0; �0/ is the unique

solution to (3) with initial datum .x0; �0/. When 	H
t is globally defined in t 2 R,

	H
t is called (classically) complete. When V � 0, the classical flow is denoted by
	t � 	0t and coincides with the geodesic flow of .M; g/.

The rescaling .t; x/ 7�! .t=„; x=„/ transforms equation (1) in the adimensional
problem:

i@tu .t; x/C 1

2
�xu .t; x/ � V .x/ u .t; x/ D 0; (5)

where, with a slight abuse of notation, V denotes again the rescaled potential. When
the operator

OH WD �1
2
�x C V;



High-Frequency Dynamics of Schrödinger Flows 277

is essentially self-adjoint over C1
c .M/, Stone’s theorem (see for instance, [101])

ensures that OH generates a group of unitary operators on L2 .M/, the Schrödinger
flow associated to .M; g/ and V , that we denote by:

e�it OH W L2 .M/ �! L2 .M/ ; t 2 R: (6)

In that case, given any initial datum u0 2 L2 .M/, there exists a unique solution
u .t; �/ D e�it OHu0 to (5) satisfying u .0; �/ D u0. Moreover, the L2-norm is conserved
by the dynamics of the Schrödinger flow: for any t 2 R,

ku .t; �/kL2.M/ D ku0kL2.M/ WD
�Z

M
ju0 .x/j2 dx

�1=2
:

Therefore, as soon as ku0kL2.M/ D 1, the density ju .t; �/j2 defines a probability
measure on M.

When OH is not essentially self-adjoint, there is not a unique way to extend
the dynamics from C1

c .M/ to L2 .M/. Consequently, (5) is not well-posed (the
reader can consult [100, 105] for a comprehensive account on the conditions on
.M; g/ and V that ensure that OH is essentially self-adjoint). When OH is essentially
self-adjoint then e�it OH is said to be quantum complete. Quantum completeness is
achieved, for instance, as soon as .M; g/ is geodesically complete and V 2 L1

loc .M/
is essentially bounded from below. The article [99] gives examples of systems
for which 	H

t is complete but eit OH is not, and viceversa. Therefore, classical and
quantum completeness are independent notions.

In contrast to what happens in the classical setting (3), the linear, conservative
character of problem (5) restricts considerably the class of dynamics that e�it OH can
develop. The spectral theorem for self-adjoint operators establishes the existence
of a Borel measure  on R supported on the spectrum sp. OH/ of OH, as well as the
existence of a unitary operator:

U W L2 .M/ �! L2 .R; /

such that e�it OH is conjugated to a multiplication operator on L2 .R; /:

Ue�it OHU� D e�its: (7)

Nonetheless, these objects are hard to compute explicitly, and even when this is
possible, it is not always simple to extract from the spectral representation a useful
description of the structure of the solutions to (5).

When sp. OH/ consists only of eigenvalues of OH, formula (7) takes a very simple
form. This is the case, for instance, when M is compact. In the non compact case
this issue is related to the growth of the potential at infinity (more precisely, with the
fact that the resolvent . OH � �/�1 is a compact operator in L2 .M/ for some � 2 R).
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In that case, there exists an orthonormal basis . n/n2N of L2 .M/ consisting of
eigenfunctions:

OH n D �n n:

In that case,  D P
n2N ı�n and

U W u 7�! .Ou .�n//n2N ;

where:

Ou .�n/ D .uj n/L2.M/ WD
Z

M
u .x/  n .x/dx:

Formula (7) takes the form:

e�it OHu D
X

n2N
e�it�n Ou .�n/  n: (8)

This shows that any solution e�it OHu can be written as a superposition of plane waves
e�it�n n of frequency �n. The dynamics of e�it OH are therefore quasi-periodic.

1.2 Some (More or Less) Explicit Examples

We next present some examples for which these objects can be computed to some
extent.

• The free Hamiltonian on R
d (.M; g/ D .Rd;can/ and V � 0). In this case, one

has:

e�it OHu0 .x/ D eit�x=2u0 .x/ D e�i �4 d sgn t

.2� jtj/d=2
Z

Rd
ei jx�yj2

2t u0 .y/ dy: (9)

This formula is obtained by inverting the identity:

Ou .t; �/ D e�itj�j2=2bu0 .�/ (10)

for the Fourier transform of a solutions u:

Ou .t; �/ D
Z

Rd
u .t; x/ e�i��xdx:
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• The harmonic oscillator (.M; g/ D .Rd;can/ and V � jxj2). The quantum
Hamiltonian OH D � 1

2
�x C jxj2 has purely discrete spectrum:

�n D p
2

�
n C d

2

�
; n 2 N;

its eigenfunctions are expressed in terms of Hermite polynomials and decay
exponentially at infinity. It is clear from (8) that e�it OH is periodic in t, as happens
for its classical counterpart 	H

t .
• The free Hamiltonian on the torus T

d D R
d=2�Zd (.M; g/ D .Td;can/ and

V � 0). The spectrum of � 1
2
�x is explicit:

�k D jkj2
2
; k 2 Z

d;

as well as the corresponding eigenfunctions:

 k .x/ WD eik�x

.2�/d=2
:

The representation formula (8) shows that eit�x=2 is periodic in t. Note that this is
not the case for its classical counterpart, the geodesic flow 	t, when d � 2.

• The free Hamiltonian on the sphere S
d (.M; g/ D .Sd, can/ and V � 0). The

spectrum of the Laplacian in this case is:

�n D n .n C d � 1/ ; n 2 N;

and its eigenfunctions, called spherical harmonics, are obtained by restricting to
the sphere the harmonic polynomials in R

dC1. In this case, both eit�x=2 and 	t are
periodic.

• The free Hamiltonian on a Zoll manifold. A Zoll manifold is a manifold .M; g/
all of whose geodesics are closed (see [18] for a comprehensive treatment of this
type of geometry). The spectrum of the Laplacian is a union of clusters of the
form:

Cn WD
(�

2�

L

�2 �
n C ˇ

4

�2
C �n;j W j D 1; : : : ; rn

)
; (11)

with rn 2 N,
ˇ̌
�n;j

ˇ̌ � K for every n 2 N and some fixed values ˇ;K;L >

0 depending on the geometry of .M; g/. This expression is not as explicit
as the previous ones. However, Precise asymptotic formulae for rn for the
statistical distribution of eigenvalues on each cluster Cn for n ! 1 are known.
The interested reader can consult [40, 48, 115, 117, 121, 122] for additional
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information. Generically, eit�x=2 is quasiperiodic, even though the geodesic flow
is always periodic.

1.3 A First Approach to the Study of the Dynamics: The
Correspondence Principle and the Semiclassical Regime

The correspondence principle states that the laws of quantum mechanics, valid at
atomic scales, should tend to their classical counterparts in the high-frequency limit.
For instance, if the characteristic length scale over which the potential V and the
metric g vary significantly are much larger than the characteristic wave length of a
solution u .t; �/ D e�it OHu0 to (5) then the probability density ju .t; �/j2 should follow a
propagation law based on classical mechanics (i.e. the propagation should be related
to the dynamics of the Hamiltonian flow 	H

t ).
Let us suppose that M D R

d and that we have normalized the problem in order to
have that the characteristic wave length of the solution under consideration is equal
to one. The potential varies at a macroscopic scale much larger than the wave length;
suppose this scale is of order 1=h with h � 1. Therefore, if the microscopic variable
for the position is x, the potential can be written in those variables as V .hx/. The
corresponding Schrödinger equation is:

i@tu .t; x/C 1

2
�xu .t; x/ � V .hx/ u .t; x/ D 0:

If a change to macroscopic variables is performed:

t 7�! T D ht; x 7�! X D hx; uh .T;X/ D 1

hd=2
u

�
T

h
;

X

h

�
;

then the semiclassical Schrödinger equation is obtained:

ih@Tuh .T;X/C h2

2
�Xuh .T;X/� V .X/ uh .T;X/ D 0: (12)

One expects that in the limit h �! 0C the position density juh .T; �/j2 can be
described in terms of 	H

T . The reader should be aware of the fact that the parameter
h cannot be identified to Planck’s constant; this notation for the characteristic
frequency may be unfortunate, but we maintain it as it is widely used in the
literature.

Consider now the operator:

OHh WD �h2

2
�x C V .x/ I (13)
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the propagator e�i t
h

OHh associated to (12) will be referred to as the semiclassical
Schrödinger flow.

Among the first results obtained on the dynamics of the Schrödinger flow, we
find those of Wentzel, Kramers and Brillouin in 1926, that dealt with the study of
stationary solutions of the semiclassical Schrödinger equation:

OHh h D Eh h;

and were aimed at describing the spectrum of OHh. To that effect, they introduce the
nowadays known as WKB Ansatz:

 h .x/ D a .x/ ei S.x/
h ;

where the amplitude a is obtained as a power series in h.
The time-dependent version of this ansatz that we next describe is due to Van

Vleck [116]. The goal is to construct an approximate solution to the semiclassical
Schrödinger (12) having the initial datum:

u0h .x/ D a0 .x/ ei
S0.x/

h ; (14)

where, for instance, a0; S0 2 C1
c .M/. One makes the following Ansatz on the form

of the solution:

uh .t; x/ D e�i t
h

OHh u0h .x/ � a .t; x/ ei S.t;x/
h DW vh .t; x/ :

The first step of the construction consists in introducing the expression for vh in Eq.
(12), and then grouping together those terms having the same power of h. One next
imposes that each of the terms thus obtained must vanish. The nullity of the lowest
order term implies that S must solve the Hamilton-Jacobi equation:

@tS .t; x/C H .x;rxS .t; x// D 0; SjtD0 D S0I (15)

and the nullity of the next term amounts to the fact that a is a solution to the transport
equation:

@ta C rxS � rxa C 1

2
a�xS D 0; ajtD0 D a0: (16)

The Hamilton-Jacobi (15) does not have in general solutions that are globally
defined in t. Therefore, S .t; x/ can be constructed for jtj � T; Duhamel’s formula
ensures then that the exact and approximate solutions are close to each other:

lim
h!0C

kuh .t; �/ � vh .t; �/kL2.M/ D 0:; jtj � T.
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The position densities must satisfy, for jtj � T:

lim
h!0C

juh .t; x/j2 D lim
h!0C

jvh .t; x/j2 D ja .t; x/j2 :

One easily checks from (16) that jaj2 solves the following transport equation:

@t jaj2 C div

jaj2 rxS

�
D 0; jaj2 jtD0 D ja0j2 :

If S solves (15) then the integral curves x .t/ of the gradient vector field rxS .t; �/
with x .0/ D x0 are:

x .t/ D � ı 	H
t .x0;rxS0 .x0// ;

where � W T�M �! M is the projection onto the base. Define

't .x/ WD � ı 	H
t .x;rxS0 .x// ;

then the following explicit formula for the limiting position density is obtained:

lim
h!0C

juh .t; x/j2 D ja .t; x/j2 D
ˇ̌
a0


'�1

t .x/
�ˇ̌2

ˇ̌
det d't



'�1

t .x/
�ˇ̌ ; jtj � T:

This makes precise the claim that, in the limit h ! 0C the dynamics of juh .t; x/j2
is described by means of the classical Hamiltonian flow 	H

t .

1.4 Semiclassical Analysis of the Non-semiclassical Problem

These notes are devoted to presenting an approach to the study of the high-frequency
propagation of the position densities je�it OHu0hj2 associated to solutions of the non-
semiclassical Schrödinger equation (5) using tools arising from the study of the
semiclassical propagator. The key observation in our analysis is the following.

Remark 1 The non-semiclassical propagator e�it OH can be expressed in terms of a
certain semiclassical propagator as follows:

e�it OH D e�i t
h2

Hh ; with Hh WD �h2

2
�x C h2V:

Therefore, looking at e�it OH amounts to looking at a semiclassical equation at times
of the order of 1=h with a potential of size h2.
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A precise statement of the problem we are interested in is given in Sect. 2, as
well as its relevance to the study of other aspects of the dynamics of the Schrödinger
flow, such as dispersive effects and unique continuation properties. In this regards,
the reader can also consult the survey articles [8, 87].

Section 3 is devoted to introducing the main tools from semiclassical analysis that
we shall need: semiclassical pseudodifferential operators, semiclassical measures,
Egorov’s theorem, etc.; these objects are used to prove our first results on high-
frequency dynamics of Schrödinger flows in Sect. 4 and relate it to the dynamics of
the Hamiltonian flow 	H

t .
Finally, Sect. 5 presents the main ideas of the proof of the more advanced results

of [9] based on two-microlocal analysis in the model case of the two-dimensional
torus.

Acknowledgements These notes are an expanded version of the lectures given by
the author at the Laboratoire Paul Painlevé of Université de Lille 1 during October
2013 in the framework of the CEMPI program. The author wishes to thank that
institution for its warm hospitality and support.

2 The Compactness Approach to the Study of the Dynamics
of the Schrödinger Flow

2.1 Description of the Problem

Instead of looking at the dynamics of a specific solution, we shall consider a
sequence of solutions associated to some sequence of initial data:

.u0n/; jju0njjL2.M/ D 1: (17)

This approach is similar in spirit to the WKB method (14), except that no
assumptions are made a priori on the form of the sequence of initial data. The
corresponding solutions un .t; �/ WD e�it OHu0n define a sequence of one-parameter
probability densities:

R 3t 7�! jun .t; �/j2 2 P.M/;

where P.M/ denotes the set of probability measures on M. Therefore, junj2 can
be identified with an element of L1 .RIP.M//, or more generally, to an element
of L1 .RIMC.M//, where now MC.M/ stands for the cone of positive Radon
measures on M.
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The space L1 .RIMC.M// is compact for the weak �-topology1; hence there
exist a subsequence .un0/ and an element measure � 2 L1 .RIMC.M// such that,
for every ' 2 Cc .M/ and every couple of real numbers a < b one has:

lim
n0!1

Z b

a

Z

M
' .x/ jun0 .t; x/ j2dxdt D

Z b

a

Z

M
' .x/ � .t; dx/ dt: (18)

We shall denote by M the set of all measures � 2 L1 .RIMC.M// obtained as
a limit (18) as the sequence of initial data .u0n/ varies among sequences satisfying
(17). Note that, when M is compact since no mass can escape to infinity one has
M � L1 .RIP.M//.

Our goal will be to characterize the elements in M . More precisely, we are
interested in questions such as:

• How can an element of M be computed in terms of the sequence of initial data?
• Do the elements of M satisfy some kind of propagation law?
• Are the elements in M more regular than one would expect a priori?
• Are there any restrictions on the sets that are the support of an element of M ?

The last two questions are related to dynamical properties of the Schrödinger
flow such as dispersive effects and unique continuation, respectively. The rest of
this section will be devoted to elaborating on those connections.

Before doing that, let us anticipate that the answer to those questions is closely
related to the global dynamics of the geodesic flow 	t. In fact, the natural approach
to this problem consists in lifting the measures jun .t; �/j2 to the cotangent bundle
T�M. This is done by using the theory of pseudodifferential operators and is
described in Sect. 3.

Let us also mention that this problem is related to the study of concentration
effects of high-frequency eigenfunctions (in the physics literature this is known as
scarring phenomena). Denote by M1 the subset of M consisting of those � that
are obtained as a weak-� limit (18) for some sequence of initial data .u0n/ consisting
of eigenfunctions of OH with eigenfrequencies tending to infinity. In other words:
u0n D  n where:

OH n D �n n; k nk2L2.M/ D 1; lim
n!1�n D 1.

Of course, M1 can be empty when M is non-compact. Note that every � 2 M1 is
constant in t, since:

je�it OH nj2 D je�it�n nj2 D j nj2 :

1Riesz’s theorem implies that L1


RIMC.M/

�
can be identified to the dual of L1 .RI Cc .M//; the

weak-� topology is induced by this duality.
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The study ofM1 on a compact manifold has been the object of a considerable effort
in the last forty years. Clearly, as M1 � M , any result on the characterization of
M will also be a result on M1. We shall come back to this problem in Sect. 4.4.

2.2 Dispersive Effects

The Schrödinger equation is a dispersive equation. This means that its solutions can
be written as a superposition of waves that propagate at different speeds, that depend
on the characteristic oscillation frequencies of the initial data. This can be readily
seen, for instance, in the representation formula (8) that was obtained when M is
compact. For M D R

d it is straightforward to obtain, from (10), the identity:

eit�x=2u0 .x/ D
Z

Rd

bu0 .�/ ei��


x�t �2

�
d�

.2�/d
:

Above, eit�x=2u0 is written as a superposition of plane waves ei��.x�t�=2/, propagating
at velocity �=2. From the equivalent representation (9) on deduces the dispersion
estimate:

��eit�x=2u0
��

L1.Rd/ � C

jtjd=2

��u0
��

L1.Rd/ ; (19)

that quantifies the decay of solutions to the Schrödinger equation due to dispersive
effects. Combining this estimate with the conservation of the L2.Rd/-norm, and
applying the TT� argument (see for instance [108]) one obtains the following
estimate, known as a Strichartz estimate:

��eit�x=2u0
��

Lp.Rt�Rd
x/

� C
��u0

��
L2.Rd/ ; (20)

where

p D pd WD 2

�
1C 2

d

�
: (21)

This estimate shows that the singularities that any solution can develop (quantified
through a Lp-norm) are “better” than one could expect using only the fact that u0 2
L2


R

d
�
. These estimates play a key role in the well-posedness theory for semilinear

Schrödinger equations, see for instance [30, 38, 59, 60, 108] .
It is very natural to try to understand the circumstances under which an estimate

such as (20) remains valid when R
d is replaced by a more general Riemannian

manifold .M; g/. One must clarify how the geometry of M affects the dispersive
character of the Schrödinger flow. When M is compact, a first difficulty arises: since
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the dynamics of eit�x=2 are quasiperiodic, it is not possible to obtain an estimate that
is global in time, nor a decay estimate such as (19).

Even if (20) is replaced by an estimate that is local in time, there are situations in
which the estimate fails for every p > 2, as is the case for the sphere S2, see [21].

In fact, the validity of a Strichartz estimate:

��eit�x=2u0
��

Lp.Œa;b��M/
� C

��u0
��

L2.M/
; (22)

on a compact manifold M is closely related to the regularity of the elements in M .
To see this, suppose that (22) holds for some p > 2, and let � 2 M be obtained from
a sequence of initial data .u0n/ of norm one. Then (22) implies that the corresponding
solutions .un/ satisfy:

.junj2/ is bounded in Lp=2 .Œa; b� 
 M/ :

Therefore, the accumulation point � must also belong to Lp=2 .Œa; b� 
 M/.

Proposition 1 If the Strichartz estimate (22) holds for some p > 2 then, for every
�tdt 2 M we have �jt2Œa;b� 2 Lp=2 .Œa; b� 
 M/. In particular, the projection onto
M of the measures in M are absolutely continuous with respect to the Riemannian
measure.

As a consequence of this, if one is able to construct a sequence of initial data
.u0n/ that produce a measure � 2 M that has a non trivial singular component, it
automatically follows that the Strichartz estimate (22) fails for every p > 2.

Let us review some well-studied situations.

• Zoll manifolds. If .M; g/ is a Zoll manifold then we shall see that ı� 2 M
for every geodesic � of M. This automatically proves that Strichartz estimates
are always false in this case (see [87]). However, some frequency-dependent
analogues of (22) still hold in this setting: i.e., when the L2 .M/-norm in the
right hand side of (22) is replaced by a Sobolev norm Hs .M/) with 0 < s < 2�,
where 2� is the exponent given by the Sobolev injection. The interested reader
should consult the series of articles [22–24].

• The torus. The situation is completely different for the torus Td equipped with
the flat metric. When d D 1, a classical argument by Zygmund [125] shows that
(22) holds for p D 4. This is no longer the case if d D 1, p D p1 D 6 or
d D 2, p D p2 D 4 which are the exponents corresponding to Euclidean space.
Estimate (22) fails in those cases [28, 31] (see also [23]). We shall see later on
that M � L1 


RI L1.M/
�

(see [9, 29]), which does not exclude in principle the
validity of a Strichartz estimate in this case.

• Negatively curved manifolds. In the case of manifolds with negative curvature,
the dispersive effect is stronger than in Euclidean space. The reader can find more
details in [15, 19, 32].
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2.3 Unique Continuation and Observability

Another aspect of the dynamics of the Schrödinger flow that is related to the
structure of the elements of M , is the validity of the observability property, a
quantitative version of the unique continuation property that is of great importance
in Control Theory [82], and Inverse Problems [70].

Let T > 0 and U � M a non-empty open set; the Schrödinger flow eit.�x=2�V/ on
.M; g/ satisfies the observability property for T and U if a constant C D C .T;U/ >
0 exists such that the following estimate holds:

��u0
��2

L2.M/
� C

Z T

0

Z

U
jeit.�x=2�V/u0 .x/ j2dxdt (23)

for every initial datum u0 2 L2 .M/. The Unique Continuation Property:

eit.�x=2�V/u0j.0;T/�U � 0, u0 2 L2 .M/ H) u0 D 0

follows immediately from (23). Notice, however, that (23) also implies a stronger
stability result: two solutions that are close to each other in .0;T/
 U (with respect
to the norm L2 ..0;T/ 
 U/) are close to each other globally.

A sufficient condition on U for the observability property to hold for every T > 0
is the Geometric Control Condition:

There exists LU > 0 such that
every geodesic .M; g/ of length greater than LU intersects U.

(24)

This result is due to Lebeau [78] (see also [49, 103]).
The validity of the observability estimate (23) is related to the structure of M .

The fact that (23) fails for some T and U is clearly equivalent to the existence of a
sequence of initial data .u0n/ such that:

jju0njjL2.M/ D 1; lim
n!1

Z T

0

Z

U
jeit.�x=2�V/u0n .x/ j2dxdt D 0:

This in turn is equivalent to the existence of a � 2 M such that:

Z T

0

� .t;U/ dt D 0:

Therefore, the following must hold.

Proposition 2 The observability estimate (23) holds for U and T if and only if for
every � 2 M one has

Z T

0

� .t;U/ dt ¤ 0:
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Taking this into account, it is easy to prove that (24) is necessary when .M; g/ is
a Zoll manifold (see [87]). This is again due to the fact that, for these geometries,
one has ı� 2 M for every � geodesic of .M; g/. A proof of this fact will be given in
Sect. 5.

However, this is a rather uncommon situation. For instance, if .M; g/ is the flat
torus Td, Jaffard has shown [71] (see also [36]), when V � 0, that (23) holds for
every open set U. This was further extended to the case d D 2, V 2 C.T2/, see [37],
the case V continuous except for a set of null measure and d arbitrary, see [9], and
very recently to d D 2, V 2 L2C".T2/, see [17].

Analogously, in [12] it is shown that the observability property holds under
conditions weaker than (24) for manifolds with negative curvature.

3 Pseudodifferential Operators and Semiclassical Measures

3.1 Basic Notions from the Theory of Pseudodifferential
Operators

The theory of pseudodifferential operators has its origins in the works by Calderón
and Zygmund [46] on singular integrals that appear, for instance, as resolvents of
elliptic operators. The theory was shaped by Kohn-Nirenberg [75] and Hörmander
[68]. Many books present a comprehensive introduction to the theory; the reader
may consult for instance [2, 63, 69, 107, 110, 114]. We shall briefly review the
aspects of the theory that will be useful in the sequel.

As it is customary in this context we shall use the notation:

Dxk WD 1

i
@xk I

the Fourier transform of Dxk u is then:

bDxk u .�/ D
Z

Rd
Dxk u .x/ e�i��xdx D �k Ou .�/ :

If P .Dx/ is a constant-coefficient differential operator of order N:

P .Dx/ u .x/ D
X

˛2Nd ;j˛j	N

a˛D˛
x u .x/ ;

one clearly has:

2P .Dx/ u .�/ D p .�/ Ou .�/ ; where p .�/ WD
X

˛2Nd ;j˛j	N

a˛�
˛I
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and applying the inverse Fourier transform, one obtains:

P .Dx/ u .x/ D
Z

Rd

Z

Rd
p .�/ u .y/ ei��.x�y/dy

d�

.2�/d
:

This formula shows how to define an operator a .x;Dx/ for a function a .x; �/ that is
not necessarily polynomial in �. One defines a .x;Dx/ as an oscillatory integral:

a .x;Dx/ u .x/ WD
Z

Rd

Z

Rd
a .x; �/ u .y/ ei��.x�y/dy

d�

.2�/d
I

this expression is in principle only defined for u 2 C1
c .R

d/; it can be extended
to more general functions or distributions provided the integrals are interpreted in
distributional sense.

Operators of the form a .x;Dx/ are called pseudodifferential operators (�DO);
the function a .x; �/ is the symbol of the operator a .x;Dx/. It is easy to check that if
a .x/ does not depend on � the corresponding pseudodifferential operator coincides
with the operator acting by multiplication by a .x/. When a .�/ does not depend on x,
the corresponding pseudodifferential operator is usually called a Fourier Multiplier.
The Calderón-Vaillancourt theorem [45] establishes that, for any a 2 C1.Rd 
R

d/

that is bounded, as well as its derivatives up to a certain order Kd > 0, the operator
a .x;Dx/ is bounded on L2.Rd/ and

ka .x;Dx/kL .L2.Rd// �
X

˛2N2d ;j˛j	Kd

���D˛
x;�a

���
L1.Rd�Rd/

: (25)

Moreover, as we shall see below, the composition of two �DO is again a �DO as
well as the adjoint of any �DO.

3.2 Symbolic Calculus for Semiclassical Pseudodifferential
Operators

Pseudodifferential operators can be viewed as quantizations of classical observables.
A quantization procedure is a rule that associates to each classical observable a .x; �/
an operator Op .a/ acting on L2.Rd/ (i.e. a quantum observable) in such a way
that algebraic properties of the functions a (boundedness, positivity, Lie algebra
structure, etc.) are reflected somehow in the operators Op .a/. From this point of
view, Op .a/ D a .x;Dx/ is a quantization rule, usually called the Kohn-Nirenberg or
classical quantization rule. However, historically the first quantization procedure is
slightly different from that; it is due to Weyl [118] and called the Weyl quantization
rule. In some aspects, it is more satisfactory than the Kohn-Nirenberg quantization
rule. A good introduction to the theory of pseudodifferential operators from the
point of view of quantization rules is the book [54].
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The form of the semiclassical Hamiltonian (13) suggests to introduce a class of
pseudodifferential operators that involve a small parameter h. For instance, we could
introduce operators of the form a .x; hDx/. Instead of this, we shall work with Weyl
quantization rule. Let a 2 S 0.Rd 
R

d/ be a tempered distribution; the semiclassical
pseudodifferential operator of symbol a, obtained by Weyl’s quantization rule, acts
on a function u 2 C1

c .R
d/ as:

Oph .a/ u .x/ D aw .x; hDx/ u .x/

WD
Z

Rd

Z

Rd
a

�
x C y

2
; h�

�
u .y/ ei��.x�y/dy

d�

.2�/d
:

This definition differs from the classical quantization a .x; hDx/ in the symmetric
role that x and y play in the oscillatory integral defining aw .x; hDx/. For instance, if
a .x; �/ D b .x/ �j then:

aw .x; hDx/ D 1

2

�
b .x/ hDxj C hDxjb .x/

�
; but a .x; hDx/ D b .x/ hDxj :

The quantum semiclassical Hamiltonian (13) and the classical Hamiltonian (2) are
related through:

OHh D �h2

2
�x C V D Oph

�
1

2
j�j2 C V .x/

�
D Oph .H/ :

The theory of semiclassical pseudodifferential operators was developed in the
seventies; many textbooks present this theory in a comprehensive way. Among
others, we cite [50, 65, 88, 98, 124].

Many properties of the operators Oph .a/ rely on the particular smoothness
properties of the symbol a. In many cases, the problem one is interested to solve
determines the symbols class to be used. The following classes of symbols will
suffice to our purposes:

Sk WD ˚
a 2 C1.R2d 
 Œ0; h0�/ W 8˛ 2 N

2d; 9C˛ > 0 t.q.
ˇ̌
@˛z a .z; h/

ˇ̌

� C˛

1C jzj2

�k=2
�
:

Clearly, Sk contains all symbols of differential operators of order k with bounded,
smooth coefficients. It should be noted from the very beginning that the class of
operators under consideration does not depend on the choice of the quantization we
have made. If a 2 Sk then there exists b 2 Sk such that:

aw .x; hDx; h/ D b .x; hDx; h/ ;

and conversely.
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In what follows we will not make explicit the dependence of the symbols on the
small parameter h.

We next state some properties of semiclassical pseudodifferential operators.

1. L2.Rd/-boundedness. If a 2 S0 then Oph .a/ is a bounded operator on L2.Rd/

and

kOph .a/kL .L2.Rd// � C
X

j˛j	Md

sup
z2R2d

ˇ̌
@˛z a .z/

ˇ̌
; (26)

where Md only depends on the dimension d.
2. Regularizing operators. If a 2 S .R2d/ then

Oph .a/ W L2.Rd/ �! Hs.Rd/

is bounded for every s 2 R.
3. Adjoints. Let a 2 Sk be real-valued. Then Oph .a/ is a self-adjoint operator on

L2.Rd/:

Oph .a/ D Oph .a/
� :

4. Composition. Let a 2 Sk1 and b 2 Sk2 , then there exists c 2 Sk1Ck2 depending on
a; b such that:

Oph .a/Oph .b/ D Oph .c/ :

If at least one of the symbols belongs to the Schwartz class S .R2d/ then2:

Oph .a/Oph .b/ D Oph .ab/C OL .L2.Rd// .h/ :

The nontrivial proof of this fact is based on the Stationary Phase principle (see
for instance [124]).

5. Commutators. Let a and b be as above, suppose that at least one of a or b
belongs to S .R2d/; then the commutator ŒOph .a/ ;Oph .b/� D Oph .a/Oph .b/�
Oph .b/Oph .a/ satisfies:

ŒOph .a/ ;Oph .b/� D h

i
Oph .fa; bg/C OL .L2.Rd//



h3
�
: (27)

2Here and in what follows we shall use the notation OL .L2.Rd // .g .h// to denote a family of

bounded operators on L2.Rd/ depending on the parameter h such that their operator norm is
bounded by a uniform constant times g .h/.
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The order h3 of the remainder term is specific to the fact that we are using the
Weyl quantizations procedure. It can be also shown that this formula is exact (i.e.
the remainder OL .L2.Rd//.h

3/ is identically equal to zero) when either a or b is a
polynomial of degree at most two.

These last three statements are part of what is usually known as the symbolic
calculus of semiclassical �DO.

3.3 Operators on a Manifold

It is possible to define semiclassical �DO on a smooth manifold M. First note that it
is straightforward to generalize the definition of the class of symbols Sk to functions
that are defined on T�M. To define Oph .a/ it suffices to take a partition of unity
.�i/i2I subordinated to a locally finite covering of M by charts such that

P
�2j � 1

and define, for a 2 Sk:

Oph .a/ u D
X

j2I

Oph



�ja
�
�juI

each summand Oph



�ja
�
�ju is defined through the formula on R

d in each chart.
This definition is by no means intrinsic, it depends on the systems of charts used to
define Oph .a/ as well as on the partition of unity. However, the difference between
any two operators defined by this procedure from the same symbol a is a regularizing
operator (see [124]).

The Laplacian on a Riemannian manifold .M; g/ can be written in terms of
pseudodifferential operators:

� h2�x D Oph .H0/C ih Oph .r/C h2 Oph .m/ ; (28)

where m 2 C1 .M/ is a function of x alone, that only depends on the derivatives up
to order to of the metric g. In a coordinate patch, the functions H0 and r are given by:

H0 .x; �/ WD
dX

i;jD1
gij .x/ �i�j; (29)

r .x; �/ WD 1p
det g .x/

dX

i;jD1
gij .x/ @xi

p
det g .x/�j: (30)

Finally, let us recall that�DO are well-behaved regarding the functional calculus
of self-adjoint operators. Given  2 C1

c .R/, the operator 

�h2�x

�
defined using

the spectral theorem can be written as:



�h2�x

� D Oph . ı H0/C OL .L2.M// .h/ : (31)
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When M is compact, a proof of this result can be found in [22]; the Euclidean
version of this result can be found in [98], whereas [33] deals with some classes
of non-compact manifolds.

3.4 Semiclassical Measures: Motivations

It is time to come back to the dynamics of the Schrödinger equation. Recall
the definition of the semiclassical propagator and the WKB method presented in
Sect. 1.3. Motivated by that, we are going to try to generalize that analysis to more
general classes of initial data. More precisely, we are interested in understanding
the propagation law obeyed by the weak-� limits � .t; �/ of a sequence of probability
densities:

�n .t; �/ WD je�i t
hn

OHhn u0nj2

corresponding to a sequence of initial data


u0n
�

with
��u0n

��
L2.M/

D 1, and a sequence
.hn/ of positive real numbers tending to zero. This problem is different than the
one presented in Sect. 2.1; in the one we are considering here, t is the order of one,
whereas in the one described in Sect. 2.1, t is taken of the order of 1=hn (recall the
discussion in Sect. 1.4).

The major drawback in trying to analyze �n .t; �/ directly comes from the fact
that the accumulation points of .�n/ do not obey a closed propagation law. In
other words, the limiting measure � .t; �/ is not going to be, in general, completely
determined by the measure � .0; �/ corresponding to the sequence of initial data.
This can be easily verified for M D R

d and V D 0.
Let .x0; �0/ 2 R

d 
 R
d and consider the sequence of initial data:

u0h .x/ D 1

.�h/d=4
e� jx�x0j2

2h ei
�0
h �x: (32)

This type of sequence is usually known as a wave-packet or a coherent state centered
at .x0; �0/. As h �! 0C the sequence .u0h/ concentrates near x0 and oscillates rapidly
in the direction of �0. It is straightforward to check that:

ˇ̌
u0h .x/

ˇ̌2 D 1

.�h/d=2
e� jx�x0j2

h * ıx0 .x/ , as h �! 0C,

where ıx0 is the Dirac mass centered at x0. Notice that this result is independent of
the choice of the direction of oscillation �0.
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Using the representation formula (9) one gets:

je�i t
h

OHh u0hj2 D jeiht�x=2u0hj2

D 1

.�h .1C t2//d=2
e

� jx�x0�t�0j2
h.1Ct2/ * ıx0Ct�0 .x/ , as h �! 0C, (33)

which indeed does depend on �0: Therefore, there is no hope to find a propagation
law for � .t; �/ D ıx0Ct�0 solely in terms of � .0; �/ D ıx0 .

3.5 Semiclassical Measures, Definition

The preceding discussion shows the need of finding an object that detects, in addi-
tion to the asymptotic behavior of the sequence in physical space, the characteristic
frequencies of oscillations developed by the sequence. This leads to the definition
of semiclassical or Wigner measures.

In order to properly motivate the definition that follows, it is convenient to shift a
little bit our point of view. Given a function u 2 L2



R

d
�
, the action of the measure

juj2 on a test function ' 2 Cc.R
d/ can be written as follows:

Z

Rd
' .x/ ju .x/j2 dx D 


m'uju�
L2.Rd/ ; (34)

where m' denotes the operator acting on L2.Rd/ by multiplication by ', and
.�j�/L2.Rd/ is the scalar product in L2.Rd/. The operator m' somewhat localizes

a function u in the x-variable, but the expected value


m'uju�

L2.Rd/ destroys the

structure of the oscillations developed by u. In order to keep track of this structure,
one should replace m' by an operator that localizes simultaneously in x and �
(in other words, by an operator that localizes in phase-space T�

R
d D R

d 
 R
d).

This is precisely what a pseudodifferential operator Oph .a/ achieves when a 2
C1

c .R
d 
 R

d/.
Therefore, this leads to replacing (34) by:

.Oph .a/ uju/L2.Rd/ : (35)

Using the boundedness of Oph .a/, Eq. (26), it follows that the mapping:

wh
u W C1

c .R
d 
 R

d/ 3 a 7�! .Oph .a/ uju/L2.Rd/ 2 C

is a distribution wh
u 2 D 0.Rd 
 R

d/. This object was introduced by Wigner in [119]
and is known as the Wigner distribution of u (although the terms Wigner function
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or Wigner transform are also used). One easily checks that wh
u has the following

expression:

wh
u .x; �/ D

Z

Rd
u

�
x � h

2
v

�
u

�
x C h

2
v

�
ei��v dv

.2�/d
:

Notice that:

Z

Rd
wh

u .x; �/ d� D ju .x/j2 ;
Z

Rd
wh

u .x; �/ dx D 1

.2�h/d

ˇ̌
ˇ̌Ou
�
�

h

�ˇ̌
ˇ̌
2

;

hence, wh
u contains more information than juj2 does; in particular, it keeps track of

the oscillations of u via the modulus square of the semiclassical Fourier transform:

Fhu .�/ D 1

.2�h/d=2
Ou
�
�

h

�
:

However, wh
u is not positive in general.3

It follows from (26) that for a sequence .un/ bounded in L2


R

d
�

and a scale .hn/,
i.e. a positive sequence of real numbers tending to zero,

.whn
un
/ is a bounded sequence in D 0.Rd 
 R

d/.

Therefore, the sequence .whn
un
/ has at least an accumulation point � 2 D 0.Rd 
 R

d/

as n �! 1 (with respect to the inductive limit weak topology in D 0). In spite of the
fact that the distributions whn

un
are not, in general, positive, the accumulation points

� always are.

Theorem 1 ([55, 57, 83]) Let � be an accumulation point of .whn
un
/ in D 0.Rd 
R

d/.
Then � is a finite, positive, Radon measure on R

d 
 R
d.

In that case, one says that � is a semiclassical measure or Wigner measure of
the sequence .un/. This definition extends in a natural way to sequences in L2 .M/,
where M is a smooth manifold equipped with a Riemannian metric. It suffices to
replace Oph .a/ in (35) by the pseudodifferential operator associated to a tes symbols
a 2 C1

c .T�M/. Note that, although the operators Oph .a/ are not intrinsically
defined on M, the difference between any two different realizations of Ophn

.a/
is a term that tends to zero as n �! 1 in operator norm. This shows that the
accumulation points of .whn

un
/ are intrinsically defined on T�M.

It is possible to define similar objects using non-semiclassical �DO of the form
Op1 .a/ with a .x; �/ zero-homogeneous at infinity in the variable �. Historically,

3The Wigner distribution of u is positive if and only if u .x/ D ceib�xe�.Ax�x/ for some matrix A
symmetric and positive definite, see [54].
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that construction precedes the one presented here, and was performed independently
by Gérard [56] and Tartar [109], and the corresponding limiting measures were
respectively called Microlocal Defect Measures and H-measures. Those authors
were originally motivated by problems arising from the study of the defect of
compactness of bounded sequences in L2 due to oscillation and concentration
phenomena that appear in numerous problems in the Calculus of Variations and
the theory of P.D.E., see for instance [80, 81].

3.6 Semiclassical Measures, Properties and Examples

We next describe some relevant properties of semiclassical measures. The reader
may consult [61] for a systematic presentation of the theory, as well as the survey
article [35]. We start by describing to what extent semiclassical measures are able
to describe the limit of the position densities junj2.

In this section, .hn/ will denote a sequence of positive real numbers that tends to
zero as n �! 1. In what follows, we shall use the term scale to refer to a sequence
with those properties.

Let .un/ be a bounded sequence in L2 .M/ and suppose that:

junj2 * �; as n �! 1; (36)

in the weak� topology of Radon measures. Suppose moreover that � is a semiclas-
sical measure of .un/, that is:

whn
un
* �; as n �! 1; (37)

weakly in D 0 .T�M/. The measures � and � are related by:

Z

T�M
a .x/ � .dx; d�/ �

Z

M
a .x/ � .dx/ ; (38)

for every non-negative a 2 Cc .M/. In general, equality in (38) may not hold. This
is due to the non-compactness of T�M which allows some loss of mass of .whn

un
/ at

infinity as j�j �! 1.
The following definition characterizes precisely those sequences for which this

loss of mass does not occur. A sequence .un/ bounded in L2 .M/ is hn-oscillating
provided that, for every ' 2 C1

c .M/ the following holds:

lim sup
n�!1

��1ŒR;1/.�h2n�x/'un

��
L2.M/

�! 0; as R �! 1: (39)

Here, 1ŒR;1/ .s/ denotes the characteristic function of the interval ŒR;1/; the
operator 1ŒR;1/.�h2n�x/ is the one given by the spectral theorem.
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The meaning of condition (39) when M D R
d is simply:

lim sup
n�!1

Z

j�j
R=hn

ˇ̌
b'un .�/

ˇ̌2
d� �! 0; as R �! 1I

whereas, if M is compact and


�j
�

are the eigenvalues of ��x indexed in increasing
order, (39) simply states that:

lim sup
n�!1

X

�j
R=h2n

ˇ̌
bun


�j
�ˇ̌2 �! 0; as R �! 1:

Intuitively, this condition prevents that a fraction of the L2-norm of .un/ may
concentrate on frequencies of order greater than 1=h2n. One should notice that any
sequence .un/ bounded in L2 .M/ is hn-oscillating for a suitable choice of the scale
.hn/.

On the other hand, we shall say that .un/ is compact at infinity provided that:

lim sup
n�!1

Z

MnKn

jun .x/j2 dx �! 0; as n �! 1;

where .Kn/ is a sequence of compact sets whose union is the whole M.

Theorem 2 Suppose that .un/ satisfies (36) and (37). Then the following statements
hold:

(i) .un/ is hn-oscillating if and only if:

� .x/ D
Z

T�
x M
� .x; d�/ :

(ii) If .un/ is hn-oscillating and compact at infinity then:

lim
n!1 kunk2L2.M/ D �



T�M

�
:

(iii) If .un/ is hn-oscillating and compact at infinity then:

� D 0 ” .un/ converges strongly to 0 in L2 .M/ .

(iv) If un * u as n �! 1 in L2 .M/ then:

� .x; �/ � ju .x/j2 ı0 .�/ :

(v) If .vn/ is a sequence in L2 .M/ with a semiclassical measure �0 satisfying � ?
�0 then:

unvn * 0; as n �! 1 in D 0 .M/ . (40)



298 F. Macià

We refer the reader to [55, 61, 62, 83] for a proof. We next present some explicit
computations of semiclassical measures in M D R

d. In the examples that follow,
a 2 L2.Rd/ and ."n/ is a scale.

1. Convergent sequence. Suppose un �! u strongly in L2 .M/. Then,

� .x; �/ D ju .x/j2 ı0 .�/ :

2. Oscillating sequence. Let

un .x/ WD a .x/ eix��0="n :

Then4

� .x; �/ D
8
<

:

ja .x/j2 dxı0 .�/ if hn � "n;

ja .x/j2 dxı�0 .�/ if hn D "n;

0 if hn 	 "n:

3. Concentrating sequence. Let

un .x/ WD 1

."n/
d=2

a

�
x � x0
"n

�
:

Then

� .x; �/ D

8
ˆ̂̂
<

ˆ̂̂
:

kak2
L2.Rd/ ıx0 .x/ ı0 .�/ if hn � "n;

ıx0 .x/ jOa .�/j2 d�

.2�/d
if hn D "n;

0 if hn 	 "n:

4. Wave-packet or Coherent state. Let

un .x/ WD 1

."n/
d=2

a

�
x � x0
"n

�
eix��0=hn ; (41)

with hn � "h. Then:

� .x; �/ D kak2
L2.Rd/ ıx0 .x/ ı�0 .�/ :

5. W.K.B. state. Let

un .x/ D a .x/ ei S.x/
hn :

4Here we use the notation hn � "n (resp. hn � "n) do express that limn!1 hn="n D 0 (resp.
limn!1 hn="n D 1).
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Then:

� .x; �/ D ja .x/j2 dxırxS.x/ .�/ ;

meaning that

Z

Rd�Rd
b .x; �/ � .dx; d�/ D

Z

Rd
b .x;rxS .x// ja .x/j2 dx:

Notice that, as soon as hn � "n or hn D "n, all the above sequences are hn-
oscillating. All these examples illustrate how the semiclassical measure is able
to capture simultaneously oscillation and concentration effects developed by a
sequence .un/. This key property makes semiclassical measures a suitable object
to study the semiclassical approximation.

4 Semiclassical Measures and the Schrödinger Flow

4.1 Semiclassical Propagation and Egorov’s Theorem

We now return to the study of the dynamics of the semiclassical Schrödinger flow.
Recall that the semiclassical Schrödinger equation reads:

ih@tuh C OHhuh D 0; (42)

where OHh D � h2

2
�x C V .

Let .u0n/ be a sequence of initial data such that
��u0n

��
L2.M/

D 1 which is
hn-oscillating. Recall that one of the central questions in the semiclassical approx-
imation and the correspondence principle (see Sect. 1.3) is to compute the weak-�
limit � .t; �/ of the sequence of probability densities associated to the corresponding
solutions to the semiclassical Schrödinger equation:

je�i t
hn

OHhn u0nj2: (43)

It is not difficult to check that for any t 2 R, the sequence .e�i t
hn

OHhn u0n/ is also hn-
oscillating. Therefore, because of Theorem 2, in order to obtain � .t; �/ it suffices

to compute the semiclassical measures associated to e�i t
hn

OHhn u0n. Denote by wn .t/

the Wigner distribution of e�i t
hn

OHhn u0n. It turns out that the weak-� accumulation
points of wn .t/ satisfy a propagation law that involves the classical Hamiltonian
H .x; �/ D 1

2
k�k2x C V .x/.
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Theorem 3 ([55, 62, 83]) Suppose that .wn .0/ D whn
un
/ converges to the semiclas-

sical measure �0 2 MC.T�M/. Then, for every t 2 R, .wn .t// converges to a
semiclassical measure m .t; �/ that solves the transport equation:

d

dt

Z

T�M
a .x; �/m .t; dx; d�/ D

Z

T�M
fH; ag .x; �/m .t; dx; d�/ : (44)

Therefore, m .t; �/ is described by the formula:
Z

T�M
a .x; �/m .t; dx; d�/ D

Z

T�M
a


	H

t .x; �/
�
�0 .dx; d�/ : (45)

The propagation law (44) simply states that m .t; �/ is a weak solution (in the
sense of distribution) of Liouville’s equation:

@tm C fH;mg D 0:

Note also that identity (45) is equivalent to the fact that m .t; �/ is obtained as the
push-forward of �0 along 	H

t ; this is usually written as:

m .t; �/ D 

	H

t

�
� �0:

Using the hn-oscillation property of the solutions and Theorem 2, (i) we deduce that
m .t; �/ is given by the following Corollary.

Corollary 1 Suppose the hypotheses of Theorem 3 hold. Then one has, for every
t 2 R and ' 2 Cc .M/:

lim
n!1

Z

M
' .x/ je�i t

hn
OHhn u0nj2dx D

Z

T�M
'


�


	H

t .x; �/
��
�0 .dx; d�/ ;

where � W T�M �! M is the canonical projection.

With this result in mind, we can generalize the computation made in (3.4) for
M D R

d and V � 0 to the general case. Let .x0; �0/ 2 T�M and define, locally on a
chart,

u0n .x/ WD 1

.hn/
d=4

a

�
x � x0p

hn

�
eix��0=hn ;

where kakL2.M/ D 1. Then (41) implies that

�0 .x; �/ D ıx0 .x/ ı�0 .�/ :

As a direct consequence of (45) we deduce:

m .t; �/ D 

	H

t

�
� �0 D ı	H

t .x0;�0/
;
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and, by Corollary 1, for every t 2 R:

lim
n!1 je�i t

hn
OHhn u0nj2 D ıx.t/;

where x .t/ D �


	H

t .x0; �0/
�
.

We next sketch the main ideas of the proof of Theorem 3, as they lie on the basis
of further developments.

A straightforward computation shows that wn .t/ solves Wigner’s equation:

d

dt
hwn .t/ ; aiD 0�C1

c
D i

hn
.Œ OHhn ;Ophn

.a/�e�i t
hn

OHhn u0nje�i t
hn

OHhn u0n/L2.M/; (46)

for every a 2 C1
c .T�M/. When M D R

d this equation admits a simpler, closed
expression, on wn:

@twn C � � rxwn � L hn
V wn D 0;

where L h
V is the integral operator acting on functions f 2 C1

c .R
d 
 R

d/ by:

L h
V f .x; �/ WD i

Z

Rd

Z

Rd

�
V

�
x � hv

2

�
� V

�
x C hv

2

�	

f .x; �/ ei.���/�vdv
d�

.2�/d
I

Using the commutator identity (27) in the symbolic calculus we conclude that:

d

dt
hwn .t/ ; aiD 0�C1

c
D hwn .t/ ; fH; agiD 0�C1

c
C O .hn/ ;

where the remainder is O .hn/ locally uniformly bounded in t. This identity shows
that the distributions .wn .t// form an equilipschitz family with respect to t. Hence,
it is possible to apply a diagonal extraction argument and conclude that .wn .t//
converges for every t along some subsequence, showing (44).

Equivalently, one can obtain (44) as a consequence of Egorov’s theorem (see, for
instance, [124] for a proof). This result shows that conjugation of Ophn

.a/ by the
semiclassical propagator amounts to transporting the symbol a along the classical
flow 	H

t .

Theorem 4 (Egorov) For every a 2 C1
c .T�M/ there exists a family Rh .t/ of

bounded operators on L2 .M/ such that:

ei t
h

OHh Oph .a/ e�i t
h

OHh D Oph



a ı 	H

t

�C Rh .t/ ; (47)
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where kRh .t/kL .L2.M// � � .jtj/ h for some continuous function � W RC �! RC. If

M D R
d and H is a polynomial in .x; �/ of degree at most two, then Rh � 0.

At this point, the reader should remember the problem that was the main object of
these notes, as described in Sect. 2.1, namely the study of those probability measures
that arise as accumulation points of sequences of position densities associated to
solutions to the non-semiclassical Schrödinger equation (5). As already noticed
in Remark 1, the non-semiclassical Schrödinger equation can be rewritten as a
semiclassical problem provided the time scaling t t=h is performed.

Remark 2 For an initial datum u0 2 L2 .M/, the corresponding solution u to (5) can
be written as:

u .t; �/ D e�it OHu0 D ei t
h2


h2
2 ��h2V

�

u0 DW vh .t=h; �/ ;

where vh is a solution to the semiclassical problem:

ih@tvh C h2

2
�vh � h2Vvh D 0:

The corresponding Wigner distributions are related by:

wh
u .t/ D wh

vh
.t=h/ :

Therefore, Egorov’s theorem implies that understanding the dynamics of wh
u .t/

requires:

1. understanding the long-time dynamics of 	H
t ;

2. controlling the time behavior of the remainder term Rh .t/ for t � 1=h in (47).

4.2 The Ehrenfest Time

We shall now address the issue of understanding the influence of the long-time
dynamics of 	H

t in the behavior of the Wigner distributions wn .t/. Let us come
back to the explicit computation that was performed in Sect. 3.4 for M D R

d and
V � 0. We showed that the position densities associated to a Gaussian wave-packet
(32) followed the explicit propagation law (33). That formula showed, in particular,
that the propagated object is again a Gaussian wave-packet of width

p
h .1C t2/.

Therefore, for times t � h�1=2 the width of the wave-packet is of order one, and
there is no hope that for t 	 h�1=2 the position densities converge to a Dirac mass.

This behavior is better seen at the level of the Wigner distributions wh .t/. In this
setting, Egorov’s theorem is exact and,

wh .t; x; �/ D wh .0; x � t�; �/ I
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one can compute wh .0; �/ explicitly in this case [assuming that .u0h/ is a gaussian
wave-packet centered at .x0; �0/ of the form (32)]:

wh .t; x; �/ D 1

.�h/d
e� jx�x0�t�j2

h e� j���0 j2
h :

For a 2 C1
c



R

d 
 R
d
�

a Taylor expansion shows the following:

hwh .t; �/ ; ai D 1

�d

Z

R2d
a


x0 C t�0 C p
h .x C t�/ ; �0 C p

h�0
�

e�jxj2�j�j2dxd�

D a


	H0

t .x0; �0/
�C O

p
h .1C jtj/

�
;

where 	H0
t is the classical flow corresponding to the free Hamiltonian. Therefore,

the convergence wh .t; �/ * ı
	

H0
t .x0;�0/

takes place uniformly on intervals of the form

jtj � h�1=2C" for every " > 0. A larger time intervals, the dispersive nature of the
classical flow enters into play and it is no longer possible to describe the dynamics
of wh .t; �/ solely in terms of 	H0

t .
Let us assume now that V is not identically zero; the preceding computation gives

in this setting:

Z

R2d
a .z/wh



0; 	H�t .z/

�
dz D

Z

R2d
a


	H

t .z/
� 1

.�h/d
e� jz�z0j2

h dz

where z0 D .x0; �0/. As expected, this converges to ı	H
t .z0/

locally uniformly in t. In
order to find the size (in terms of h) of the time intervals for which the convergence
is uniform, we must estimate:

DH .t; a/ WD
Z

R2d



a


	H

t .z/
� � a



	H

t .z0/
�� 1

.�h/d
e� jz�z0j2

h dz (48)

A standard computation shows:

jDH .t; a/j � h1=2
Z

R2d
sup

w2R2d

��dwa


	H

t .w/
��� jz � z0j

h1=2
e� jz�z0j2

h
dz

.�h/d
;

and

h1=2
Z

R2d
sup

w2R2d

��dwa


	H

t .w/
��� jzj 1

�d
e�jzj2dz � Ch1=2ejtj� ;

as soon as

��dw	
H
t .w/

�� � Mejtj� :
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The coefficient � � 0 is the Liapunov exponent of 	H
t ; it measures the maximal

expansion rate of the flow 	H
t a along the unitary unstable directions of the dynamics

(see [74] for additional details).
This leads to introducing the following distinguished time-scale:

Th
E WD 1

2�
log

�
1

h

�
: (49)

At times t � Th
E the difference (48) is of order one; whereas for jtj � .1 � "/ Th

E
the difference (48) is of the order of h" and tends to zero as h �! 0C. The smallest
time scale that enjoys the property is known as the Ehrenfest time; when � > 0 the
Ehrenfest time is precisely Th

E; for the free Hamiltonian, it is h�1=2.
Note that, in the previous computation, the remainder term Rh .t/ given by

Ergorov’s theorem (Theorem 4) has been ignored. However, a careful analysis
shows, [20, 34, 44, 66, 67] that wh .t; �/ converges to ı	H

t .x0;�0/
in intervals of the

form jtj � .1 � "/ Th
E.

As seen in the case of the free Hamiltonian, the logarithmic scale Th
E does not

always coincide with the Ehrenfest time. The articles [47, 76] show that this scale
is indeed optimal for some hyperbolic systems, in the sense that for time-scales
greater than Th

E, the Wigner distributions wh .t; �/ associated to a coherent state do
not converge to the Dirac mass centered at the corresponding classical trajectory.

4.3 Beyond the Eherenfest Time

We now turn to the problem of describing the global in time dynamics of the

Wigner distributions wn .t; �/, corresponding to a sequence .e�i t
hn

OHhn u0n/ of solutions
to the semiclassical Schrödinger equation (12). This issue is intimately related to
the problem proposed in Sect. 2.1, as explained in Remark 2.

Let us fix a time scale � D .�n/ with limn!1 �n D 1 (we will be particularly
interested in the case �n D 1=hn, see Remark 2). One may ask in general whether
or not it is possible to describe the dynamics of wn .t; �/ uniformly in intervals
of the form jtj � �n. The answer to this question is affirmative as soon as �n is
asymptotically smaller or comparable to .1 � "/Thn

E ; however, this problem can
be very complicated as soon as �n 	 Thn

E . An example of this is given by the
flat torus: Wigner distributions are explicit, although very complicated oscillating
sums whose pointwise behavior is hard to study, due to interferences caused by
superposition of different terms. The case of negatively curved compact surfaces
provides also examples of explicit constructions. In this setting, it is possible to
construct coherent states whose evolution is explicit up to times �n � h�2

n [94],
Schubert (2007, Semiclassical wave propagation for large times, http://www.maths.
bris.ac.uk/~marcvs/publications.html, unpublished), whose Wigner distributions
have a very complicated structure. Moreover, as we shall immediately see, Wigner

http://www.maths.bris.ac.uk/~marcvs/publications.html
http://www.maths.bris.ac.uk/~marcvs/publications.html
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distributions do not converge to a limiting object on general intervals of the form
Œ��n; �n�, for �n big enough.

However, this question becomes more tractable if we perform an average with
respect to t. Instead of considering the pointwise behavior of wn .t; �/ we can analyze
the behavior of the means:

1

2�n

Z �n

��n

wn .t; �/ dt D 1

2

Z 1

�1
wn .�ns; �/ ds: (50)

At this point notice that wn .�ns; �/ is nothing but the Wigner distribution associated
to the time-rescaled solution to the Schrödinger equation:

e�i �nhn
s OHhn u0n:

Therefore, computing the accumulation points of the time averages (50) amounts to
performing the semiclassical limit hn �! 0C and simultaneously letting time go to
infinity as t D �ns �! 1.

Set w�n
n .t; �/ WD wn .�nt; �/; the convergence of .w�n

n .t; �// in average sense is easy
to establish. In fact, .w�n

n / is bounded in L1 .RID 0 .T�M// since

jje�i �nhn
s OHhn u0njjL2.M/ D jju0njjL2.M/ D 1;

and, for any compact set K � T�M and every a 2 L1.RI C1
c .T�M// such that

supp a .t; �/ � K for a.e. t 2 R, one has:

ˇ̌
ˇ̌
Z

R

˝
w�n

n .t; �/ ; a .t; �/
˛
dt

ˇ̌
ˇ̌ � CK sup

t2R
jje�i �nhn

t OHhn u0njj2L2.M/
Z

R

ka .t; �/kCdC1.T�M/ dt

� CK kakL1.RICdC1.T�M// ;

for some constant CK > 0 depending only of d and K. At this point one can invoke
the Banach-Alaoglu theorem to conclude that .w�n

n / is a relatively compact set in
L1 .RID 0 .T�M// when equipped with the weak-� topology. In particular, we can
extract a subsequence from .w�n

n /, which we shall not relabel and a distribution � 2
L1.RID 0 .T�M// such that:

lim
n!1

Z

R

Z

T�M
a .t; x; �/w�n

n .t; dx; d�/ dt

D
Z

R

Z

T�M
a .t; x; �/ � .t; dx; d�/ dt; 8a 2 L1



RI C1

c



T�M

��
: (51)

Similarly as we did in Sect. 2.1, we denote by QM .�/ the set consisting in all
distributions � 2 L1 .RID 0 .T�M// that are obtained as an accumulation point,
for the weak-� topology in L1 .RID 0 .T�M//, of some sequence of Wigner
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distributions of the form .w�n
n / associated to a sequence of initial data .u0n/ that is

normalized in L2 .M/ and is hn-oscillating in the sense of (39).

Theorem 5 ([85]) Let � be a time scale. Then the set QM .�/ is contained
L1 .RIMC .T�M//. Moreover, every � 2 QM .�/ is invariant by the classical
flow: for a.e. t 2 R and every s 2 R,

� .t; �/ D 

	H

s

�
� � .t; �/ .

If, in addition, � is obtained from a sequence of initial data .u0n/ then:

lim
n!1

Z b

a

Z

M
' .x/ jei �nhn

t OHhn u0nj2 .x/ dxdt D
Z b

a

Z

T�M
' .x/ � .t; dx; d�/ dt; (52)

for every a < b and ' 2 Cc .M/.

If M is compact, then property (52) automatically implies that � .t; �/ is a proba-
bility measure for a.e. t 2 R. Therefore, in this case QM .�/ � L1 .RIP .T�M//.

When OHh D h2

2
� � h2V and �h D 1=h (which corresponds to study the non-

semiclassical case, see Remark 2), the set QM .1=h/ determines the set M introduced
in Sect. 2.1. To see this, simply note that given any sequence .u0n/ that is normalized
in L2 .M/, it is always possible to find a sequence .hn/ of positive real numbers that
tends to zero such that

lim
n�!1

��1Œ1;1/.�h2n�x/un

��
L2.M/ D 0I

in other words, it is always possible to find .hn/ such that .u0n/ is hn-oscillating.
Then, identity (52) implies that the elements of M are obtained by projecting those
of QM .1=hn/ onto M.

The following result, whose proof can be found in [1], deals with the dependence
of QM .�/ on the time scale .�n/.

Proposition 3 Let .�n/ and .n/ be time scales tending to infinity as n �! 1 such
that limn!1 n=�n D 0. Then for every � 2 QM .�/ and almost every t 2 R there
exist �t 2 Conv QM ./ such that

� .t; �/ D
Z 1

0

�t .s; �/ ds: (53)

Above, Conv QM ./ denotes the convex hull of QM ./. As a consequence of this
result, we see that if n � �n, then the measures in QM .�/ can be constructed using
those in QM ./. Therefore, QM .�/ is somewhat decreasing with respect to the scale
� .

The problem of characterizing QM .�/ when �n 	 Thn
E on an arbitrary Rie-

mannian manifold can be very complex. In order to get some insight in it, let
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us first assume that the convergence of the Wigner distributions wn .t; �/ to their
corresponding semiclassical measures m.t; �/ D 


	H
t

�
� �0, as given by Theorem 3,

is uniform in the interval t 2 Œ��n; �n�. Then, necessarily, for any a 2 C1
c .T�M/

we would have:

lim
n!1

Z �1

�1

Z

T�M
a .x; �/w�n

n .t; dx; d�/ dt

D lim
n!1

1

�n

Z �n

��n

Z

T�M
a .x; �/wn .t; dx; d�/ dt

D lim
n!1

Z

T�M
hai�n

.x; �/ �0 .dx; d�/ ;

where, recall, �0 D � .0; �/ stands for the semiclassical measure of the sequence of
initial data and:

haiT .x; �/ WD 1

T

Z T

�T
a


	H

s .x; �/
�

ds:

Therefore, under the assumption that the convergence of wn .t; �/ to m .t; �/ is
uniform for t 2 Œ��n; �n�, the time averages (50) converge to:

Z �1

�1

Z

T�M
a .x; �/ � .t; dx; d�/ dt D lim

n!1

Z

T�M
hai�n

.x; �/ �0 .dx; d�/ ; (54)

where � is a weak-� accumulation point of w�n
n .

If

hai .x; �/ WD lim
T!1 haiT .x; �/ exists �0-almost everywhere, (55)

then (54) implies:

Z �1

�1

Z

T�M
a .x; �/ � .t; dx; d�/ dt D

Z

T�M
hai .x; �/ �0 .dx; d�/ : (56)

To summarize, we have showed that under the assumption that wn .t; �/ converges
uniformly in t 2 Œ��n; �n�, the measure � satisfies (56) provided one of the two
following statements holds.

1. limT!1 haiT .x; �/ exists for every .x; �/ 2 T�M (for instance, when H is
completely integrable in the sense of Liouville). Condition (55) is trivially
satisfied in this case.

2. The measure �0 is 	H
t -invariant. Then (55) is the well-known result on conver-

gence of Birkhoff averages.
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This is the situation when .u0n/ is a quasi-mode; that is, when

OHhn u0n D �hn u0n C rhn ;

where �hn ! � 2 R and krhn kL2.M/ ! 0 as n ! 1. In this case, it is easy to check
that:

���e�i t
hn

OHhn u0n � e�i t
h�hn u0n

���
L2.M/

D tO

�krhn kL2.M/

hn

�
;

which in turn implies:

wn .t; �/ � wn .0; �/ D t2O

 krhn k2L2.M/
h2n

!
:

In this case, wn .t; �/ converges to �0 uniformly in time intervals Œ��n; �n� provided
�n � hn krhnk�1

L2.M/. The problem of constructing quasi-modes in a Riemannian
manifold has been the object of numerous studies, see for instance [13, 16, 39, 95,
96].

4.4 Concentration of Laplacian Eigenfunctions

Another instance in which the convergence of Wigner distributions towards their
limiting semiclassical measures is uniform in time corresponds to the case in which
the sequence of initial data consists of eigenfunctions of the Laplacian.

In this section we shall assume that .M; g/ is a compact Riemannian manifold;
this ensures that the Laplace-Beltrami operator ��x has discrete spectrum, consist-
ing of an non-decreasing sequence of eigenvalues:

0 D �0 < �1 � �2 � : : : � �n % 1; as n �! 1:

The corresponding normalized eigenfunctions satisfy:

� 1

2
�x n D �n n; k nkL2.M/ D 1; (57)

and it is possible to construct an orthonormal basis of L2 .M/ formed exclusively by
eigenfunctions.

A sequence . n/ formed by eigenfunctions corresponding to an increasing
sequence of eigenvalues is clearly hn-oscillating if hn D �

�1=2
n (or hn tends to zero

faster than ��1=2
n ) since (57) can be written in this case as:

� h2n
2
�x n D  n: (58)
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The corresponding solutions to the semiclassical Schrödinger equation can be
written, in view of (8), as:

e�i t
hn
bH0;hn n D eithn�x=2 n D e�it

p
�n=2 n:

Therefore, for every t 2 R:

ˇ̌
eithn�x=2 n

ˇ̌2 D j nj2 ;

and, for any time scale .�n/, the corresponding time-rescaled Wigner distributions
satisfy:

w�n
n .t; �/ D w�n

n .0; �/ D whn
 n
;

Hence, the convergence of
ˇ̌
eithn�x=2 n

ˇ̌2
or wn .t; �/ towards its limit is (trivially)

uniform in t 2 R.
Any weak-� limit � of wn .t; �/ D whn

 n
is necessarily independent of t. Moreover,

(44) can be rewritten as:

Z

T�M
a .x; �/ � .dx; d�/ D

Z

T�M
a .	t .x; �//� .dx; d�/ ;

for every a 2 C1
c .T�M/, t 2 R. In other words, � is invariant by the geodesic flow

	t, which is the classical flow associated to the classical Hamiltonian cH0.
An application of the symbolic calculus developed in Sect. 3.2 to the semiclassi-

cal problem (58) for eigenfunctions gives:

0 D .Ophn
.a/


�h2n�x � 1
�
 nj n/L2.M/

D .Ophn
..H0 � 1/ a/ nj n/L2.M/ C O .hn/ :

Therefore, taking limits as n ! 1 shows:

Z

T�M
a .x; �/

�
1

2
k�k2x � 1

�
� .dx; d�/ D 0;

which in turn implies that � is supported on the sphere bundle S�M:

supp� � S�M WD
�
.x; �/ 2 T�M W 1

2
k�k2x D 1

�
;

which is the energy level E D 1 for the classical Hamiltonian H0.
Let us introduce some notation: we shall denote by Minv .T�M/ (resp.

Minv .S�M/) the set of all probability measures on T�M (resp. supported on S�M)
that are invariant by the geodesic flow. We shall also denote by QM1 the set of those
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measures that arise as semiclassical measures of a sequence of eigenfunctions of
the Laplacian. The following chain of inclusions trivially takes place for any time
scale .�n/:

QM1 � QM .�/ � L1 

RIMinv



T�M

��
:

Naturally, the set M1 introduced in Sect. 2.1 is obtained by projecting the elements
of QM1 onto the base.

The question of characterizing the set QM1 is an extremely difficult one; its
answer relies on fine aspects of the global dynamics of 	t (the reader can consult
the recent survey [123]). A complete answer is known in very few cases, in some
others partial results are available. We next describe some examples.

• The Spheres .Sd, can/. In this case QM1 D Minv .S�M/, i.e. every invariant
measure on S�M can be realized as a semiclassical measure for some sequence of
eigenfunctions. This was first proved by Jakobson and Zelditch [73]. The proof
relies on three ingredients. The first one is an explicit computation. The sequence:

 k .x/ WD

vuuuut
�

�
k C d C 1

2

�

2�
dC1
2 � .k C 1/

.x1 C ix2/
k

of eigenfunctions corresponds to the eigenvalues k .k C d � 1/ and concentrates
onto the equator �0 given by x3 D : : : D xdC1 D 0. More precisely,

j kj2 * ı�0 ; whk
 k
* ıQ�0 as k �! 1I

where Q�0 denotes the lift of �0 to S�M.5 The second ingredient is that the
isometries of the sphere act transitively on the space of geodesics: if � is a
geodesic then there exists an isometry ˚ 2 Isom.Sd;can/ such that ˚ .�/ D �0:

Since  k ı ˚ is again a normalized eigenfunction of the Laplacian, this shows
that ıQ� 2 QM1 for every orbit Q� of the geodesic flow; finally, the third step
consists in noticing that convex combinations of orbit measures ıQ� are dense
in Minv .S�M/. One concludes by applying a diagonal extraction argument
combined with the quasi-orthogonality property (40) of semiclassical measures.
It should be noted, nonetheless, that this phenomenon is not very robust. It has
been recently proved in [90] that if one considers sequences of eigenfunctions

5The orbit measure ıQ� corresponding to an orbit Q� of the classical flow 	H
t is defined as

Z

T�M
a .x; �/ ıQ� .dx; d�/ WD lim

T!1

1

T

Z T

0

a


	H

t .x0; �0/
�

dt

where .x0; �0/ 2 Q� .
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for the operator � 1
2
�C V , for V generic, only a finite number of orbit measures

ıQ� can be realized as semiclassical measures.
• Zoll manifolds. For manifolds with periodic geodesic flow, the situation is not so

clear. However, if one assume additional structure on the manifold one has again
that QM1 D Minv .S�M/. This is the case for all rank-one compact symmetric
spaces, as proved in [84] (in fact, it only suffices to assume a spectral separation
property for ��x). In [7] it is showed that QM1 D Minv .S�M/ holds as soon as
.M; g/ has constant positive sectional curvature (in that case, M is a quotient of
the sphere by a group of isometries).

• Flat tori .Td, can/. In spite that the geodesic flow is completely integrable (as was
the case in the sphere and Zoll manifolds), in this case QM1 is strictly contained
in Minv .S�M/. A result by Bourgain (see Jakobson’s article [72]) shows that
the set M1 of projections onto T

d of the elements of QM1 are measures that
are absolutely continuous with respect to the Lebesgue measure. In particular
ıQ� … QM1 whenever Q� is periodic. Jakobson [72] refined this result for d D 2:
any element of M1 is of the form

P
jkj2fn1;n2g akeik�x for certain n1; n2 2 RC. In

higher dimensions, see [3, 72, 93], it can be proved that the Fourier coefficients
of the elements in M1 satisfy an estimate of the form

P
k2Zd jakjd�2 � Cd . The

proofs of these results are based on fine results on the distribution of points of
Z

d on spheres and on deep results on the structure of solutions to Pell’s type
equations. In [9], Bourgain’s result is generalized to sequences of eigenfunctions
of more general operators of the form � 1

2
�x C V .x/; this proof is very different,

of microlocal nature, and follows from the analysis presented in the next section.
• General completely integrable geodesic flow and KAM type situations. For

completely integrable geodesic flows it is possible to show the existence of
sequences of eigenfunctions that concentrate on unstable periodic orbits of the
geodesic flow [42, 111–113]. It is possible to show the existence of sequences of
eigenfunctions or quasi-modes that concentrate on invariant Lagrangian tori in
some KAM situations [43, 77, 95]. Bourgain’s result also generalizes to quantum
completely integrable systems [1].

• Ergodic geodesic flow. When the geodesic flow of .M; g/ is ergodic, i.e. every
invariant subset of S�M has either full or zero measure, the situation is rather dif-
ferent. Shnirelman’s theorem (whose proof can be found in [41, 106, 120]) states
the following. Suppose that . n/ is an orthonormal basis of L2.M/ consisting of
eigenfunctions of the Laplacian. Then there exists a subset S � N, of density 1,
such that .whn

 n
/n2S converges to the Liouville measure on S�M. This fact can be

interpreted as stating that a “generic” sequence of eigenfunctions asymptotically
equidistributes on S�M (both in physical and frequency space). It has been
proved by Hassell that there exists plane domains whose billiard flow is ergodic
for which measures different from Liouville can be realized as semiclassical
measure for eigenfunctions, see [64]. The Quantum Unique Ergodicity conjecture
of Rudnick and Sarnak [102, 104] states that in a compact manifold with negative
curvature (and therefore, whose geodesic flow is ergodic) the set QM1 reduces to
the Liouville measure. This conjecture has been partially solved in the case of
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arithmetic congruence surfaces by Lindenstrauss [26, 79]. On general manifolds
of negative sectional curvature, Anantharaman and Nonnenmacher have proved
[10, 11] a lower bound for the Kolmogorov-Sinai Entropy of elements in QM1.
This was further refined by Rivière [97] in the case of surfaces.

5 Results in Completely Integrable Geometries

5.1 Averaging and Zoll Manifolds

In this last section we shall focus on manifolds with completely integrable geodesic
flows. We shall mainly focus on Zoll manifolds and flat tori. We shall restrict
ourselves to compact M and will consider the non-semiclassical Hamiltonian case.
For the rest of these notes, let:

OH D �1
2
�C V;

where V 2 C1 .M/.6 As we did before, we introduce the associated semiclassical
operator:

OHh WD �h2

2
�C h2V;

that satisfies:

e�it OH D e�i
�ht
h

OHh ; with �h D 1

h
.

We shall use semiclassical notation and denote generically by w�h
h .t; �/ the Wigner

distribution associated to a solution e�i
�ht
h

OHh u0h:

w�h
h .t; �/ WD wh

e�i
�ht
h

OHh u0h

:

Theorem 5 gives that all accumulation points of .w�h
h / are elements of

L1 .RIMinv .T�M//, where Minv .T�M/ is the set of probability measures on
T�M that are invariant by the geodesic flow of .M; g/. A proof of this fact is
sketched in the proof of Proposition 4 below. When we write h ! 0C it should
be understood that convergence takes place along a subsequence. Again, we shall
denote by 	t the geodesic flow of .M; g/ acting on T�M.

6Most of the results presented here hold for potentials satisfying lower regularity requirements.



High-Frequency Dynamics of Schrödinger Flows 313

We start by presenting a result that exploits the existence of completely integrable
structure in the geodesic flow. It can be interpreted as a weak version of Egorov’s
theorem for very long times.

Proposition 4 ([85]) Let .u0h/ an h-oscillating sequence that is normalized in
L2 .M/, and suppose that �h � h�2. Assume that



w�h

h

�
; the sequence of Wigner

distributions corresponding to e�i
�ht
h

OHh uh, converges to � 2 QM .�/ and that
.w�h

h .0/ D wh
u0h
/ converges to �0 2 MC .T�M/. Then, if a 2 C1

c .T�M/ is 	t-

invariant one has, for every t 2 R:

lim
h!0C

˝
w�h

h .t; �/ ; a
˛ D

Z

T�M
a .x; �/ �0 .dx; d�/ : (59)

In particular, for every such a and for a.e. t 2 R, the following holds:

Z

T�M
a .x; �/ � .t; dx; d�/ D

Z

T�M
a .x; �/ �0 .dx; d�/ : (60)

Proof Recall that w�n
n solves the Wigner equation (46), which after taking into

account the change of time scale reads:

d

dt

˝
w�h

h .t/ ; a
˛
D 0�C1

c
D i�h

h
.Œ OHh;Oph .a/�e

�i
�ht
h

OHh u0hje�i
�ht
h

OHh u0h/L2.M/: (61)

Let us analyze the structure of the above commutator. First notice that, applying the
commutator rule (27) to the term involving the potential V we obtain:

Œ OHh;Oph .a/� D 1

2
Œ�h2�x;Oph .a/�C O



h3
�
:

Now recall that the Laplace-Beltrami operator (28) can be expressed in terms of
Weyl pseudodifferential operators as:

�h2�x D Oph .H0/C ih Oph .r/C h2 Oph .m/ ;

where H0 .x; �/ D k�k2x , m 2 C1 .M/ and r can be written as (30), which is
equivalent to:

r .x; �/ D 1

2
fH0; log �g ;

where � D p
det g. The commutator rule implies in this case:

Œ�h2�x;Oph .a/� D h

i
Oph .fH0; ag/C h2 Oph .fr; ag/C O



h3
�
: (62)
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Since a ı 	s D a for every s 2 R, necessarily fH0; ag D 0 and therefore:

Œ OHh;Oph .a/� D h2

2
Oph .fr; ag/C O



h3
�
:

Introducing this into the Wigner equation (61) gives:

d

dt

˝
w�h

h .t/ ; a
˛
D 0�C1

c
D i

2
�hh

˝
w�h

h .t/ ; fr; ag˛
D 0�C1

c
C O



�hh2

�
:

Integrating with respect to time, we obtain:

˝
w�h

h .t/ ; a
˛
D 0�C1

c
� ˝

w�h
h .0/ ; a

˛
D 0�C1

c

D i

2
�hh

Z t

0

˝
w�h

h .s/ ; fr; ag˛
D 0�C1

c
ds C O



�hh2

�
:

Now notice that �hh2 ! 0C by hypothesis and that using Jacobi’s identity for the
Poisson bracket:

fr; ag D 1

2
fH0; flog �; agg :

Now, it is an easy exercise to prove, using (61) and (62), that, for any b 2 C1
c .T�M/

and any ' 2 L1 .R/ one has:

Z

R

' .t/
˝
w�h

h .t/ ; fH0; bg˛
D 0�C1

c
dt D o

�
1

�hh

�
:

This, in particular, shows that � .t; �/ is invariant by the geodesic flow for almost
every t 2 R. We therefore conclude that:

lim
h!0C

˝
w�h

h .t/ ; a
˛
D 0�C1

c
D lim

h!0C

˝
w�h

h .0/ ; a
˛
D 0�C1

c
;

which is (59). Identity (60) now follows from the fact that (59) implies that, for
a 2 C1

c .T�M/ that is 	t-invariant:

Z

R

Z

T�M
' .t/ a .x; �/ � .t; dx; d�/ dt

D
�Z

R

' .t/ dt

�Z

T�M
a .x; �/ �0 .dx; d�/ ;

for every ' 2 L1 .R/.

Surprisingly, in some situations Proposition 4 suffices to characterize the set
QM .�/. In order to simplify our presentation, we shall restrict the class of initial
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data we shall be interested in. In what follows, we shall assume that the sequence

u0h
�

of initial data is normalized in L2 .M/ and satisfies the stronger assumption of
strict h-oscillation:

lim
R!1 lim sup

h�!0C

X

�j
R=h2

jbu0h


�j
� j2 D lim

ı!0C
lim sup
h�!0C

X

�j	ı=h2

jbu0h


�j
� j2 D 0I (63)

this condition expresses that no oscillations take place at scales asymptotically
higher or lower than 1=h. It should be pointed out that it is not always possible
to find a scale for which both sides of (63) are satisfied simultaneously,7 see [58] for
an example. If



u0h
�

satisfies (63) and the Wigner distributions .wh
u0h
/ converge to a

probability measure �0 2 P .T�M/ then:

�0 .f� D 0g/ D 0:

In fact this condition is equivalent to the right hand side of (63).
We now turn to the case of Zoll manifolds. Recall that .M; g/ is a Zoll manifold

provided all its geodesics are closed. In this case, the geodesic flow 	t is periodic on
each level set k�kx D E (see [18] for a proof). We shall denote by L the period on
	t for E D 1. Then, on k�kx D E the period of the geodesic flow is L= k�kx.

The book [18] provides a detailed exposition of this type of geometries. Note
that Zoll’s contribution was to show the existence of a Riemannian structure on S

2

that is not isometric to the canonical one with the property that all its geodesics
are closed. Examples of Zoll manifolds are Compact Rank-One Symmetric Spaces
(CROSS) and their quotients. Note also that the topology of a Zoll manifold (under
the additional hypothesis that all geodesics have the same length) is close to that of
a CROSS: the cohomology ring of such a Zoll manifold must be that of a CROSS.

The following holds.

Theorem 6 ([85]) Let .M; g/ be a Zoll manifold. Suppose �h � h�2 and that
.u0h/ satisfies (63) and is normalized in L2 .M/. If



w�h

h

�
and .w�h

h .0// converge
respectively to � and �0 then � 2 Minv .T�M/ does not depend on t and is given
by:

Z

T�M
a .x; �/ � .dx; d�/ D

Z

T�M
hai .x; �/ �0 .dx; d�/ : (64)

Remark 3 Recall that:

hai .x; �/ D lim
T!1

1

T

Z T

0

a .	s .x; �// ds: (65)

7Note, however, that it is always possible to find a scale such that the left hand side of (63) holds.
The right hand side is equivalent to the fact that .u0h/ converges weakly to zero in L2 .M/.
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Our periodicity assumption implies that if a 2 C1
c .T�M/ vanishes close to � D 0

then hai 2 C1
c .T�M/. In fact:

hai .x; �/ D k�kx

L

Z L=k�kx

0

a .	s .x; �// ds:

Proof (Proof of Theorem 6) Let a 2 C1
c .T�M/ vanish close to � D 0. Identity (60)

combined with the preceding remark show that:

Z

T�M
hai .x; �/ � .t; dx; d�/ D

Z

T�M
hai .x; �/ �0 .dx; d�/ : (66)

Since the convergence in (65) takes places for every .x; �/ 2 T�M we conclude,
using the invariance of � .t; �/:

Z

T�M
hai .x; �/ � .t; dx; d�/ D lim

T!1
1

T

Z T

0

Z

T�M
a .	s .x; �// � .t; dx; d�/ ds

D
Z

T�M
a .x; �/ � .t; dx; d�/ :

Note also that (66) implies that � .t;T�M n f0g/ D �0 .T�M n f0g/ D 1 and
therefore, � .t; �/ cannot charge f� D 0g. We conclude that (64) holds for every a
and therefore characterizes �.

Formula (64) should be interpreted as that � is obtained by averaging �0 along
the geodesic flow. Note in particular that as soon as �0 2 Minv .T�M/ one has:

� D �0:

As a consequence, the following holds.

Corollary 2 Let .M; g/ be a Zoll manifold and suppose that �h � h�2. Then
Minv .T�M/ � QM .�/.

A complete characterization of the structure of � close to the zero section
requires preforming a second microlocalization close to � D 0 (second microlo-
calizations will be described for the case of the torus in Sect. 5.3). The following
formula holds when one does not assume (63):

Z

T�M
a .x; �/ � .t; dx; d�/ D

Z

T�Mnf0g
hai .x; �/ �0 .dx; d�/

C
Z

M
hai .x; 0/ �0 .dx/

C
Z

M
a .x; 0/ je�it OHu0j2 .x/ dx;
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with �0 2 MC .M/ only depending on


u0h
�

and u0 being the weak limit of


u0h
�

in
L2 .M/.

We stress the fact that the effect of V cannot be detected on these time scales.
This is no longer true if �h � h�2 as has been recently proved in [90].

Another interesting corollary of Theorem 6 refers to the propagation of wave-
packets (41) at the scale �h D 1=h [which is equivalent to consider the non-
semiclassical propagation (5)]. Suppose u0h is supported on a coordinate chart and
locally of the form:

u0h .x/ D 1

hd=4
�

�
x � x0p

h

�
ei�0=h�x; (67)

where � 2 L2 .M/ with k�kL2.M/ D 1 and .x0; �0/ 2 T�M n f0g. Then, as we saw in
Sect. 3.6, the Wigner distributions of u0h converge towards:

�0 D ıx0 ˝ ı�0 :

Let Q� be the orbit of the geodesic flow issued from .x0; �0/ and let � be the
corresponding geodesic in M. Theorems 5 and 6 imply the following.

Corollary 3 Let .M; g/ be a Zoll manifold and u0h be given by (67). Then, for every
a < b and every ' 2 C .M/:

lim
h!0C

Z b

a

Z

M
' .x/ jeit. 12��V/u0hj2 .x/ dxdt D .b � a/

Z

M
' .x/ ı� .dx/ :

As a consequence of this, no Strichartz estimate can hold on a Zoll manifold, as
explained in Sect. 2.2. Moreover, it also shows that the Geometric Control Condition
is necessary in order to have an observability estimate (see Sect. 2.3).

5.2 Flat Tori

The periodicity assumption on the dynamics of 	t is deceptively simple. One may
ask whether or not an averaging formula as (64) still holds under more complicated
dynamical hypotheses.

The simplest setting to consider is perhaps flat tori. Suppose that M D T
d D

R
d=2�Zd is equipped with the canonical flat metric. The geodesic flow on T�

T
d is

explicit:

	s .x; �/ D .x C s�; �/ :

The the flow 	s is the prototype of a completely integrable Hamiltonian flow (see,
for instance, [14, 91]). The orbits of 	s are quasi-periodic. In fact, they are dense in
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tori of dimension less or equal to d. In order to describe them precisely, define the
submodule:

�� WD ˚
k 2 Z

d W k � � D 0
�
:

Kronecker’s lemma states that the orbit corresponding to .x; �/ 2 T�
T

d is dense in a
torus of dimension d � rk�� . Therefore, if �� D f0g then the corresponding orbits
are dense in T

d, whereas if rk�� D d � 1, they are periodic. A � 2 R
d is said to be

resonant if rk�� > 0; we shall denote by ˝ � R
d the set of resonant frequencies.

Note that the average hai .x; �/ of a smooth function a 2 C1
c .T

�
T

d/, as defined
in (65), exists for every .x; �/ 2 T�

T
d; but is not a smooth function in general. In

fact, for � 2 R
d n˝ one has:

hai .x; �/ D 1

.2�/d

Z

Td
a .y; �/ dy:

This is clearly not generally the case if the orbit corresponding to .x; �/ is periodic.
Therefore, it is not possible to apply the same strategy we used to prove Theorem 6.

In fact, the only smooth functions a 2 C1
c .T

�
T

d/ that are invariant under the
geodesic flow are of the form a .�/, i.e. they do not depend on x. In this context,
Proposition 4 gives the following result.

Proposition 5 Let .M; g/ D .Td;can/ and suppose �h � h�2 and that .u0h/ is
normalized in L2.Td/. Assume again that



w�h

h

�
and .w�h

h .0// converge respectively
to � and �0. Let � and �0 denote the respective images of � and �0 by the
projection .x; �/ 7�! �. Then � 2 MC.Rd/ does not depend on t and is given
by:

� D �0:

Proof Proposition 4 ensures that for every a 2 C1
c .R

d
� / one has:

Z

T�Td
a .�/ � .t; dx; d�/ D

Z

T�Td
a .�/ �0 .dx; d�/ ;

which is equivalent to the claim.

An immediate consequence of this is the following.

Corollary 4 Suppose the hypotheses of Proposition 5 hold. If �0.Td 
˝/ D 0 then
for almost every t 2 R,

� .t; �/ D 1

.2�/d
dx ˝ �0.



High-Frequency Dynamics of Schrödinger Flows 319

Proof The hypothesis and Proposition 5 imply that �.t;Td 
˝/ D 0,

1

.2�/d

Z

Td
a .y; �/ dy D hai .x; �/ ; for � .t; �/ -a.e. .x; �/ 2 T�

T
d;

and the convergence (65) of the Birkhoff mean to the average takes place � .t; �/-
almost everywhere. Therefore, since � .t; �/ is invariant by the geodesic flow:

Z

T�Td
a .x; �/ � .t; dx; d�/ D 1

T

Z T

0

Z

T�Td
a .	s .x; �//� .t; dx; d�/ ds

D
Z

T�Td
hai .x; �/ � .t; dx; d�/

D
Z

T�Td

�
1

.2�/d

Z

Td
a .y; �/ dy

�
� .t; dx; d�/

D
Z

Rd

�
1

.2�/d

Z

Td
a .y; �/ dy

�
� .d�/ ;

and we conclude using Proposition 5.

Corollary 4 shows that in order to get a complete characterization of � .t; �/ it
only remains to understand the structure of � .t; �/eTd�˝ . It turns out that this is
more difficult than one would a priori think. In the following example, V D 0 and
�h D 1=h.

Example 1 ([85], Proposition 11) Let � 2 L2.T2/ with k�kL2.T2/ D 1. Define:

u0h .x/ D � .x/ eix1=h; v0h .x/ D � .x/ ei.x1Ckh
1/=hei"hkh

2=h;

where kh WD 

kh
1; k

h
2

� 2 Z
2 and h � "h ! 0. It is possible to choose .hn/, ."hn/

and


kh
�

in such a way that: both


u0h
�

and


v0h
�

belong to L2.T2/ and have the same
semiclassical measure:

j� .x/j2 dxı.1;0/ .�/ ;

but their time-dependent Wigner distributions wh
eit�u0h

and wh
eit�v0h

converge respec-

tively to:
�Z

T

ˇ̌
eit�� .y1; x2/

ˇ̌2 dy1
2�

�
dxı.1;0/ .�/ ;

and

1

.2�/2
dxı.1;0/ .�/ :

In fact


kh=

ˇ̌
kh
ˇ̌�

converges to an element of R2 n˝ .
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This example shows that if �0.Td 
 ˝/ > 0 the measure � .t; �/ may depend
on t in a non trivial way and, most importantly, that �0 does not determine � .t; �/
anymore. Two sequences of initial data may have the same semiclassical measure
but the semiclassical measures associated to the evolution at �h D 1=h may differ.
In particular, there is no hope of obtaining a simple averaging formula as (65).

This problem was solved in [86] for d D 2 and V D 0 and in its full generality in
[9], in 2010, in any dimension and allowing for time dependent potentials that are
continuous except in at most a set of zero measure. In those articles it is proved that
any � 2 QM .1=h/ enjoys the following properties:

1. � 2 C .RIP .T�M// and the image of � under the projection .x; �/ 7�! x is
absolutely continuous with respect to the Lebesgue measure.

2. � can be decomposed as a sum of measures whose propagation is described by a
Schrödinger type equation in lower dimensional tori.

3.
R T
0
�.t; ! 
 R

d/dt > 0 for every open subset ! � T
d.

Here we shall not present this result in its full generality. Instead, we shall restrict
us to the case d D 2; V 2 C1.T2/ and to sequences of initial data satisfying (63).

In order to state our result, we need some notation. Denote by L1 the set of all
primitive submodules of Z2 of rank one.8 An element� 2 L1 is a one dimensional
lattice of Z2 generated by a k 2 Z

2 whose components are relatively prime. Denote
by L2�.T

2/ the subspace of L2.T2/ consisting of those functions u such that:

u .x C v/ D u .x/ ; 8v 2 �?:

Above,�? denotes the subspace of the vectors of R2 that are orthogonal to�. Note
that every u 2 L2�.T

2/ has a Fourier expansion of the form:

u .x/ D
X

k2�
bkeik�x:

Given a 2 C1
c .T

�
T
2/; a .x; �/ D P

k2Z2 ak .�/ eik�x denote:

hai� .x; �/ WD
X

k2�
ak .�/ eik�x:

Note at this point that hai� can also be obtained as a Birkhoff average along a
periodic flow. If v 2 �? n f0g then:

hai� .x; �/ D lim
T!1

1

T

Z T

0

a .x C tv; �/ dt:

8A submodule � of Zd is primitive provided the intersection of its linear span over reals with Z
d

is � itself.
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That limit exists everywhere and

khai�kL1.T2/ � kakL1.T2/ : (68)

Let mhai� .�/ be the operator acting on L2�.T
2/ by multiplication by hai� .�; �/.

Denote by U� .t/ the propagator on L2�.T
2/ associated to the Schrödinger equation:

i@tu .t; x/C 1

2
��u .t; x/ � hVi� .x/ u .t; x/ D 0: (69)

where �� is the restriction of � to L2�.T
2/; note that (69) is a one-dimensional

Schrödinger equation.
Define:

R� WD �? n f0g ;

and note that

G
�2L1

R� t 
R2 n˝� D T�
T
2 n f0g .

Finally, given a Hilbert space H, recall that L 1C.H/ denotes the set of positive,
hermitian, trace-class operators on H.

Theorem 7 ([9]) Let


u0h
�

be normalized in L2.T2/ and satisfy (63). Let � 2
L1.RIP.T�

T
2// be a weak-� accumulation point of



wh

uh

�
. Then for every� 2 L1

there exists a �-integrable family of operators:

R� 3 � 7�! �� .�/ 2 L 1C.L2�.T2//

that only depends on the sequence of initial data such that:

Z

T�T2

a .x; �/ � .t; dx; d�/ D
X

�2L1

Z

R�

Tr


mhai� .�/U� .t/ �� .�/U�

� .t/
�
� .d�/

C
Z

T2

Z

R2n˝
hai .x; �/ � .d�/ dx:

Before giving some ideas of the proof of this result, let us present some
consequences.

Corollary 5 Let � be as in Theorem 7. Then the image of � under the projection
.x; �/ 7�! x is absolutely continuous. In particular, any weak-� accumulation point
of jeit. 12��V/u0hj2dxdt is of the form � .t; x/ dxdt with � 2 C.RI L1C.T2//.
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Proof The image measure � 2 P.T2/ is given by:

Z

T2

b .x/ � .t; dx/ D
X

�2L1

Tr


mhbi�M� .t/

�

C�.R2 n˝/
Z

T2

b .x/
dx

.2�/2
; (70)

where M� .t/ 2 L 1C.L2�.T2//. Note that any measure of the form:

Cc.T
2/ 3 b 7�! Tr.mhbi�K/;

where K 2 L 1C.L2�.T2//, extends to a bounded form on L1.T2/ because of (68),
and therefore can be represented by a positive element of L1.T2/. Since both sides of
the identity (70) define a probability measure, the sum of the densities corresponding
to each summand must converge to an element � 2 C.RI L1C.T2//, by the monotone
convergence theorem.

Remark 4 The result of Corollary 5 can be improved. It is showed in [4] that, in fact,
the density � is in C.RI L2.T2//, and similar results hold in any dimension. This is
the result predicted by the Strichartz estimate corresponding to the two dimensional
Euclidean exponent, which is known to be false since the work of Bourgain [28]
(see also Sect. 2.2). The failure of this estimate is thus a very subtle phenomenon.

Corollary 6 Let � be as in Theorem 7. Then, for every T > 0 and every open,
non-empty subset ! � T

2 the following holds:

Z T

0

�.t; ! 
 R
2/dt > 0.

Proof Suppose that, on the contrary

Z T

0

�.t; ! 
 R
2/dt D 0;

for some T > 0 and non-empty ! � T
2. We are going to show that � must vanish

identically, and therefore, it is not a probability measure. Using formula (70), one
deduces the identity:

Z T

0

X

�2L1

Tr


mh1!i�M� .t/

�
dt C �.R2 n˝/ T j!j

.2�/2
D 0:
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Since all the terms in the above sum are positive, we infer that:

�.R2 n˝/ D 0;

Z T

0

Tr


mh1!i�M� .t/

�
dt D 0: (71)

Theorem 7 ensures:

M� .t/ D U� .t/M� .0/U�
� .t/ :

Since M� .0/ is self-adjoint and trace class, it possesses an orthonormal basis of
L2�.T

2/ consisting of eigenfunctions. Write this basis as


 �n

�
; clearly:

M� .0/ 
�
n D ��n  

�
n ; ��n � 0;

X

n2N
��n � 1:

Now, M� .t/ can be written in terms of this expansion as a superposition of
orthogonal projections:

M� .t/ D
X

n2N
��n
ˇ̌
U� .t/  

�
n

˛ ˝
U� .t/  

�
n

ˇ̌
:

Identity (71) becomes, since again all the terms involved in the sums are non-
negative:

��n

Z T

0

Z

T2

h1!i� .x/ jU� .t/  
�
n j2 .x/ dx D 0;

for every n 2 N. If ��n ¤ 0 then jU� .t/  �n j2 .x/ D 0 for a.e. t 2 .0;T/ and

a.e. x 2 !� WD
[

v2�?
.! C v/. Since jU� .t/  �n j2 can be viewed as defined

on a one-dimensional torus (more precisely, U� .t/ can be unitarily conjugated to
a propagator acting on L2 .T�/ for some one-dimensional torus T�, see [9]), and
!� projects onto an open set of that torus, one concludes U� .t/  �n D 0 by a
standard unique continuation result for the one-dimensional Schrödinger equation.
This proves that � vanishes identically.

It turns out that Corollary 6 is essentially equivalent to the validity of the
observability estimate (23) on the torus. See Sect. 2.3 and [9, 87] for more details.
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5.3 Some Ideas from the Proof of Theorem 7

The proof of Theorem 7, even in our relatively simple setting is quite lengthy and
technical. Here we present the main ideas.

Our starting point is a geometric remark that motivates the introduction of the
sets R�.

Proposition 6 Let � 2 Minv


T�

T
2
�
. Then �eT2�R� ,� 2 L1, and �eT2�.R2n˝/ are

invariant measures that possesses additional regularity properties.

(i) �eT2�.R2n˝/ is constant with respect to x;
(ii) each �eT2�R� is invariant with respect to the translations:

x 7�! x C v; v 2 �?: (72)

As a consequence of statement (ii) of Proposition 6 we conclude that �eT2�R� is
completely determined by its action on functions a 2 Cc.T�

T
2/ that are invariant by

translations of the form (72). Those functions admit a Fourier series development of
the form:

a .x; �/ D
X

k2�
ak .�/ eik�x: (73)

We say that such a function has only frequencies in �. This remark translates into
the problem under consideration by concluding that, if � is now a time-dependent
measure as in the statement of Theorem 7, then, in order to compute � .t; �/eT2�R�
it suffices to test Wigner distributions against symbols that have only frequencies
in �.

On the other hand, Example 1 suggests that in order to compute� .t; �/eT2�R� one
must take into account the specific way in which energy concentrates onto R�. This
vague statement can be made precise using ideas from two-microlocal analysis [25,
27] and, more precisely, two-microlocal semiclassical measures. Those objects were
introduced independently by Nier and Fermanian-Kammerer and further developed
in the following articles [51–53, 89, 92].

To simplify matters a little bit, let us just consider the case

� D f.n; 0/ W n 2 Zg :

We introduce the class of symbols S 1
� that are defined on T�

T
2
.x;�/ 
 R� and have

the following properties.

1. they are compactly supported in .x; �/ 2 T�
T
2, and only have frequencies in �;

2. they are homogeneous of degree zero at infinity in � 2 R. This means that there
exists a function ahom 2 C1

c .T
�
T
2 
 f�1; 1g/ and R0 > 0 such that:

a .x; �; �/ D ahom

�
x; �;

�

j�j
�

, for j�j > R0 and .x; �/ 2 T�
T
2.
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Note that the requirement of only having frequencies in � (see (73)) translates
into the fact that a does not depend on the variable x2. Hence, symbols in S 1

� can
be canonically identified to functions defined on Tx1
R2� 
 R�.

From now on, we shall suppose that .u0h/ satisfies the hypotheses of the theorem

and we denote by wh .t; �/ the Wigner distribution of the solution eit. 12��V/u0h. We
are going to decompose (two-microlocalize) wh .t; �/ around

R� � �? D f.0; �2/ W �2 2 Rg :

To this aim, we use the symbols of the class a 2 S 1
� as follows. Take � 2 C1

c .R/

to be a nonnegative cut-off function that is identically equal to one near the origin.
For every R > 0 and a 2 S 1

�, we define

˝
w�h;R .t/ ; a

˛ WD
Z

T�T2

�
1 � �

�
�1

Rh

��
a

�
x; �;

�1

h

�
wh .t; dx; d�/ ;

and

hw�;h;R .t/ ; ai WD
Z

T�T2

�

�
�1

Rh

�
a

�
x; �;

�1

h

�
wh .t; dx; d�/ : (74)

Clearly,

�
wh .t/ ; a

�
x; �;

�1

h

��
D ˝

w�h;R .t/ ; a
˛C hw�;h;R .t/ ; ai :

One readily sees that w�h;R .t/ is concentrated on the region fj�1j & Rhg, whereas
w�;h;R .t/ lives in fj�1j . Rhg. The distribution w�;h;R .t/ is intended to capture the

fraction of the “energy” of eit. 12��V/u0h that stays at a distance of order h to �?,
while w�h;R .t/ captures the energy that concentrates on �? at a slower speed.

One then defines Q��, Q�� 2 .S 1
�/

0 by taking limits (whose existence follows from
the Calderón-Vaillancourt theorem, identity (25), adapted to the present setting):

Z

R

' .t/
˝ Q�� .t; �/ ; a˛ dt WD lim

R!1 lim
h!0C

Z

R

' .t/
˝
w�h;R .t/ ; a

˛
dt;

and
Z

R

' .t/ h Q�� .t; �/ ; ai dt WD lim
R!1 lim

h!0C

Z

R

' .t/ hw�;h;R .t/ ; ai dt: (75)

Let us start by analyzing Q��. Clearly,
R
R
' .t/

˝ Q�� .t; �/ ; a˛ dt only depends on ahom.
One can prove, following for instance the arguments in [56], that Q�� is positive
and it is supported in

˚
� 2 �?� ' R�2 . It can be therefore identified to a positive
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measure on T�
T
2 
 f�1; 1g (or on Tx1 
R�2 
 f�1; 1g, since it has only frequencies

in �).
Using Egorov’s theorem (which is exact for �� in this case) one can prove that

Q�� .t; �/ is invariant by the geodesic flow and that it satisfies, in addition:

!@x1 Q�� .t; x; �; !/ D 0; .x; �; !/ 2 T�
T
2 
 R

2 
 f�1; 1g :

This clearly implies that Q�� does not depend on x1.
Let us postpone our discussion on Q�� and focus on how � .t; �/eT2�R� is related

to Q�� and Q��. Let

�� .t; �/ WD
Z

f�1;1g
Q�� .t; �; d�/eT2�R�; �� .t; �/ WD

Z

R

Q�� .t; �; d�/eT2�R�:

We shall show later on that
R
R

Q�� .t; �; d�/ is a positive measure, so that the
preceding definition makes sense. In that case:

� .t; �/eT2�R� D �� .t; �/C �� .t; �/ : (76)

Note that, since �� .t; �/ does not depend on x1; is concentrated in f� 2 R�g, and
is invariant by the geodesic flow, necessarily it does not depend at all on x, by
Proposition 6.

Now it only remains to compute Q�� .t; �/. Clearly, writting uh .t/ WD eit. 12��V/u0h,
one has:

hw�;h;R .t/ ; ai D.Oph

�
�

�
�1

Rh

�
a

�
x1; �;

�1

h

��
uh .t/ juh .t//L2.T2/

D.Op.x1;�1/1

�
�

�
�1

R

�
a .x1; 0; hDx2 ; �1/

�
uh .t/ juh .t//L2.T2/

C O .h/

Note that

Op.x1;�1/1

�
�

�
�1

R

�
a .x1; 0; hDx2 ; �1/

�

can be viewed as a semiclassical operator in the variables .x2; �2/ taking values
into the space K



L2 .Tx1 /

�
of compact operators on L2 .Tx1 /. This motivates the

following definition. For K 2 C1
c



T�

Tx2 IK


L2 .Tx1 /

��
denote:

˝
n�h .t/ ;K

˛ WD .K .x2; hDx2/ uh .t/ juh .t//L2.Tx2 IL2.Tx1 //
: (77)

Above, we have made the natural identification L2.T2/ ' L2


Tx2 I L2 .Tx1 /

�
.
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Proposition 7 Modulo a subsequence, one has the following:

lim
h!0C

Z

R

' .t/
˝
n�h .t/ ;K

˛
dt D

Z

R

' .t/Tr
Z

T�Tx2

K .x2; �2/ Q�� .t; dx2; d�2/ dt;

(78)

for every K 2 C1
c



T�

Tx2 IK


L2 .Tx1 /

��
and every ' 2 L1 .R/. Therefore, Q�� is a

weak-� accumulation point in the space of operator-valued distributions:

L1 

RID 0 
T� .Tx2 / IL 1



L2 .Tx1 /

���
:

Moreover, for a.e. t 2 R, Q�� .t; �/ is a positive L 1


L2 .Tx1 /

�
-valued measure on

T�
Tx2 and it is invariant by the geodesic flow 	sjT�Tx2

.

In general,

Z

R

' .t/ hw�;h;R .t/ ; ai dt D
Z

R

' .t/
˝
n�h .t/ ;Ka;R

˛
dt C O .h/ ; (79)

where

Ka;R .�2/ WD Op.x1;�1/1

�
�

�
�1

R

�
a .x1; 0; �2; �1/

�
I

note that when a .x; �/ does not depend on � this is merely:

Ka;R .�2/ WD a .x1; 0; �2/ �

�
Dx1

R

�
:

Identity (79) shows in particular that:

Z

R

' .t/ h Q�� .t; �/ ; ai dt D
Z

R

' .t/Tr
Z

T�Tx2

Ka .�2/ Q�� .t; dx2; d�2/ dt;

where

Ka .�2/ WD Op.x1;�1/1 .a .x1; 0; �2; �1// ;

and, for a 2 S 1
� not depending on �,

Z

R

' .t/ h�� .t; �/ ; ai dt D
Z

R

' .t/Tr
Z

Tx2�.R�2nf0g/
ma .�2/ Q�� .t; dx2; d�2/ dt:
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Finally, using the Radon-Nikodym theorem for operator-valued measures, as
described for instance in the Appendix of [56], and the fact that

R
T2
�� .t; dx; �/

does not depend on t, we obtain:

Z

Tx2

Q�� .t; dx2; �2/ D �� .t; �2/ �� .�2/ ;

for some positive measure �� on
˚
� 2 �?� ' R�2 and some ��-integrable family

� .t; �2/ 2 L 1


L2 .Tx1 /

�
.

Let us now deduce the propagation law for �� .t; �2/. Start with:

d

dt

˝
n�h .t/ ;Ka;R

˛

D i.

�
�1
2
�C V;Op.x1;�1/1

�
�

�
�1

R

�
a .x1; 0; hDx2 ; �1/

�	
uh .t/ juh .t//L2.T2/:

Clearly,

�
�1
2
�;Op.x1;�1/1

�
�

�
�1

R

�
a .x1; 0; hDx2 ; �1/

�	

D
�
�1
2
@2x1 ;Op.x1;�1/1

�
�

�
�1

R

�
a .x1; 0; hDx2 ; �1/

�	

D
�
�1
2
@2x1 ;Ka;R .hDx2/

	
:

Therefore,

d

dt

˝
n�h .t/ ;Ka;R

˛ D i

�
n�h .t/ ;

�
�1
2
@2x1 C V;Ka;R

	�
;

Taking limits and using the fact Q�� .t; �/ is invariant by the geodesic flow, we can
average V:

d

dt
Tr
Z

Tx2�.R�2nf0g/
Ka .�2/ Q�� .t; dx2; d�2/

D i Tr
Z

Tx2�.R�2nf0g/

�
�1
2
@2x1 C hVi� ;Ka .�2/

	
Q�� .t; dx2; d�2/ ;

where

hVi� .x1/ WD 1

2�

Z

T

V .x1; x2/ dx2

which allows us to conclude.
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For an arbitrary� 2 L1 one has to perform a change of coordinates to reduce to
problem to the one studied above. In higher dimensions or when �0 .f� D 0g/ ¤ 0

one has to iterate the two-microlocal scheme in a recursive manner. Additional work
is also required to lower the regularity requirements of the potential, see [9].

5.4 Other Results in Other Geometries

Let us briefly comment on recent developments on the subject. The results in [9]
can be used to obtain sharp decay rates for the damped wave equation on T

2, see
[5].

Moreover, the results of [9] have been extended in [1] to encompass semiclassical
completely integrable systems of the form:

ih@tu .t; x/� H .hDx/ u .t; x/� h2V .x; hDx/ u .t; x/ D 0; .t; x/ 2 R
T
d, (80)

at different time scales under convexity assumptions on H .�/, that turn to be
necessary. Let us simply mention that the scale �h D h�1 is critical for this
type of problem in the following sense. If �h � h�1 then QM .�/ contains all
orbit measures associated to the classical flow. If �h � h�1 one can show that
M .�/ � C



RI L1



T

d
��

and it is possible to prove a microlocal propagation law,
much more complicated than the one presented here, that involves superpositions of
Schrödinger propagators of the form eit.d2H.�/Dx �Dx�hVi�.�//. Finally, if �h 	 h�1 and
under certain separation assumptions on the spectrum of H .hDx/ (that are satisfied,
for instance, when H .�/ D j�j2 and V D 0) it is proved that QM .�/ D Conv QM1.

The strategy of proof of Theorem 7 also adapts to boundary value problems. In
[6] analogous results are proved for the disk in R

2, whose billiard flow is completely
integrable.

Let us note that in the case of negative curvature, [12] proves lower bounds for the
Kolmogorov-Sinai entropy of the elements QM



h�1� and establishes observability

results for the corresponding Schrödinger equations under conditions much weaker
than the Geometric Control Condition.
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